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Abstract

The different stages in the life-cycle of content—creation, storage, retrieval, and analysis—are usually regarded as distinct and isolated steps. In this paper we examine the synergies resulting from their integration within a single architecture.

Our goal is to employ such an architecture to improve user support for knowledge-intensive tasks. We present a case study from the area of building architecture, which is currently ongoing.

1 Introduction

Dealing with the overwhelming amount of information readily available today is one of the biggest challenges in computer science. A number of different research areas already deal with knowledge management during the distinct stages of its life-cycle: content creation (document management systems), storage and retrieval (digital libraries, information retrieval systems), and analysis (information extraction systems, text mining).

In this paper we claim that this distinction should be abandoned in favour of an open architecture that incorporates a continuous and iterative life-cycle of content creation, retrieval, and analysis. Before we analyse the requirements for such an architecture in more detail, we first introduce a case study from the application area of building architecture, which is currently in progress. We then present the first version of a system architecture supporting the detected requirements.

Case Study: Analyzing a Historical Encyclopedia of Architecture

Our ideas are perhaps best illustrated within the context of a project we just started: the analysis of a comprehensive multi-volume encyclopedia of architecture written in German in the late 19th and early 20th century. Two user groups are involved in the analysis within this project: architects and building historians.

For contemporary architects, the encyclopedia represents a large, untapped knowledge source, especially for the restoration and reconstruction of buildings from the same time period. Building historians, on the other hand, are interested in a detailed analysis of an author’s work and the context of its creation. The encyclopedia, for example, contains many descriptions of idealized principles and processes, whereas actual constructions often followed rather different, pragmatic ideas. Thus, without a detailed prior analysis by a domain expert (in this case building historians), the knowledge stored in the encyclopedia cannot be safely applied. And even information deemed “correct” may lead to wrong results when applied without a detailed analysis of the author’s specific context: In our example on architecture, certain materials may not be available anymore or exhibit vastly different qualities, tools and processes that were common hundred years ago—and thus not explicitly described—are often lost.

All this makes it impossible for the contemporary user to naively apply the stored knowledge.

Thus, system support cannot stop after information has been delivered to the user. Ideally, all the tasks outlined above are available through the user’s web browser, as naturally as viewing yet another page.

2 Requirements

Based on the case study we identified two major requirements systems must fulfill to better support
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users in dealing with complex, large-scale information sources.

2.1 Integration of Content Creation and Retrieval

As illustrated above, the common static view of a “finished” document that is to be retrieved, viewed, and used by a reader is not sufficient to adequately support knowledge-intensive tasks: Users must be able to add their own information to a knowledge source; in our example, a building historian might want to add a detailed analysis to a chapter of the encyclopedia. Another user, maybe an architect, might want to annotate a section with experiences gathered from the restoration of a concrete building.

While practically all documents are available on or through the Web, its hypertext capabilities are currently not used to directly modify and annotate existing information (books, papers, web pages, etc.). Rather, once content is deemed “completed” it is stored in some kind of archive (e.g., a digital library), from which it is eventually retrieved as a monolithic entity, used for the production of yet more content.

Moreover, the task of information retrieval [1, 8] is typically not integrated with the task of content development. Rather, the user has to retrieve documents he believes are required for his task and then base content development on the information found. While a new document search can always be initiated manually, it is a much more compelling view that content development and retrieval could be integrated: a system that continually scans and analyses new text entered by a user should be able to search additional relevant information and present them to the user, who could then inspect the new data, integrate it, add cross-references, or reject the proposed sources.

Another important point of the case study is that knowledge from a source cannot be applied without a description of the context of both a document’s creator and its reader. Only an explicit representation of the two context frames allows for a (semi-)automatic translation between them; in our example, we have to adapt over 100 year old knowledge to modern standards and vocabulary, but similar problems will increasingly appear in the medium and long-term future, when all the documents that are currently created and stored in digital form become “historic knowledge” themselves.

2.2 Integration of Information Retrieval and Natural Language Analysis

Currently, users obtain documents through some kind of indexing and ranking systems: web search engines for plain web pages, or some kind of information retrieval systems for digital libraries (historically, these system come from different roots, but modern implementations exhibit some kind of overlap between these techniques). In either case, the systems always return complete documents, be it web pages, papers, or whole books. This is one of the primary reasons behind the feeling of “information overload” shared by so many users: with a virtually endless source of information and seemingly relevant documents, how can one be sure to have not only found, but also read and absorbed all the important information? In our case study, just the encyclopedia by itself already comprises more than 40 volumes, which is far too much information to scan without automated assistance.

Our approach is to supplement basic information retrieval with tools from the area of natural language processing (NLP), like text mining and information extraction. While a complete understanding of natural language texts is not even remotely a possibility, there now exists a number of robust NLP tools that can contribute to a semantically richer understanding of a large set of documents: document classification and clustering, automatic summarization, named entity recognition and tracking, and co-reference resolution. Although each of these approaches has a number of deficiencies and limitations, they nevertheless can provide information that are much quicker to scan and absorb than the complete source; an example is the keyword-style summarization of a (newspaper) article in just 10 words [14].

Thus, our core idea here is to combine the standard document retrieval and presentation systems with a natural language processing component that contains a number of specialized analysis tools.

3 Architecture

We now present the architecture we developed to support the detected requirements, as it is currently being implemented. It is based on the standard multi-tier information system design. Its primary goal is to integrate document retrieval, (semi-)automated analysis, and content annotation as outlined above.

Figure 1 shows our integration architecture with its main components. We now discuss each of the four tiers in detail.

Tier 1: Clients

The first tier provides access to the system, typically for humans, but potentially also for other automated clients. In the first version, users will access the system via a standard web client. Additional “fat” clients can be added as well, for example a word processor.

Tier 2: Presentation and Interaction

Tier 2 is responsible for information presentation and user interaction. In our architecture it has to deal with both content development and visualization.

A model that proved to work surprisingly well for cooperative, decentralized content creation and editing is the idea of a Wiki (or WikiWikiWeb), where every
user is allowed to create new and edit existing information [10]. Traditionally, Wikis have been used to develop new material (most prominent example being the online encyclopedia Wikipedia), but our approach here is to combine both existing (e.g., books, papers) and user-provided content within the same architecture by integrating (and enhancing) one of the freely available Wiki engines.

**Tier 3: Retrieval and Analysis**

Tier 3 provides all the document analysis and retrieval functionalities discussed above.

The natural language analysis part will be based on the GATE (General Architecture for Text Engineering) framework [4, 5], one of the most widely used NLP tools. Since it has been designed as a component-based architecture, individual analysis components (called processing resources) can be easily added, modified, or removed from the system. Some of the analysis components we plan to include are:

- **Classification and clustering** of documents, based on the Bow toolkit [11];

- **Ontology-based navigation and retrieval** using WordNet [6] for open domain content and specialized ontologies for specific domains [7];

- **Co-reference resolution** for identifying entities within and across documents that refer to the same object under different names [13, 14];

- **Automatic Summarization** to provide keyword-style or full-paragraph summarizations of either single documents or document clusters, which we developed in the ERSS system suite [2, 3].

These higher-level components in turn rely on many other low-level natural language processing resources, including tokenization, named entity recognition, part-of-speech (POS) tagging [9], noun phrase (NP) chunking, predicate-argument extraction [12], among others. Some of these come as basic building blocks with the GATE system, others are readily available as open-source modules. Additional domain-specific components can also easily be added, for example a context management and translation module for our historical architecture.

A final consideration is how to integrate the results of these automatic analyses with the original content and the user-provided annotations. Since we aim to provide an integrated view of all a document’s facets, we decided to add them to a document’s annotations as well, i.e., they are treated similarly to the information added by a human through the Wiki component.

Thus, original content, human and machine annotations constitute a combined view of the available knowledge, which forms the basis for the cyclic, iterative create-retrieve-analyze process.

**Tier 4: Resources**

Resources (documents) either come directly from the Web (or some other networked source, like emails), or a full-text database. For our case study, the encyclopedia will be stored in a database holding the scanned page images as well as the OCR’d information. The GATE frameworks provides the necessary resource handlers for accessing texts transparently across different protocols.

**4 Conclusions**

Making the Web more “intelligent,” supporting users by providing services that are semantically richer than plain document indexing and presentation, is a very active and diverse research field [15].

Though the idea of a text mining system, which is an important part of our architecture, is not new, they have so far primarily been deployed only within proprietary business settings or confidential government-funded intelligence services. We predict that such systems will become more widespread in the future and
part of our day-to-day web experience, and also be integrated with other (office) tools.

Our main contribution therefore lies in the integration of several techniques for knowledge management that have traditionally been seen as separate, distinct activities: content creation and editing, storage and retrieval, as well as content mining and analysis. We believe that the integration of these activities within a single architecture and within a cohesive, iterative process will provide a user with more support than it is possible with the current separation into isolated tasks.

Another important aspect of this work is the evaluation of NLP-enhanced tools within a real-world scenario. While the NLP community already has moved towards standardized task evaluations (see the NIST-sponsored TREC, MUC, and DUC competitions²), there is still no agreement on precisely how much such tools can contribute within a larger, real-life, knowledge-intensive project. We hope to achieve an insight on this issue through our collaboration with building historians and architects.

Finally, we also plan to evaluate the architecture within two other projects: software reverse engineering, where it will provide a unified view of a system’s software documentation, source code analysis, and requirements specification, and bioinformatics, where it will analyze web pages and research papers on fungal genomics.
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