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1

Introduction

The heart is a physiologically and anatomically complex organ. It is mainly composed of
four cavities surrounded by muscles. These muscles are constructed of discrete cells, so-called
myocytes. The myocytes are enclosed by a membrane in which proteins are inserted allowing
selective ion transportation. This transport of ions leads to the electrical activation of the
myocytes, which is expressed by the action potential. The membrane separates intra- from
extracellular space. A large fraction of the intracellular volume is filled with force generat-
ing units. In tissue, the myocytes are coupled electrically. By this coupling, the electrical
activation of one cell is conducted to the neighboring myocytes.

The electrical excitation of cardiac cells causes mechanical contraction during a heart cycle.
This electro-mechanical coupling is controlled by intracellular calcium. The cardiac electrical
activity depends on tissue type and distribution, geometry of the heart, and heart rate.
Furthermore, fiber orientation, distribution of gap junctions and pathologies influence the
activity of the heart.

The electromechanical properties of the heart are not homogeneously distributed. Experi-
mental measurements of atrial tissue from different anatomical regions show electrophysiolo-
gical differences. These variations are due to different ion channel expression throughout the
atrium. In the ventricular myocardium an electrophysiological heterogeneity is also present
caused by transmurally changing ion channel density and kinetics. This influences mainly the
plateau and repolarization phase of the action potential and the development of tension.
Some pathologies are caused by defects mainly influencing the heterogeneous balance by
changing electrophysiological characteristics only in parts of the tissue. E.g. long QT syn-
drome, familial atrial fibrillation, and the genesis of torsades de pointes were assigned to the
disarrangement of the heterogeneity. A large group of pathologies lead to cardiac arrhythmia.
Atrial fibrillation for example is the most common arrhythmia diagnosed for more than 2 mil-
lion patients in Europe and America annually. The occurrence of atrial fibrillation increases
with age, with a prevalence rising from 0.5% of people in their fifties to nearly 10 % of the
octogenarians.

Animal experiments and clinical studies produced significant insights into cellular electro-
physiology in the last decades. The mechanisms underlying the complex interaction of cells
and the initiation and perpetuation of arrhythmia is up to now not completely understood.
The clinical treatment of various pathologies is often based on empirical knowledge.
Mathematical models form a basis to understand the mechanisms and interactions in the
heart. Commonly, these models consist of coupled ordinary differential equations. The scope
of modeling reaches from reconstruction of the genetic functioning to organ modeling. The
gene models reconstruct the expression of proteins. Protein models can be integrated into e.g.
a cell membrane to characterize the properties of a cell. These cells were coupled to describe



2 1. INTRODUCTION

tissue or even an organ. Application of these models can be found in biomedical science e.g.
for education and training purposes, for development and tests of pharmaceuticals, and to
develop new medical devices and therapeutic strategies.

Modeling of cardiac electromechanics provides knowledge of physiological and pathological
phenomena. The models are based on measurement data of protein, cell, tissue, or organ
properties and thus help to integrate different scales of measured data. An important purpose
of the models is to support the understanding of the mechanisms between these scales and of
physiological as well as pathological interactions. A detailed model of the human heart will
provide a useful and complimentary tool to investigate the dynamical behavior in a detailed
way that cannot be achieved experimentally at present. All electrophysiological parameters
during normal and abnormal excitation can be traced and analyzed. A further advantage of
the model is that no ethical restrictions with respect to patient and animal experiments exist.
On the other hand, models are always simplified descriptions of the real process and thus the
results need to be validated by experimental work.

The modeling of cardiac electromechanics includes several different research topics, i.e.
anatomy, electrophysiology, excitation conduction, tension development, passive mechanics,
and fluid dynamics (fig. 1.1). The anatomical model builds the basis to describe the individual
heart. The electrophysiological model reproduces the activity of a single cardiac myocytes.
The conduction is determined by models of the electrical current flow in tissue. Partial differ-
ential equations have to be solved for these models. The tension model describes the tension
development process in the contractile unit of myocardial cells dependent on the calcium
concentration within the cell. The passive mechanical models utilze the generated tension as
input to describe the deformation of the myocardium. Finally, the contraction of the heart
initiates the flow of blood, which is described by fluid dynamical models.

These models are coupled by e.g. electromechanical, biomechanical, and mechanoelectrical
feedback. Electromechanical feedback is a process describing the tension development ini-
tiated by the cellular electrical activity. Biomechanical feedback explains coupling between
cellular tension and deformation. Mechanoelectrical coupling is the influence of tissue defor-
mation on the electrophysiology by stretch sensitive membrane proteins. The tissue strain is
also influencing the tension development. Furthermore, the ejection of blood is caused by the
flow and thus fluid dynamics change the shape of the heart.

The active electromechanical behavior of the human heart is the subject of this work. Thus,
the modeling of anatomy, electrophysiology and tension development will be described. Pas-
sive deformation and fluid dynamics were not detailed in this work.

1.1 Objectives of the Thesis

The focus of this work was directed to the mathematical modeling of the anatomy, electro-
physiology and tension development in the human heart. In order to achieve quantitative
simulations in the scope of this focus, new models were developed and existing models were
enhanced. A main objective of this thesis was to reconstruct human electromechanical het-
erogeneity in schematic and realistic anatomical models. An anatomical highly detailed data
set of the heart was utilized to extract different geometries or to describe inhomogeneity in
the atrium. The fiber orientation is inserted in the ventricular model with a new technique
based on measurement data. These inhomogeneous and anisotropic anatomical models were
used to simulate the excitation conduction in the human heart.
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Fig. 1.1. Heart modeling overview. The arrows depict interaction of different models. Anatomy influences
every other part of the modeling process. The electrophysiology triggers the tension development (excitation
contraction coupling). The tension is input for the elastomechanical approach. The deformation of the heart
influences the anatomy and all other components. The contraction is interacting with the fluid dynamics.

The heterogeneous electrophysiology is reconstructed implementing new or adapting exist-
ing models. The developed human sinoatrial node model is based on combining a human
atrial with a rabbit sinoatrial model. Heterogeneous atrial electrophysiology is achieved by
incorporating measurement data of different atrial regions. A transmural varying ventricular
model was designed in corporation with a new model of tension development to investigate
the electromechanical heterogeneity. Furthermore, several different pathological states were
modeled to depict the capacity of the models reconstructing cardiac dysfunction.

The designed anatomical, electrophysiological, and tension development models were used
to simulate and investigate the interplay for either physiological or pathological cases. The
results help to gain new insights into the heart’s function not elaborated to date or to support
the understanding of pathologies e.g. cardiac arrhythmias.
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1.2 Organization of the Thesis

The thesis is divided into three parts. The first seven chapters describe the state of the art,
one chapter the methodology and two chapters the results of this work.

Chapter 2 and 3 describe the anatomy of the heart and its modeling. The microscopic as
well as the macroscopic anatomy of the heart is illustrated with the involved structures.
Furthermore, medical imaging systems are discussed briefly and an overview of digital image
processing and anatomical model generation is given.

The electrophysiological properties in cardiac cells are detailed in chapter 4. The different
involved membrane proteins are described and the role of calcium for the excitation con-
traction coupling is explained. Furthermore, the atrial and ventricular electrophysiology is
illustrated. Chapter 5 describes the transfer of electrophysiology into mathematical models.
Several existing electrophysiological models are discussed.

The physiological part ends with chapter 6 and 7 were tension development and its modeling
are introduced. The interaction of the proteins troponin, tropomyosin, actin, and myosin dur-
ing constant and dynamic calcium transients are discussed for both physiology and modeling.
Existing models of tension development are described.

The mathematical and physical foundations of this work are described in chapter 8. These
include ordinary and partial differential equations and their solution methods as well as
minimization approaches and basic knowledge about the theory of electrical fields that are
important for the methodology of this work.

Chapter 9 illustrates how the described methods and mathematical approaches are combined
to a simulation environment, in which models can be designed or adapted. The excitation
conduction is calculated and visualized within this simulation environment.

Chapter 10 and 11 address the results of this work. The new approaches are detailed and
compared to measurement data and other models in chapter 10. Chapter 11 describes the
electromechanical simulation including the excitation conduction in the tissue. Pathological
simulations are outlined in both chapters.

The last chapter of this thesis summarizes the results and provides the perspectives for further
research.
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Anatomy and Physiology of the Heart

The human heart is a muscular organ with a weight of 230 to 350 g and the size of a
persons fist [1, 2, 3]. Its function is to maintain the blood flow through the vessels by periodic
contractions and relaxations. In this way the body is supplied with oxygen and nutrients. Also,
the end products of the metabolism are carried away from the cells. The heart is separated
by the septum into two separate but functionally and anatomically similar subsystems: the
right and the left half. They represent the division of the blood circulation system into two
different systems (fig. 2.1). Both halves are separated into an upper part (atrium) and a lower
part (ventricle) [4, 5].

The heart is located in between the lungs in the mediastinum of the thorax and is surrounded
by the pericardium, which is a closed sac of connective tissue. The main axis of the heart is
normally oriented from back-top-right to front-bottom-left with the base at the upper and
the apex at the lower end.

The deoxygenated blood from the body is collected in the right atrium through the Vena cava
inferior and the Vena cava superior (fig. 2.1) [6, 7, 8]. The blood is transported through the
tricuspid valve to the right ventricle during the relaxation phase of the heart, which is called
diastole, due to the shifting of the valve plane. Furthermore, the right ventricular filling is
supported by the pumping mechanism of the atrium during the atrial contraction (systole).
The following contraction of the right ventricle pumps the blood through the pulmonary valve
into the truncus pulmonalis and further on to the lungs where the blood is oxygenated.
Then, the blood is collected through the four pulmonary veins into the left atrium. The blood
reaches the left ventricle through the mitral valve. During the contraction of the left ventricle
the blood is ejected via the aortis valve into the aorta and further on into the body circulation.
The heart itself is supplied with oxygenated blood through coronary arteries, which spread
from the aorta all over the heart.

The four valves of the heart determine the direction of the blood flow due to their unidirec-
tional characteristics. The valves are located in the heart skeleton, which separates the atria
from the ventricles and which is build of connective tissue.

The walls of the different parts of the heart have different thicknesses due to the pressure
the muscle has to work against. The walls of the atria are thin (<2 mm), because they have
to build a pressure difference of only 20 mmHg [9]. The walls of the ventricles are thicker
(right: ca. 10 mm, left: ca. 20 mm), since the ventricles have to produce about 30 mm#H g
pressure difference in the right and approximately 50 mmH g in the left ventricle.
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Fig. 2.1. Geometry of the heart and blood flow. The right and the left atrium are located at the upper part
of the heart. At the lower part, the two ventricles are visible. Deoxygenated blood reaches the right atrium
through the V. cava superior and inferior. Oxygenated blood flows through the four pulmonary veins into
the left atrium. During the contraction of the atria, the blood is transported through the tricuspid and the
bicuspid valve into the right and the left ventricle, respectively. During the next contraction of the ventricles
the blood is pumped from the right ventricle through the pulmonary valve into the lung circulation and
from the left ventricle through the aortis valve into the body circulation. Fig. adapted from [6].

2.1 Cardiomyocyte

The myocardium consists mostly of muscle cells (cardiomyocytes). These have commonly
a cylindrical shape, particularly in the working myocardium. The cardiomyocytes are ar-
ranged in the myocardium in such way that they are electrically and mechanically coupled
via the intercalated discs mainly at the long end of the cells [1]. The volume, surface area and
distribution of intracellular components can vary due to different function of different car-
diomyocytes. Myocytes of the working myocardium produce mainly mechanical tension. Thus
the contractile elements of the working myocardium consume a larger fraction of intracellular
space than those of e.g. the sinoatrial node. Cardiac cells from the excitation initiation and
conduction system, e.g. the sinoatrial node, have the function to initiate the excitation. The
length of a cardiomyocyte of the working myocardium ranges from 50 to 120 pum, its diameter
between 5 and 25 pm [1].

Every myocyte is linked to one or more capillary for the support with oxygen and nutrients
needed for the metabolism (fig. 2.2). The cell’s interior is surrounded by the cell membrane
to separate the intracellular space from the extracellular space. Specific membrane proteins,
which form pores in the membrane, enable the transport of e.g. ions and metabolites. The
intracellular space of a cardiomyocyte consists mainly of the nucleus, mitochondria, the sar-
coplasmic reticulum and some thousands myofibrills.
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Connective
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Fig. 2.2. Cross-section through the left ventricular myocardium. The branched muscle fibers build a net-
like structure. Connective tissue is located between layers of muscle bundles. Each cell has one nucleus and
is supplied by capillaries. Fig. adapted from [10].

2.1.1 Cell Membrane

The cell membrane of a cardiomyocyte (sarcolemma) consists of a selective permeable phos-
pholipid bilayer. The lipids of the membrane halves are oriented in such a way that the
hydrophobic tails are connected to each other. The hydrophilic heads are grouped to the
outer side and are in contact with the aqueous solution of the intracellular and the extracel-
lular space. The thickness of the sarcolemma ranges between 4 and 5 nm [12].

The cell membrane of most cardiomyocytes forms intrusions at certain distances spreading
at the z-discs along the junctional part of the sarcoplasmic reticulum into the cell (fig. 2.3).
The activation of the cell can be conducted near to the sarcoplasmic reticulum through these

Subsarcolemmal
Sarcolemma cisternae Mitochondrion Transversal tubule

s o

\ /
Myofilament  Z disk Sarcoplasmic Dyadic space

reticulum

Fig. 2.3. Schematic description of the intracellular structures of a cardiomyocyte. The sarcolemma sur-
rounds the cells interior. Important intracellular structures are e.g. the mitochondria as the generator of the
cell’s chemical energy carrier, the sarcoplasmic reticulum as a large calcium buffer and the myofilaments
as the tension generating unit. Fig. adapted from [11].
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Fig. 2.4. Schematic description of the cell membrane including membrane proteins and ionic concentrations
for KT and Na™. Red and blue circles characterize Na™ and K* ions, respectively. The Na-K pump and
one exemplary K+ channel as transmembrane proteins are marked in yellow. The binding sites of the
K™ channel are displayed with a minus sign. The thin arrows across the membrane depict the direction
of concentration and voltage gradients. The thick arrows show the direction of the ion flow through the
membrane proteins. Fig. adapted from [12].

so-called transversal tubuli (T tubules). The fraction of the T tubule surface of the whole
sarcolemmal area is between 10 % and 50 % [13].

Various pore forming proteins are included in the sarcolemma. These pores are mainly specific
to distinct ion types e.g. sodium, potassium and calcium. Also exchanger and pump proteins
are located in the membrane. Specific calcium channels are located in the membrane of the
transversal tubuli to trigger the calcium release of the sarcoplasmic reticulum into the intra-
cellular domain (myoplasm). In contrast to membrane ion channels, the low resistance ohmic
coupling pores between adjacent cells, so-called gap junctions, do not show ion selectivity.
The structure of the ionic channels, exchangers, and pumps as well as of the gap junctions is
described in detail below.

2.1.1.1 Ionic Channels, Exchanger and Pumps

Various pore forming proteins are inserted in the sarcolemma (fig. 2.4). They normally have
a cylindrically shaped form with a diameter of approximately 1 nm [12]. These proteins
function as ionic transport, exchange or pumping mechanisms, specified by the ion type,
which can pass through, e.g. the sodium channel, calcium channels, potassium channels, the
sodium-calcium exchanger and the sodium-potassium pump. All these proteins define the
selective sarcolemmal permeability to the specific ion type. Their molecular structure and
electrophysiology can vary under a subdivision group of each channel type. Their gating
characteristics is described by an opening and closing behavior (section 4.3).

All functional channels consist of several subunits coded by different genes (fig. 2.5). Addi-
tionally to the channel building a-subunits, several coexisting subunits, i.e. 3- and y-subunits,
can modulate the channels function. Thus, a wide range of channel function is possible with
species, organ or even tissue specific expression.
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Fig. 2.5. Construction of ion channels I. (a) Schematic description of the structure of an ion channel. The
characteristics of the channel building a-subunits is modulated by further (8,~)-subunits. (b) Structure of
the Na*t channel. Four equal elements consisting of six transmembrane segments form the pore with the
P segment as the selectivity filter. Figs. from [14].

Fig. 2.6. Construction of ion channels II. (a) Structure of the L-type Ca?* channel [15]. (b) Structure of
voltage gated K* channel a-subunits [16].
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Different proteins exist for carrying different ion types. One specific type of Na®™ channel is
predominantly expressed in cardiac myocytes (fig. 2.5b). In the group of calcium and potas-
sium channels, several different variations exist. Two calcium channels are predominant in
cardiac sarcolemma [17, 18, 19, 20]. One is the L-type Ca®" channel or so-called dihydropy-
ridine receptor (DHPR), which is located in the sarcolemmal membrane of the T tubules
(fig. 2.6a). The other is the T-type Ca*" channel, which is a channel with less expression in
ventricular cells but prominent in most other excitable cells of the heart.

A large variety of potassium channels are expressed in the heart [21, 22, 23, 24]. The potassium
channels can be divided into two classes: One class with two transmembrane segments and
one pore in-between (2Tm-1P channels) and the other with six transmembrane segments and
a pore (6Tm—1P channels). The 2Tm—1P K* channels have inward rectifying characteristics.
The characteristics of the 6Tm—-1P class are the voltage-dependent activation, inactivation
and deactivation of the channels (fig. 2.6b).

2.1.1.2 Gap Junctions

At the coupling region of neighboring cells, the so-called intercalated discs, specialized pro-
teins of adjacent cells form in a bundled manner a low electrical resistance pore called gap
junction (fig. 2.7) [25, 26, 27]. Near this area, the adjacent cells are mechanically glued to-
gether [28]. The intercalated discs are mainly located near to the ends of cardiomyocytes [29].
A gap junction is a cylinder or barrel shaped construction with a length of 2 — 12 nm and
a channel diameter of 1.5 — 2 nm (fig. 2.7¢). It is an intercellular channel, composed of
two connexons, each belonging to another cell. They build a gap of 2 — 3 nm (fig. 2.7b). A
connexon is a hexamer of six proteins called connexins. The hydrophilic channel is surrounded
by the hexamer of both connexons. Molecules of an atomic weight up to 1 kD can pass the
gap junction e.g. ions, nutrients and metabolites [33, 34].

Fig. 2.7. Construction of a gap junction. (a) Extracellular connexon surface and arrangement of connexons
in atomic force microscopy. Each connexon has an average diameter of 8 nm [30]. (b) Schematic description.
Two connexons, each build of six connexins, join at the gap of two adjacent cells and form the gap junction.
The axial channel (marked by the arrow) provides a direct connection between two cells [31]. (c) Side view
of the molecular organization of a gap junction with “E” the extracellular gap, “M” the membrane area
and “C” the cytoplasmic space [32].
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The density and distribution of gap junctions differ depending on the tissue type [35]. As
the density of gap junctions in e.g. the sinoatrial node is much less than in ventricular
myocardium, excitation velocity in the sinoatrial node is much slower than in ventricular
myocardium. Also, the arrangement of the intercalated discs play an important role in the
anisotropic electrical properties of the coupling. The ratio of longitudinal to transverse con-
duction velocity e.g. in the crista terminalis is 10:1 compared with 3:1 in the ventricles [35].

2.1.2 Intracellular Components

The nucleus, mitochondria, myofibrils, sarcoplasmic reticulum and cytoskeleton are located
in the intracellular space of the cardiomyocytes (fig. 2.3). The remaining volume of the
intracellular space is filled with a liquid solution containing lipids, carbon hydrates, salts
and proteins. The important structures for the electromechanical function of the intracellular
space of a cardiomyocyte are explained below.

2.1.2.1 Mitochondria

Mitochondria are cellular organelles with a length of 0.3 — 1.7 um and a diameter of 0.2 —
1 wm. They are surrounded by a bilayer membrane also containing membrane channels.
Mitochondria supply the cell and other cellular components with energy by metabolism.
This function is performed by its internal components. The ribosomes generate adenosine
triphosphate (ATP) via oxygenation of nutrients. About 14 — 20 % of the volume of atrial
and 25 — 36 % of ventricular myocytes is occupied by mitochondria. As a cellular energy
provider, mitochondria are located near to the energy recipients such as the myofilaments
and the ATP consuming membrane pumps. Mitochondria are also the structures where the
oxidative phosphorylation and the tricarboxylic acid cycle take place [36].

2.1.2.2 Myofibrils

Myofibrils are tube shaped fibers in which the mechanical tension of the cells is generated.
They are build up of connected sequences of the contractile functional units called sarcomeres.
Each sarcomere is packed with bundles of myofilaments. The myofilaments comprise actin
and myosin filaments. Approximately 41 — 53 % of the volume of atrial and 45 — 54 % of
ventricular working myocytes are filled with myofibrils. The thickness of a myofibril is in the
range between 1 and 3 pm [37].

Sarcomere Alternating light and dark bands appear along cardiomyocytes in the microscope.
That is the reason why the cardiac muscle is called striated. The structure of the sarcomere
is shown in figs. 2.8 and 2.9. The larger dark A bands are bisected by a dark narrow strip,
the H zone. M discs are found in the center line of the H zone. The narrow light I bands are
bisected by the Z disc appearing like a black line. The Z discs function as an anchor point
for the actin filaments. The segment between two Z discs is the sarcomere.

Each sarcomere has a resting length of 1.6 — 2.2 pum with the mean resting length of 2 um.
The sarcomere can be shortened to about 80 % of the resting length. Besides mechanical
active myofilaments, the sarcomere contains of passive mechanical structures like titin and
nebulin. Titin binds the myosin filament elastically to the Z discs [39]. Nebulin is coupled
closely to the whole actin filament and is important for the regular appearance of actin.

Myofilaments The myofilament as the tension generating unit is build up of two types of
filaments: thin filaments and thick filaments (fig. 2.10). The two lightly stained sides of the
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Actin
filament

A band N

Fig. 2.8. Schematic description of a sarcomere of a cardiomyocyte. The sarcomere is located between two
7 discs. The actin filaments of the sarcomere are fixed in their central area to the Z discs i.e. the actin
chain extends into two adjacent sarcomeres. The myosin filament is located in the middle of the sarcomere
and bound to the Z discs via the flexible titin filament. The area with myosin is called A band. The area
where only actin is visible is called I band. The H zone is the area where only myosin is visible. In the
middle of the H zone is a thin membrane called M disc. Fig. adapted from [38].

7 disc are composed of thin filaments, the so-called actin filaments. Myosin filaments can
be exclusively seen in the H zone. The myosin filaments are neighbored to each other in a
triagonal lattice with an actin filament within. The array of neighbored actin filaments builds
a hexagonal lattice surrounding a myosin filament. Besides actin and myosin, myofilaments
also include associated components like troponin and tropomyosin.

Myosin filaments
| |

Actin filaments Actin filaments

Z disc = Al zone%| H |€AI zone—= Z disc

zone
| band A band | band

Fig. 2.9. Electron micrography of a sarcomere of a cardiomyocyte. Fig. adapted from [37].
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Fig. 2.10. Electron micrography shows actin myosin cross-bridges in the Al zone of a striated flight muscle
of an insect. This image shows a nearly crystalline array of thick myosin and thin actin filaments. The
muscle was in rigor state at preparation. The myosin heads, protruding from the thick filaments, connect
with the actin filaments at regular intervals. Fig. adopted from [37].

Thin filament The thin filament is build up of the three components actin, tropomyosin
(Tm) and troponin (Tn) with three subunits (fig. 2.11). Actin is a polymer consisting of
approximately 350 spherical G actin monomers that are build together to a long strip called
F actin. Bound to the Z disc, two actin strips build in a double helix form the main component
of the thin filament. In the gap between the actin filaments lies the rope-like protein chain
of several tropomyosins where the heads and tails of the tropomyosins are connected to each
other [40]. Every tropomyosin protein extends along seven actin monomers. The tropomyosin
is located between the two actin filaments in the resting position and the binding site for
myosin is hidden.

The troponin complex with its three components troponin C (TnC), troponin I (Tnl) and
troponin T (TnT) is located at the end of each tropomyosin (fig. 2.11). TnC is the Ca**
binding subunit, Tnl is the actin bound and actin-myosin ATPase inhibiting part, and TnT
the tropomyosin binding site, having a head and a tail part. Due to the binding of Ca*"

TnC

Tropomyosin

Head-to-tail
overlap

Fig. 2.11. The thin filament is constructed of three proteins: actin, tropomyosin and troponin. Troponin
contains the three functional subunits: troponin C (TnC), troponin I (Tnl) and troponin T (TnT). Fig.
adapted from [40].
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Fig. 2.12. Structure of a thick filament. (a) The myosin II protein is organized into head, neck, and tail
domains. (b) The thick filaments are polymers of myosin II. The heads are located at both ends of the
bare zone of the thick filament. Figs. adapted from [39].

to troponin C the troponin-tropomyosin complex is shifted and the myosin binding site of
actin is exposed. Only in this state, the cross-bridge cycle of actin and myosin is enabled
(section 6.1).

Thick filament The thick filament is composed of several myosin II molecules, which are
all approximately 150 nm long (fig. 2.12). The thick filament has a diameter of 15 nm and
a length of approximately 325 nm. Each myosin filament consists of two ball shaped heads,
a neck region, and a tail domain, which are build of coiled coil molecules. The head group,
which is also called the motor domain, contains a binding site for actin and a pocket for
the binding and hydrolysis of ATP. The conformation changes in the head group, which is
closely coupled with the binding and hydrolysis of ATP, are responsible for the binding with
actin and the development of tension during a contraction. Two light chains are located at
the neck region, which influences the stiffness of the neck region and the activity of the head
group. The tail domains of several hundred myosin molecules couple to each other forming
the thick filament. The thick filament has head groups at both ends, organized in opposite
directions. The area where no head groups are located is called bare zone.

2.1.2.3 Sarcoplasmic Reticulum

The sarcoplasmic reticulum (SR, fig. 2.3) is an intracellular organelle and is entirely separated
from the myoplasm by a membrane. The SR acts as a high capacitance reservoir for calcium.
The volume of the SR takes 0.83 —9.93 % of the whole cell volume [13]. The SR can be divided
into two parts: the network SR, also called longitudinal tubule, forming a mesh throughout
the inner space of the cell along the sarcomeres and the junctional SR mostly building an
immediate neighborhood to the T tubules.

Several ionic channels are inserted in the membrane of the SR regulating the myoplasmic con-
centration of calcium. Thus they are mainly supporting the excitation contraction coupling.
Sarcoplasmic proteins are e.g. the ryanodine receptor, phospholamban, triadin and junctin.

Network sarcoplasmic reticulum The network SR (NSR) is usually wrapped around a
sarcomere. The NSR can also spread out into neighboring sarcomeres. The NSR of cardiomy-
ocytes is not as organized as the NSR of skeletal myocytes. Mainly Ca?t pumps are found in
a constant density along the membrane of the NSR.

A membrane protein located in the NSR is phospholamban. Depending on the phosphory-
lation state, phospholamban binds to and regulates the activity of the SR Ca?* pump [41].
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Dyadic space Couplon Surface
Membrane

Fig. 2.13. Junction between T tubule and sarcoplasmic reticulum (SR). (a) At the T tubule (marked with
T) is a dyad with the terminal cisternae part of the SR (marked with jSR). The lumen of the junctional
SR (JSR) is filled with a network of calsequestrin. Linking structures connect calsequestrin protein groups
to the junctional side of the terminal cisternae (marked by two arrows). Fig. from [44]. (b) Schematic
representation with the JSR, the network SR (NSR), the dyadic space and a couplon between sarcolemmal
Ca?* channels and SR Ca?* release channels. Fig. adapted from [45].

Thus, phospholamban is an important modulator in the excitation contraction coupling. An
over-expression of phospholamban can e.g. cause contractile failure [42, 43].

Junctional sarcoplasmic reticulum The main part of the junctional SR (JSR) is located
close to the T tubules (fig. 2.13). The JSR has sac-like vesicles called terminal cisternae. A
single contact between a terminal cisternae and the T tubule is called dyad, the space inside
this cleft is named dyadic space.

Specific proteins are inserted in the membrane of the JSR, which are called ryanodine recep-
tors (RyR). The RyRs are 12 nm long and are organized as large arrays. One array can have
a diameter of up to 200 nm consisting of up to 100 RyRs [46].

The RyRs of the JSR and the DHPRs of the T tubules form a functional unit at the dyads
called couplon. The function of the couplon determines the cellular excitation contraction
coupling as it controls mainly the release of calcium from the SR into the myoplasm [47].
Several proteins are located inside the JSR involved in the excitation contraction coupling
process. These proteins include calsequestrin, which is a SR resident protein and are connected
to the RyRs [48, 49]. The regulatory effect of calsequestrin is mediated by the membrane
anchoring proteins triadin and junctin.

2.2 Tissue Types of the Myocardium

The heart mainly consists of myocytes of the atrial and ventricular working myocardium.
Other cardiac tissues are blood vessels that are attached to the heart, valves that control the
blood flow direction, and the system of excitation initiation and conduction. Furthermore,
connective tissue in the skeleton of the heart and in-between myocytes as mechanical con-
nections as well as nerves of the autonomous nervous system modulating the properties of
the myocytes especially the ones of the initiation and conduction system exist [50].



16 2. ANATOMY AND PHYSIOLOGY OF THE HEART

Truncus pulmonalis

Aorta
V. cava sup. appendage
Taenia sagittalis
A. pulm. dext.

. . Conus arteriosus
Pericardium

Crista terminalis

V. pulm. sup. dext. Tricuspid valve

Left atrium

V. pulm. inf. dext. Pectinate muscles

Septum interatriale

) ) Sinus coron. ostium
Limbus fossae ovalis

Pars membranacea

Valvula sinus
Oval fossa

coronarii

Valvula cavae inf.
V. cava inf.

Fig. 2.14. Opened right atrium. Important structures for describing atrial electrophysiology are the right
and left atrium, the crista terminalis, pectinate muscles, the oval fossa, and the atrial appandages. Fig.
adapted from [51].

2.2.1 Atria

The two atria form the upper part of the heart (fig. 2.14). Right and left atrium are separated
by the septum interatriale. The atrial septum consists of myocardium with exception of a
central region, named oval fossa, where connective tissue is located. The inferior and superior
vena cavae as well as the sinus coronarius are connected to the right atrium. The vessels
connected to the left atrium are the four pulmonary veins (fig. 2.15). The myocardium of the
atria has an average thickness of less than 2 mm.

Both atria have an appendage, which is capable to store blood and thus enlarge the capacity
of the atria. The right appendage is nearly triangular and is located near the Aorta ascendens.
The left appendage lies lateral of the truncus pulmonalis.

A distinct muscle bundle called crista terminalis (CT) is located at the inner side of the right
atrium. The CT has a thickness of 5 — 8 mm and is spreading from the anterior side of the
atrial septum along the orifice of the superior vena cava towards the inferior vena cava and
vanishes near the orifice of the sinus coronarius [52]. Adjoining from the crista terminalis,
smaller muscular structures i.e. pectinate muscles spread over the rest of the right atrium
towards the tricuspid valve.

The sinoatrial node (SAN) is located at the orifice of the superior vena cava adjacent to the
CT [53]. The SAN has a length of 10 — 30 mm, nearly the thickness of the atrial wall and
spreads along the CT towards the inferior vena cava. The size, shape and location of the
SAN can vary. The normal length is 20 mm, the width is 5 mm. In the physiological case,
the SAN is the primary pacemaker of the heart.

The Bachmann bundle starts near to the SAN as interatrial connection and spreads near to
the left atrial appendage. A further interatrial connection is related to the coronary sinus
and the limb of the oval fossa. The left atrium has also pectinate muscles starting from the
Bachmann bundle but they are not as strongly developed as in the right atrium.
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2.2.2 Ventricles

The two ventricles form the lower part of the heart (fig. 2.15). The right and left ventricle are
also separated by a septum. The ventricular septum is consisting only of myocardium. The
ventricular walls are enclosed by the epicardium and the endocardium. The thickness of the
left ventricular structures is larger than of the right ventricle due to the different pressure it
works against. The ventricles are electrophysiologically inhomogeneous in transmural as well
as in apico-basal direction. No large morphological distinctions of the myocytes can be seen
in different regions of the ventricle.

The connections to the atria and the descending vessels are located at the upper part of the
ventricles called ostia [54]. In the left ventricle, the mitral and the aortic ostium are found
where the mitral and the aortic valves are located. The right ventricle has the tricuspid and
the pulmonary ostium also associated to the corresponding valves.

At the inner side of the ventricles, structured muscles are attached (fig. 2.15), the papillary
muscles and trabeculae. Papillary muscles are connected at the one end to the subendocardial
myocardium and at the other end via tendons at the atrioventricular valves. Trabeculae are
muscular bundles that pervade the ventricle at the endocardium.

2.2.3 Excitation Initiation and Conduction System

The sinoatrial node (SAN) as the primary pacemaker of the heart and the atrioventricular
node (AVN) as the secondary pacemaker (fig. 2.16, section 4.7.2) are belonging to the excita-
tion initiation system (fig. 2.17). The AVN is only a pacemaker if the SAN is not depolarizing
or if the excitation is not conducted towards the AVN. Deeper structures like the His bundle,
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Lig. arteriosum
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Plica v. cavae sin.

Left appendage A. pulmonalis sin.

V. obliqua atrii sin. A. pulmonalis dext.
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Left atrium
M. papillaris

Vv. pulm. dext.
ant.

Chordae Sinus coronarius
tendineae

M. papillaris V. cavainf.
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Fig. 2.15. View in the opened left ventricle and on the left atrium. The thicknes of the left ventricular
wall is approx. 2 em. Fig. adapted from [51].
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Fig. 2.16. Anatomical model of the SA and the AV node. (a): 3D SAN model with (A), and without sur-
rounding tissue (B), and in top-down view (C) and (D), respectively. (b): 3D AVN model with surrounding
tissue (A), with loosely packed atrial muscle (B), and with tendon of Todaro (C). Figs. from [55].

the Tawara branches, and the Purkinje fibers can also depolarize spontaneously. This will
happen, if the excitation is not conducted by the AVN e.g. III. degree bundle block. This
initiation system is called tertiary.

Two different types of cells were observed in the SAN [56]: central cells, acting as primary
pacemaker cells and having a spindle-like shape as well as peripheral cells, conducting the
excitation towards the CT having a spider-like shape. Central cells have a length of 115 —
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Fig. 2.17. Cardiac excitation initiation and conduction system. The primary pacemaker is the sinoatrial
node. Fast bundles in the right atrium are the crista terminalis, pectinate muscles, and the internodal
bundles. Interatrial connections are the Bachmann bundle, the limbus of the oval fossa and a connection
located by the coronary sinus. The AV node is the secondary pacemaker. The excitation conduction system
consists of the His bundle, the Tawara branches, and the Purkinje fibers, which spread network-like into
the subendocardial myocardium. Fig. from [51].
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130 pm and a diameter of 5 — 7 wm whereas peripheral cells extend to 92 — 102 um with a
diameter of 7 — 9 pum. 45 — 50 % of the SAN consists of a matrix of connective tissue where
the SAN cells are packed in [57]. Sympathetic and parasympathetic innervation influences
mainly the frequency of the SAN and thus of the heart [58].

The AVN is located in the lower atrial septum close to the orifice of the coronary sinus
within the triangular area described by Koch (fig. 2.16 b) [59]. The AV junctional area can be
divided into atrial approaches to the AVN, the AVN itself, and the AV bundle [60]. Different
cell types can be distinguished in the AVN: transitional, mid-nodal, and low-nodal cells. The
distal part of the AVN is surrounded by elastic and collagen connective tissue and descends
into the His bundle.

The excitation conduction system is located in-between the AVN and the working myocar-
dium of the ventricles. It consists of the His bundle, the Tawara bundle branches and the
extended network-like Purkinje fibers. The His bundle is isolated by fibrous tissue and is the
only physiological electrical pathway between atria and ventricles. The His bundle merges into
the left and right Tawara bundle branches [53]. The end of the branches are connected to
Purkinje fibers, which build a dense network and are finally connected to the subendocardial
ventricular working myocardium via gap junctions.

2.3 Muscle Fiber Orientation

The macroscopic anisotropy of the electrical excitation conduction as well as of the contraction
is strongly influenced by the shape of the cardiomyocytes, the anisotropy of mechanical and
electrical coupling at the intercalated discs and the orientation of the muscle fibers and layers
inside the myocardium. The ventricular myocardium has an oriented and laminated structure.
Large differences in the structuring between atria and ventricles exist [2].

2.3.1 Atria

The atrial fiber orientation is not as structured as in the ventricle (section 2.3.2). Only the
conduction pathways i.e. crista terminalis and Bachmann bundle, the pectinate muscles and
the tissue near the mitral and tricuspidal ostia, near the superior and inferior vena cavae
and near the pulmonary veins have an organized orientation. The fiber orientation of the
atrial working myocardium has a complex and nearly unstructured fashion [61]. Also, an
unstructured fiber orientation is reported inside the sinoatrial node [53].

2.3.2 Ventricles

The muscle fiber orientation in the ventricles is oriented and laminated in an organized
manner [63, 64, 65, 66, 67]. The measurements of Streeter in human left ventricular tissue
showed a continuos transmural rotation of the main helix angle, which is the angle of the
fiber parallel to the local endocardial surface [66]. An angle of 0° is the equatorial direction
and an angle of £90° is the orientation from apex to base.

In the human left ventricle the helix angle is 55° in the subendocardial border and —75° in
the subepicardial layer (fig. 2.18). The change of the helix angle in-between is nearly linear
with 0° in the middle of the wall. A linear change of the helix angle is reported for the right
ventricle. The fiber orientation at the apex and in the middle of the septum is oriented more
complex. Papillary muscles have a fiber orientation longitudinal to their first principal axis.
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Fig. 2.18. Fiber orientation in a ventricular wall of rat. The rotation of the fiber orientation from endo-
cardium to epicardium is clearly visible. The direction of the main axis of the myocytes vary transmurally
in all three planes. Fig. adapted from [62].

Three to ten cardiomyocytes are grouped in the ventricle and surrounded by a network of
connective tissue. These bundles of myocytes are loosely coupled by sparse and long collagen
fibers building layers of tissue (fig. 2.19). Gaps between these layers can exist, known as
cleavage planes. Branches of the bundled layers can connect adjacent layers intersecting the
cleavage planes [68]. This complex microscopic and macroscopic arrangement of cardiomy-
ocytes plays an important role for the mechanical function of the ventricles.

Fig. 2.19. Micrography of fiber orientation and lamination. (a) The myocytes are organized in layers with
branches (arrow) and collagen fibers between adjacent sheets. Scale bar: 100 pym. (b) Myocardial sheets are
surrounded by connective tissue, which supports cappilaries (C). Scale bar: 25 um. Fig. adopted from [68].
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Modeling Cardiac Anatomy

Digital images together with digital image processing techniques form a base to create models
of cardiac anatomy. The process of generating a three-dimensional model using raw image
data can be subdivided into several steps [69]. The first step is the generation of the raw
morphological image data using medical image devices like magnetic resonance tomography
(MR), computed tomography (CT), ultrasonic (US) systems, and color images of cryosections.
The next step is the pre-processing of the generated data set to enhance the quality of the
data for further processing. The following process is called segmentation, where groups of
elements are joined into a region. Then, certain features are extracted from these regions,
which is the base for the so-called classification step. During the classification step, equivalent
regions are assigned e.g. to a specific tissue class. The whole process of generating models of
cardiac anatomy is enhanced by including a priori knowledge.

3.1 Data Material

Most of the data used for anatomical modeling of the human body are provided by data
of medical imaging systems. Additionally, available models of the human body can be used,
which mostly base in this work on the data provided by the Visible Human Project [70, 71].

3.1.1 Medical Imaging Systems

Medical imaging systems use the interaction of external electromagnetic fields, ionizing radi-
ation, or ultrasonic fields with biological tissue to determine geometrical information. Most
of the medical imaging systems used to get three-dimensional information of the body are
tomographical or ultrasonic systems. These systems produce one or more slices of an object
in one cycle or even full 3D data. Afterwards, the location and orientation of the object or
the sensor is changed to get further information from different areas of the body. The data
can then be merged into a full three-dimensional data set.

3.1.1.1 Computed Tomography

The computed tomography system is an X-ray based system [72, 73, 74, 75]. The system
creates an image of the tissue dependent attenuation coefficient for X-ray. This information
is used to get information about the tissue distribution (fig. 3.1a). The CT image is e.g. a
transversal slice of the body. The image is reconstructed using projections of several angles
around the body.
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Fig. 3.1. Images from CT and MRI of the heart. (a) CT image of a Langendorff pig heart in a longitudinal
view. The attenuation coefficient of muscle is higher than the one of the aqueous solution making the muscle
appear darker. Data from [76]. (b) In vivo MRI image of a human heart in a trans-thoracic view. Data
from [77].

3.1.1.2 Magnetic Resonance Tomography

The resonance behavior of nuclei is used for magnetic resonance tomography to determine
the distribution of tissue in the body. An additional static magnetic field is applied to achieve
sharp resonance absorption. The magnetic field interacts mainly with the hydrogen atomic
nucleus, which is present in different densities according to a specific tissue. After applica-
tion of the nucleus magnetization, the relaxation is measured to determine tissue specific
differences (fig. 3.1b). For more information about MRI see e.g. [72, 79, 80, 81].

Fig. 3.2. Images of a pig heart from a 3D ultrasonic device. The US transducer is placed at the epicardium
of the right ventricle through the opened chest. (a) Transversal and (b) longitudinal view through the
left ventricle of the same animal. Darker areas indicate blood as a homogeneous medium with only few
reflections. Data from [78].
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3.1.1.3 3D Ultrasonic Devices

Ultrasonic (US) systems are based on measuring the absorption, reflection, refraction, and
scattering of ultrasonic waves at the boundaries between two areas with different ultrasonic
impedance [72, 82, 83, 84]. The US transducer is build to date of a ceramic piezo element and
acts as actor and sensor. An array of piezo elements can be used to achieve two-dimensional
images (fig. 3.2). A rotating array of transducers is normally used for a 3D US data set.
Today, first piezo element matrix transducers are in the market for full 3D imaging.

3.1.2 Visible Human Project

The National Library of Medicine of the National Institute of Health in Bethesda, Maryland,
USA, initiated a project to put a high-resolution anatomical data set of a male and a female
at the science disposal [70, 71]. The data was taken from corpses of a 38 year old man and
a b9 year old woman. The given data quality and spatial resolution is very high compared
to the data of medical imaging systems. CT and MR images were taken from both complete
bodies. Afterwards, the corpses were frozen and again CT data was aquired (male body only).
The most important data for the Visible Human Project were taken after the freezing. The
frozen corpses were sliced and photographical images were taken, the so-called cryosection
images.

Fig. 3.3. Exemplary cryosection photography of (a) the Visible Man and (b) the Visible Female data set
in a transversal view through the heart. Brown parts are mainly muscles, white are bones, light brown is
fat, and blue is the frozen filling liquid.
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3.1.2.1 Visible Man Data Set

The Visible Man data set is based on the corpse of a 38 year old, 93 kg in weight, and
1.80 m tall male. The cryosections have a distance of 1 mm leading to 1878 photographic
images. Each of the photos consists of 2048 x 1216 pixels, with each pixel having a size of
0.33 mm x 0.33 mm. Each image was digitized with 24 bits leading to a total data volume
of approximately 15 GB of data for the cryosections for the whole body. Figure 3.3a shows
an exemplary cryosection in a transversal view.

3.1.2.2 Visible Female Data Set

The Visible Female data set originated from the corpse of a 59 year old woman. The in-slice
resolution and pixel size were equivalent to the Visible Man data set. The distance between
two slices of the corpse of the woman was 0.33 mm, which was three times higher than the
distance in the Visible Man data set. This led to 5189 image slices with a total amount
of memory consumption of approximately 40 GB for the whole female body. Figure 3.3b
displays an exemplary cryosection in a transversal view in the plane of the heart.

3.2 Digital Image Processing

Digital image processing can be divided into pre-processing, feature extraction, segmentation,
and classification. The digital image processing techniques used to derive the anatomical
models presented in this work are introduced briefly. A model derived with these techniques
in a previous work is shown in fig. 3.4 [85]. The opened body of the Visible Man data set
including several tissue classes with the original colors of the cryosection images is illustrated.
For further information about digital image processing techniques refer to e.g. [69, 86, 87, 88,
89, 90, 91].

3.2.1 Preprocessing

Aim of image pre-processing is to reduce the complexity of further image processing steps.
The common pre-processing steps are transformation of coordinates e.g. to translate or scale
images, filtering e.g. to enhance borders and to suppress noise, and matching of image data
of e.g. two different slices and two different systems.

3.2.1.1 Coordinate Transformation

Transformation of coordinates might be necessary to correct geometrical errors in the data,
or to scale, translate and rotate images to fit to neighboring images. Commonly, affine,
homogeneous and radial basis function transformations are used in digital image processing.

Affine transformations are able to scale, translate, shear and rotate data. The affine trans-
formation T} ; returning the transformed vector 2’ is defined by:

' =Tags(x) = Aas + bagy

with the scaling and rotation matrix A,ss, the translation vector b,s¢, and the data vector
x. A sequence of affine transformations is itself an affine transformation. Parallel lines will
always be transformed into parallel lines using affine transformations.
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Fig. 3.4. Segmented Visible Man data set. The body including several tissue classes is illustrated with
the original colors of the cryosection images. Fig. from [85].

A rigid transformation is a special case of the affine transformation, which consists only of
translation and rotation, i.e. the distance between two points and the angles between two
lines are preserved.

Homogeneous transformations are similar to affine transformations: The translation vec-
tor b and the transformation matrix A of the affine transformation are combined to one single
matrix. Additionally, it is possible to carry out perspective transformations using homoge-
neous transformations, i.e. parallel lines do not necessarily have to be transformed to parallel
lines.

The point z = (21, 29, 23)7 is transfered in a four-dimensional point zpem, = (21, 22, 23, 1)T
when using homogeneous transformations. The homogeneous transformation 7}, returning
the transformed vector ), is defined by:

"L‘;wm = Thom (xhom) = Ahamxhom
with the 4x4 transformation matrix Ap,,, consisting of:

ay a1z a3 by
A _ | G21 G22 A23 by

hom — b
a31 (32 @33 03

A A Azl

with the elements ay; ... ass of the transformation matrix A,y of the affine transformation,
the elements b; . .. b3 of the translation vector b,s¢, and the perspective transformation vector

)\ — ()\b )\2; )\3)
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The final three-dimensional vector x’ is gained by transferring the four-dimensional vector

/ _ ! / / / T : .
Lhom = (xhom,h xhom,Z’ xhom,?ﬂ xhomA) usmg:

/
1 xhom,l

r_ /
r = / xhom,Q

$hom,4 x
hom,3

Radial basis function transformations are used to warp images. The transformation
Trpr is a combined transformation consisting of an affine transformation 74 and a radial
transformation Tx:

Trpr(z) = Ta(r) + Tr(7)

The radial transformation T is made of a local radial function for each direction in the
three-dimensional space given by:

R(z) = Y aig(le - o)

with the anchor point z;, the scalar parameter a;, and the radial basis function ¢g. The norm
|z — x;| is the distance between two points. The radial basis function g can be of different
characteristic, e.g. local or global [92].

3.2.1.2 Filtering

The main purposes of the filtering process is to reduce artifacts and noise, enhance or extract
image features, and therefore reduce errors in the following segmentation step. Two main
groups of filter can be distinguished: linear and non-linear filter. A sequence of filter can be
applied to construct hybrid filter.

Linear filter transfer the original image into a transformed image by using a filter mask.
Main applications of linear filter are low-pass and high-pass filtering. Low-pass filtering is
achieved by average filter reducing the noise but blurring the image. Gradient and Laplacian
filter are used for high-pass filtering. High-pass filter are used to enhance the edges of an
image. Linear filter fulfill the criteria linearity, additivity, commutativity, and associativity.

Non-linear filter do not fulfill linearity, additivity, commutativity, and associativity. The
result of the filtering can be different if several filter were applied in another sequence or
with other scaling factors of each filter. A typical group of non-linear filter are the so-called
morphological or rank-order filter, where the value of the central element of the filter mask
is replaced by a value of a specific element of the filter area. The elements of the filter area
are transfered into a list sorted by the value of the elements.

Three important morphological operators are median, erosion, and dilation filter. Median
filter have a smoothing characteristic by using the middle value of the sorted list of values.
Erosion uses the smallest value of the sorted list to replace the central value of the filter area.
Thus, the filter erases small areas with high values. Small areas with low values are erased
with the dilation filter, which uses the largest value in the list.

Hybrid filter are achieved by subsequent application of linear and/or non-linear filter. Im-
portant hybrid filter for image processing of medical data are opening and closing. Opening is
the subsequent application of n-times erosion and n-times dilation, while closing works vice
versa. Opening erases small roughness areas and breaks small junctions between adjacent
objects. Closing erases small spaces and connects tight adjacent objects.
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3.2.1.3 Matching

Matching is used to combine data of the same object in such a way that all parts of the data
have the same coordinate system. To generate a 3D anatomical model, the images of several
slices and different imaging techniques have to be combined to apply digital image processing
methods. The transformation of coordinates is mainly used to match the data.

3.2.2 Segmentation

Segmentation is called the image processing step where image data of homogeneous areas
are joined to a region. Different anatomical data can be segmented by usage of automatic,
semi-automatic and manual digital image processing techniques [69]. Furthermore, the seg-
mentation techniques can be distinguished by point, region and edge based methods. The
point based methods use only the information of the local element for the decision, to which
region this element is assigned. Region based methods consider local and neighboring fea-
tures for this decision. Edge based methods use extracted edges in the image data to apply
homogeneous regions. Some of the common techniques, which are also used in this work, are
described below.

3.2.2.1 Threshold Method

The threshold method is a simple approach to segment independent pixels using a histogram
analysis. In the case of medical images, mainly the gray values of the pixels are observed. If a
gray value is below some range, it belongs to one group, if it is above, it is segmented into the
other. This method is a point based approach and creates often non-contiguous segments.

3.2.2.2 Region Growing Technique

Region growing is a region based technique. In this approach, a set of seed points is defined.
The following steps decide whether the neighboring points have the same features, e.g. the
same gray value range, compared to the set of seed points. If this is true, the neighboring
point is included into the list of seed points. This process is repeated iteratively until no new
neighbors were found. The definiteness of the segmented object is the main advantage of the
region growing compared to the threshold method.

3.2.2.3 Watershed Algorithm

The edge based watershed algorithm unites voxels to a region based on an approach using
the magnitude of the image data gradient. Voxels are assigned to the same region, if they
all have a continuous descending path to the same local minimum. Local minima are found,
where the gradient of the image data is zero. The results achieved with the watershed method
lead often to a data set with a large number of segments due to the high probability of many
local minima. Thus, the regions have to be fused manually or automatically.

3.2.2.4 Active Contours

Active contour methods are edge based techniques for automatic and semi-automatic seg-
mentation. A-priori knowledge about initial position and shape of the object is of great
significance for the correct solution of this method. An initial contour in 2D (snake) or in 3D
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(surface) is iteratively adapted to the edges of the data. The contour is modified under con-
sideration of weighted energy terms, until the energy of the system is minimized. The energy
E of the system can be described by the sum of internal F;,; and external F,,; energies:

EW) = Eijp(v) + Eegi(v)

with the function v(s) describing the contour with the parameter s, which is s € [0, 1] in 2D
and s € [0,1][0, 1] in 3D. The internal energy is composed of the stretching and the bending
energy, each weighted with a factor controlling the tension and bending of the contour,
respectively. The external energy can be composed of several energies e.g. describing the
ballon energy, the data energy, the attractor energy, and the gravity energy.

The energy of the data D, as an example, is defined with the potential function p in 2D as:

1
Edata(v) = / p(’U(S))dS
0
The potential function p uses the negative magnitude of the data gradient:
p(x) = —wp|VD(z)]

The weighting factors and energy functions have to be adapted for each segmentation prob-
lem. Traditional active contours have a constant topology. An extension of the traditional
active contour are the topologically adaptive active contours, which allow the merging and
splitting of contours during each iteration step [93, 94].

3.2.2.5 Manual Methods

Manual methods are applied for segmentation mainly if automatic or semi-automatic ap-
proaches fail due to low quality of the data and if expert knowledge is needed for segmen-
tation. Other manual methods are tightly coupled to automatic methods in such a way that
the user can interact with the automatic method (semi-automatic approach).

An important manual method is the interactively deformable mesh, which is an approach in
combination with the active contour model. The user can pick one node of the automatic
segmented contour and modify its location. The movement of the elements influence also the
position of adjacent elements using the radial basis function transformation.

3.2.3 Classification

(Classification is defined as the assignment of segmented regions in the data into classes. These
classes correspond to tissue types in an anatomical model. Numerical and non-numerical
approaches exist besides manual classification [69, 88]. Features are extracted to classify the
data in the numerical classification procedures. Most important numerical classificators are
the minimum-distance approach and the nearest-neighbor method, which belong to the class
of geometrical classification methods. Geometrical approaches classify the data on estimating
the distances in a feature space.

The non-numerical classification methods use more complex features of the data. Typical
methods are rule based approaches and neural networks.
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Cardiac Electrophysiology

The myocardium consists of several different types of cardiomyocytes. Specialized cells are
responsible mainly for the initiation of the electrical activity, others mainly for the fast
conduction of excitation. The majority of cells are myocytes of the working myocardium
generating the contraction of the heart. This is performed by electro-mechanical coupling
mechanisms, which transfer the electrical signal into a mechanical tension. But also myocytes
from the working myocardium conduct excitation.

Both atria and ventricles build a syncytium, which means that the cells are electrically
coupled. Gap junctions (section 2.1.1.2) have a low electrical resistance and provide this
electrical connection. The density and distribution of gap junctions lead to an anisotropic
electrical intracellular conductivity depending on the tissue type. The electrical impulse is
mainly transferred through gap junctions to adjacent cells leading to a macroscopic excitation
conduction. The atria and ventricles are isolated from each other by the heart skeleton which
is build of connective tissue. Conduction of the excitation from the atrium to the ventricles is
commonly only possible through the excitation conduction system. This has been described
in chapter 2 and shall be briefly summarized before cellular cardiac electrophysiology is
described in detail in this section.

The sequence of activation of the heart is well organized to synchronize the pumping function
(fig. 4.1). The physiological electrical excitation starts in the sinoatrial node (SAN), which is
the primary pacemaker. It is composed of self-depolarizing cells (auto-rhythmicity). Then, the
fast right atrial conduction pathways, i.e. the crista terminalis (CT) and pectinate muscles
(PM) transmit the excitation. During that phase, the right atrial working myocardium gets
depolarized. At the same time, the Bachmann bundle (BB) transmits the activation towards
the left atrium and the whole atrium is activated. All conduction pathways are character-
ized by a large electrical conductivity along the fiber direction. The excitation reaches the
atrioventricular (AV) node, which is the only electrical path between atria and ventricles in
the physiological case. The activation is delayed in the AV node to synchronize the tempo-
ral sequence of contraction between atria and ventricles. The His bundle is located adjacent
to the AV node. It transmits the excitation to the Tawara bundle, which consists of three
branches: one to the right and two to the left ventricle. The excitation is then conducted via
the network-like Purkinje fibers to the subendocardial myocardium of the ventricles. From
there, the whole ventricle gets activated from endocardium to epicardium as well as from
apex to base. A possible re-excitation of the conduction system by the ventricular myocar-
dium is prevented by longer refractory periods in the conduction system. The excitation
velocities, conduction delays, refractory periods and auto-rhythmic frequencies of different
cardiomyocytes in the physiological case are presented in tab. 4.1.
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Table 4.1. Physiologic parameters of cardiac tissue. The excitation velocity v, conduction delay t.onq, ab-
solute refractory period t,.s, and auto-rhythmic frequency f for different cardiomyocytes are depicted [95].

| Tissue type | v (m/s) | teond (M) | tres (MS) | f (1/min) |
Sinoatrial node 0.05 0 130 70
Atria 0.8 60 — 100 130 0
Atrioventricular node 0.05 70 140 50 — 60
His bundle 1.75 5 280 40 — 50
Tawara branches 1.5 10 380 40 - 50
Purkinje fibers 3 5 380 30 — 40
Ventricle (subendocardial) 1.5 100 300 0
Ventricle (subepicardial) 1 100 300 0

The phenomena of cell activation and spreading of excitation is based on ionic flow through
the cell membrane and between adjacent cells. The characteristic course of action potential
(AP) of cardiomyocytes is achieved by passage of specific ions in a suitably temporal sequence
through the cell membrane. This behavior is nonlinear and is based on the change in confor-
mation of protein pores that are inserted in the sarcolemma forming a selective permeable
membrane. The cell membrane encloses the intracellular space from the liquid solution of the
extracellular space (section 2.1). The pores in the sarcolemma are mainly ion specific. One
can distinguish between passive channels, pumps and exchangers.

Ionic channels transport ions like sodium, potassium and calcium along electro-chemical gra-
dients. Pumps like the Na/K ATPase actively carry ions. Energy delivered by the hydrolysis
of adenosine triphosphate (ATP) is required for the active transport. Exchangers like the
Na/Ca transporter transfer two different types of ions in the same or opposite direction. The
sarcoplasmic reticulum (SR) is surrounded by its own membrane with specific channels and
is an intracellular reservoir for Ca?T. The ion channels, pumps and exchangers are classified
by the ion type, which can pass the protein, and by the protein’s characteristics.
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Fig. 4.1. Cardiac myocardium including excitation initiation and conduction system with corresponding
action potentials and temporal delay. The cells of the sinoatrial node, atrioventricular node and conduction
system are cells with auto-rhythmic properties. The longest temporal delay of the excitation is located in
the AV node. Fig. adapted from [6].
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Most of the ion channels have a high ion selectivity and can only stay in a conducting or a
non-conducting state. The characteristics of the currents depend on the properties of acti-
vation, inactivation and deactivation of the channels. Activation is called the increase in the
probability of a channel to open. Some channels can get into a state after activation where
they close time-dependently even with further stimulation. This transition is called inactiva-
tion. The channel recovery into the excitable state is called deactivation. All these processes
are due to conformational changes in the ion channel protein. The maximum amplitude of
the current of a type of channels is dependent on the channel density.

Important sarcolemmal channels for the electro-mechanical coupling are the L-type Ca?*
channels located at the end of the transversal tubuli [17]. Opening of these voltage-gated
channels lead to an increase of Ca?' concentration in the dyadic space, which lies between
the T-tubule and the SR. This concentration triggers the opening of calcium induced calcium
release channels (ryanodine receptors, RyR) of the SR [96], which provokes calcium sparks as
a positive feedback mechanism. Summing of several sparks leads to an increase of the free my-
oplasmic calcium concentration. Finally, calcium is transported by Ca?' specific pumps back
into the SR [96] and transported extracellularly by the sarcolemmal Na/Ca exchangers [97].

4.1 Measurement Systems

One can distinguish between single cell and excitation conduction measurement systems.
The voltage clamp technique is a method to measure single cell activity. For measurements
of single channel properties the so-called patch clamp technique was developed [98]. The
underlying principle of the patch clamp technique relies on a high-resistance seal in the order
of 60 G2 between a glass micropipette and a membrane [99]. The seal is usually attained by
gentle suction, gained by pressing a very fine, fluid-filled pipette tip with an opening of about
0.5 pum against the membrane of an intact cell. A small patch of the membrane is drawn into
the pipette tip. One electrode lies inside the pipette, the other in the bathing solution. The
patch clamp amplifier measures current through or voltage across the membrane.

The most widely used mode of patch clamp method is the control of voltage across the
membrane and the measurement of current flow. This technique allows the investigation of
each channel’s behavior with respect to the whole cell or a membrane patch. It even allows
to investigate the behavior of a single channel by using a suitable pipette size.

A variation of the voltage clamp method, the so-called double cell voltage clamp technique,
is used to determine the electrophysiological behavior of gap junctions. The intercellular
voltage is controlled by two voltage sources with common reference potential. The voltages
are registered in conjunction with the applied current, which offers the possibility to calculate
the conductivity. The potential difference is the voltage across the gap junction.

To examine the excitation conduction in tissue, electrocardiographic and optical systems can
be used. Electrocardiographic setups measure the extracellular potential produced by the
membrane currents of cardiomyocytes. Commonly, multi-electrode socks at the epicardial
border [100], multi-electrode catheters at the endocardial border [101, 102], or electrodes
placed by motorized micro-manipulators in an experimental setup [103] are used to determine
excitation conduction velocities by detecting activation times.

Optical systems record the light signal of fluorescent dyes that are inserted in the cell mem-
brane. These dyes relax after activation with a light source in dependence of the voltage
across the membrane [104, 105]. The excitation conduction is traced by video recordings
using image processing techniques.
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4.2 Diffusion of Ions

The transport mechanisms of proteins in the membranes of cells can be either active or
passive. Active transport requires energy, passive transport is due to electrical and/or chem-
ical gradients. The transport of ions can be through the cell membrane, intracellularly or
intercellularly [106]. Active transport is described in section 4.3.2 and 4.3.3.
Passive transport by diffusion is a “down hill transport” mechanism. It is the transport of
particles due to the stochastic Brownian movement of the molecules [38]. This transport is
not directed and a diffusion in one direction can only be obtained if the substance at one
location is more concentrated than in another. The diffusion coefficient D is defined according
to the Stokes-Einstein equation as:
RT
67y

with the absolute temperature 7', the viscosity of the fluid 7, the radius r of the diffusing
particles, and the gas constant R = 8.3144 % ‘Zm)l. The rate of diffusion J; of a volume filled
with uncharged particles dissected by a semi-permeable membrane is defined according to

Fick’s diffusion law:
AC

with the surface area A of the semi-permeable membrane, the concentration gradient AC' be-
tween the two subspaces, and the thickness of membrane Az. The transport of substances via
diffusion is only applicable if the membrane is thin and permeable only for these substances.
If the substances are electrically charged particles, e.g. ions, the concentration gradient leads
to a potential gradient U, which provides a directed diffusion through the membrane with
the force F;,, and the valence zx of the ion X:

U
o= -
m = EX Ax

The total flux jx = jp x + Jp.x is composed of a part caused by diffusion 7, y and a part
due to electrical forces jp x. The two flux components are described by:

[X]ZXp

jD,X = —DXV[XL jE,X = —DXTVQZ)

with the concentration of the ion type [X], the electrical potential ¢, and the diffusion constant

DXZ
. UXRT

n |Z X‘F
with the ionic mobility ux. This leads to the Nernst-Planck equation describing the total flux
Jx:

Dy (4.2)

. . . Xl|zx F
Jx =JIpx TIex = —Dx <V[X] + %ng)

An electrochemical equilibrium is achieved if j y through the membrane is zero. A concentra-
tion difference of ion type X between inner side ¢ and outer side o exists across the membrane
in this electrochemical equilibrium. The concentration difference leads to an electrical volt-
age across the membrane, the so-called equilibrium voltage Fx. Ex is defined by the Nernst
equation [107] as:

_RT L [X),

B=F "X, (4.3)
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Table 4.2. Valence of ions, ion concentrations and Nernst voltages in myocytes at room temperature [108].

Ton Valence Extracellular concentration Intracellular concentration Nernst voltage
type zx [X]o (mmol/kg H20) [X]i (mmol/kg H20) (mV)
Kt 1 4.5 160 -95.4
Nat 1 144 10 80.8
Ca’t 2 1.3 0.00001 — 0.0001 126.5 — 157.3
Cl™ 1 114 4 —74.5

with the effective ion concentration [X] of ion type X, the absolute temperature T, and
Faraday’s constant F' = 9.65 - 104%. Table 4.2 depicts ionic concentrations and Nernst
voltages for several ion types.

4.3 Electrical Properties of Cellular Membranes

The cellular membranes are constructed of a phospholipid bilayer, in which proteins are in-
serted forming pores (section 2.1.1). The cell membrane (sarcolemma) separates the intra-
and extracellular spaces having different concentrations of various ions (tab. 4.2). Also, in-
tracellular membranes like the membrane of the sarcoplasmic reticulum separate two spaces
with differing ionic concentrations. The concentration gradients across membranes are result-
ing from transport proteins i.e. ionic pumps and determine the driving force of passive ionic
channels and ionic exchangers.

4.3.1 Ionic Channels

Ion channels can take different configurations. In the conducting state ions pass through, in
the non-conducting not. Ion channels regulate the selective permeability of the membrane
due to their state and thus the transmembrane voltage. “Gating” is called the process of back
and forth switching of closed and opened state. Gating is controlled in different ways. For one
group of channels the transmembrane voltage controls gating [109, 110]. For other channels
binding of extracellular neurotransmitters like ACh and adrenaline as well as intracellular
ligands like ATP and cyclic adenosine monophosphate (cAMP) trigger gating [111, 112].
Mechanical stimulation also activates the gating process in some proteins [113].

Voltage sensitive channels have an electrical sensor that transfers the transmembrane voltage
change into a change of the conformation of the ion channel (fig. 4.2). This change opens
or closes the channel. For a ligand controlled channel, a specialized binding site exists. If
the ligand is bound, the ion channel is opened. The ligand binding site is located either on
the extracellular side of the channel to react on e.g. neurotransmitters or in the intracellular
domain to react on ligands like ATP or cAMP [114].

Ions are not isolated in a liquid solution but have an environment, being a complex of water
molecules. The dipoles of the water are electrostatically bound to the ion. These hydrated
ions can not pass through ion channels. Thus, dehydration of the ion is necessary to allow an
ion flow through the cell membrane. The energy of hydration, i.e. the energy of the interaction
between ion and water, has to be replaced by the binding energy of the ion channel. The
energy difference between these two reactions determines if a specific ion can pass through
the channel. The differences in the hydration energy between different ions is one reason for
the ion selectivity of ion channels in addition to the size and the charge of the ions [115].
The electrophysiological behavior of ion channels can be examined with patch clamp tech-
niques. One single channel can be either in a conducting or non-conducting state. The prob-
ability for one channel to open or close can be estimated by measuring the conductivity
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Fig. 4.2. Functional description of Na™ channel. The a-subunit with the S4 activation sensor is shown. Ton
flow is facilitated or prevented due to conformation changes [14]. (a) Closed channel. (b) Opened channel.

over a time period. As described, the conformation changes leading to opening and closing
of the channel is driven by the voltage, ion concentrations, or ligands. Also the time is an
important factor since the transition from one state to another is time dependent. The total
current through the cell membrane of one specific channel type is determined by summing
the randomly distributed fluxes of single channels.

Mainly three ion specific channel types exist in cardiomyocytes, i.e. Na™, K*, and Ca?*t
channels, with a variety of sub-classes. The Na™ channel is responsible for the fast upstroke
of the transmembrane voltage after exceeding a certain threshold [109, 118]. The pores of
the Na™ channels open very fast, but close after approximately 0.1 ms with a transition into
an inactive state. Some studies also report late components of the Nat channel especially in
ventricular cells that are located in the mid-myocardium. These lead to a prolongation of the
plateau phase [119, 120]. Steady state features of the Nat channel are exemplary depicted in
fig. 4.3a.

Potassium channels are the group of channels with the largest variety of electrophysiological
differences. Voltage-gated K* channels have a 6 Tm-1P structure (section 2.1.1.1). This group
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Fig. 4.3. Characteristics of Nat ion channel and transient outward K* channel. (a) Steady state in-
activation and activation relationships for a physiological (wild type, WT) and a mutant (AKPQ) Na*
channel. The corresponding clamp protocols are shown in the insets. The lines indicate fits to Boltzmann
functions [116]. (b) Heterogeneous I-V plot of transient outward K+ current in subendocardial (Endo),
subepicardial (Epi) and midmyocardial (M) cells [117].
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includes the transient outward current I;,, the sustained outward current I,,, the slow and
rapid delayed rectifier K current Ir, and Ig,, respectively, the ultra rapid K current
I'rcur, and the KT component of the so-called funny current Iy [16, 21, 110, 122, 123]. I, is
responsible for the notch in the AP directly after the depolarization, which is also termed
“spike-and-dome” morphology. It has a fast and a slow activation component also termed Iy,
and Iy, 9, respectively. The I, channel is mainly open during positive transmembrane voltages
(fig. 4.3b). The sustained outward K* current I, was measured in cells of atrial working
myocardium and of the sinoatrial node [124]. Up to now, it is not clarified if I;, and I,
belong to different pore proteins or are just two different phases of the same one. I, and Ik,
are the main contributors for the repolarization, especially the late repolarization. Figure 4.4
illustrates the voltage protocol behavior of the two delayed rectifier Kt currents. Ix has a
linear current-voltage relationship during activation (fig. 4.4c) and is faster in steady state
of activation (fig. 4.4a) compared to Ig, activation (fig. 4.4b). The steady state activation
current-voltage relationship is nonlinear for I, having the largest value at 10 mV' (fig. 4.4c).
The inactivation of both I, and Ik is faster compared to their activation. I, is only found
in the atria and is a rapidly activating, non-inactivating K* current [125]. Its main function is
to keep the duration of the atrial action potential short. I is the so-called pacemaker current
and only activates during hyperpolarization. It has a K™ and a Na® component, with the
Nat component being more dominant. Iy can increase the resting voltage of a cell towards
the activation voltage of the fast Nat current. Thus, I; is a contributor for pacemaker cells.
It is less expressed in atrial cells and nearly missing in ventricular myocytes.

The other class of KT selective channels are those with the 2Tm-1P structure. They all
have inward rectifying characteristics. They are distinguished between the “classic” inward
rectifying K* current I, the acetylcholine-sensitive current Ik acn, and the adenosine
triphosphate-sensitive current Ix arp [21, 110, 122]. I is responsible for the maintenance
of the resting voltage and also supports the late repolarization phase. It is closed during
activation of the cells but opens at negative voltages (fig. 4.5a) leading to a constant flow of
K™ ions out of the cell during the resting phase. The influence of this current is dependent on
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Fig. 4.4. Characteristics of slow and rapid delayed rectifier K channel [121]. I is named E-4031 re-
sistant, I, E-4031 sensitive. Control is Ixs + Ix,. (a) Control and Ik, current during voltage protocol
followed by repolarization pulse (inset). (b) Course of Ik, by subtracting [k from control. (¢) Maxi-
mum steady state current Ix,,.  during test potential. (d) Maximum steady state current I, during
repolarization pulse.
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Fig. 4.5. Characteristics of the KT rectifier channel and the L-type and T-type Ca?* channel. (a) Maxi-
mum steady state amplitude of Ix; in the human atrium and ventricle [126]. (b) Peak I-V plots for T-type

(closed circle), L-type (opened circle), and summary Ca?* current (rectangles) from cardiac Purkinje
cells [18].

the extracellular Kt concentration. Ix acy is opened when ACh attaches to the extracellular
binding site of this channel. In this way, the transmitter ACh can reduce the duration of an
action potential. Ix arp is active during low concentration of intracellular ATP. A reduced
ATP concentration leads to an unbinding of ATP from the intracellular binding site of the
Ik arp channel. The AP is shortened and contractility i.e. the energy consumption is reduced
to avoid cellular damage.

The third group of ion-specific membrane proteins are Ca?* channels. At least four types are
expressed in the heart [17]. Two of them are located in the sarcolemma: L-type (long-lasting)
and T-type (tiny) Ca®" channels [18]. The other two are expressed in internal membranes:
The SR Ca?T release channel, also called ryanodine receptor, and the so-called IP3 receptor
of the SR. The T-type Ca?" channel is highly expressed in SAN and AVN cells and has
only a minor function in myocytes of the working myocardium [127]. T-type Ca?* channels
open at more negative potentials but also inactivate faster compared to the L-type Ca?*
channel (fig. 4.5b). The L-type Ca?" channel and the SR Ca" release channel are detailed
in section 4.6.1. The functional role of the IP3 receptor is nearly unknown in cardiac tissue.

4.3.2 Tonic Pumps

Ions are transported under transformation of energy against the electrochemical gradient at
several locations of the cell. This so-called primary active transport mechanism is achieved by
specific membrane proteins, termed ion pumps. The energy needed is provided by hydrolysis
of adenosine triphosphate (ATP) into adenosine diphosphate (ADP) and phosphate. This
form of energy can be used directly by the cells [128]. Thus, the ion pumps are also called
ATPases. Ion pumps generate an electrochemical gradient. This gradient is used for passive
fast ionic currents through ion channels [106].

Three different pumping proteins are the main contributors for translocating ions in the
human heart: The Na/K and the Ca?" pump, both expressed in the sarcolemma, and the
Ca?T-ATPase in the sarcoplasmic reticulum. Both Ca*" pumping proteins are described in
more detail in section 4.6.1.

The Na/K pump is the most prominent ATPase in the sarcolemma. In every transport process
three Na™ ions are transported out of and two K* ions into the cell. Thus, an ion concentra-
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tion gradient between intra- and extracellular space is achieved, which is very important to
maintain the resting transmembrane voltage and for the excitability of the cells. One ATP
molecule is hydrolyzed during one transport process to achieve the conformation changes of
the protein and the following affinity changes of the binding sites of Na™ and K*. The rate
of pumping depends on the intra- and extracellular concentration of Na™ and K* as well as
on the transmembrane voltage (fig. 4.6a) [106].

4.3.3 Ionic Exchangers

Ionic exchangers are membrane proteins that are able to interchange ions and other substances
located near the protein in the liquid solution. The kinetics are described by conformation
and affinity changes. The exchangers are transport proteins, which transport specific ions
through the membrane using electrical and chemical gradients. The activity of the exchangers
is modulated by nervous influence or signaling substances.

An exchanger is termed symport if the involved molecules are transported in the same direc-
tion, otherwise antiport. If the transported molecule are ions, the exchange causes a current
through the membrane. The electrochemical gradient of one of the involved ion types is the
driving force of the exchange process. This electrochemical gradient is achieved with a pri-
mary active transport mechanism, i.e. with the ion pumps. An ionic exchanger is a secondary
active transport, since the “up hill transport” of one ion type is coupled to a passive transport
of the forcing ion.

One of the most important exchangers in the heart is the Na/Ca exchanger in the sarcolemma
(fig. 4.6b). It has a stoichiometry of 3 Na™:1 Ca?" and thus is an important Ca?"-transporter
due to the high concentration gradient of Nat. In cardiac myocytes, the Na/Ca exchanger
commonly operates in the forward mode, i.e. three Na® enter the cell and one Ca?*" is ex-
truded at each transaction. During depolarization, [C'a®T]; increase is mediated also by the
sarcolemmal Na/Ca exchanger. This is the so-called reverse mode. The sarcolemmal Na/Ca
exchanger in cardiac myocytes functions in both forward (Ca*" efflux) and reverse (Ca®"
influx) modes of operation [131, 132]. During one exchange cycle the protein undergoes a
series of molecular rearrangements [97].

PAT . Na| (mM
[ ]
200 ° 70 pA @1 (mM)
( B 100
. 0 & ¥y 50
. 21 ’«
SOT B " ¥ 25
. &y %
l _’ﬂ":__ - '."_'-
* 100 - i
o ¥30 .. 12
o Pl . =
_,.',.- » @
-‘: E _v-"" -
9 o “.v_. ___."-- 6
. L T g 10 o080
‘““‘ﬁ_. o ‘_“°_.
@ @7 t |
q00 0 50 mv ~150 -100 -50 092 50 100 mv

(a) (b)

Fig. 4.6. Characteristics of ion pumps and exchanger. (a) Current-voltage relationship of the Na/K
pump [129]. (b) I-V plot of Na/Ca exchanger at different extracellular Nat concentrations [130].
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4.4 Transmembrane Voltage

As described in section 4.3, ions are passing the sarcolemma from intracellular to extracellular
space and vice versa through membrane proteins. The transport of charges through the cell
membrane leads to a change in the ion concentration difference between intra- and extracel-
lular space. The electrochemical gradient causes a potential difference across the membrane,
which is called transmembrane voltage V,,:

Vm:@i_@e

with the intracellular potential @; and the extracellular potential @..

4.4.1 Resting Voltage

The Nernst equation (eq. 4.3) describes the equilibrium voltage of a membrane, which is only
permeable by one ion type. An extension of the Nernst equation to many types of ions is the
Goldman-Hodgkin-Katz equation. It allows the consideration of several ions i.e. KT, Na™,
and Cl~ [133, 134]:

RT Pr+ [KJF]G + PNQ+ [Na*]e + Ple [Cli]z

E=-—1
F " Per|[ KT, + Pyar [Nat]i + Por[C17].

(4.4)

with the gas constant R, the absolute temperature T" and the Faraday constant F. [X]; and
[X]. are the effective intra- and extracellular concentrations of the ion type X, respectively.
The permeability Py, Pyq, and Pg of K, Nat, and Cl™ ions, respectively, is given by:

DxBx
Py =
X Ax

with the diffusion coefficient Dx of the ion X (eq. 4.2), the water-membrane partition coef-
fizient GBx, and the thickness Az of the membrane.

Cells can have different transmembrane voltage but only the equilibrium voltage of excitable
cells is called resting voltage. To describe the resting voltage of a cell membrane, the Goldman-
Hodgkin-Katz equation has to be enhanced by the permeability of Ca?" and the charge
transport of the sarcolemmal pumps and exchangers. The resting voltage is in the range
between —30 mV and 100 mV for different cardiac cell types [135].

Concentration gradients, the low permeability for Na® ions, and high permeability for K*
ions are responsible for the resting membrane voltage. The K™ concentration in the intra-
cellular space is 35-fold larger than in the extracellular space, the Na™ concentration 25-fold
smaller [108]. As the sarcolemma has a low permeability for Na® ions during the resting
phase, the Na™ concentration gradient is not neutralized by a passive diffusion. Furthermore,
the high permeability of KT ions during the resting phase causes a constant diffusion of K™
ions outside of the cell. The Na/K pump transports these K* ions back into the cell. Thus,
the resting voltage of cardiomyocytes is nearly the equilibrium voltage of K*. As the sar-
colemma is also permeable for Cl~ ions, the electrochemical gradient of Cl~ contributes for
the shifting of the resting voltage towards less negative voltages.

(4.5)

4.4.2 Action Potential

In excitable cells, e.g. nerve and muscle cells, the ion permeability of the cell membrane can
vary due to an electrical stimulus. If V,,, exceeds some certain threshold an action potential
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(AP) is initiated in an “all-or-nothing” fashion [38]. The AP shape is varying for different
cell types and stimulus frequencies. The reason for the initiation of the depolarization is a
change in the electrical gradient between intra- and extracellular space. Until the threshold
is reached the cell tries to counteract the rise of V,,.

After exceeding the threshold, fast Na™ channels get activated avalanche-like and the Na™
current depolarizes the cell until a positive transmembrane voltage can be recognized, the
so-called overshoot (fig 4.7a). Na™ channels get inactive after approximately 0.1 ms, which is
the end of the overshoot and they stay closed for a certain time. Ca?* channels and early K+
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Fig. 4.7. Schematic representation of APs and underlying ionic currents. (a) Principal description of the
phenomena, (b) Atrial (left) and ventricular (right) myocytes. Figs. adapted from [136, 137].
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Fig. 4.8. Schematic description of the refractoriness of cardiomyocytes. The influence of stimulation
intervals and amplitudes to excite a cell is shown. During the resting phase only a small stimulus current
is needed to depolarize the cell. The cell is not re-excitable during the absolute refractory period. In the
relative refractory period only high amplitude currents lead to an activation of the cell but with a less long
action potential duration. Fig. adapted from [136].

channels open during the depolarization with much less speed compared to Na™ channels.
A transient outward K* flux (I,) is responsible for the “spike-and-dome” morphology of
the AP in the early repolarization phase, which is called repolarization phase 1 (fig 4.7a).
The Ca?" influx is a main contributor to the nearly constant V,, during the plateau phase
(repolarization phase 2). The length of the plateau phase differs depending on e.g. the cell type
and the basic cycle length. The outflow of K* ions mainly through delayed voltage dependent
K™ channels repolarizes the cell (fig 4.7a). This period is termed repolarization phase 3. The
early resting phase including hyperpolarizations where I opens and the other K channels
close is called repolarization phase 4. Figure 4.7b shows APs and the corresponding activity
of selected currents for atrial and ventricular cells.

4.4.3 Refractory Periods

After the cell is activated it is not re-excitable for a certain time even when applying large
stimulus currents. This is due to the inactivated state of the fast Na™ channels. Nat channels
deactivate depending on the transmembrane voltage i.e. if V;, is below =50 mV again [108].
Thus, the cell is not re-excitable during the inactive phase of Na® channels, called absolute
refractory period. It is followed by the relative refractory period, where Nat channels can
partly re-activate but where V,, as well as the K+ and Ca?" channels are still not resting.
Thus, APs with a shorter duration and lower amplitude are evoked in this phase (fig. 4.8).
Furthermore, the amplitude of the stimulus needs to be larger during that phase to exceed
the cell’s threshold. The end of the refractory period is defined as the time where V,,, is resting
and where the overshoot of the subsequent depolarization is at normal values. The length of
the refractory period correlates with the AP duration (APD) and is 100 — 200 ms for atrial
and 200 — 300 ms for ventricular myocytes [137].

The refractory period is an important physiological factor for the heart. It restricts the fre-
quency of depolarizations and thus prevents the heart from a premature re-excitation, which
could occur during rotating electrical waves [138]. Another important role of the refractory
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period in the heart can be found in the AV-node where it realizes a low-pass filter between
atria and ventricles, which is known as the Wenckebach effect [139]. A fast re-excitation of the
atria, e.g. due to atrial fibrillation, is not conducted to the ventricle with the same frequency
but only every 1 — 4 excitations.

4.5 Excitation Conduction

The myocardium is build mainly of discrete cardiomyocytes. These myocytes are surrounded
by the extracellular space and coupled electrically by gap junctions. The discrete structure
influences e.g. the electrophysiological properties of the tissue [140, 141]. The conduction of
excitation is driven by electrical coupling of the cardiomyocytes. If one cell gets activated, V,,
rises and a voltage gradient between adjacent cells can be measured. Due to this gradient a
current through gap junctions and through the extracellular space flows into the neighboring
resting cell and this cell gets activated. The intercellular electrical coupling leads to a func-
tional electrical syncytium of the myocardium. Since the conductivity of the gap junctions is
larger than the conductivity between adjacent cells via the extracellular space, the activation
sequence is mainly influenced by the anisotropic electrical properties of gap junctions.

4.5.1 Gap Junctions

Gap junctions (section 2.1.1.2) behave primarily like low resistance ohmic resistors, which vary
the conductivity depending on the trans-junctional voltage [33, 142]. In contrast to membrane
channels they do not show ion selectivity, but allow passage of both cations and anions with
a slightly preference for cations. They also provide intercellular metabolic coupling [32].
The conductance of a gap junction depends on ionic factors such as the intracellular concen-
trations of HT, Ca?*, Na™, and Mg?" [143]. Thus, gap junction conductance is influenced by
application of drugs, which alters the concentration of these ions. Pathologies like myocardial
ischemia varies gap junction conductance, because the pH value of the extracellular fluid is
changed and that influences the concentration of intracellular H* [26].

Alteration of gap junctional conductance effects the overall electrical interaction between car-
diac myocytes. Because connexins form the gap junction, they are important determinants
of myocardial coupling properties. Changing genetic expression of connexins causes changed
overall electrical conductance. Computer simulations and experimental studies showed that
a reduction in gap junctional conductance results in reduced excitation conduction veloc-
ity [144]. Measurements showed that the density of gap junctions of the SAN and the AVN
is less than in atrial and ventricular tissue [145].

4.6 Excitation Contraction Coupling

The process, in which electrical excitation enables the myocyte to contract is called exci-
tation contraction coupling (ECC). The Ca*" current through the membrane of T tubules
plays an important role for ECC. It triggers the so-called Ca?*-induced Ca®"-release (CICR)
from the sarcoplasmic reticulum (SR). The increase of free myoplasmic calcium is the main
reason for the development of tension in the contractile unit. Since many transmembrane
proteins are involved in the ECC process, intensive research on their properties is crucial in
order to understand their individual electrophysiological behavior and conclusively the whole
functionality of ECC.
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Calcium is considered to be the most important ion involved in the cardiac ECC [146].
The inward Ca?* current contributes to the AP plateau, increases intracellular calcium, and
induces the activation of the contraction (fig. 4.9 inset). Measurements with the patch clamp
technique revealed that Ca?t current reaches its peak value in approximately 2 — 3 ms after
begin of the depolarization. The combination of Ca?* influx from extracellular space and Ca?*
release from SR raises the free intracellular Ca?" concentration ([C'a®t];) and allows Ca’"
to bind to the thin filament protein TnC. The TnC-Ca?" complex enables the contraction
process of the myofilaments. However, contraction depends not solely on [C'a**];, but also on
other indispensable factors.

4.6.1 Involved lIonic Channels

Several calcium specific proteins are involved in cardiac ECC and the calcium removal pro-
cedure (fig. 4.9). They are located in the sarcolemma and intracellular organelles, e.g. the
SR and mitochondria. This section describes channels that contribute to the increasing of
[Ca?t];, i.e. the L-type Ca*" channel (DHPR) and the SR Ca?* release channel (RyR). Four
pathways involved in Ca?* transport out of the myoplasm are known, i.e. the SR Ca?"-
ATPase, the sarcolemmal Ca?"-ATPase, and the mitochondrial Ca*" uniport. The Na/Ca
exchanger was already explained in section 4.3.3.

Dihydropyridine Receptors (DHPR) are voltage-dependent L-type Ca?" channels. They
are sensitive to dihydropyridines and are activated by depolarization of the cell membrane.
DHPRs are found mostly adjacent to the junctional segment of the SR (section 2.1.2.3).

3Na

Myofilaments

[Cal;

Fig. 4.9. Transmembrane channels for calcium fluxes can be divided into two groups, i.e. channels which
increase (red-colored) and decrease (green-colored) [Ca®*];. Increasing [Ca®T]; proteins are DHPR. (denoted
as Ic,) and RyR. Decreasing [Ca®T]; proteins are SR Ca?T-ATPase, sarcolemmal Na®/Ca?" exchanger
(NCX), sarcolemmal Ca?T-ATPase (ATP), and mitochondrial uniport (The mitochodrion is the ellipsoid
shaped part). Calcium binds to proteins of the myofilament during high [Ca?*];. (Inset) Time course of
transmembrane voltage, intracellular concentration of calcium, and contraction. Fig. from [147].
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Studies showed that the Ca?*-induced Ca?*-release mechanism is initiated and mediated by
the L-type Ca?" channel current [147]. The selectivity of L-type Ca®* channel in ion transport
is mediated by preferential binding of two principal competitors, i.e. Ca®" over Na*t [148].

Ryanodine Receptors (RyR) are channels that releases Ca?" from the SR. RyRs are
located at the junctional SR (JSR). The Ca*" buffer calsequestrin participates in the active
Ca?* release process by modulating and inhibiting the function of RyRs [48, 49, 149].

SR Ca?"-ATPase: The free myoplasmic Ca?" concentration is kept below 0.1 uM during
the resting phase, primarily by Ca®" pumps [150, 151]. Ca*" pumps are mainly located along
the membrane of the network SR (NSR) moving Ca?* continually from the myoplasm into
the SR. Because of this activity, the SR acts as an intracellular reservoir for calcium. The
transport mechanism starts with the reaction of two calcium ions and one ATP molecule,
binding with high affinity to the myoplasmic sites of the pump. The phosphate terminal of
ATP is transferred to a receptor and ATP gets hydrolyzed. Calcium ions are adsorbed and
obstructed in the pump. The hydrolysis reduces the affinity of calcium ions, which can be
released to the lumen of the SR. The cardiac SR Ca?"-ATPase is endogenously inhibited by
the integral membrane protein phospholamban [152].

Sarcolemmal Ca*"-ATPases function as a maintainer of low [Ca*"]; during the resting
phase [153]. Transport of one Ca®" is driven by the hydrolysis of one ATP. Sarcolemmal
Ca?"-ATPase possesses a high affinity to Ca?", but its transport rate is very slow. A sole
removal of intracellular calcium through this pump would take about 20 —40 s for the myocyte
to relax [13]. In comparison to the SR Ca?"-ATPase, the number of sarcolemmal Ca®"-
ATPases in the cell membrane represents only a minor portion of the total membrane proteins.
The sarcolemmal Ca?t-ATPase has a higher affinity for Ca?" than the sarcolemmal Na/Ca
exchanger, but the sarcolemmal exchanger has a higher maximal throughput of Ca?.

Mitochondrial Ca?* uniport: The mitochondria feature Ca?* removal channels, the so-
called mitochondrial Ca?* uniports. They remove myoplasmic Ca*" into the mitochondria,
but the removal rate is very slow. The required energy is mostly replenished by mitochondrial
oxidative phosphorylation. Slow cumulative changes in intra-mitochondrial calcium ions can
increase the production of ATP to match increased energetic demands [154]. Since both, ATP
and changes of [C'a®T]; are important for the cardiac contraction and relaxation, mitochondrial
calcium dynamic plays an important role during ECC.

4.6.2 Intracellular Calcium Transients

The transsarcolemmal Ca?" influx through the DHPR channels does not activate the my-
ofilaments directly, but through the CICR from the SR. This process describes how a small
elevation of the dyadic calcium concentration leads to a larger Ca®" release from the SR [13].
CICR does not occur in an all-or-none fashion and can be graded with the magnitude of
Ca?* influx current through the sarcolemma i.e. modulated by DHPR [155]. The amplitude
of CICR also depends on the rate at which the calcium concentration near to the SR changes.
A high concentration of Ca?" in the dyadic space inactivates CICR.

4.6.2.1 Ca?* Sparks

Ca?" sparks are spontaneous local Ca?' transients from RyRs (fig. 4.10), which are lo-
cated at the junctional couplon, thus mostly at the dyadic spaces along the T-tubules (sec-
tion 2.1.2.3) [147]. Ca®T sparks are occuring nearly synchronous in a cluster of about 6 — 20
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Fig. 4.10. Ca2T sparks occur at certain locations and rise to a peak in about 10 ms. Ca?* sparks decline in
about 20 ms. They have a spatial diameter of 2.5 um. (a) Recorded in intact mouse ventricular myocytes.
(b) Permeabilized cells. Fig. from [147].

RyRs. They can be recorded with a rising time to their peak of about 10 ms and a declining
time of about 20 ms. In a resting myocyte, Ca?* sparks are rare stochastic events, which are
distributed equally to all RyRs. If the Ca?" concentration in the dyadic space or the SR is
high enough, stochastic releases of Ca?* at a couplon can activate a neighboring couplon.
During the activation of the cell, sparks of all participating RyRs are synchronously evoked
in time by depolarization [156]. The sychronization leads to an overlap in time and space of
the Ca" transients and [Ca®t]; raises [157]. Since the number of involved RyRs is high, the
measured Ca®" transients appear spatially uniform and of high amplitude.

4.6.2.2 Activation and Deactivation of Calcium Release

Usually, a cluster of L-type Ca?* channels is involved synchronizing RyR clusters. But even
one single opened local L-type Ca?* channel in one couplon can trigger synchronous sparks of
the involved RyRs. This single opened DHPR is sufficient to fully activate the release process
at that couplon. Other neighboring RyRs can be activated either by high local Ca** (> 10
uM) or by coupling mechanisms between RyRs.

Figure 4.11 describes the gating mechanism of RyRs in presence of Ca?t. A RyR is equipped
with two Ca?" binding sites including a coupling channel key, which functions as a release
valve. One of the Ca?" binding sites has a low affinity, the other a higher affinity. When
[Ca?T]; in the dyadic space increases, Ca?" binds to the lower affinity site. This site has a
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Fig. 4.11. Schematic diagram of the activation and inactivation mechanism of RyR. The binding of Ca?*
to the low affinity activation site (1) leads to a rapid activation of RyR. Binding of Ca?* to the high
affinity site (2) inactivates RyR. Fig. from [13].



4.7. TISSUE SPECIFIC ELECTROPHYSIOLOGY 45

very high triggering rate, causing the valve to open the release channel. If the dyadic Ca?*
concentration increases further on, Ca?* binds also to the high affinity sites having a slower
triggering rate leading to the inactivation of RyRs.

Since the cardiac myocytes have to relax during the diastolic phase, the CICR has to recline.
Three potential mechanisms describe the turn-off process [13, 158]:

Local depletion of JSR Ca?" is a long lasting procedure, since Ca?* sparks do not decline
within 200 ms. Ionic diffusion from the NSR prevents local Ca?* depletion at the JSR. This
causes the reduction of the whole Ca?" concentration of the SR, which modulates RyR gating
and contributes to turning-off SR Ca?* release during a contraction.

RyR inactivation is a mechanism depending on [C'a®"]; and has two types. The first mech-
anism is the inactivation state of RyR itself. The RyR is unavailable for reopening until it
recovers (fig. 4.11). The second is called adaptation mechanism. After the activation, RyRs
relax and adapt their behavior to a lower triggering probability.

Stochastic attrition describes the very rapid local fall of [C'a*"|; and the interruption of the
otherwise positive feedback release. The reason could be the simultaneous stochastic closing
of L-type Ca?* channels and all RyRs in a junctional area.

4.6.3 Calcium Removal and Balance

After contraction, Ca?t must be removed from the myoplasm to allow cellular relaxation.
The SR Ca?" ATPase is the major removal mechanism [147]. The sarcolemmal Ca?*-ATPase
and mitochondrial Ca?* uniporter contribute together only approximately 2 % to the calcium
removal. Furthermore, they are slow systems. The average amount of Ca?* removed from the
myoplasm during relaxation and dilatation must be the same as the amount of Ca?" influx.
If the calcium balance was not attained, the cell would gain or lose Ca?* and is not in steady
state.

Several buffering mechanisms are involved in balancing the intracellular calcium dynamics.
Calsequestrin is a SR Ca?* binding protein, which is closely related to RyRs. The primary
function of calsequestrin is to sequester Ca?" into the lumen of the SR during the relaxation
phase and accumulate Ca?" there. It binds Ca*" with high capacity (40 — 50 Ca®" ions per
calsequestrin), but with moderate affinity. Two predominant buffers of Ca®" exist in the
myoplasm: calmodulin and troponin. Calmodulin is a signaling protein, which reacts on long-
term variations of [C'a®"]; to modulate the expression of proteins in the cell. Troponin is the
Ca?* binding protein of the myofilaments and will be detailed in chapter 6.

4.7 Tissue Specific Electrophysiology

Electrophysiological heterogeneity is a well known property of the heart, although, the effects
of the heterogeneity and the reason why “evolution has created” it are poorly understood. In
the atria, several bundles and regions have different electrophysiological properties than the
cells of the atrial working myocardium. Furthermore, the electrical coupling, i.e. the density
and distribution of gap junction varies between the different structures. In the ventricles,
a strong transmural heterogeneity was identified leading to a dispersion of repolarization.
The depolarization propagates commonly from endocardium towards epicardium, while the
repolarization propagates mainly in the other direction.

The excitation of the heart is initiated in the sinoatrial node (SAN), the so-called primary
pacemaker. Further cells towards the ventricle also have self-depolarizing properties. These
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are the atrioventricular (AV) node as the secondary pacemaker, and distal parts of the con-
duction system as tertiary pacemaker (tab. 4.1). The frequency of the secondary pacemaker
is lower than the frequency of the SAN. Hence, the AV node develops autorhythmic depo-
larizations only, if the primary pacemaker fails or if the excitation is not conducted from
SAN to AV node. The tertiary pacemaker has an even lower frequency than the AV node.
The electrophysiological differences of auto-rhythmic cells compared to working myocytes are
explained in this section exemplary by the properties of the SAN.

4.7.1 Pacemaker Activity of the Sinoatrial Node

The physiological excitation of the heart driven by the SAN is called sinus rhythm. The
frequency adaptation of the SAN is controlled by the autonomous nerve system and by
hormones in the blood [50, 58]. Voltage clamp experiments have gained knowledge of the
influence of different ionic channels on the morphology of the pacemaker potential [127]. A
significant difference of SAN cells compared to cells of e.g. the atrial working myocardium
(AWM) is the lack of the inward rectifier current Ix; [127]. This already leads to a slowly
increasing resting voltage, which finally exceeds the threshold and the cell begins to depolarize
spontaneously.

There are additional changes in ionic channels of SAN cells compared to other myocytes. The
maximum conductance gngmaz Of the fast sodium channel is reduced or zero in SAN cells
leading to a prominent reduction in the upstroke velocity of the AP of SAN cells compared to
AWM [160]. The maximum diastolic potential (MDP) of pacemaker cells is determined mainly
by the amplitude of I,. The maximum conductance g, mq Of this current is increased in
SAN cells. Also, I, is larger in SAN cells leading to an increased total delayed rectifier K+
current, which decreases the MDP [161]. The potential in the phase where the cells activate
slowly towards depolarization is called pacemaker potential (fig. 4.12a). It is influenced by
enlarged current I¢, . The same holds for the MDP and thus the frequency. I¢, 1, is mainly
responsible for the upstroke of the AP in central SAN cells [162]. The presence of Ic, 7
was proved in cardiac SAN cells by experiments [127]. If this current is blocked, a negative
chronotropic effect is present in SAN. The sustained outward K* current I,,, was measured
in SAN cells [124].

The hyperpolarization activated current I is also a current mainly expressed in pacemaker
cells. This current was measured in human [163] and rabbit [164]. It is carried by both Na® and
K*. Na* has the predominant fraction during diastolic potentials. The current I; activates
from voltages larger than —50 mV. Its current is increased by an increased [K ], [165].

The SAN is functionally, structurally, and electrophysiologically heterogeneous. The exci-
tation of the SAN starts in its central cells and activates the periphery towards the crista

500 ms

Fig. 4.12. Transmembrane voltage of an isolated sinoatrial node cell. First (D1) and second (D2) phase
of the pacemaker potential. Fig. from [159].
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Fig. 4.13. Heterogeneous transmembrane voltages of isolated sinoatrial node cells measured in rabbit. (a)
Recorded in tissue of central and peripheral SAN cells [169]. (b) Measured in SAN cells of different size,
thus different membrane capacitance [167].

terminalis and the atrial working myocardium [166]. The cells in the center of the SAN are
smaller and thus the membrane capacitance is lower. This and additionally varying ion chan-
nel densities lead to a difference of AP morphology in the heterogeneous SAN (fig. 4.13a).
The AP upstroke in central cells is smaller than of peripheral cells and the frequency is lower.
Also, the maximum diastolic potential is lower, the maximum systolic potential is less nega-
tive, and the APD is longer in central cells. The relation between capacitance and AP was
reported in rabbit experiments [167] illustrated in fig. 4.13b.

Since the single cell frequency of central cells is lower than the frequency of isolated peripheral
cells, there must be a mechanism to let the center of the SAN be the primary region of
activation. This mechanism is the gradient electrotonic effect due to varying gap junction
densities. Peripheral cells are neighbored by atrial working myocytes. Since these cells have
a more negative resting voltage than the SAN cells, the transmembrane voltage of peripheral
cells is shifted also towards more negative voltages and thus the frequency is reduced. As
the volume of central cells is small, heterogeneous distribution of gap junctions allows the
sinoatrial node to drive the activation of the atrial muscle. The density of gap junctions
decreases from periphery towards center of the SAN leading to a partly less coupling in the
central cells [168]. Thus, central cells can depolarize even without the fast sodium current and
can still activate the neighboring regions. Besides the density dependence of gap junctions,
a cell-size dependence in pattern of connexin expression is existing in SAN cells of different
regions. Central cells express one type of connexin, peripheral cells express two types.

Most of the measurement data to describe the behavior of SAN cells are gained by animal
experiments, mainly from rabbits. Measurements of the electrophysiological properties in the
human SAN are rare. They showed that the maximum diastolic potential is —62.5 + 4.7 mV
and the overshoot 9.8 + 2.7 mV [170]. The depolarization of the AP is initiated in human
at —48.5 & 6.0 mV. Furthermore, it was shown that the electrophysiological properties of
human sinoatrial node are comparable to canine and rabbit [170]. Mainly the autorhythmic
frequency of the different species show large variations.

4.7.2 Atrial Electrophysiology

Important anatomical structures in the atria for excitation initiation and conduction are the
sinoatrial node, the crista terminalis (CT), the pectinate muscles (PM), and the interatrial
connections, e.g. Bachmann’s bundle (BB). The left and right atrial working myocardium
(AWM) is also conducting the electrical excitation but its main function is mechanical con-
traction.
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Table 4.3. APD5y and APDyg of different regions of the canine right atrium at different stimulus frequen-
cies [174]. CT: crista terminalis; APG: appendage; PM: pectinate muscles; AVR: atrioventricular ring.

| f | CT | APG | PM | AVR |

APDso

0.1 Hz 186+8 ms 12042 ms 10343 ms 58+2 ms

1.0 Hz 157+£5 ms 118+2 ms 98+2 ms 4943 ms

2.0 Hz 120+4 ms 8512 ms 4942 ms 45+3 ms
APDys

0.1 Hz 328413 ms 210+7 ms 245+4 ms 181+4 ms

1.0 Hz 270+10 ms 18043 ms 19043 ms 160+4 ms

2.0 Hz 21947 ms 155+2 ms 152+3 ms 140+£3 ms

Physiological excitation of the heart is initiated in the SAN. Then, the fast right atrial
pathways, i.e. CT and PM, conduct excitation preferentially towards the atrioventricular
region. During that phase the right atrium (RA) becomes depolarized. At the same time, BB
conducts the excitation towards left atrium (LA). Further connections between both atria
are the limbus of the fossa ovalis [171] and an area at the coronary sinus [172]. Finally, the
whole atrium gets excited after approximately 120 ms [173]. All conduction pathways are
characterised by a large conductivity along the fiber direction leading to a fast conduction
velocity along the main fiber axis.

Recent simultaneous bi-atrial measurement from humans by non-contact mapping systems
investigated interatrial coupling [173]. They showed that the earliest activation of the left
atrium is via BB during sinus rhythm. Furthermore, the time to activation after SAN acti-
vation is 19 ms for right atrial part of the BB and 24 ms for the right atrial septum. In left
atrial measurements, the first activation was after 41 ms near BB and after 43 ms in septal
regions. The total endocardial activation time, which is the time when all of the tissue gets
depolarized, is: 23 ms for BB, 81 ms for RA, 80 ms for LA, and 120 ms for the whole atrium.
The atrium is electrophysiologically inhomogeneous. The APD in different regions of the
atrium varies significantly (tab. 4.3). Experimental measurements of atrial tissue from differ-
ent anatomical regions of canine show these electrophysiological differences (fig. 4.14) [174].
Myocytes from CT have the most prominent “spike-and-dome” morphology and the longest
APD. Myocytes from PM and those from the APG show intermediate APDs compared to
those from the crista terminalis. Myocytes from the atrioventricular ring have the shortest
APD and no ”spike-and-dome” morphology. The differences in ionic channel density of I,
Ix,, and I¢, 1, were identified to produce these varying AP morphologies.

40mV
100ms

o

Fig. 4.14. Heterogeneous atrial courses of the action potential of crista terminalis (CT), pectinate muscles
(PM), appendage (APG), and atrioventricular ring (AVR) in measurement data of Feng et al. in canine
atrium. Fig from [174].
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Table 4.4. Measurements concerning heterogeneity of ion channel characteristics in human and canine
ventricular tissue. Only the mean values are listed.

| Current | Author | Species | Subendocardium | M cells | Subepicardium |
I Li et al. [175] Human 2.2 pA/pF 6.0 pA/pF 6.9 pA/pF
Wettwer et al. [177] | Human 2.3 pA/pF 7.9 pA/pF
Opthof et al. [178] | Canine 25% 87% 100%
Liu et al. [176] Canine 714 pA 3638 pA 4203 pA
Ixs Opthof et al. [178] Canine 92% 46% 100%
Liu et al. [179] Canine 1.83 pA/pF 0.92 pA/pF 1.99 pA/pF
Ik Li et al. [175] Human -8.2 pA/pF -8.3 pA/pF -10 pA/pF
Opthof et al. [178] | Canine 89% 4% 100%
Liu et al. [176] Canine 348 pA 289 pA 392 pA
INaCa Zygmunt et al. [180] | Canine -0.21 pC/pF -0.316 pC/pF | -0.293 pC/pF

4.7.3 Ventricular Electrophysiology

The ventricles of the mammalian heart are relatively thick walled compared to the atria
and also show regional heterogeneity, i.e. myocytes isolated from different transmural and
apico-basal regions have non-equal electrical properties characterized by varying APDs. Three
principal cell types can be distinguished: subendocardial, subepicardial, and midmyocardial
(M) cells. They differ in electrophysiology, in respond to pharmacological agents, and in their
expression of pathologies.

A “spike-and-dome” morphology of the AP is present in subepicardial cells and vanishes
throughout the wall towards the endocardium (fig. 4.15). The APD is varying in measure-
ments concerning 50 % (APDsp) and 90 % (APDgy) repolarization [176]. The mean hu-
man APDyg in endocardial cells is 263 ms, in mid-myocardial 390 ms and in epicardial
271 ms [175]. The underlying mechanisms of these differences are defined by the heteroge-
neous distribution of ion channel characteristics, mainly the change of ion channel densities.
Altogether, the differences between transmural transmembrane voltages are important fac-
tors for generating the upright monophasic T wave in transmural electrocardiograms (ECG).
Up to now, four different currents are known to have physiological transmural differences in
human and canine ventricles (tab. 4.4): I, Ik, Ix1 and Inaca-

I, is primarily forming the early phase of the AP, i.e. generation of notch [122]. Tt furthermore
influences APD and refractoriness. Iy, is largest (100 %) in epicardial cells, decreases to about
90 % in M cells, and to about 25 % endocardially [175, 176, 177, 178].

Ik s mainly influences the plateau phase and late repolarization [110, 122]. The slow deac-
tivation process causes the rate-dependent shortening of APD. A decreasing density of [k,

o-
0- 0-
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0.5Hz
1Hz o 0.5Hz |[50mV
2Hz z
2Hz . 1Hz
1 1 1 I- 1 1 -I 1 1
0 200 400 ms 0 200 400 ms 0 200 400 ms

(a) (b) ()

Fig. 4.15. APs recorded from myocytes isolated from (a) subendocardial, (b) midmyocardial, and (c)
subepicardial regions of the canine left ventricle during different stimulation frequencies. Figs from [175].
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channels lead to a prolongation of APD. While Ik is nearly the same in endo- and epicardial
cells, it is reduced to approximately 50 % in M cells [178, 179].

Ix1 plays an important role during negative transmembrane voltages, especially for main-
taining a stable resting potential [110, 122]. I is largest in epicardial cells and smaller in
endocardial and M cells [175, 176, 178].

The main function of Iy,c, is to support the calcium pump of the SR to quickly reduce the
myoplasmic calcium concentration after activation [97]. While Iy,c, is nearly the same in
epicardial and M cells, it is reduced about 30 % in endocardial cells [180]. These changes are
reported to date only in canine [180] and guinea-pig [181] ventricular cells.

It is not finally clarified if other ion channels have transmural heterogeneous characteristics in
larger mammalian hearts. Late Iy, is expected to be enlarged in M cells [117, 182]. Cordeiro et
al. reported recently heterogeneity in unloaded cell shortening, Ca?" transients, and L-type
Ca?* current of epicardial, endocardial, and midmyocardial cells that were isolated from
canine left ventricle [183]. Peak I¢, 1 and total charge is declining from epicardium towards
endocardium. Furthermore, time to peak [C'a®"]; was shortest in subepicardial cells.

The location of M cells varies within the ventricular wall [117]. In the canine heart, M cells
can be found in more subepicardial regions within the lateral wall, more subendocardial areas
in the anterior wall and throughout the wall near the valves. A recent study supports the
existence of M cells in a third of the distance between endocardium and epicardium with a
smooth transition between the three cell groups [184].

A substantial electrophysiological gradient was also measured along the apico-basal axis [185].
In epicardial muscle layers of the apex the effective refractory period (ERP) was longer than
in the base in in-vivo experiments of intact canine heart using 10 needle electrodes inserted
into basal, midwall and apical regions of the left ventricular wall. Apico-basal disparity of
repolarization varies between individual muscle layers.

4.8 Pathoelectrophysiology

A large variety of different pathologies of the heart exists influencing electrical excitation and
mechanical function. Pathologies with an anatomical origin for example could be either atrial
or ventricular hypertrophy. Electrophysiological pathologies, which will not be described in
detail in this section are e.g. blocks of the excitation initiation and conduction system (sick
sinus syndrome, atrioventricular blocks of diversity degrees, bundle branch blocks, Morgagni-
Adams-Stokes syndrom, etc.), pathological excitation of the ventricle via e.g. the bundle of
Kent (Wolff-Parkinson-White syndrom), extrasystoles of the atria and ventricles, and infarc-
tion induced pathoelectrophysiology. A main focus in this work is given on tachyarrhythmias
like atrial fibrillation and genetic defects like long QT syndromes.

4.8.1 Tachyarrhythmia

The human heart is excited periodically with a frequency of 60 to 70 beats per minute (bpm)
in rest. Arrhythmia is called any excitation of the heart with an unphysiological frequency.
If the heart beats too slow, e.g. due to the sick sinus syndrome [186], the arrhythmia is
called bradycardia. If it beats faster than normal during rest it is called tachyarrhythmia. A
frequency of faster than 100 bpm is a tachycardia. Even faster excitations are called flutter
and fibrillation e.g. due to re-entry mechanisms and spiral wave breakup [187]. Flutter is a
monomorphic tachyarrhythmia, hence it appears with regular rate and rhythm. Polymorphic
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tachyarrhythmias are irregular in rate and rhythm. The most dangerous rhythm is a form of
polymorphic tachyarrhythmia i.e. fibrillation.

The wavelength of excitable tissue is an important determinant for the generation of tach-
yarrhythmias. The wavelength is the distance travelled by the electrical impulse in one re-
fractory period. The wavelength is the product of the refractory period and the conduction
velocity. According to the prevalent hypotheses, the wavelets of fibrillation circulate randomly
across the myocardium. When a wavefront encounters tissue islands in the absolute refrac-
tory state, it can become fractionated, creating new daughter wavelets. The wavelength plays
an important role to sustain the multiple wavelets [188]. If the pathlength of the reentrant
circuit is smaller than the wavelength, the impulse will traverse the circuit and return to its
starting point, forcing the wave to impinge on still-refractory tissue and die out. Thus, the
pathlength is always longer as compared to the wavelength to sustain a re-entry (fig. 4.16).

4.8.1.1 Flutter

Atrial and ventricular tachycardia is an arrhythmia where the myocardium is excited with an
unphysiological frequency of 100 to 160 bpm during rest. If this frequency rises to between
200 and 250 bpm the arrhythmia is called flutter [190].

Atrial flutter is very often based on the influence of a self-activating zone in the atrium
or initiated by a rotating wave (re-entry). This is possible due to the shortened refractory
period and the reduced excitation conduction velocity during higher frequencies leading to a
reduced wavelength. Atrial flutter can be addressed to e.g. arteriosclerotic or rheumatic heart
disease [191].

Atrial flutter is mainly driven by a reentrant activation of the right atrium alone, including
atrial septum and right atrial free wall [192]. The central area of block around which the
reentrant wave circulates includes normally an anatomical component e.g. the vena cavae
and the tricuspid valve ring. In this case, the anatomical obstacle is the center of the rotor.
As in the atrium, ventricular tachycardia is due to fast re-excitation of the tissue without
control of a pacemaker system [193]. The excitation patterns are pathologic but have a rhyth-
mic periodicity. Ventricular tachycardia (VT) could be initiated by the pathological electrical
excitation of an physical damaged region like the focal activation in long QT syndrome (sec-
tion 4.8.2.2) or in the ischemic border zone of an infarction. Several other mechanisms have
been addressed to initiate and maintain VT e.g. unidirectional block of conduction or spi-
ral waves and three-dimensional rotors. VT is closely related to pathologies like coronary
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Fig. 4.16. Role of wavelength (WL) in the stability of arrhythmia. The size of functional re-entry circuits
depends on the wavelength. (a) Arrhythmia is not sustained because of normal wavelength and normal
geometrical size. (b) Short wavelengths allow several simultaneous circuits to be maintained in the tissue.
Figs. from [189].
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Fig. 4.17. Representative APs from healthy atrial myocytes (sinus rhythm) and a myocyte in persistent
atrial fibrillation after cardioversion. The differences are assigned to the electrophysiological remodeling
process initiated by AF. Fig. from [199].

artery disease [194], dilated cardiomyopathy [195], Brugada syndrome [196], and long QT
syndrome. Many pathologies destabilize the electrophysiological balance of the heart. The
patient suffering VT are of high risk to fall into ventricular fibrillation (section 4.8.1.2).

4.8.1.2 Fibrillation

Atrial fibrillation (AF) is an abnormal rapid activation of the atrial muscle, which results
in the massive reduction of contractility in the atria. The atrial frequency is fastened from
sinus rhythm (SR) to 400 — 600 bpm due to e.g. re-entry mechanisms [189]. The effects of
sustained AF can be e.g. severe congestive heart failure, thromboembolism, cardiomyopathy,
ventricular arrhythmia, and electrical remodeling of the atria, which supports persistence of
AF [189]. The occurence of AF rises with age. 0.5% of the 50 years old and over 5% of the
70 years old are effected [197]. AF can be classified by:

Paroxysmal AF: These episodes of AF self-terminate within 48 hours to less than 7
days [189]. The heart changes from SR to AF for episodes lasting from seconds to days.
The essential feature of paroxysmal AF is that the episodes terminate spontaneously.

Persistent AF: When an episode of AF has lasted longer than 7 days, AF is called persis-
tent [189]. It may be the first time of arrhythmia or be preceeded by recurrent episodes of
paroxysmal AF. Termination using electrical cardioversion is required.

Permanent AF: When AF was present for some time and fails to terminate using cardiover-
sion or is terminated but replaced within 24 hours, it is called permanent [198].

Recent clinical research suggested that AF causes electrophysiological modifications that may
contribute to the abnormal electrophysiological substrate, which facilitates the progression
of AF i.e. electrophysiological remodeling. In SR, the APD is much longer at all frequencies
and the cells display a clear frequency dependent adaptation of the APD with shortening
at higher stimulation rates. In contrast, the APD in electrophysiologically remodeled atrial
tissue is already very short at slow rates and there is almost no further shortening as the
stimulation frequency is increased (fig. 4.17) [199, 200].

The reduced APD is a consequence of electrophysiological changes, which are induced by AF
itself. The abbreviated APD causes a decreased wavelength. This decreases the minimum
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reentrant circuit size. The number of circuits is increased, favouring multiple-circuit re-entry
and tending to perpetuate AF [189]. If AF lasts for a while, a Ca®" overload is recognized
in the cells due to the higher release level of the sarcoplasmic reticulum [201]. Cellular pro-
teases and kinases react on this overload and the changed expression of various channels in
the membrane leads to a permanent reduction in APD. Thus, AF itself causes progressive
electrophysiological changes, which induce shortening of the EPR and promote the initiation
or perpetuation of AF (“AF begets AF”) [202].

Ventricular fibrillation (VF) is a rapid, disorganized, and asynchronous contraction of the
ventricular muscle [203]. This arrhythmia may lead to death due to reduced blood flow
if it is not treated by defibrillation. VF' is the leading cause of sudden cardiac death in the
industrialized world, accounting for nearly 300.000 deaths annually in the United States [187].
It most often occurs in patients with structural cardiac abnormalities. Also, genetic defects
may cause VF. The mechanisms and dynamics of VF are similar to atrial fibrillation.

4.8.2 Genetic Defects

Dysfunction of ion channels that lead to diseases i.e. ion channelopathies can result from
inherited or acquired defects of ion channel genes. Inherited abnormalities could be caused
by genetic defects, acquired ones could be due to poisons or toxins. The dysfunction may
lead to an increased or decreased channel activity or even to a changed characteristics of
the proteins function. The complex interaction of the heterogeneous characteristics can be
disturbed by genetic defects, diseases, or drugs. In this section, only genetic defects, which
are important to understand the modeling aims of this work, are explained.

4.8.2.1 Familial Atrial Fibrillation

Atrial fibrillation can have its origin in a genetic defect, which occurs on a familial basis.
By sequence analysis in a four-generation family, Chen et al. identified a missense mutation
S140G, which alters the normal a-subunit encoding KCNQ1 gene of the slow delayed outward
rectifier potassium current Ix¢ channel [204]. The mutant channel function was recorded by
whole cell patch clamping in transfected COS-7 cells. The current-voltage relationship was
measured by a step protocol. Starting from the holding potential of —80mV’, the potential
was stepped for each 3 seconds between —130mV and 50 mV in a 10mV increment. The
current density of Ik, in COS-7 cells was increased significantly (gain-of-function effect). The
current and the voltage had a nearly linear dependency and activation and deactivation were
instantaneous. The mutation led to a shortened APD and reduced effective refractory period
(ERP), which support the initiation and perpetuation of AF [189].

4.8.2.2 Long QT Syndrome

Some pathologies are based on defects mainly influencing the interaction of the transmural
heterogeneous properties. For example the long QT syndrome [205], Brugada syndrome [196],
and in some cases the genesis of Torsades de Points [206] were assigned to the disarrangement
of the transmural heterogeneity.

Omne of the most investigated pathologies due to genetic defect are the long QT (LQT)
syndromes (tab. 4.5). They cause changes in the dispersion of ventricular repolarization and
are characterized by changes in the morphology of the ECG during the QT interval and T
wave [117]. The QT interval is always prolonged and the T wave is broadened and enlarged
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Fig. 4.18. Measured transmural ECGs of (a) LQT1 [210], (b) LQT2 [211], and (c) LQT3 [211]. The three
LQT syndromes of canine myocytes are modeled pharmacologically.

in amplitude in some cases. The most common types of LQT syndromes are LQT1, LQT2,
and LQT3, where the genes encoding the subunits of the proteins forming the currents Iy,
I, and Iy, 1 are mutant, respectively [120, 121, 207, 208, 209).

Cause of the LQT1 syndrome is the loss of Ixs channel function due to a defect of channel
gene KCNQ1 [210, 211]. This loss increased the APD in all cell types, since Ik, is distributed
nearly homogeneously inside the ventricular wall. Besides the prolongation of the QT interval,
only small changes of the T wave morphology are visible in the transmural ECG (fig. 4.18a).
In case of the LQT2 syndrome a defect in gene KCNH2 is responsible for the [, channel
to lose its capability to let K ions pass [211]. Due to the heterogeneous distribution of the
remaining repolarization current [x, the APD of the M cells is more prolonged than the
APD of endo- or epicardial cells. Additionally to the QT interval prolongation, this results
in larger amplitudes and widened shape of the T wave (fig. 4.18b).

A disturbance of the inactivating process of the Iy, channel due to a defect in channel gene
SCNS5A is the reason for LQT3 [211]. During repolarization phase 2 the mutant Iy, channel
re-opens partly, which does not happen in physiological cases in this extend. The APD of
all cell types is prolonged but largest in M cells because of the already longer plateau phase.
This leads to the prolongation of the QT interval and a widening of the T wave. Furthermore,
the amplitude of the T wave is enlarged (fig. 4.18c).

Table 4.5. Overview of the most common long-QT syndromes including effects. Data from [117, 212, 213].

| Syndrome | Gene | Protein | Effect |
LQT1 KCNQ1 KvLQT1 Ik s reduced
LQT2 KCNH?2 HERG Ik reduced or blocked
LQT3 SCN5A Nav 1.5 Late sustained In,, slowed inactivation
LQT4 ANK?2 Ankyrin B unknown
LQT5 KCNE1 MinK I ks reduced
LQT6 KCNE?2 MiRP1 Faster deactivation of I,
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Modeling Cardiac Electrophysiology

The computational reconstruction of cellular electrophysiology started in 1949 by Hodgkin
and Huxley, who described the dynamic electrophysiology of a giant squid axon. They mea-
sured the active and passive electrical behavior and found a set of equations reconstructing
the measured data [214].

The formalisms of Hodgkin and Huxley and also most of the models of cardiac electrophysio-
logy using the same type of equations describe the channel gating kinetics on the molecular
level that produce the ionic currents. The protein descriptions are included into a model of
the cell membrane, where the contribution of each ionic current is summed up. The currents
furthermore effect the ionic concentrations in intra- and extracellular space. For modeling the
conduction of excitation, these cells are electrically coupled on the tissue level describing the
anatomical shape of the organ and also considering the flow of ions between adjacent cells.
Most of the cardiac electrophysiological models are based on the Hodgkin-Huxley formalisms.
They consist of mathematical reconstructions of currents through ionic channels, pumps, and
exchangers. These currents are dependent on time, on transmembrane voltage, and on the
concentration of ions and other substances. The currents represent the ionic flow through the
pores of the sarcolemma and membranes of intracellular structures. One important intracel-
lular structure for cardiac electrophysiology is the sarcoplasmic reticulum (section 2.1.2.3).
The mathematical reconstruction of the ion channels, pumps, and exchangers is described in
the first part of this chapter. The gating mechanism is introduced to describe the kinetics of
these pores.

The sarcolemma can be represented with an electrical equivalent circuit consisting of a capa-
citance, variable and static conductances, and voltage sources. The capacitance represents the
sarcolemma. The variable conductances depict the different ion channels. The voltage sources
are the Nernst voltages. The parameters of the circuit are adjusted due to measurement data.
The protein descriptions in conjunction with the membrane properties form a model, which
reconstructs the electrophysiology of excitable cells. To understand the mechanisms of these
models, the Hodgkin-Huxley model is introduced. Cardiac electrophysiological models are
described, mainly those of human atrial and ventricular myocytes.

The coupling of cardiac myocytes in a mathematical sense is represented by models of current
flow in the tissue. Some of these excitation conduction models consider the discrete nature of
the cells in the tissue, others describe the conduction of excitation in a more macroscopic and
continuos manner. At least the current flowing through the intracellular space and through
the coupling protein of adjacent cells, i.e. gap junctions, is reconstructed in both approaches
to consider the anisotropic electrical properties of the tissue. If the electrical field of the extra-
cellular space is also considered for the calculation of the intercellular current, the description
includes the properties of cardiac tissue more precisely. In the last physiological part of this
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chapter, the so-called monodomain and bidomain model of electrical current flow is described
in detail.

Since the modeling of cardiac tissue is based on enhancing the knowledge about the physio-
logical as well as the pathological states of the heart, large efforts in the area of computational
cardiology were spent in investigating the mechanisms and effects of pathoelectrophysiology,
which is explained at the end of this chapter.

5.1 Models of the Membrane Protein Kinetics

As described in section 4.3.1 the sarcolemma and other intracellular membranes are bridged
by membrane proteins building a selective permeable membrane. Some of them are ionic
channels opening and closing in a time and voltage dependent manner. They are influenced
by the concentration gradient of ions between the intra- and extracellular space or the concen-
tration of ligands, and do not consume directly energy. Also, the properties of ionic pumps,
which depend on the concentration of ATP, and exchangers are inserted in the membranes.
For each of the proteins, different mathematical approaches were developed to reconstruct
their kinetics.

A simple model to describe the movement of charge through a membrane protein, which is
selective for only the ion type X, is given by an ohmic conductor:

[X = gX(Vm - Erev) (51)

The net current Iy due to the movement of ion X through the protein depends on the variable
conductance of the channel gx to ion X and the effective voltage for this ion type across the
membrane (V,, — E,.,), with the reversal potential E,.,, where no net ion flux through the
pore is present. F,, is normally given by the Nernst voltage (eq. 4.3). The driving force of
the current is V,,, — E,.,. Sometimes, the proteins are not perfectly selective for only one ion
type. Thus, the reversal potential is not the same as the Nernst voltage, but is given by an
enhanced Goldman-Hodgkin-Katz equation (eq. 4.4) considering also calcium.

5.1.1 Gating Kinetics

The gating kinetics describes the protein configuration that is important for its ions conduc-
tance. One single protein in the membrane can be either opened or closed. There may be
several configurations where the protein is in a closed state. Furthermore, the protein can
get into one or more inactive states. Altogether, this behavior can be considered mathemati-
cally with states and functions describing the transition between these states using a Markov
model.

In the simplest case, the description consists of only one open and one closed state. The
transition between the two states is rapid and there is a negligible number of channels in
transition. Therefore, if the fraction of all channels of the same type in the open state is 7,
the fraction of closed channels must be (1 —~):

Oty
l—vy = ¥
closed (3, open
with the voltage dependent rate constant o, describing the transition from the closed to the

open state. The rate constant (3, is related to the opposite transition. The gate describing
this process can be modeled by a differential equation:
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dfy_ N
E‘O‘”(l v) = Byy (5.2)

v is the so-called gating variable. The change in the amount of open channels in the steady
state equals to zero (C:TZ = 0). Thus, the amount of open channels in the steady state 7. is:

1
1+ 05, /oy

Including this, eq. 5.2 can be re-written in the form:

VYoo =

dy Yo —7 : 1
— = with Ty =
dt T ay + B3,

as the relaxation time constant for the voltage clamp experiment. In the following, the de-
pendence of the rate constants on the transmembrane voltage will be discussed.

The ratio between the fraction of channels in the open state during equilibrium 7., and the
fraction of channels in the closed state 1 — v, is given by a Boltzmann distribution [215]:

Yoo AG,
— exp (—RT ) (5.3)

with the gas constant R, the absolute temperature 7', and the free energy difference between
the open and the closed state AG, given by [216]:

AG, = AGY + 2, FV,,

where AG% represents the conformation energy and the entropy change as well as z,F'V,,
being assigned to the redistribution charge during the transition. z, is the valence of the ion,
F the Faraday’s constant, and V,, the transmembrane voltage. Equation 5.3 can be re-written
giving the voltage dependence of the channels in the open state 7., during equilibrium:

1
1+ A\, exp(—b,Vy)

Yoo = (5.4)
with the constants A, = exp(—AGY/RT) and b, = z,F/RT.

The relaxation time constant 7, and also the rate constants a, and 3, can be modeled with
different approaches. One approach is based on the conventional transition-state theory [217].
The voltage dependence of the rate constants in a membrane can be described by:

zF'V,,
""RT

k = kqexp (— (5.5)
with the so-called electrical distance n and the voltage independent constant ky. Complex
kinetics are not reconstructible with this mono-exponential voltage dependence. They can
be considered with composite reactions A = B. Two exemplary composite reactions are the
so-called competition between two routes for the transition [216] and the so-called transi-
tion through an intermediate step [218]. The first describes e.g. two different pathways for
the folding of a membrane protein. In this case, the reaction kinetics is given by a linear
combination of rates:
d[4]

—7 = Pk 4 pak o) [B] = (piky + poko)[A] (5.6)
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where k; and k_; denotes the forward and backward reaction of the routes ¢ = 1,2, respec-
tively, and p; is the probability of route ¢ given by:

1
- 1+exp(—AG,/RT)’

y41 p2=1-—p1

with AG, as the difference between the activation free energies of the routes. The second
composite reaction (transition through an intermediate step) is given by:

d[A]  k_ik_s krks
_ _ 2 5.7
@ ikl Tk (5.7)

with the reaction rate k; and k_; associated with the transitions between state [A] and the
intermediate step as well as ko and k_5 for the transitions between the intermediate step and
state [B]. In both composite reactions (eqs. 5.6 and 5.7), the rates k; and k_; are expressed
by exponential functions given by eq. 5.5. This leads to a general description of the voltage
dependence as a rational function of exponentials.

A more complex approach for the gating process is needed if the channel cannot only switch
between closed and open state, but further protein configurations are possible e.g. further
closed states and inactive states. This can be solved by incorporating a Markov chain model
describing every protein configuration by one state with transitions between all states. In
the scope of this work, only simple Markov chain models are introduced, but an ionic model
based on this approach is described in section 5.5.7 and a sodium channel defect is described
with a Markov chain model in section 5.7.2. Another method for incorporating several protein
configurations is to combine gates in series. The common choice is combining gates because
the number of states and transitions is smaller than in the Markov chain models. Thus, the
computational cost of combining gates in series is smaller.

If a number of ¢ gates are combined in series, one single channel is only open if all gates ;
are in the open state. Hence, the probability for all channels of the same type to be in the
open state is [] ;. Assuming that i gates have the same characteristics and that one gate
is open with the probability v, the probability of the channel population being in the open
state is equal to ~*.

5.1.2 Ionic Channels

The conductivity of the cell membrane is mainly dependent on the density and state of ionic
channels since these kinds of membrane proteins build the largest population of membrane
spanning pores. Most of the ion channels are selective to one specific ion type. As shown be-
fore, the single ion channel can be either open or closed. If it is open, the channel is conducting
ions with an intrinsic current-voltage relation I,..(V). V' is the effective voltage normally
given by V,, — E,,. Furthermore, the intra- and extracellular environment determines the
activity of the channel. If a large number of equal ion channels N are inserted in the cell
membrane, the channel current 1., is given by:

Ich = NPOPni[pore<V>

with the probability for one channel being in the open state P, and the probability of not
being inactivated P,,;. Similar to the activation, inactivation is a time and voltage dependent
process. Also, receptors for e.g. ligands can lead to a channel inactivation. The probabilities
P, and P,; are determined by the gating kinetics described in section 5.1.1.
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The pore specific current I,o..(V) can be determined by incorporating Ohm'’s law, classical
electrodiffusion or barrier models. In the simplest and most common descriptions for ionic
channels, Ohm’s law is used to calculate the current-voltage relationship:

[pore = gpore<vm - Erev)

with the reversal potential E,.,, and the pore conductance g,ore. The reversal potential is
given by the Nernst equation (eq. 4.3) if the ion channel is only selective for one specific ion
type. If the pore is permeable to several ions, the reversal potential is given by an enhanced
Goldman-Hodgkin-Katz equation (eq. 4.4) considering also calcium.

For some models of ion channels, the pore specific current I,.(V') is determined under con-
sideration of the electrodiffusion theory. Based on this theory, Goldman, Hodgkin, and Katz
developed a model describing the selectivity and permeability of the protein. The electrodif-
fusion current through the pore is described as [219]:

2 . R _
Lo — szng Vin Vil X i — 70[X o exp(—2x FV,,/RT)
RT 1 —exp(—2zxFV,,/RT)

with the ion type X, the membrane permeability for this ion type Py, and the concentration
at the entrance and the exit of the pore [X]; and [X],, respectively, with the corresponding
partition coefficients ~; and ~,.

A third way to describe the pore specific current I,,..(V) is to consider the energy barrier
characteristics of some ion channels. A pore has one or more internal binding sites. At these
sites the ion has to bind to get through the pore. The detailed current-voltage relationship is
explained in [219]. The common approximation of the energy barrier approach is given by:

gx
I ore — Vm - FE
P 1+ )\eXp(me)( x)

with the conductance of the pore gx for ion type X, the constants b and A, and the Nernst
voltage Ex. This equation is a combination of eq. 5.1 and eq. 5.3. Thus, this current is
described as an ohmic conductor having a gate that is immediately in steady state.

5.1.3 Ionic Pumps

If the ionic movement by passive diffusion through the ionic channel is not reversed, the
gradients in ion concentration and the transmembrane voltage would disappear after some
minutes. To maintain those gradients, ion pumps are included in the membrane to trans-
port ions up their concentration gradient under consumption of energy (ATP). The pump is
usually described as a binding process. The pump current I, in the kinetic models of the
transporters have the characteristics [220]:

]pump = NPsites]trans(V)

with the number of equal ion pumps N, the probability of having occupied entrance sites
Piites, and the averaged single pump current Iy.q,5(V) through the transporter pore. Pyjes is
given using a Hill’s equation [219]:

1

Psites = 1+ (Km7X/[X])n

(5.8)
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with the equilibrium constant of the reaction K, x of ion X describing the concentration at
half saturation, the concentration of the ion [X], and the number n of ions of type X that
can bind to the receptor, also called Hill’s coefficient.
If the ionic pump has only voltage independent characteristics and only one type of ion can
pass through the transport protein at a time, the pump current I, x is described by:
[p,X,mam
X = T (K /1Y) )
where I, x maer 1S the maximum current flowing through the transporter. The sarcolemmal
and SR Ca?" ATPases show this kind of charcteristic. More complex ionic pumps like the
Na/K pump carry two or more ion types. Furthermore, they are able to transport more than
one ion per protein reconfiguration and they may also be working transmembrane voltage
dependent. In this case, the equation for the pump current I, x, is more complex:

[I%Xz’ = [Xi,mam(vm> H Psites,i (510)

with the maximum voltage dependent current Iy, ;ma, (V) and the product of all probabilities
having occupied entrance sites [ [ Psites,i- Each probability is described by eq. 5.8.

5.1.4 Ionic Exchangers

Ionic exchangers do not need metabolic energy to perform the translocation of ions directly.
Instead, they use the energy available in one given ion’s electrochemical gradient to trans-
port another ion against its gradient. Since ionic exchangers can work in both forward and
backward mode, the total exchanger current I, is given by the superposition of the currents
for the forward reaction I, for, and for the backward reaction I, pac:

[m = [m,forw - [m,back

Both current components follow a description of binding processes denoted in eq. 5.8. Since
two ion types, each with two binding sites are involved, the current components are:

Ix,u - NFku(V)Psites,XoPsites,Yi(]- - Psites,Xi)(l - Psites,Yo)

with p being either forward or backward mode, the number of ionic exchangers N, the
forward and backward reaction rate Kfory, and kper, respectively, and the probabilities of
having occupied entrance sites Pijs for the ion types X and Y for either intracellular ¢
and extracellular o binding site. The probabilities P,;.s are each described by the formula of
eq. 5.8. If some of the intra- or extracellular concentrations are low, the saturation effect can

be neglected:
1

L+ (K x/1X])

and the probability of having free entrance sites (1 — Pyjes) is assumed to be 1. Furthermore,
the balance relation between forward and backward reaction rate

o~ ([X]/ Ko x)"

Psites,X -

k back

= exp(—FV,,/RT)

kforw
allows to consider only one of the reaction rates. This reduces the complexity of the equations
describing ionic exchangers. The Na/Ca exchanger for example is mathematically described
in section 5.5.2.
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5.1.5 Intracellular Calcium Dynamics

Calcium is the mediator of the excitation contraction coupling (ECC) as described in sec-
tion 4.6. The L-type Ca®" channel triggers the Ca*" induced Ca*" release (CICR) current
from the sarcoplasmic reticulum (SR) during one heart cycle. Ca*" is uptaken again by the
SR Ca?TATPase and extruded outside of the cell by the Na/Ca exchanger as well as the sar-
colemmal Ca®T ATPase. In the SR, Ca?* is translocated between the network (NSR) and the
junctional SR (JSR). Furthermore, Ca®" binds to proteins such as troponin, calmodulin, and
calsequestrin. In sum, the amount of free intracellular Ca®" in the myoplasm is determined
by many processes.

The ionic flow between the Ca?* compartments, i.e. intracellular, NSR, JSR, and dyadic
space, is determined by channels, pumps, exchangers, and diffusion. The electrical field in
the membrane of the SR is very small. Thus, the ionic current /¢, sg through the proteins of
the SR membrane is only determined by the ion concentration gradient:

[Ca,SR = kP([Ca2+]a — [CCL2+]b>

with k as the flow rate, P as the probability for a gate being in the open state (eq. 5.8), and
the concentration of Ca?* in the compartment a and b, [Ca*"], and [Ca®*'];, respectively.
Additionally to the translocation, calcium is also buffered in the intracellular space of the
cells and the SR. In this way, Ca?" can play an important role as secondary messenger that
regulates intracellular processes by binding to intracellular proteins. These Ca?* binding
proteins are troponin and calmodulin in the myoplasm and calsequestrin in the JSR.

The kinetics of buffering can be modeled by:

d[BCal
dt

with the concentration of Ca?* bound to the buffer [BCa], the concentration of free buffers
[B] and the rate constants ap and 3p dependent on the calcium concentration [Ca?*]. The
occupancy number Op is defined considering the concentration of binding sites [B]q.:

Op = [BCa]/[Blmaa

This leads to an equation, which is only describing the kinetics of the buffering process by
[Ca*"] and Ogp:

= ap[B][Ca**] — Bp[BCa]

dO
d—tB :OJB[CCLQJF](l—OB)—ﬁBOB (511)
The flux of ions, which is reduced in a compartment due to a buffering process is then
dOp
J, a,B — B max~ 7,
s = ~[Blas

If the buffer is assumed to be instantaneously in equilibrium with its surrounding compart-
ment eq. 5.11 is set to zero. The equilibrium occupancy number Op o, and the flux of ions
between the buffer and the compartment is then defined as:

[Ca**]
[Ca*t| + K
Jou = — [BlmazKmp  d[Ca®"]

’ ([Ca*t]) + Ky 5)?  dt
with the equilibrium constant of the buffering K, 5 given by Bg/ap. In section 5.5.3 a

description of the intracellular calcium buffering is presented for the buffering mechanism of
eq. 5.12.

OB = and (5.12)
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5.2 The Capacitance of the Cell Membrane

The electrical equivalent of the cell membrane without conducting membrane proteins is a
capacitor. The electric charge ) accumulated at the membrane surface is proportional to the
voltage across the membrane (transmembrane voltage V,,):

with the proportional factor C), being the capacitance of the cell membrane. The sum of
the membrane ionic currents through ionic channels, pumps, and exchangers I,,.,, is respon-
sible for the variation of V,,. The intercellular stimulus current I;,;., combined with I,,.,,
determines the temporal derivative of V,,:

dV,, 1
at _C—(Imem — Linter) (5.13)

5.3 Ionic Concentrations

The ion concentration in the intra- and extracellular space is varying for each involved ion
type. The change in the concentration is determined by active ion pumps and passive trans-
port through channels and secondary active transport through exchangers. The temporal
variation of the ion concentration depends on the specific ion currents [y:

diX] ~ IxA
dt 2y FV

(5.14)

with the ion type X, the membrane surface area A, the valence of the ion zx, and the volume
V' of the region, where X is distributed. The specific ion current [y consists of all ionic
currents where the ion type X is involved.

The concentration of ions (mainly Na™, K*, and Ca") are defined in several domains, which
can be divided into compartments. These domains are the extracellular space, the cleft space
(the extracellular region close to the membrane), and the intracellular space including e.g.

the dyadic space, NSR, and JSR.

5.4 Hodgkin-Huxley Model

The model by Hodgkin and Huxley of 1952 is the basis for most of the currently developed
mathematical descriptions of the electrophysiological behavior of cardiac myocytes. As such,
it will be described in this section.

Hodgkin and Huxley developed a mathematical model of a giant axon based on voltage clamp
measurements [214]. The cell membrane is reconstructed as an electrical equivalent circuit
(fig. 5.1), which considers variable resistors, voltage sources, and a capacitor. The variable
resistors are the ion channels, the voltage sources are determined by the Nernst voltages, and
the capacitor represents the cell membrane itself. The model allows the calculation of ionic
fluxes of Na™ and K* through the membrane to determine the change in transmembrane
voltage (eq. 5.13). The total transmembrane current I,,.,, consists of:

Tem = Ina + I + It
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Rna Rk R, == Cn,
Vin = &; — Pe

—PE'Na TEK TEL
Fig. 5.1. Electrical equivalent circuit of the cell membrane of the Hodgkin-Huxley model describing the

electrophysiology of a giant squid axon. The resistors Rx describe the conductivity of the channels of type
X and FEx are the voltage sources.

with the sodium current In,, the potassium current Iy, and the sum of the leakage currents
of other ions I, mainly Cl~. Each of these currents is described similar to eq. 5.1:

Ing = gNa(Vm - ENa)a I = gK(Vm - EK), I, = gL(Vm - EL)

with the variable conductances gy, and gg, the constant conductance g, and the reversal
potentials Fy,, Fx, and E. The reversal potentials are determined by the Nernst voltages
and are fixed to:

(2/ms)

-100 -80 -60 -40 -20 0 20 40 -100 -80 -60 -40 -20 0 20 40
transmembrane voltage (mV) transmembrane voltage (mV)

(a) (b)
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Fig. 5.2. Voltage dependent gating kinetics of the Hodgkin-Huxley I, and I channel. (a) Rate constants
of the activation gating variable m of the In, channel a,, and 3,,. (b) Rate constants of the inactivation
gating variable h of the Iy, channel o and §; and of the activation gating variable n of the Ix channel
ay, and 3,. (c) Fraction of gates in steady state moo, hoo, and ne for the gating variables m, h, and n,
respectively. (d) Relaxation time constants 7.,, 7, and 7, for the three gating variables.

L
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Eng =+50 mV, Ex =-=7TmV, E;, =-54.6 mV
In the model of Hudgkin-Huxley, the maximum conductances of the channels are:
INa,maz = 120 mS/em?, 9K maz = 30 mS/em?,  gr = 0.3 mS/cm?

The kinetics of ion currents in the model of Hodgkin and Huxley is described by gating
variables. The time and voltage dependent sodium conductivity g, is modeled by:

3
9Na = INa,mazT h

with the activation gating variable m and the inactivation gating variable h. The activation
process considers three independent, but same gates leading to m3. The voltage dependent
rate constants of these gating variables are (V,,, in mV):

Vi, + 40 Vin + 65
m=0.1[— , =4 -
« ( oxp (_M) — 1) B exp < 18 )

10

Vi 165 1
20 T exp (—Ymt35) 41

ap = 0.07exp <—

A model for KT channel with four gating particles fits best to the measurement data. Thus,
the time and voltage dependent potassium conductivity gx is given by:

9Kk = gK,mamn4
with the activation gating variable n. The rate constants of this gating variable are:

Vi + 55 Vin + 65
n=0.01[-— . B, =0.125 =
a < oxp (— Lot — 1) & eXP( 20 )

10

The time course of m, h, n, and V,, follow the differential equation after defining some initial
values:

d dh d

d—T = ap(l —m) — Bnm, — = ay(1 = h) — Brh, an =ay(l—n)—G.n
Figure 5.2 a,b depicts the rate constants of the gating variables m, h, and n in dependence of
Vin- Figure 5.2 ¢,d shows the corresponding steady state values and relaxation time constants

(section 5.1.1).

5.5 Models of Cardiomyocytes

The properties of excitable cells are investigated mathematically for more than 50 years.
Noble created the first cardiac electrophysiological model, which reconstructs the properties
of Purkinje fibers based on early measurement data and consists of four channels [221]. The
techniques for measuring the membrane protein properties were enhanced in the following
years and several models were built describing the cell in more and more detail (tab. 5.1). The
models of Beeler and Reuter (1977) [223] as well as Luo and Rudy (1991) [231] were important
approaches until the mid 90s. Most of the recently developed human cardiac electrophysiolo-
gical models are based on these two models. The newer models consist of up to approximately
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Table 5.1. Tonic models describing cardiac electrophysiology.

| Year | Author | Specimen Species

1962 Noble [221] Purkinje fiber -

1975 McAllister, Noble, Tsien [222] Purkinje fiber -

1977 Beeler, Reuter [223] Ventricular myocardium Mammalian

1980 Yanagihara, Noma, Irisawa [224] Sinoatrial node Rabbit

1982 Bristow, Clark [225] Sinoatrial node Rabbit

1983 Bristow, Clark [226] Sinoatrial node Rabbit

1984 Noble, Noble [227] Sinoatrial node Rabbit

1985 DiFrancesco, Noble [228] Purkinje fiber Mammalian

1987 Hilgemann, Noble [229] Atrial working myocardium Rabbit

1990 Earm, Noble [230] Atrial working myocardium Rabbit

1991 Luo, Rudy [231] Ventricular myocardium Mammalian

1994 Luo, Rudy [232, 233] Ventricular myocardium Guinea-pig

1994 Demir, Clark, Murphey, Giles [234] Sinoatrial node Rabbit

1996 Dokos, Celler, Lovell [235] Sinoatrial node Mammalian

1996 Lindblad, Murphey, Clark, Giles [236] Atrial working myocardium Rabbit

1996 Demir, O’'Rourke, Tomaselli, Ventricular myocardium Rabbit
Marban, Winslow [237]

1998 Courtemanche, Ramirez, Nattel [238] Atrial working myocardium Human

1998 Nygren, Fiset, Firek, Clark, Atrial working myocardium Human
Lindblad, Clark, Giles [239]

1998 Jafri, Rice, Winslow [240] Ventricular myocardium Guinea-pig

1998 Noble, Varghese, Kohl, Noble [241] Ventricular myocardium Guinea-pig

1998 Priebe, Beuckelmann [242] Ventricular myocardium Human

1999 Demir, Clark, Giles [243] Sinoatrial node Rabbit

1999 Winslow, Rice, Jafri, Ventricular myocardium Canine
Marbén, O’Rourke [244, 245]

2000 Ramirez, Nattel, Courtemanche [246] Atrial working myocardium Canine

2000 Zhang, Holden, Kodoma, Sinoatrial node Rabbit
Honjo, Lei, Varghese, Boyett [247]

2001 Boyett, Zhang, Garny, Holden [248] Sinoatrial node Rabbit

2001 Pandit, Clark, Giles, Demir [249] Ventricular myocardium Rat

2001 Puglisi, Bers [250] Ventricular myocardium Rabbit

2002 Kneller, Ramirez, Chartier, Atrial working myocardium Canine
Courtemanche, Nattel [251]

2002 Kurata, Hisatome, Sinoatrial node Rabbit
Imanishi, Shibamoto [252]

2002 Bernus, Wilders, Zemlin, Ventricular myocardium Human
Verschelde, Panfilov [253]

2004 Lovell, Cloherty, Celler, Dokos [254] Sinoatrial node Rabbit

2004 Ten Tusscher, Noble, Ventricular myocardium Human
Noble, Panfilov [255]

2004 Iyer, Mazhari, Winslow [256] Ventricular myocardium Human

60 equations describing the properties of the cell membrane, ionic concentrations, intracel-
lular structures like the sarcoplasmic reticulum, and calcium buffering mechanisms and also
consider the effects of mechanical stretch to the cell.

Models describing human electrophysiology are the Courtemanche et al. model (1998) [238]
and the Nygren et al. model (1998) [239] for atrial activity as well as as the models of Priebe
and Beuckelmann (1998) [242], of Bernus et al. (2002) [253], of Ten Tusscher et al. (2004) [255],
and of Iyer et al. (2004) [256] for ventricular activity. The action potentials (AP) and the
course of the intracellular calcium concentration [C'a*"]; of the first five human ionic models
are displayed in fig. 5.3. Furthermore, fig. 5.3 depicts the APs and the course of [Ca?*]; for
the Beeler-Reuter model and for the Luo-Rudy model of ventricular characteristics and of
the rabbit sinoatrial node model of Zhang and coworkers (2000) [247]. The differences in the
morphology are mainly due to different measurements underlying the models and inclusion of
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Fig. 5.3. Action potentials and courses of intracellular calcium concentration [Ca?T]; of models of differ-
ent cardiomyocytes stimulated with a basic cycle length of 1000 ms. (a) Atrial models of Nygren et al.
(NEA) [239] and of Courtemanche, Ramirez, and Nattel (CRN) [238] as well as the ventricular mod-
els of Beeler and Reuter (BR) [223] and the self-depolarizing rabbit sinoatrial node model of Zhang et al.
(ZEA) [247]. (b) Ventricular models Luo and Rudy (LR) [232, 233], of Priebe and Beuckelmann (PB) [242],
of Bernus et al. (BEA) [253], and of Ten Tusscher et al. (TEA) [255]. (¢) Calcium variation in the intra-
cellular space during an AP of the models of (a). The [Ca®*]; of the BR model is scaled. (d) Courses of
[Ca?T]; for the models during an AP described in (b).

different descriptions of the equations. Another reason is that the measurements are obtained
from different regions of the heart with different properties.

The models of Beeler and Reuter and Luo and Rudy as well as the six human ionic models are
described below. Additionally, the rabbit sinoatrial node model of Zhang et al. is presented as
an auto-rhythmic cell. Each additional ionic current due to channels, pumps, and exchangers
is explained to give examples for the theoretical description of section 5.1.

5.5.1 Beeler-Reuter Model

The Beeler-Reuter model was the first electrophysiological model describing the behavior of
a mammalian ventricular myocyte (fig. 5.5a) [223]. The model was based on the equations
by Hodgkin and Huxley. The transmembrane current I,,,.,, is given by:

Imem - INa + Ib,Na + IKl + IXl + IS
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with the currents: Iy, =fast Na™; [, v, =background Na*; Ix; =rectifier K*; Ix; =non-
specific outward; and Ig=non-specific inward shown in fig. 5.4 a determining the course of
the transmembrane voltage and of the intracellular calcium concentration (fig. 5.3 a,c).

Iy, was modeled in the same way as in the Hodgkin-Huxley model apart from including a
second inactivation gating variable j:

INa = gNa,maxm3hj(Vm - ENG)

A background current is commonly defined by eq. 5.1 without having a gate. In the Beeler-
Reuter model, the background Na*t current is thus given by:

Ib,Na - gb,Na,maJ:(Vm - ENa)

The voltage dependent classical rectifier potassium current I is based on the formulae of
McAllister et al. [222] (V}, in mV):

4 exp[0.04(V,, + 85) — 1] 0.2(Vy + 23) )

I1 =035
K <exp[0.08(Vm 153)] + exp[0.04(Vn - 53)] | 1 — exp|—0.04(V,y + 23)]

The construction of this equation is not biophysically motivated but fits a function, which
describes best the measured properties. Also, the time and voltage dependent outward current
Ix1, which is mainly due to potassium ions, is only partly given by eq 5.1:

exp[0.04(V;, +77)] — 1

Ix; =08X1
x1 =08 exp[0.04(V,,, + 35)]

with the gating variable X1 following the processes explained in section 5.1.1.
The time and voltage dependent inward current Ig is assumed to be mainly due to the flow
of Ca?* ions. The description follows eq 5.1:

IS = gSmax df (Vm - ES)

6
5+ 2
4+
T 3f o 0
S 2 S
& 1t g7
0 1=
9] o 47
s 17 5
2t © 5l Icar
_3 L
4 + -8t
0 50 100 150 200 250 300 350 400 0 50 100 150 200 250 300 350 400
time (ms) time (ms)

(a) (b)

Fig. 5.4. Ionic currents of the Beeler-Reuter and the Luo-Rudy model. (a) Background Na¥t current
Iy Na, rectifier KT current Ig, non-specific outward current Iy, and non-specific inward current Is of
the Beeler-Reuter model [223]. (b) L-type Ca*" current ¢, 1, delayed rectifier KT current Ix, classical
rectifier KT current I, Na/Ca exchange current In,cq, and Na/K pump current Iyqx of the Luo-Rudy
model [232, 233].
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Fig. 5.5. Schematic description of the ionic model of (a) Beeler-Reuter and (b) Luo-Rudy with the im-
plemented currents, pumps, exchangers and the intracellular Ca?t, K*, and Nat concentrations. The
Luo-Rudy model contains a detailed description of the intracellular Ca?* dynamics including the sar-
coplasmic reticulum consisting of network SR (NSR) and junctional SR (JSR) and the buffering of Ca®*
to troponin (trpn), calmodulin (cmdn), and calsequestrin (csqn). The currents are described in the text.

with the activation gating variable d, the inactivation gating variable f, and the reversal
potential Eg = —82.3 — 13.0287 In [C'a®*T];. The variation of the intracellular calcium concen-
tration [C'a*™]; is given by:

d [CCL2+]Z‘

= —107TIs + 0.07(1077 — [Ca**],)

5.5.2 Luo-Rudy Models

The models of Luo-Rudy were developed in several stages [231, 232, 233, 257, 258, 259] and
were used and developed further on [260, 261, 262, 208]|. The dynamic version of 1994 [232,
233] is the most widely used model. This will be explained in detail.

The dynamic Luo-Rudy model describes the electrophysiology of a guinea-pig ventricular
myocyte. This model is based in the Luo-Rudy model of 1991 [231]. The dynamic Luo-
Rudy model of 1994 includes formulations for most of the sarcolemmal channels, pumps
and exchangers and for the Ca?" handling in the sarcoplasmic reticulum (SR). Furthermore,
compartments were considered for myoplasm, network SR (NSR) and junctional SR (JSR),
and Ca®" buffers in the myoplasm (troponin, calmodulin) and in the JSR (calsequestrin)
were defined. It takes into account myoplasmic concentration variations of Nat and K* as
well as Ca®". The total transmembrane current I, is given by (fig. 5.5b):

Iem = INag + Icar + Ik + Ix1 + Ixp + INaca
+[NaK + [Ca,ns + [p,Ca + [b,Ca + [b,Na

with the currents: Iy, =fast Na®; Io,=L-type Ca®"; Ix =delayed rectifier K*; Iy =
rectifier K*; I,=plateau K¥; In,c.=Na/Ca exchanger; In,x =Na/K pump; Iogns=
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non-specific Ca>™ activated; I, ¢, =sarcolemmal Ca?* pump; I, ¢, = background Ca?*; and
I, no = background Na*. Some of these currents are depicted in fig. 5.4 b.

Furthermore, the Luo-Rudy model incorporates Ca?* currents in the intracellular space be-
tween the myoplasm, the NSR and the JSR with I, as the SR Ca*" pump current from
myoplasm to NSR, Ij.qr as the leakage Ca?t current from NSR to myoplasm, I, as Ca?"
translocation current between NSR and JSR, and I,.; as the Ca?* release current from JSR
to myoplasm (Ca*" induced Ca®" release). The equations are explained in section 5.5.3.
In, and the background currents I, ¢, and I, y, are described as in the Beeler-Reuter model.
The L-type Ca?" channel is assumed to be permeable for Ca**, Na™, and K* with the highest
permeability for Ca?*:

[Ca,L = gCa,L,max df fCa (ICa + [Ca,Na + [Ca,K) with
2 VmF2 VX, [X]Z eXp(ZvaF/RT) — X, [X]O

Ix=P
X T IXAXTRY exp(2xVinF/RT)

(5.15)

Ix is either Io,, or Iog Na, OF Iog i for the Ca?t, Nat, and K* component of the L-type Ca®*
channel, respectively. Px are the permeabilities for the ion types X and the corresponding
partition coefficients ~; and 7, for intra- and extracellular space, respectively. [X]; and [X],
are the concentrations of the ion type X at the entrance and the exit of the pore. d and f are
activation and inactivation gating variables, respectively, and fg, is the [Ca*"]; dependent
gate given by:
1
f Ca — 2+ 2
1+ ([Cat]; + Kim.ca)

with the equilibrium constant of the reaction K, c,. The time and voltage dependent current
Ik, the current Ix4, and the plateau current /g, are defined following eq. 5.1:

[K = gK,mamexi<Vm - EK)7 [Kl = gKl,maxKl(Vm - EK1>7 [Kp = ng,ma:va<Vm - EKp)

with the activation gates x and Kp and the inactivation gates x; and K1. K1 is asssumed
to be always in steady state and thus described by eq. 5.4. Ex and Ef, are given by the
Nernst voltage and Ex by a modified Goldman-Hodgkin-Katz equation, since Ik is assumed
also to be permeable to Nat:

RT ([K*]o + Pra [Na*]i)

By — 22
K= F " \[K'); + Pyax [Nat],

with Py.i as the Na/K permeability ratio.
The Na/Ca exchanger is given by the equations described in section 5.1.4:

1 1 1
+ [Nat]3 . Kupca + [Ca*t], 1+ ot exp[(n — 1)Vin F'//RT]
- (exp[nVim F'/RT)[Na* |} [Ca**], — exp[(n — 1)V, F/RT)[Na™* ]2 [Ca**);)

[NaCa = kNaCa K3

m,Na

with 7 as the position of the energy barrier that controls the voltage dependence and ks, as
the saturation factor that ensures saturation at very negative potentials.

The Na/K pump is reconstructed taking care of eq. 5.10. It has two independent binding
sites for Na™ and K*. This leads to the form considering two probability functions (eq. 5.8):

1 1
1+ (K vai/[Nat]:)2 1+ Ko ko/ [K 1],

[NaK = [NaK,mamfNaK
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with the transmembrane voltage dependent function fy.x of [Na™],.

The non-specific Ca?* activated current Icans has a Nat and KT component each described
by a Hill’s equation approach presented in eq. 5.9 considering that the maximum current is
given in the same form like eq. 5.15. The sarcolemmal Ca’" pump current I, ¢, is defined by
the voltage independent pump characteristics of eq. 5.9. The intracellular calcium dynamics
is described in the next section since it is not defined in a closed mathematical formula in
the Luo-Rudy model, but has a trigger. Also, the variation of the concentrations is explained
later (section 5.5.4). The resulting action potential and [C'a®T]; transient of the Luo-Rudy
model is presented in fig. 5.3b,d.

5.5.3 Courtemanche et al. Model

The model of Courtemanche, Ramirez, and Nattel (CRN) is describing the electrophysiolo-
gical properties of a cell of the human atrial working myocardium [238]. The schematic de-
scription of the currents representing the selective permeability of the membrane is depicted
in fig. 5.6a. The temporal evolution of the transmembrane voltage (fig. 5.3a) is described
using eq. 5.13 with I,,.,, as the sum of the membrane currents:

Imem - INa + IKl + Ito + IKuT + IKr + IKS + IC’a,L
+[p,Ca + [NaK + [NaCa + [b,Na + [b,Ca

with the currents: Iy, =fast Nat; Ix; =rectifier outward K*; I, = transient outward K*;
Iy, = ultra rapid delayed outward K*; I, =rapid delayed outward K*; Ix, =slow delayed
outward K*; I, = L-type inward Ca?*; I, ¢, = Ca®t pump outward; Iy.x =Na/K pump;
Inacoa =Na/Ca exchanger; I, v, = background Na'*; and I, ¢, = background Ca?*. Some of
these currents during an AP are depicted in fig. 5.7 a.

Iy Na INaca IcaL Ip,ca Ibca Iy, Na INaca Icar Ipca Ibca

(a) (b)

Fig. 5.6. Schematic description of (a) the Courtemanche et al. and (b) the Nygren et al. electrophysiological
model. Both models are structurally similar, different only in Ik, in the one and I, in the other model.
The properties differ largely (fig. 5.3a and fig. 5.7). The symbols and ionic currents are explained in
previous figures or in the text.
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This model includes two additional currents, which were not described in the previous sec-
tions: I;, and Ix,,. Both currents share similar activation kinetics but differ in their inacti-
vation properties:

[to = gto,mamozoi (Vm - EK)

IKur = gKur,maxuzui (Vm - EK)
0.05

1+ exp [Ym]2]

9Kur,maz = 0.005 +

with the activation gating variables o, and u,, the inactivation gating variables o; and w;,
and the voltage dependent maximum conductances go mar a0d Grurmaz- As an example, the
rate constants for the activation o, and the inactivation o; gating variable are described by:

o — 0.65 5, — 0.65
" () e () T 28 e (T
1 1
Tog = , Ogoo =
(O‘O(a) + ﬁo(a)) Kq,, 1+ exp (—%)

a, = 1 B, = 1

Y1853 fexp (TbgT) T T 35.56 + exp (— Tt
1 1
To; = Ojoo

' (ao(i) + ﬁo(i))KQlo ’ a 1 +exp (Vm;§3-1)

T—T
Ko, = Q1 with Q19 = 2.2. Kg,, is a temperature factor that permits the adjustment of
the relaxation time constant of the process to be adapted to a given temperature when the
measured data is gained at e.g. room temperature.
The intracellular calcium dynamics are expressed in the CRN model using a two compartment
model for the SR. This considers the ionic flow between the NSR, the JSR, and the myoplasm
with three currents:

I — Iup,maat I. — [Ca2+]JSR - [Ca2+]NSR
P14 (Ky/[Ca*];) 7 " Tir ’
Lia = krqu*vw ([Ca**|nsk — [Ca®t];)

with the concentration of Ca?t in the NSR and the JSR, [Ca?"]nsr and [Ca*T]s5g, repec-
tively, the time constant 7., the two Ca?" flux dependent activation and inactivation gating
variables u and v, respectively, and the voltage dependent inactivation w. u and v are func-
tions depending on the release current I,.;, the L-type Ca?" current, and the Na/Ca exchange
current Inqcq. The three buffers of Ca?* in the cell are given by:

[Ca®];
[Ca2+]i + Km,cmdn 7

[Ca*"];
Ca2+]i + Km,trpn

[Ca2+]cmdn = [Cmdn]ma:v [Ca2+]trpn = [t'rpn]mam[

C CL2+] JSR
[C(I2+] JSr t+ Km,csqn

[CCL2+] csqn = [qun] max

with the concentrations of bound calcium to calmodulin ([C'a**]epnan), troponin ([Ca?t]ypn),
and calsequestrin ([Ca®"].s4n), and the corresponding maximum concentrations [cmdn]q.,

[trpn]maz, and [esqn]maz-
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Fig. 5.7. Ionic curents of the Courtemanche et al. and the Nygren et al. model. Some of the currents are
scaled. The ionic currents are expressed in previous figures or in the text.

5.5.4 Nygren et al. Model

The ionic model of Nygren, Fiset, Firek, Clark, Lindblad, Clark, and Giles is defining the
electrophysiological properties of human atrial myocytes [239]. The set of membrane currents
is nearly the same as in the CRN model:

Imem = INa + ICa,L + IKl + Ito + Isus + IKT‘ + IKS
+1, ca + Inak + INaca + Ty, Na + Ibca

with the currents: Iy, =fast Nat; Ix; =rectifier outward K*; I, = transient outward K*;
I, =sustained outward K'; Ig,=rapid delayed outward K*; Iyx,=slow delayed out-
ward K*; Ic, =L-type inward Ca**; I,c,=Ca®" pump outward; Iny.x =Na/K pump;
Inocqa =Na/Ca exchanger; I, y, = background Na™; and I, ¢, = background Ca’*.

The main difference to the CRN model is that Ik, was replaced by the sustained K* outward
current Ig,,. But the kinetics of both currents are described by the same set of equations.
Further differences are variable bulk concentrations, and that Nygren et al. assumed buffers
not to be instantaneously in equilibrium with their surrounding compartments. This behavior
is described by eq. 5.11 for each Ca?* buffer.

An exemplary amplitude of some currents during the AP is illustrated in fig. 5.6 b. The course
of the transmembrane voltage and of the intracellular calcium concentration are depicted in
fig. 5.3a and c. The variation of the intracellular concentration of the three main ion types
is given in this and the other models following eq. 5.14:

A A AR A el 4
dt - Ca,tot2‘/;F7 dt — K,tot‘/;Fa dt — Na,tot‘/iF

with the total calcium current Ioq ot = Loa.r + Io.ca + Ip.ca — 2 - INaca + Lup — Irer, the total
potassium current I 1o = Ix1+ Ixr + Ixs + Tsus + 1o — 2 - Inax, and the total sodium current
INa,tot = INa + Ib,Na +3- INaK +3- INaCa~

5.5.5 Priebe-Beuckelmann Model

The Priebe-Beuckelmann model [242] is based on the second phase dynamical Luo-Rudy
model (LRd) [232, 233] and reproduces the electrophysiology of a human ventricular cell
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(fig. 5.3b,d). The LRd model was enhanced in the Priebe-Beuckelmann model by consid-
ering new human ventricular voltage-clamp measurements. I, Ixs, I, Ix1, and I, were
adapted to these measurements. The model consists of two parameter sets describing on
one hand a physiological cell and on the other hand a heart failure cell. The model is con-
structed of equations for currents, concentrations, and buffers (fig. 5.8) with the sum of the
transmembrane currents I, given by:

[mem = [Na + [Kl + [to + [Kr + [Ks + [Ca + [NaK + [NaCa + [b,Na + [b,Ca

Exemplary currents of the Priebe-Beuckelmann model are depicted in fig. 5.9a during a
stimulation of the cell with a frequency of 1 Hz.

5.5.6 Bernus et al. Model

The model of Bernus, Wilders, Zemlin, Verschelde, and Panfilov [253] is primarily based on a
reformulation and numerical simplification of the Priebe-Beuckelmann model. They restricted
the set of gating variables from 12 in the Priebe-Beuckelmann model to six in their model.
The involved currents are basically the same (fig. 5.8 b):

Imem = INa + IKl + Ito + IK + IC’a + INaK + INaC’a + Ib,Na + Ib,C’a

This model handles the delayed rectifier current I = I, + Ixs as one single current with
one single activation gating variable X:

IK = gK,maa:)(2 (Vm - EK)

Further simplifications decreased the computational cost. Since the variation of [Na™]; and
[Kt]; is very small, they were set to a constant value. Furthermore, [Ca?*]; was set constant
with the aim of neglecting the whole intracellular calcium handling. This also leads to a

e

[b%Na INaca Ica Ib,Ca Ib,Na INaca Ica Ib,Ca

(a) (b)

Fig. 5.8. Schematic description of the ionic model (a) of Priebe and Beuckelmann as well as (b) of Bernus
et al. with the implemented currents, pumps, exchangers and other components. The Bernus et al. model
has no dynamic ion concentration handling.
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Fig. 5.9. Exemplary ionic curents of (a) the Priebe-Beuckelmann and (b) the Bernus et al. model. Some of
the currents are scaled. Interestingly, I, and Iy, are differing by a factor of approximatly 5000 between
the models. The ionic currents are expressed in previous figures or in the text.

simplification of the equation for I, since f¢, is a constant and the activation gating variable
d is assumed to be instantaneous in steady state, thus is only described by the steady state
function d.,. The same strategy was performed for the transient outward current I;,: r is
replaced by r.. A further simplification was the combination of the two inactivation gating
variables (h and j) of the Iy, current into one inactivation gating variable v having a quadratic
inactivation dependence (v?).

Figure 5.3b shows the AP of the Bernus et al. model with some corresponding currents
presented in fig. 5.9b.

5.5.7 Ten Tusscher et al. Model

Ten Tusscher, Noble, Noble, and Panfilov introduced a model of human ventricular char-
acteristics to study ventricular arrhythmia in long-term simulations (fig. 5.10a) [255]. The
model is based on recent measurement data of most of the major ionic currents. The set of
transmembrane currents is given by:

[mem = [Na + [Kl + [to + [Kr + [Ks + [Ca,L + [NaK + [NaCa + [p,Ca + [b,Na + [b,Ca

where the currents are described in the same way as in other models, but the kinetics are
adapted to human measurement data. Some currents are depicted in fig. 5.11 a corresponding
to the course of transmembrane voltage and of the calcium concentration given in fig. 5.3b
and d, respectively. The calcium dynamics are reconstructed with a more simple approach
compared to e.g. the Nygren et al. model. A feature of the ten Tusscher et al. model is that
it has two different parameter sets to reconstruct subendo- and subepicardial cell properties.

5.5.8 Iyer et al. Model

The model of Iyer, Mazhari, and Winslow reconstructs the electrophysiological properties of
human ventricular myocytes and is primarly based on the earlier canine model of Winslow
et al. [244]. The channels are mainly defined by Markov chain models. The total membrane
current is defined as:

[mem = [Na + [Kl + [Kr + [Ks + [Kv1.4 + [Kv4.3 + [K,p
+ICa + IC’a,K + INaK + INaC’a + ICa,p + Ib,Na + Ib,C’a
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with the two components of the transient outward current [y ,14 and Ix,43, and the plateau
Ca?t and Kt currents Icap and Ik, respectively. Ik, .4 is encoded by gene KCND3 and
exhibits fast recovery from inactivation. Ix,43 is encoded by gene KCN A4 and exhibits
slow recovery from inactivation. Some gates are still defined familiar to the Hodgkin-Huxley
formulation. For In,, Ixy, Iks, the two components of Iy, Icqr, and the Ca?t induced
Ca?" release (CICR) current of the sarcoplasmic reticulum I,.;, Markov chain models for
describing the gating process are used. A further speciality of this model is the consideration
of the concentration of Ca*" in the region between the JSR and the T tubule (dyadic space)
as in the model of Noble et al. [241]. This additional compartment is necessary to describe
the calcium dynamics of the couplon consisting of L-type Ca** channels and CICR channels.
As this model includes Markov chains, the computational cost to solve the equations is much
larger than in other ionic models.

5.5.9 Zhang et al. Model

The electrophysiological model of Zhang, Holden, Kodama, Honjo, Lei, Varghese, and Boyett
is describing the properties of the rabbit sinoatrial node (SAN) in central and peripheral
cells (fig. 5.10b) [247]. It is based on rabbit SAN experimental data and is constructed of 14
currents constructing the AP shown in fig. 5.3 a:

[mem = [Na + [Ca,L + [Ca,T + [to + [sus + [Kr + [Ks
+yna + I + Ty na + Dyca + Dok + INaca + Lpca
with the T-type Ca?* current Ic, 7 and the so-called funny current I;, a hyperpolarization

activated pacemaker current carried by Nat and K*. Both current components (/7 y, and
It k) have the same activation gating variable y:

]sus Ib,K [f,K ICa,L ]Ca,T

A A
T

— I
©JSR Ito
Cea|| o
Iup Ilcak : Ircl IKT
S 1 | INax :&Z
[Ca*T); E
| e
} : Ina AEt—v rL \,\%’ %
[Naija ]Ca,L ]p7ca ]b’ca Ib,Na INaCa Ip,Ca [b,Ca

(a) (b)

Fig. 5.10. Schematic description of (a) the Ten Tusscher et al. [255] and (b) the Zhang et al. [247] model.
The Zhang et al. model has no dynamic ion concentration handling.
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Fig. 5.11. Tonic curents of (a) the ten Tusscher et al. and (b) the central Zhang et al. model.
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The T-type Ca?" current was proven to have an important contribution in SAN cells
(fig. 5.11b) [127]. If this current is blocked, a negative chronotropic effect is present in the
SAN. I, r is implemented in the Zhang et al. model in a similar way than the L-type Ca®"
currents in other models.

Some of the maximum conductances of the model were differing to describe the cells from
central and peripheral regions. Mainly the maximum conductance of the channels depicting
the currents Icq,r, ltos Lsus, Ikr, Iks, and Iy are reduced for the central cell compared to
the peripheral cell. Iy, is not expressed in the central SAN myocytes and the membrane
capacitance is reduced since central cells are smaller than peripheral.

5.6 Excitation Conduction

The conduction of the excitation in the heart is based on the electrical coupling between
cells (section 4.5). Commonly, excitation conduction is calculated in tissue with two different
approaches. The first method is macroscopic and the tissue is described as a continuum. One
computational node is reproducing the properties of several real myocytes. The macroscopic
methods can be divided into three different types: Cellular automata being rule based sys-
tems, simplified reaction-diffusion systems neglecting mainly the complex flow of ions through
the cell membrane and through gap junctions, and models of the electrical flow combined
with detailed electrophysiological descriptions, i.e. monodomain and bidomain models. In the
macroscopic models, the discrete structure and thus the inhomogeneous microscopic excita-
tion conduction due to geometric variations of the cells and different densities and expressions
of gap junctions is neglected.

The second method is a microscopic description of the discrete structure of the cells in the
tissue. Each myocyte is divided into several mathematical nodes leading to a more detailed
description of the electrophysiological behavior of the cell compared to the macroscopic ap-
proach, but commonly with a much higher mathematical and therefore computational effort.
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(a) (b) (c)
(d) (e) ()

Fig. 5.12. Schematic functioning of a cellular automaton. The green dots are active elements, red dots
represent the refractory state. After an initial stimulus (a) the excitation is conducted to neighboring cells
(b). The elements are refractory during the plateau phase (c,d). After repolarization (e,f) the cells are
again excitable. Fig. from [264].

Microscopic models allow the individual modeling of myocytes with several elements con-
sidering different ionic mechanisms and gap junction densities in each node [140, 263]. As
microscopic modeling is not in the scope of this work, it is not further detailed in this section.

5.6.1 Cellular Automata

The application of rule based models of the excitation conduction like cellular automata al-
lows the efficient simulation of the cardiac electrophysiology [265, 266, 267, 268, 269, 270].
The geometrical information of the model usually considers the anisotropic and heteroge-
neous anatomical features of the heart. Furthermore, tissue dependent electrophysiological
parameters like refractory periods, action potential courses, excitation conduction velocities,
and autorhythmic properties are considered, which are taken from literature.

A cellular automaton can be divided into two components [271, 272]: A regular, discrete, finite
network representing the underlying spatial structure and a finite automaton working at each
node of the network. The network consists e.g. of an anatomical model of the human heart.
The tissue specific excitation conduction velocity and the anisotropy of the myocardium
can be considered based on myocyte orientation data. The finite automaton at each node
point represents the physiological state by modeling the course of the transmembrane voltage
depending on tissue type, stimulation frequency and refractory periods. The scheme of a
cellular automaton is depicted in fig. 5.12.

5.6.2 Simplified Reactions-Diffusion Systems

Modeling of excitation conduction with simplified reaction-diffusion systems can reconstruct
the physiological and pathological excitation on tissue and organ level [138, 273, 274]. The
reaction-diffusion systems consists of two components: One represents the membrane activity
(reaction part), and the other describes the electrical interaction of the tissue (diffusion part).
An early representative is the two state FitzHugh-Nagumo model [275]:
ou  u— “—; - ) ov
. + DV-©u, % e(

i u+ B —)
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with the state variable u for the activation of transmembrane voltage and the state variable v
for inactivation. The diffusion term is formulated for isotropic media with the scalar diffusion
coefficient D. The parameters 3, 7, and € are the so-called membrane parameters and are
influencing the course of the AP. The diffusion coefficient and the membrane parameters are
time dependent.

Modifications of the FitzHugh-Nagumo equations allow a more realistic description of the
conduction in the myocardium [276, 277]. This model considers the anisotropic features of
the tissue by using a diffusion tensor. It includes more membrane parameters to adapt the
AP course to measured data.

5.6.3 Models of the Electrical Flow

A common approach to reproduce the activity of cardiac tissue consists of a model describing
the anisotropic excitation conduction in combination with an electrophysiologically accurate
ionic model. The ionic models are explained in section 5.5. The excitation conduction model
could be either based on resistor networks or can consider the electrical flow of ions be-
tween adjacent cells using Poisson’s equation. The advantage of resistor networks to describe
electrical coupling of cardiac cells is the lower computational cost compared to approaches
based on Poisson’s equation. The most important disadvantage is that varying anisotropic
conductivities in the tissue are not reproducible with the resistor network approaches.

A further distinction is made between models considering the extracellular space to be on
constant potential and thus calculating the current flow through the intracellular space and
through gap junctions (monodomain model) and approaches taking the current flow in intra-
and extracellular space as well as through gap junctions into account (bidomain model). Both,
monodomain and bidomain model can be represented by resistor network or Poisson’s equa-
tion based approaches. As the implemented method in this work is based on the calculation
of Poisson’s equation, this approach is detailed further.

5.6.3.1 Bidomain Model

The discrete electrical interaction of the tissue can be approximated by the continuous ap-
proach of the bidomain model [278, 279, 280, 281, 282]. The bidomain model considers the
current flow in the intra- and the extracellular domain independently. The two domains are
separated by the cell membrane (fig. 5.13) through which currents flow between the do-
mains. Hence, the intercellular stimulus current, which drives the conduction of excitation is
constructed with the influences of both domains.

Conductivity tensors for both domains are defined to consider the anisotropic electrical prop-
erties of cardiac tissue and the surrounding medium e.g. blood, bath, and air. The extracel-

Fig. 5.13. The two domains of the bidomain model. The intracellular space is separated from the extra-
cellular space by a membrane. Fig. from [270].
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Table 5.2. Intra- and extracellular conductivities (S/m) [281, 283]. o, and o.; are the longitudinal intra-
and extracellular conductivities. o;; and o.; are the transversal intra- and extracellular conductivities.

| | Clerc (1976) | Roberts and Scher (1982) | Colli-Franzone (1993) |
Ot 0.0193 0.0596 0.031525
Oel 0.625 0.117 0.2
Oet 0.236 0.0802 0.13514

lular anisotropy is determined by the cylindrical shape of the cells in combination with the
fiber orientation of the cells and the sheet orientation of a myocardial layer. The intracellular
anisotropic conductivity tensor represents density and distribution of gap junctions and also
the oriented intracellular structures of the cell with respect to the orientation of the my-
ocytes. As the microscopic intra- and extracellular conductivities vary between adjacent cells
the bidomain model uses a mean conductivity tensor to describe the macroscopic anisotropy
in both domains.

For each domain, Poisson’s equation is defined with index e for the extracellular domain and
index ¢ for the intracellular domain:

V(0. V®,) = —BI,, — I, (5.16)

with the intra- and extracellular potentials @; and @., respectively, the corresponding con-
ductivity tensors o; and 0., the transmembrane current density I,,, the membrane surface
to cell volume ratio [, and externally applied current sources I; and I in the intra- and
extracellular domain, respectively.

The conductivity tensors o; and o, represent the anisotropic electrical properties of the tissue
and depend on the tissue type and the orientation of the main axis of the myocytes. Table 5.2
depicts an overview of commonly used values for the conductivities.

Based on the assumption of orthotropic conductivity distribution in cardiac myocytes and
thus the rotational symmetry, the conductivity tensors o; and o, can be constructed with only
the longitudinal and transversal conductivities of the intracellular (o; and oy, respectively)
and the extracellular space (0. and o, respectively):

U(i,e)l 0 0
Oje = R 0 O(ie)t 0 RT
0 0 O(i,e)t

whereas the rotation matrix R is constructed of the two components R, and R,, with

R = R,.R,,

cosp sing 0 cos? 0 sind
R,,= | —sinpcosp0 |, R,. = 0 1 0
0 0 1 —sin ¢ 0 cos v

¢ and ¥ describe the orientation of the fiber’s main axis in the global space with ¢ being the
angle in the (x,y)-plane and ¢ being the angle in the (x,z)-plane.

A mathematically useful reformulation of the two Poisson’s equations (egs. 5.16 and 5.17) is
performed to achieve the bidomain equations. The two domains are coupled via the trans-
membrane voltage V,,,, which is defined by:

V=& — &, (5.18)
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Furthermore, the transmembrane current density I,,, which flows into one domain must come
from the other. Thus, in the summation of the two Poisson’s equations (egs. 5.16 and 5.17)
1,,, vanishes:

\Y (O-zvgpz) + \Y% (O-evgpe) - _Isi - Ise

Under the assumption that no externally applied current sources are present and with V,,, =
®; — &, this can be transfered into:

V (O'ZV(I)Z) = —V (O'EV(I)E)
V(oV(Vi +P.)) = -V (0.VP,)
V (05 4+ 0.) V®,) = =V (0:VV,,) (5.19)

Equation 5.19 is the first part of the bidomain model describing the influence of the trans-
membrane voltage on the extracellular potential. V,,, is commonly calculated with the ionic
models presented in section 5.5. The second part of the bidomain equations is constructed
based on eq. 5.17 under consideration of eq. 5.18:

\V4 (O'ZVQpZ) =V (O'ZV (Vm + @e)) =V (UZVVm) + \Y% (O'iVQpe)

dVv,,
= Im - [si = m 5, [mem - [si
B B (C T T )

since the current I,, describes the summed up flow through the membrane given by the

electrophysiological models:
dv,
Im = Cm—m Imem
(€0 )

Thus to conclude, the second part of the bidomain equations is given by:

dvi,

V (0,;9V,n) + V (0,V0,) = 3 <me

+ Lnem) - [si (52())

It describes in which way the currents in intra and extracellular space are determining the
intercellular stimulus current as an input for the electrophysiological models.

The tissue is normally surrounded by a bath medium. In the heart, this bath is equivalent
to the blood at the endocardial boundary and the pericardium at the epicardial bound-
ary. The bath and the extracellular space of the tissue build a continuous domain in the
bidomain model but with different conductivity tensors. The conductivity in the isotropic
bath is assumed to be a scalar value. The intracellular domain is only defined in the active
tissue since the bath has no coupled intracellular space. To consider different media, bound-
ary conditions need to be included. The first boundary condition is a grounded potential in
the bathing medium to provide a reference potential. A further boundary condition is the
continuity of the normal current at the tissue-bath interface in the extracellular domain:

nto, VP, =nTo, VP,

with o, being the scalar conductivity of the bath and n is the unit vector normal to the
boundary surface between the two media.
As the intracellular space is only defined in the tissue, the intracellular current density is zero

at the tissue-bath interface:
HTO'Z‘V(I)Z‘ =0
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5.6.3.2 Monodomain Model

The bidomain model can be translated into the monodomain model under the assumption,
that the extracellular space has the same longitudinal to transversal conductivity ratio than
the intracellular space. This means, that the conductivity tensors differ only by a multiplica-
tion with a scalar value o; = ko.. This can be inserted into eq. 5.19:

V (0,VV,) = —V ((a + %) we) __ (1 + %) Y (0,V,)

—(k+1)8 (Omdd% T Imem) (5.21)

The monodomain model contains only one unknown potential, namely V,,(z,y, z) that di-
rectly describes the intercellular current.

5.7 Pathoelectrophysiology

A reasonable amount of mathematical descriptions for pathological behavior of cardiac cells
and of cardiac tissue has been developed in the last decades, e.g. [242, 255, 259, 262, 284,
285, 286, 287, 288, 289]. Most of these models describe the tissue in an arrhythmic state
and the authors are investigating the genesis, mechanisms and effects of flutter or fibrillation
in either atrium or ventricle. On the other hand, some groups have worked on modeling
the electrophysiological basics for the pathological states based on measurement data on the
single cell level.

Additionally to these two main areas of interest, several other work was carried out to under-
stand the heart’s function in pathological states. As an example, Faber and Rudy investigated
intracellular sodium overload of cardiac cells [259] and Priebe and Beuckelmann designed their
model of human ventricular electrophysiology (section 5.5.5) to understand the mechanisms
of heart failure [242].

5.7.1 Arrhythmia

Arrhythmias are the most common reason for sudden cardiac death. Their mechanisms are
still not understood well. Thus, the area of reconstruction of atrial and ventricular arrhythmia
is one of the most interesting investigations in computational cardiology.

The knowledge about cardiac anatomy, electrophysiology and its interaction in physiological
as well as patholgical cases has increased dramatically in the last years. For the simulation of
cardiac electrophysiology, these findings have improved the level of reality but also complexity.
As an example, Harrild and Henriquez investigated the complex interplay between structure
and anisotropy in the human atrium in sinus rhythm and also during atrial flutter [284].
Sampson and Henriquez had a look on the influence of inhomogeneities in myocardial struc-
ture and ionic properties on excitation and repolarization [285]. They estimated the likelihood
of premature stimuli in this heterogeneous approach to produce functional block, which may
initiate ventricular arrhythmias. Xie and coworkers have investigated the influence of ventric-
ular geometry on the genesis of ventricular fibrillation due to wave breakup mechanisms [287].
Clayton and Holden simulated the conduction and repolarization of both normal beats and
arrhythmias in the case of transmural heterogeneous electrophysiological properties [289]. Ten
Tusscher et al. created their model of human ventricular electrophysiology (section 5.5.7) to
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A Wild-type Na*channel B 1795insD Na* channel
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Fig. 5.14. Markov models for normal (wild-type) (A) and mutant 1795insD (B) cardiac Na® channels.
The mutant model contains two gating modes. U (upper) indicates background mode of gating; L (lower),
a small population of bursting channels that fail to inactivate [286].

understand the dynamics of spiral wave rotation in heterogeneous human tissue [255]. Also,
the mechanical induction of ventricular arrhythmias following a mechanical impact due to
mechano-electrical feedback mechanisms has been simulated by Li and colleagues [288].

5.7.2 Long QT Syndrome

Genetic defects are of great interest for the modeling of cellular pathoelectrophysiology, since
the mechanisms of these pathologies are well understood and the electrophysiological changes
of the defects can be measured in transfected cells. Up to now, the main focus concerning
genetic defects in computational cardiology is given on the long QT syndrome.

For example Gima and Rudy identified the relation between the electrophysiological changes
due to the LQT1, LQT2, and LQT3 syndrome and the changed electrocardiographic wave-
forms [262]. As in the measurment data (section 4.8.2.2) LQT1 prolongs the QT interval
in their simulations without widening the T wave. Clancy and Rudy have developed a
model describing the physiological and the mutant Iy, channel with a Markov chain model
(fig. 5.14) [286]. The mutation is located in the C terminus of the cardiac Nat channel,
1795insD. It causes two distinct clinical syndromes, LQT3 and Brugada, by differentially
disrupting cellular electrical behavior in epicardial and midmyocardial cell types.
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Cardiac Tension Development

The mechanical function of a cardiomyocyte is initiated by electrical excitation. This process
is called excitation contraction coupling (ECC). The electrical activation of the muscle cell is
responsible for the increasing concentration of intracellular calcium, which, in turn, triggers
the tension development in the force generating units. Thus, tension onset follows nearly the
same spatiotemporal sequence as the electrical excitation conduction.

The muscle contraction is initiated by an increase of the free myoplasmic Ca?t concentration
[Ca?*]; from 0.01 puM to over 1 uM as a consequence of the Ca?"-induced Ca?* release
from the JSR at the dyadic space [108]. In the presence of high [Ca®*T];, Ca*" is bound to
troponin and tropomyosin is shifted. Tropomyosin and troponin complexes act as mediator
and the position of these proteins on the thin filaments controls actin-myosin interaction. If
tropomyosin is shifted, the myosin binding sites of actin are exposed.

The troponin complex is bound with coiled-coil tropomyosin along the actin filament in the
resting state with low [Ca*"];. Troponin I (Tnl) overlays the myosin binding site of the actin
filament and hence inhibits the actin-myosin interaction [13]. The inhibition is caused by a
strong chemical connection between Tnl and myosin binding sites of the actin filament.
Once calcium is bound to troponin C (TnC), the binding configuration between Tnl and
TnC is strengthened. This stronger bond destabilizes the link between Tnl and actin. Also,
the binding between troponin T (TnT) and tropomyosin becomes stronger according to the
chemical re-configuration. Both strong chemical bonds result in the shifting of tropomyosin
and the release of Tnl from the myosin binding site. This allows the myosin head to build
the so-called cross-bridge (XB) interaction. The hydrolysis of ATP releases energy, which is
necessary for the XB interaction.

6.1 Interaction of Actin and Myosin

The contraction of the muscle is based on the shortening of millions of sarcomeres bundled
in the myofibrils parallelly and serially. The sarcomeres are shortened by interaction of actin
and myosin filaments as shown in fig. 6.1. The myosin heads are not connected to the actin
filament in the resting state. The XB cycle of actin and myosin is activated if calcium is
bound to TnC and the myosin binding site is opened due to the shift of Tnl.

Myosin filaments move over a field of actin filaments, which are bound to the Z discs at their
tails [37]. This movement is caused by the myosin head sliding along the actin filament. The
reason for this movement is that the actin filament has a polarity. The operation direction of
the myosin head is mainly towards the plus end of the actin filament [290].
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Fig. 6.1. Cross-bridge cycle during tension development including ATP (shown as a small triangle) hy-
drolysis. (a): Myosin head binds actin tightly in a rigor state. (b),(c): Bound ATP causes a dissociation of
the actin-myosin binding through a conformation change. (d): The myosin head moves toward the plus end
of the actin filament. (e),(f): During the binding between the myosin head and actin, ATP is hydrolyzed
to ADP (a smaller triangle) and P; (a small quadrad segment), but they are still bound together. (g):
Dissociation of P; occurs, while the myosin head uses freed energy to execute the power stroke. (h),(i):
Release of ADP restores the attached myosin head in the rigor state. Figs. from [37].

The tension generated in each XB interaction are amplified by the multitude of thick filaments
in a sarcomere and the multitude of sarcomeres in a myofibril. The movement of myosin heads
at both ends of the thick filament draws the thin filaments toward the center of the sarcomere.
As long as the concentration of intracellular calcium and ATP is high enough, the shortening
of the sarcomere is terminated, only if either the ends of the thick filaments reach the Z disc
or the minus ends of the thin filaments overlap each other at the center of the A band.
During the cross-bridge cycle, binding and hydrolysis of ATP is required for tension deve-
lopment of myocytes. The hydrolysis of one ATP molecule leads to a one-step movement of
myosin. Figure 6.1 shows the whole XB cycle.
The actin binding site and ATP binding pocket in the head domain of a myosin molecule are
located opposite and distant from each other, but connected by a surface cleft. The presence
of this cleft provides an obvious mechanism for generating large movements of the head
motor domain [37]. Starting with the rigor state, in which a myosin head binds actin tightly,
the opposite actin binding site is opened, if ATP is bound to the myosin head through a
nucleotide binding. A large change in the molecular conformation of the head domain couples
the functional interaction between the ATP and actin binding site.
The binding between the myosin head and actin is now weakened and allows the pivoting
motion of the myosin head. Due to the polarity of the actin filament and the selectivity of
the myosin head, the dissociated myosin head moves to the plus end of the actin filament.
During this movement, ATP hydrolyzes to ADP, phosphate (P;), hydrogen (H") and —7.3%
of energy is freed:

ATP + H,O — ADP + P, + H" (6.1)
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The hydrolysis causes a second conformational change in the myosin head, which allows the
myosin head to rebind to the next possible myosin binding site having a weak bond. If enough
intracellular Ca?* is present, Tnl is not overlapping the myosin binding site. At this state,
the actin binding site of the myosin head is closed partially. As phosphate dissociates from
the ATP binding pocket, the myosin head undergoes a third conformational change. This
step is called the power stroke, which causes the myosin head to move. The myosin head
moves in discrete steps of approximately 5 — 10 nm. During each power stroke, a myosin
head generates a tension of 1 — 5 pN [37, 291]. The fourth molecular conformational change,
which is called isomerisation, restores myosin to its rigor state by releasing the remaining
ADP. The transition velocity of this process is dependent on the tension, which acts on the
XB. The transition rate is slowed with rising tension.

6.2 Calcium Tension Relationship

Calcium sensitivity of tension can be determined by least square regressions using the Hill
transformation to approximate the linear function of the sigmoid calcium tension relations
(fig. 6.2a):

Ty,
log <1 —VT%> = ng (log [Ca®"], +log [Ca®], ), (6.2)

with active tension as a fraction of maximal Ca?*-activated tension T, the concentration
of intracellular calcium at half maximum of the developed tension [Ca®'],,, and the Hill
parameter ngy, representing the steepness of the function.

The Ca?' concentration is quantified in umolar (uM), which is equal to umol/l. The Ca**
concentrations is usually displayed in the logarithmic unit pC'a:

pCa = —log[Ca**], , pCas) = —log [Ca2+]50 (6:3)
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Fig. 6.2. Calcium tension relationship. An augmented Ca?* sensitivity of canine myocytes with dilated
cardiomyopathy (DCM) was observed in contrast to a control group. (a) Linear function of the sigmoid
calcium tension relations. P, refers to tension as a fraction of maximum tension. The steepness was
reduced in the DCM case, but the relative tension was larger. (b) Hill curve of the calcium tension re-

lation. Tensions are normalized to the maximal Ca?*-activated tension for each group. pCa is defined as
—log [Ca®*] . Figs. from [292].
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Mean calcium tension curves were fitted to the sigmoid Hill equation for the purpose of
data representation and data analysis. The quantitative description of typical relationships
between intracellular Ca?" concentration and tension is represented by the Hill equation
(fig. 6.2b):
(Ca2 )"

[Ca?+ |7 + [Ca** 55"
with a measured active tension T, and the maximum tension Ty in saturated calcium steady
state. The fraction of T by Ty results in the relative tension Ty, which is also called the
normalized tension.

T =T, (6.4)

T [Ca2+]ﬂH
Ty = = = i 6.5
S P o e o

6.3 Length Tension Relationship

Since tension development in each sarcomere depends on the occurrence of XB cycles, the
maximal tension at any sarcomere length is determined by the degree of overlap of the
actin and myosin filaments (fig. 6.3) [13]. All myosin heads are able to interact with the
actin filament at the optimal overlap with the sarcomere length between 2 and 2.2 pum. If
the sarcomere is stretched and leaves its optimal overlap zone, the potentially developable
tension declines gradually, until it is not possible to create XBs. The final tension is zero at
the point where no overlap is present, with a sarcomere length of approximately 3.6 um.

The actin filaments from both sides of the sarcomere begin to overlap each other at a shorter
sarcomere length of approximately 1.9 um. The overlapping of the thin filaments causes the
compensation of tension, which is generated by XB cycles. The thick filament is maximally
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Fig. 6.3. Length tension relationship of the overlapping actin and myosin in cardiomyocytes. Inset shows
the degree of overlap between actin and myosin filaments. Tension reaches its maximum at the optimal
overlap. Fig. from [293].
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Fig. 6.4. Photomicrographs show a skinned rat left ventricular myocyte stored in relaxing solution at
different sarcomere lengths, ranging from (a) 2.0 pm, (b) 2.2 um, to ¢) 3.0 pm. Figs. from [299].

compressed and no effective tension can be generated at a sarcomere length below approxi-
mately 1.4 pum.

Myocytes have a special characteristic to prevent sarcomeres from being stretched over the
optimal overlap degree. This characteristic is due to strong parallel elastic structures, i.e.
nebulin and titin, and prevents in consequence the progressive decrease in contraction and
finally the failure of cardiac output [294]. The maximal reachable sarcomere length of a
myocyte is approximately 2.3 pum.

The normal function length of a cardiac sarcomere lies between 1.8 and 2.2 pm, the so-
called ascending limb of the length tension curve. Since the increase of sarcomere length
leads to increasing tension, the increase of diastolic volume can lead to an increasing systolic
contraction. That is the reason why the undisturbed relaxation of cardiac myocyte is very
important for maintaining a healthy heart [13].

6.4 Isometric Tension Development

[sometric tension development is defined by measuring the tension during fixed length of
the cell. Isometric tension measurements are performed by usage of e.g. an inverted micro-
scope [295, 296, 297, 298] usually at room temperature in order to preserve the structural
integrity of the tissue during activation. The pH value is 6.7 — 7.1 and a sarcomere length
of e.g. 2.2 pm in relaxing solution is set (fig. 6.4). The myocytes are then clamped between
an isometric force transducer and a piezoelectric length driver. Two exemplary methods of
steady-state stimulation are (fig. 6.5):

Twitch by electrical stimulation: The specimen is stimulated electrically by two tipping
microelectrodes. Stimulation frequency of e.g. 0.8 — 1 Hz allows diastolic tension to return to
resting levels before the onset of the next contraction and production of stable contractions.

Tetanus by increasing calcium concentration: Preparation is first exposed to low cal-
cium concentration. To determine the relation between Ca?t concentration and tension, a
series of calcium solutions with a certain concentration is generated by cyclical injection at
fixed intervals. The preparation is then loaded with a Ca?"-regulated bioluminescent indica-
tor by a modified chemical loading procedure. Steady-state tension in tetanized muscles is
measured.

Tension and preparation length during experiments are recorded. Sarcomere length is moni-
tored by photomicroscopy. Calcium concentration is monitored by bioluminescent substances.
The light emitted by the Ca?"-aequorin interaction is detected by a photomultiplier.

In order to compare tension generation between cells of different sizes, total tension has to
be normalized to myocyte cross-sectional area. Active tension is calculated as the difference
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Fig. 6.5. Experiments with human myocytes show different durations of tension by twitch and tetanus
activation at given [Ca?*], of 16 mM (15 Hz frequency, 50 ms pulse duration). In the upper graph, L
represents the luminescence signal, which corresponds to [Ca?T];. In the lower graph, tension is presented
in g/mm?. Absolute tension during tetanus is larger than during twitch activation. Fig. from [300].

between the total tension, developed at any given calcium concentration, and passive tension,
measured in relaxing solution.

Experiments show that increase of given extracellular Ca?" concentration leads to the in-
crease of developed tension, both with twitch and tetanus steady-state stimulations [300].
For an overview about measurement results concerning calcium-tension relationship and Hill
parameters during isometric tension development, see [301].

6.5 Dynamic Tension Development

Dynamical tension development can be measured during excitation of the cell. The upstroke
and relaxation times were measured for the tension development after an electrical excitation
of the cell.

Tension development after fast changes of the sarcomere length was measured in experiments
(fig. 6.6). The preparations were first bathed in a solution with constant calcium concentra-
tion. Then, the preparation were stimulated and the XBs were broken by a fast cell stretch
at maximum tension development. The fraction of troponin bound calcium is only influenced
a little due to the influence of XB bindings on the calcium affinity of troponin [303]. The
re-development of tension is described by the exponential function:

T(t) = Trnae(1 — eik”t) + Ty (6.6)
t
p
0 | 200 | 400 60 800
time (msec)

Fig. 6.6. Tension development after fast sarcomere length changes. c is the control curve and t the breakup
experiment. XB bindings were broken by a fast length change and the tension declines. The re-development
of tension is marked with p. Fig. from [302].
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The re-developed tension is given by the coefficient k., the maximum tension 7,,.., and
the resting tension Ty. The coefficient k;. determines how fast the tension returns to the
initial value. The re-developed tension is slowed if the calcium concentration is lower i.e. ky,
is smaller for lower maximum tension. A resting tension Tj is present due to the resulting
cross-bridges after the cell stretching. The resting tension is not influencing the coefficient k.,
which was shown by different experiments where similar values were measured [304, 305, 306].
For an overview about measurement results concerning calcium-tension relationship and Hill
parameters during dynamic tension development, see [301].

6.6 Cooperativity Mechanisms

Each cross-bridge cycle does not work as a stand-alone functional unit during the contrac-
tion. There are interactions, which effect the functionality of each participating protein, e.g.
tropomyosin and the troponin complex. Generally, working proteins or proteins in motion
cannot function without interfering with the neighboring proteins. This effect can be par-
ticularly observed between those proteins, which possess binding sites. Interferences, which
cause functional positive feedback between them, are called cooperativity mechanisms.
Three major cooperativity mechanisms between tropomyosin, the troponin complex, and the
cross-bridge cycle itself are reported, i.e. cross-bridge—troponin, cross-bridge—cross-bridge,
and tropomyosin-tropomyosin feedback [307].

Cross-bridge—Troponin (XB—Tn): The strong binding between actin and myosin leads
to an enhanced affinity of the troponin complex to calcium [303, 308, 309, 310, 311]. To date,
there is no description explaining the details of the mechanism functionality. Experiments
showed that a sudden increase of intracellular calcium can be caused by a rapid prolongation
of myocytes [310, 312, 313]. This phenomenon can be explained using the XB-Tn cooperati-
vity mechanism, since the number of cross-bridges is inverse proportional to the prolongation
of the myocyte. Thus, the amount of bound calcium is also reduced, and consequently the
number of free intracellular calcium increases.

Cross-bridge—Cross-bridge (XB—XB): Occurrence of cross-bridge binding supports the
building of cross-bridges in the vicinity [314]. Once a cross-bridge occurs and the pivoting
myosin head leaves the opened myosin binding site of actin filament, the tropomyosin still
stays shifted. This enhances the possibility for another myosin head to build a cross-bridge
with this opened myosin-binding site.

Tropomyosin—Tropomyosin (Tm—Tm): This mechanism describes that neighboring tro-
pomyosin molecules tend to change their molecular state according to the state of the imme-
diate neighboring molecules [315]. The reason for this mechanism is based on the molecular
structures of the coil-coiled strings of each neighboring tropomyosin, which overlap in the
configuration head to tail (section 2.1.2.2). The Tm-Tm cooperativity mechanism describes
the serial and rapid shifting procedures of neighboring tropomyosin molecules along the thin
filaments and is also the reason for the coupled activation of the myosin binding sites of an
actin filament.






7

Modeling Cardiac Tension Development

The tension development in cardiomyocytes can be reconstructed with the aid of several
models published in the last decades (tab. 7.1). The first model was proposed in 1938 by
A. V. Hill [316]. His model describes the tension-velocity relationship of tetanized skele-
tal muscle. The theory of the sliding filament was presented in 1953. A. F. Huxley and
N. Niedergerke as well as H. E. Huxley and J. Janson developed this theory with the help of
new measurement techniques describing the tension development by the interlocking of two
different filaments in striated muscles. This theory was confirmed in the following years by
several experiments. A. F. Huxley created a model of skeletal muscle based on the sliding
filament theory in 1957 [317]. Up to now, several mathematical tension development models
were presented reconstructing the properties of cardiac cells (tab. 7.1).

Tension development is described in the models by different states, which are derived by
physiological interactions between troponin, tropomyosin, actin, and myosin. The transition
rates between these states are influenced by several parameters, e.g. the intracellular calcium
concentration [Ca**]; and the extend of stretch of the sarcomeres. [Ca®T]; acts as an input
for the models and is the mediator between electrophysiology and tension development.

7.1 Hill Model

A. V. Hill investigated the relationship between contraction speed and heat production under
varying loads. The skeletal muscle of frogs was adjusted at both ends and was tetanized by
electrical stimulations. The contraction velocity v was measured after release of the muscle
in dependence of the tension P. The dependancy is given by:

(v+b)(P+a)=0bF +a)

with the maximum isometric tension Py, and the constants a and b. The mechanical work W
is given by the product of P and v:

B _ Pb(Ry - P)
W_PU_W

7.2 Hunter-McCulloch-ter Keurs Model

The Hunter-McCulloch-ter Keurs model is based on the principle of four mathematical equa-
tions for reconstructing cross-bridge kinetics, length dependency of tension development,
passive elasticity of the myocardium, and velocity of the processes [323].
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Table 7.1. Mathematical models of tension development.

| Year | Author | Specimen | Species
1938 | Hill [316] skeletal muscle frog
1957 | Huxley [317] skeletal muscle -
1980 | Panerai [318] papillary muscle mammalian
1991 | Peterson, Hunter, Berman [302] papillary muscle New Zealand white rabbit
1994 | Landesberg, Sideman [319] skinned cardiomyocyte | —
1994 | Landesberg, Sideman [320, 321] cardiac muscle -
1997 | Hunter, Nash, Sands [322] cardiac muscle mammalian
1998 | Hunter, McCulloch, ter Keurs [323] cardiac myocyte -
1998 | Guccione, Motabar-Zadeh, Zahalak [324] | cardiac myocyte -
1999 | Rice, Winslow, Hunter [325] papillary muscle New Zealand white rabbit
2000 | Rice, Jafri, Winslow [326] cardiac muscle ferret
2001 | Mlecek, Neumann, Kittnar, Novak [327] cardiac myocyte -
2001 | Nickerson, Smith, Hunter [328] cardiac myocyte -

The first state of the model is described by the availability of cross-bridge binding sites. The
availability of myosin binding sites of actin relates to the binding of calcium to TnC and is
the number of possible occurrences of cross-bridges. A maximal amount of bound calcium
Cap mar and a maximum generated tension 7j is defined. The temporal course of the amount
of bound calcium Ca,; is described by the differential equation:

dC’ab
dt

= poCai(C'abm,w — C’ab) — p1(1 — l)Cab

7Ty
with the amount of intracellular calcium Ca;, py and p; as transition parameters, the tension
parameter 7, and the tension 7". The second term of the equation represents the dissociation
rate depending on the tension 7.
The number of free myosin binding sites of actin z is given by:

dz Cay,
B C Gz 50

)" (1= 2) = 2)

with the transition rate of tropomyosin oy, and the Hill parameters Ca, 5o and n,. Ca, 5o
describes the calcium concentration, when half of available myosin binding sites are opened
similar to the Hill parameter from eq. 6.4 for tension development. The parameters Ca, 59
and n, depend on the sarcomere length A. A is measured in um at resting length relative to
the values of Ca; 50,cr and n, yy:

C. 50 = 100700810 Cazs0re JATRATD) =y =y (14 Bi(A — 1))

with 4 and (3, as stretch dependent constants for n, and Ca, 50, respectively.

The second state concerning the developed tension Ty, which is relative to the value at resting
length T)..¢, is calculated depending on the sarcomere length A, the number of free myosin
binding sites of actin z, and a stretch dependent tension constant (3:

Ty = Thup(1 + oA — 1))z (7.1)

The Hunter-McCulloch-ter Keurs model also integrates the passive elasticity of the myocar-
dium and the velocity of the processes. Both variables are represented by:

1
-1, %9

1-Q
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Fig. 7.1. (a) Schematic description of the Peterson-Hunter-Berman model. (b) State diagram of the
Landesberg-Sideman model. In both models, N depicts the state where tropomyosin is blocking the myosin
binding site of actin (“off’-position). Troponin switches in the “on”-position with the binding of calcium
(state P). The number behind the states (0 or 1) expresses the ability of building cross-bridges. The dashed
lines in (b) represent the XB-Tn cooperativity mechanism.
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with the parameter for the tension velocity relationship a, and the function Q:

t

Q= Z A; / eai(t_T)}\(T)dT (7.2)

=1 5o

which calculates the integration of the temporal derivative of sarcomere length A(¢). The
temporal weighting factor e®(*) suppresses older events. Further parameters for the function
() are A; as the factor for slow tension reclination, A, and As as the factors for fast tension
reclination, a; as an exponential factor for slow tension reclination, as well as ap and a3 as
exponential factors for fast tension reclination.

7.3 Peterson-Hunter-Berman Model

The model of Peterson, Hunter, and Berman is based on the recognition that actin and
myosin can interact without calcium bound to troponin [302]. If calcium is bound to troponin,
tropomyosin is not connected to the myosin binding site of the actin filament and tropomyosin
is in the so-called “on”-position. Cross-bridge (XB) interaction between actin and myosin can
exist in this tropomyosin position. Furthermore, if calcium is dissociated from troponin and
tropomyosin is in the so-called “off”-position, the XB bonds need not to be detached.

This model consists of four states, describing the position of tropomyosin and the appearance
of cross-bridges (fig. 7.1a). State NO is the resting state without XB and with closed myosin

Table 7.2. Coefficients of the Peterson-Berman-Hunter model and of the Landesberg-Sideman model.

| Coefficient | Peterson et al. | Landesberg et al. |

Kon 39uM st 30uM Ts T

Kon 40kon, Kon

Koy s 19,65 1 Kon/Kapp(Tn)

(= kogp)

Kapp(Tn) — 0,0174 + 0.173T,, +
1,54T2 + 0, 28273

f 0,955~ " 405 T

g 2,04 51 12571

g’ 155! —

T, @(P14+N1)/Trnaz @(P1+N1)/Tmaz

Tmaa f/(f+g) f/(f+g)
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binding site (“off’-position). If a certain amount of intracellular calcium is prominent, it is
bound to troponin and tropomyosin is shifted opening the myosin binding site (“on”-position
of tropomyosin). This state corresponds to P0. The two states P1 and N1 are the tension
developing states, i.e. strong XB interactions between actin and myosin exist. The states do
not depict absolute values but rather represent the configuration portion of actin and myosin.
If NO, N1, PO, and P1 are the fraction of systems that are in the corresponding state, than
all numbers sum up to give the value of one:

NO+ N1+ PO+ Pl=1

The transitions between the states are given by a system of first order differential equations:

NO NO
d | PO PO
dt | P1 =M Pl

N1 N1

with the 4 x 4 matrix M consisting of the transition coefficient between the states k:on([Ca]?Jr),
k:fm([Ca]?”L), kOffv k:;ffa g, gla and f:

—kfon[C(IQJr]i koff 0 g’
M — kon[caer]i _koff - f g 0
0 f -9 — k:)ff K [Ca®t];
0 0 Ky —KlCa - g

with ko, ([Ca)?™) and k! ([Ca]?") as the shifting probability of tropomyosin in the “on”-
position without and with XBs, respectively, k,¢; and k:gff as the back-shifting probabil-
ity without and with XBs, respectively, as well as the transition between week and strong
cross-bridges f and vice versa for tropomyosin in “off’-position ¢’ and in “on”-position g. A
transition between N0 and N1 does not exist because no XBs can be achieved if tropomyosin
is in the “off-position. The values of the transition coefficients are summarized in tab. 7.2.
The normalized developed tension T, results from the overlap function «, the tension devel-
oping states N1 and P1, and the maximum tension 7},,:

T - a(P1+ N1)

n
Tmaaﬂ

(7.3)
The overlap function « (fig. 7.2) depicts the overlapping of actin and myosin (section 6.3)

with the sarcomere length SL given by:

1-0.7333(2— SL) SL<?2
a=11 2 < SL<22 (7.4)
1—0.7333(SL — 2.2) 2.2 < SL

The correlation of cross-bridges and the binding of calcium to troponin (XB-Tn cooperativity
mechanism) is included in this model by setting &/ = to the 40-fold value of k.

7.4 Landesberg-Sideman Model

The first version of the model of Landesberg and Sideman [319] consists of four states
(fig. 7.1b) and is comparable in structure to the Peterson-Hunter-Berman model. The used
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Fig. 7.2. The overlap function « in solid line is used for the Peterson-Hunter-Bermann and the Rice-
Winslow-Hunter models. Landesberg-Sideman uses a monotonously raising overlap function (dashed line).

parameters are presented in tab. 7.2. An extension of this model was presented by Landesberg
and Sideman including the velocity dependent building of XBs [320, 321].

The extended model of Landesberg and Sideman is based on the cycle of cross-bridges. Several
physiologically motivated assumptions were included e.g. that calcium can dissociate from
troponin during the interaction of actin and myosin. The model is described by a system of
coupled differential equations:

NO NO
d [ Po PO
dt | P1 =M P1

NO NO

The transition matrix M depends on [Ca?t]; and the contraction velocity v:

_kon[caer]i koff 0 90 + aqiv
M — kon[0a2+]i _f - koff 9o + qiv 0
0 f —gJo0 — g1V — koff kon[CCLer]z
0 0 Koy —kon[Ca®*T]; — go — quv

The coefficients kop, koft, f, 9o, and g; are the transition parameters. The feedback mechanism
of the cross-bridge bindings to the affinity of calcium to troponin, i.e. the XB-Tn cooperativity
mechanism, is implemented by including a tension dependent dissociation rate k,¢s. The

velocity component v is given by:
1 dL;

T L dt
with the relative change in the total overlap length L, and the length of the thick filament
Ly,.

The resulting tension T' of this model is the combination of the tension T'x g, which is gen-
erated by the cross-bridges, and the tension Tpg, which results from the passive elastic
properties of the myocardium:

T'=Txp+Tpg

The developed tension Txp is given by:
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Fig. 7.3. State diagram of the 3"¢ Rice-Winslow-Hunter model. It shows the separation between the
activity of troponin (left) and the activity of tropomyosin (right), which is coupled with the occurrence of
cross-bridges. The activities are coupled by the fraction of calcium bound to troponin (TCa).

TXB = (T — ’I]I/)XBB

with the tension developed by each cross-bridge T, the viscosity of the cross-bridge 7, the
contraction velocity v, and the amount of effective cross-bridge bindings X BB, which is
proportional to N1 + P1.

7.5 Rice-Winslow-Hunter Models

Rice, Winslow, and Hunter developed three further tension development models to evaluate
cooperativity mechanisms [325]. The model of Peterson-Hunter-Berman and Landesberg-
Sideman were named model 1 and model 2, respectively. The three new models of Rice-
Winslow-Hunter were named model 3, 4, and 5. These models include the dependency of
tension development by [C'a®T]; and the sarcomere length SL. Moreover, they include in each
model a different number of cooperativity mechanisms. Model 3 considers the binding of
calcium to troponin and the subsequent shifting of tropomyosin. Model 4 and 5 extend this
feature by adding more cross-bridge binding states per troponin-tropomyosin complex.

7.5.1 Model 3

This model including the Tm—Tm cooperativity mechanism describes the actin myosin inter-
action with six states divided into two groups: T and TCa as well as N0, N1, P0, P1 (fig. 7.3).
T and TCa express the binding of calcium to troponin, the other four states are the same as
the ones from the Peterson-Hunter-Berman model. TCa represents the binding between tro-
ponin and calcium for the troponin group, whereas the symbol T describes unbound troponin.
The influence of XBs on the affinity of calcium for troponin is neglected in this model. The
Tm—Tm cooperativity mechanism, which considers the overlapping of tropomyosin strands,
is incorporated by changing the dependency rate of troponin to the shifting of tropomyosin.
The mathematical equation describing the relation between the states are:

T4+TCa=1
NO+N1+PO+Pl=1

The transition rates from unbound troponin 7' to bound troponin 7'C'a and vice versa are
represented by the coefficient k,, and ks, respectively. The transition is described by a first
order differential equation, considering [C'a*"];:
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Fig. 7.4. State diagram of the 4" Rice-Winslow-Hunter model with Tm-Tm and XB-XB cooperativity
mechanisms. The diagram shows the extension of the former model with two additional states, which
represents the number of cross-bridges. Iterative coupling between XBs indicates the support of an existing
cross-bridge on the occurrence of further XBs.
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The transition rates between NO and PO as well as between N1 and P1 are described with
the coefficients k; and k_;, respectively, which depend on sarcomere length and 7T'C'a as the
integration of the Tm—Tm cooperativity mechanism (fig. 7.3). For the transition from PO to
P1 and vice versa, the coefficients f and g, respectively, are used, whereas for the transiton

from N1 to NO solely g is present. The coupling between tropomyosin states can be described
by the first order differential equation:

NO NO
d [ PO PO
|l e =M\ P
N1 N1
with the 4 x 4 transition matrix M:
—]{Zl 1{771 0 g
]{?1 —k?_l — f qg 0
M =
0 f —g—k1 Kk
0 0 k?_l —k?l — g

kq is a function of the sarcomere length and bound troponin. The parameters are detailed in
tab. 7.3. The resulting normalized tension 7, is calculated by egs. 7.3 and 7.4.

7.5.2 Model 4

This model is an extension to model 3 considering the Tm—Tm and the XB-XB cooperativity
mechanism. The XB-XB cooperativity mechanism is integrated into the model by adding
two further XB states P2 and P3, which describe the number of possible interacted XBs per
functional troponin-tropomyosin complex. The second and the third XB depends iteratively
on the first XB with shifted tropomyosin (fig. 7.4).

The changes of the maximum tension during fixed calcium concentration but varying sarcom-
ere lengths is reproducible using model 4 compared to model 3. A sarcomere length dependent
unbinding rate of the cross-bridges ¢g(SL) is incorporated to consider these findings.
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The slowing of the relaxation due to several XB bindings (1-3) is prevented by an increasing
unbinding rate (gi0, g21, g32). Another effect of the addition of two further states is the
possibility that tropomyosin can be held in the opened state by several cross-bridges. This
is implemented in the model by preventing any transitions from P2 or P3 directly to the N
states.

The rising probability of building cross-bridges due to cross-bridges, i.e. the XB-XB coopera-
tivity mechanism, is realized in this model by a rising building rate (fo; — f23) in dependance
of the amount of already existing and possible XBs.

The first order differential equation for this model is:

NO NO
PO PO
d | p1 P1
a | N1 =M\
P2 P2
P3 P3

with the 6 x 6 transition matrix M, which is dependent on the bound troponin and the
sarcomere length:

_kl kfl 0 g10 0 0
ki —k_1 — fou J10 0 0 0
Mol 0 Jo1 —gio—ka—Jfiz ki 912 0
0 0 k_4 —k1 — go1 0 0
0 0 J12 0 —Go1 — fa3 932
0 0 0 0 fos —J32

The factors of the transition matrix are depicted in tab. 7.3. The binding of calcium to
troponin is described equivalent to model 3. The developed normalized tension of this model
is weighted with the additional cross-bridge states:

a(P1+ N1+ 2P2+ 3P3)

T, =
Tmaa}

with the overlap function « of the Peterson-Hunter-Berman model (eq. 7.4).
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%
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Fig. 7.5. The state diagram of the 5" Rice-Winslow-Hunter model with Tm-Tm, XB-XB, and XB-Tn
cooperativity mechanism includes the influence of cross-bridge on the troponin interaction with calcium,
as the XB-Tn cooperativity mechanism.
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7.5.3 Model 5

The fifth model is a modification of model 4. No changes in the amount of states is found
(fig. 7.5). This model including the Tm—Tm and XB—XB cooperativity mechanisms integrates
the XB—Tn cooperativity mechanism by including a feedback of the tension generating states
N1, P1, P2, and P3 to the unbinding rate of calcium from troponin. With this feature the
new calcium release coefficient £ is defined as:

k;ff = kOff(l - Tn/2)

This causes a strong feedback effect of tension on the binding rate between troponin and
calcium.

The system of equations describing the model is the same as in model 4 (egs. 7.5.2 — 7.5.2)
using the parameters listed in tab. 7.3. Two slightly different versions of the 5* model are

described.

Table 7.3. Transition coefficients of the three Rice-Winslow-Hunter models.

| Rice 3 Rice 4 Rice 5
kon 40 pM st 20 uM st 20 uM 15T
koysy 20 s ! 40 s~ 1 40 s !
1. vers.: koff’:koff(lfT/Q)
2. vers.: kosp'=koss(1-3T/4)
ki k_1(TCa/K,2)~ k_1(TCa/Ky/2)~ k_1(TCa/K,2)~
k_1 45 57! 45 7! 45 7!
f 1051 1051 10571
1 XB: fo1=2f fo1=3f,
2 XB: fo1=2f, f12="71 f12=10f,
3 XB: f01:3f7 f12210f7 f2327f f23:7f
g 20 s ! go1(SL)=g(SL) go1 (SL)=g(SL)
g12(SL)=2g(SL) g12(SL)=3g(SL)
g23(SL)=2g(SL) g23(SL)=3g(SL)
g(SL) g*[1+(1-SLyorm ) °] g*[1+(1-SLnorm ) °]
1 XB: g*=25 s * 1 XB: g*=25 57!
2 XB: g*=27,5 s~ ! 2 XB: g*=275 s
3 XB: g*=30 s~ * 3 XB: g*=30 s~ *
F a(P14N1)/Faz a(P14N142P2+4-3P3) /Finase a(P14+N142P2+3P3) /Fax
Fraz f/(f+g) Plimas+2P2mas+3P3mas Plinae+2P2mas+3P3mas
Plimaz=fo182,1'g3,2"/>. Plimaz=f0182,1'g3,2" />
PQmax:f01f127g3,27/E PQmax:f01f127g3,27/Z
Pgmax:f01f127f237/z PQmax:f01f127g3,27/Z
E g¥1,08%2.18%3,2+f018%2,18%3.2+ | g%1,08%2,18%3,2+018%2,18%3 2+
forfi2g*3,2+ forfiafas fo1f128*3,2+f01f12f23
g¥i, gi g gi g
Ko (1+Kca/(1,5 pM— (1+Kca /(1,5 uM— (1+Kca/(1,8 uM—
SLinorm 1,0 uM))™* SLinorm 1,0 uM))™* SLinorm 1,0 uM))™*
N 7+3 SLnorm 5+3 SLnorm 1. vers.: 3,44+1,4 SLnorm
2. vers.: : 2,64+SLporm
SLnorm (SL-1,7 uM) (SL-1,7 uM) (SL-1,7 uM)
/(23 uM-1,7 uM) /(23 uM-1,7 uM) /(23 uM-1,7 uM)
Kca koff/kon:(),5 ,LJ,M koff/konZQ ,LJ,M koff/kon:2 ,LJ,M
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Mathematical and Physical Basics

Modeling of the electromechanical behavior of the human heart requires knowledge of several
mathematical and physical basics as well as numerical methods. They are detailed in this
chapter as far as they are used to model the anatomical, electrophysiological, and tension
development properties of the heart, or since they are necessary for understanding the results
achieved using the simulations.

Most of the biophysical models describing the electrophysiological behavior as well as the
tension development are based on so-called Markov models, which describe the process of
transition between discrete states of a system. These processes are time dependent and thus
necessitate the numerical solution of ordinary differential equations describing the properties
of the cells. Coupling of several cells into a net describing the tissue as an electrically coupled
system requires knowledge of the theory of electrical fields and the electrical properties of the
tissue. The bidomain model, which is used in this work to describe the electrical coupling of
cells, is based on the generalized Poisson’s equation for stationary electrical fields. This kind
of approach delivers partial differential equations for the excitation conduction. The partial
differential equations describing the electrical activity of the cells in combination with the
conduction of excitation are discretized with the finite difference or the finite element method
and a system of linear algebraic equations is achieved. This linear equation system is solved
directly or iteratively. The mathematics behind this modeling is explained in the first part of
this chapter.

Recently published measurement data has to be considered in order to generate new or
to adapt available electrophysiological and tension development models. The finding of the
correct parameters of the model is achieved by comparing the simulated behavior of e.g. an
ionic channel to the measured equivalent. In order to optimize the parameters of the model,
minimization techniques are utilized as explained in this chapter.

The last section of this chapter deals with the matrix diagonalization method. It is used in
this work for determining the first principal axis of anatomical structures whose fibers are
arranged in bundles. These structures, e.g. fast conducting pathways in the atrium, have
strong anisotropic features. The matrix diagonalization method is used to define the local
longitudinal direction of the fibers in a region of interest.

8.1 Markov Chain Models

Continuous-time Markov models are known from statistical signal processing and are used to
describe a system when a signal in a multi-state process is fluctuating randomly between a few
discrete levels [329, 330]. As an example, single channels of the cell membrane (section 5.1.2)
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Fig. 8.1. Three-state Markov model. s; are the states and k;; are the transition rates between the states.

and the interaction of actin and myosin in the myofilament of the cells (chapter 7) have
randomly fluctuating properties. The Markov model describes the signal I(¢) depending on
the so-called internal hidden state. The value I; of the signal is associated for each possible
discrete state s; (1 = 1,...,n). The probability p(s;,t) for the system to be in state s; at time
t is given by the ordinary differential equation:

d Z’t n n
LD S (s, 0) — plsi )Y by (81)
=1 j=1

with the transition rate k;; from state s; to state s; and the rate k;; for the opposite transition.
The transition rates are probabilities of transitions per unit time. The first term of eq. 8.1
represents an evolution towards state s;, the second one away from state s;. If several equal
states are present in the system, the ensemble-averaged value I.,(t) of the signal I(t) is:

L.(t) = i p(si, t)1;

In the case of channel gating for example, I; can be either 1 if the channel is open or 0 if it
is closed. I.,(t) can be compared to the corresponding measured data and the state signal
I;, the transition rates k;;, and the state probabilities p(s;,t) have to be adapted to fit both
measured and reconstructed signal. The parameter estimation can be performed by Bayesian
estimation from a set of measured data [331] or by using the minimization methods described
in section 8.6.

The number of states n to describe a randomly fluctuating process has to be chosen to be as
small as possible, since the number of possible transitions increases as 2 Z?:_ll 7. An example
for a three-state Markov chain model with six possible transitions is given in fig. 8.1.

8.2 Ordinary Differential Equations

An equation of the form y™ = f(z,y,v/,...,y™ ) is called ordinary differential equation
of the order n. It can be reorganized into a system of n coupled differential equations of 15
order [332]. As an example, the differential equation of 2"¢ order:

&y

V@)Y =)

dx

can be transformed in two differential equations of 1% order:
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Fig. 8.2. Euler and 2"? order Runge-Kutta method. (a) Euler method. The first derivative at the initial
value and the initial value itself is used to approximate the point at the end of the interval. (b) 2"¢ order
Runge-Kutta method. The derivatives and the values at the beginning of the interval and in the middle
are considered.

dy
Ep z(z)
L = (@)~ gla)2(x)

A system of coupled differential equations often has no analytical solution. The system of 15
order equations can be solved numerically if the initial values

y(z0) = bo, ¥ (w0) = by, e, ¥ (w0) = by

are known. Such numerical methods are e.g. the Euler and the Runge-Kutta method. For
these methods, the continuous functions have to be discretized. The interval [xg, 2] of the
continuous function is subdivided into m discrete points with the constant step-size h

T — 2o

=

m

The approximations of the function values y; at the discrete points x; = x¢+ih are calculated
with aid of the previous values o, ..., yi_1.

8.2.1 Euler Method

Based on the differential equation
dy
dr f(z,y)

its differential quotient is replaced using the Euler method by the differences quotient
(fig. 8.2a) [333]:

dy _ylx+h) —y(x)

de h
Thus, the continuous function is approximated segment-wise by straight lines. The iteration
function of the Euler method is defined by:
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Yis1 = Yi + hf (i, y(2;))

Compared to a Taylor series expansion, the Euler method neglects derivatives of the order
greater than one. The approximation thus has a 1% order error term O(h?). The Euler method
is only useful if the function is close to a straight line in the interval h. This can be achieved
e.g. by reducing the step-size h. The integration of the function using the Euler method has a
non-symmetric solution because of only considering information about the derivative at the
beginning of the interval.

8.2.2 Runge-Kutta Methods

The Runge-Kutta methods are approximations of higher order compared to the Euler method
and have a symmetric solution [333]. Not only the derivatives at the beginning of the interval
are considered for the Runge-Kutta methods, but also further approximated derivatives of the
function f. Commonly the Runge-Kutta methods of 2"¢ and 4 order are used. Compared to
the FEuler method, the Runge-Kutta methods deliver more precise results but require more
mathematical operations.

2" order Runge-Kutta method: The interval is separated in two sub-intervals (fig. 8.2b).
The derivative at the beginning of both sub-intervals is considered for the calculation of the
mean approximated slope of the function f:

kv = hf(@r, yr)
ky

h
ko = h - s
2 f(xk+2uyk+2)

Yir1 = Yk + ko + O(R)

The error term has now the order of two.

4" order Runge-Kutta method: The 4" order Runge-Kutta method demonstrated in
fig. 8.3 includes four derivatives at several equidistant points inside the interval. The mean
approximated slope of the function f is estimated by the weighted arithmetic mean of the
four derivatives:

ki = hf(xr, yr)

h k
kzzhf(ﬂfk-F?ykJrEl)

h k
k3:hf<xk+§7yk+52)

ky=hf(x+ h,yx + k3)
1
Yk+1 = Y + 6<k1 + 2kg + 2k3 + kq) + O(R°)

The error term is reduced to the order of 4.

8.2.3 Rush-Larsen Method

In special cases, the ordinary differential equation has the form:

dy _ yeo(u) —y
dt Ty (u)
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Yi+1 4

Fig. 8.3. 4'" order Runge-Kutta method. Four derivatives and function values are considered.

with the variable y being a function of u, the steady state value y.,, and the relaxation time
constant 7,. An analytical solution of this differential equation is obtained if the dependence
of the variable y on u can be neglected in the time interval [¢,t + At]:
At
y(t + At) = yoo + (y(t) — yYoo) €xp {——}

Ty

As the gating variables described in section 5.1.1 satisfy the above mentioned form, the
calculation of the differential quotient in the (k+1)-th step is simplified by the so-called
Rush-Larsen scheme [334]:

y(k+1) — yoo(u(k)) + (y(k) _ yoo(u(k))) exp {_

= a,(u®, At)y™ + b, (u®, At)

with the functions

At At
a,(u, At) = e - and b, (u, At) = yo(u) {1 —e -
on30) = exp |- 030 = el (1= |75 )
The Rush-Larsen method has the advantage that it is more accurate than the Euler method
since the function depends only on the variation of u and not on the derivative of y. Fur-
thermore, this method is more efficient as the time increment At is often constant and thus
lookup tables for a, and b, can be created to describe the exponential dependency.

8.3 Theory of Electrical Fields

Modeling of the excitation conduction in the heart and the distribution of electrical potentials
in the body is based on solving Poisson’s equation. Understanding the mechanisms and the
origin of Poisson’s equation necessitates the knowledge of electrical field theory. This theory
is given by Maxwell’s equations describing the electromagnetism in media. The properties
of the media can be nonlinear and anisotropic and are mathematically described by tensors.
A good understanding of the properties of biological tissue is necessary for the modeling of
electrical fields in these media.
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The numerical solution of Poisson’s equation is based on discretization with the finite element
method or the finite difference method (section 8.4). This discretization leads to a linear
equation system (section 8.5), which is solved with direct or iterative methods.

8.3.1 Maxwell’s Equations

Maxwell’s equations are given by:

0B
E=—"
V x T
oD
H = —_—
V x J + BT
V-D=p
V-B=0

They describe the interaction between the electrical field E, the magnetic flux density B,
the magnetic field H, the electrical free current density J, the electrical flux density D, and
the electrical free charge density p. The corresponding material equations are:

B = uy(H + M), D=¢E+P, and J=0cFE+ J,

with the magnetization M, the electric polarization P, the permeability of vacuum gy, the
permittivity in vacuum ¢y, the electrical conductivity o, and the electric current density
resulting from local sources Js. The material equations describe the interaction of the field
and the matter. Maxwell’s equations reflect the physical laws.

If the field problem is stationary, Maxwell’s equations can be simplified neglecting the tem-
poral derivatives:

VxE=0, VxH=J, V-D=p and V-B=0

8.3.2 Poisson’s Equation for Stationary Electrical Fields

The flow of electrical currents in an electrically conducting medium can be described with
Poisson’s equation for stationary electrical fields:

V- (oVe)+f=0 (8.2)

with the source current density f, the electrical conductivity o, and the scalar electric poten-
tial function ¢. This equation is derived by considering the divergence of the second Maxwell’s
equation with stationary properties:

VI=V-(VxH)=0

since the divergence of the curl operator is zero. The overall current density J = J, + J, is
the sum of the electric current density resulting from local sources J; and the ohmic current
density J,. The relation between the electrical field E and the potential function ¢ is given
by:

E=-V¢

This and J = o F are considered to construct Poisson’s equation:
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VJs=VoE =-V-(ocVop)=f

The conductivity tensor ¢ in Poisson’s equation is describing the electrical properties of the
underlying material. In biological tissue like the heart the conductivity is anisotropic and not
homogeneously distributed over the space. This has to be considered when solving Poisson’s
equation. The construction of the conductivity tensor for local transversal isotropic properties
in the global scope is already explained in section 5.6.3.1.

The following sections describe how to handle the partial differential equations given by Pois-
son’s equation numerically to achieve linear equation systems and how these linear equation
systems are solved.

8.4 Partial Differential Equation

A partial differential equation (PDE) describes a function f of a set of n independent variables
x1,%9,...,T,. The order n of partial differential equations is determined by the order of the
derivatives of the function. In a two-dimensional space for example, the second order linear
PDE describing the function f = f(x1,x2) is [335]:

2 2 62
G(ZL‘l,l‘Q) = A(ﬁl,l‘g)a—x‘]; + QB(ZL‘l, ZL‘Q)axlaxz + C(fEl, ZL‘Q)a—x%
0 0
+D(3717372)a—51 + E($U17£172)8—3{2 + F(z1,72)

with the functions A, B, C, D, E, F', and G. Partial differential equations can be classified
into three groups under the assumption that A% + B2 4 C? # 0:

e Elliptical PDE, if AC — B? > 0
e Hyperbolical PDE, if AC — B? <0
e Parabolical PDE, if AC — B2 =0

In the electromagnetic field theory, the independent variables of the elliptical PDEs often
are spatial coordinates and the unknown function is assumed to be in steady state. For the
parabolical PDEs, one variable is time and the others are spatial coordinates. In this case,
the function is describing a non-stationary process.

Poisson’s equation (eq. 8.2) for example is an elliptical PDE. The elliptical PDE is described
in the simplest case with & as an n-dimensional vector by:

The second part of the bidomain equation (eq. 5.20) is a parabolic PDE, which can be
described by a differential equation of the simplest form:

of ()

——=DVf(x

B (@)

Due to the similarity to diffusion processes D is called the diffusion constant. As the parabolic
PDE is describing a non-stationary process, the solution depends on initial values.
Furthermore, all partial differential equations need boundary conditions to generate unique
solutions [335, 336]. Three different boundary conditions are applicable: Cauchy, Dirichlet,
and Neumann conditions.
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The Cauchy condition is the general formulation of boundary conditions:

ou

2 (@) + a(@)u(z) = )
with the normal direction n and the functions o and 3 defined at a boundary segment. The
Cauchy condition includes the Dirichlet and Neumann conditions as special cases.
The Dirichlet condition defines the values at parts of the boundary with the function ¢:

The Neumann condition specifies the values of gradients in normal direction n of a boundary
segment with the function ~:
of

oL (2) = ()

Several technique are available for solving partial differential equations. Analytical meth-
ods are commonly not used. Instead, a diversity of numerical approaches exists. The most
established of these are the:

finite element method
finite differences method
finite integration method
boundary element method

As the methods used in this work for the implementation of the bidomain model are the finite
element method and the finite differences method, both approaches are described briefly in
the following.

8.4.1 Discretization Methods

Partial differential equations can be solved with the finite element method (FEM) and the
finite difference method (FDM). Therefore, the space is represented by structured or un-
structured meshes. The node points representing these meshes are regularly distributed in
the FDM consisting in this work of a rectangular and isotropic grid having the node points at
the vertices. In FEM, the problem domain is subdivided into so-called “finite elements”. Some
typical finite elements are based on linear or quadratic descriptions e.g. lines in 1D, triangles
and quads in 2D, and tetrahedrons, hexahedrons, and prisms in 3D. The finite elements can
have different size and the resulting mesh can be unstructured.

The idea of FEM and FDM is to discretize the partial differential equations of the problem
to get to a linear equation system, which is then solved numerically. The main difference
between FEM and FDM is the way of achieving the discretization. The grid regularity in FDM
simplifies the discretization of the partial differential equations. In FEM, the solution function
is determined in every element by function values at the element nodes and is computed by
interpolation in the rest of the space. Typically, linear or quadratic interpolation is used. For
both FEM and FDM, the discretization delivers a system of equation for each element. The
global equation system is then generated with the equations from the single elements. After
the incorporation of the boundary conditions, the global system of linear equations is solved
directly or iteratively (section 8.5).

The finite element method and the finite difference method are detailed in e.g. [336, 337, 338,
339]. In addition, both methods are explained for the special case of solving the bidomain
equation on cubic volume elements in [340].
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8.5 Linear Equation Systems
A system of linear equations is given in matrix formulation by:
Az +b=0 (8:3)

with the matrix A = [a;;] and the vectors z = [z;] and b = [b;]. a;; and b; are the coefficients
of the system and z; the unknowns. The number of unknowns is /N depicting the columns of
A. The number of equations equivalent to the rank of A is M. This can be written in the
component notation:

a11T1 + 129 + -+ AINTN T+ b1 =0

(9171 + Aoo%o + + -+ + asnyTn + by =0

ayi®y + appTs + -+ aynTy + by =0
The matrix A is symmetric and positive-definite if:
A=A"T and T Ax >0 Ve #0

These linear equation systems are solved using direct and iterative methods. Direct methods
uses the successive elimination of unknowns, iterative methods refine iteratively approximated
solutions.

8.5.1 Direct Solution Methods

A variety of direct solution method for solving a linear equation system are known e.g.
the Gaussian elimination, the Gaul method, and the Cholesky method [336]. Most of these
approaches are based on factorization of the symmetric and positive-definite matrix A. Ex-
emplary, the Cholesky method is described in this section.

8.5.1.1 Cholesky Method
The matrix A is factorized into the lower triangular matrix L and its transpose L'
A=LL"

The linear equation system Az+b = 0 is transformed into LLT z+b = 0 and can be separated
into two steps considering the auxiliary vector y:

—Ly+b=0, and LTz4+y=0

L is determined by a row-wise calculation. The diagonal elements [; and the non-diagonal
elements [;; are given by:

i—1 3 1 j—1
lii = (an‘ - Zlfk> ,oand [ = 1. (aij - Zlikljk>
k=1 73 k=1

The band diagonal properties of the matrix A is preserved using the Cholesky method i.e.
the matrix L has the same bandwidth and also the same profile as the matrix A.
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8.5.2 Iterative Solution Methods

Iterative methods are based on the successive refinement of the approximated solution z(*.

The start vector (9 can be an arbitrary vector. The error vector e of an approximated
solution is given by:

e®) — 4 ()
with the exact solution z. An iterative method reduces this error in each iteration step. The
iterative method is stopped if the maximum number of iterations is achieved or a stopping
criterion is satisfied. The norm of the residuum of an approximated solution r*) can be one

stopping criterion and is defined by:
M= Az® b (8.4)

Common iterative methods for solving systems of linear equations are [336]:

Method of steepest descent
Conjugate gradient method
Jacobi method

GauB-Seidel method

The mathematical descriptions used in this work are the Gauf3-Seidel method and the con-
jugate gradient method. These two approaches are detailed below.

8.5.2.1 Gauf}-Seidel Method

The Gaufl-Seidel method is performed by decomposition of the matrix A into the sum of
the lower triangular matrix L, the diagonal matrix D, and the upper triangular matrix U.
The GauB-Seidel method considers already calculated coefficients in the new solution. This
is e.g. one difference between the Jacobi method and the GauB-Seidel method. The k-th
approximated solution z*®) is determined in matrix and component notation by:

i—1
—1
(L+ D)x *) — _ygtk- 1)—|—b, and (k (b —i—Zaw (k) + Z ijT; (= 1)

Jj=i+1

8.5.2.2 Conjugate Gradient Method

The conjugate gradient method uses the minimization of the quadratic function F":
L 7 T
F(x) = 5% Arx+b'z

to determine a solution iteratively. The k-th residuum r®) of the quadratic function F is
determined by the approximated solution z*:

k) — VF(:U(k)) — Az® 1

The minimization in the direction of the correction p®) delivers a new approximate solution
(k+1).
x :

2D — )y o (1) (8)

with the scalar factor a®:
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PUe=1)T (k1)

- =T Ap(=1)

o®

The residuum r*) is given by:

and the correction p™®) is:
p(k‘) = k=D 4 ﬁ(k‘*l)p(k‘*l)

The scalar factor 3% is determined by:

509 _ rR)T Ap(k)

p®T Apk)
The method creates a sequence of directions, which are pairwise conjugated as well as residu-
als, which are orthogonal. Thus, the conjugate gradient method reaches an end theoretically
after N steps.

8.6 Minimization Techniques

A minimization problem is to find parameters of a function, which cause the function to deliver
a minimal value. It can be solved basically in several ways, e.g. with analytical methods. If the
problem cannot be solved analytically, numerical methods offer an alternative. Minimization
is used in the scope of this work for the adaption of model parameters to measured data.
Steady state current-voltage relationships or relaxation time constants of the ionic channel
characteristics are mainly given. Also the rate constants of the model describing the tension
development have to be adapted to measured data.

The n variables x1, x5, ... x, given for a minimization procedure can be represented as a
parameter vector x:

x =1 29 ... T,

The minimization is performed on a function f(x) that is defined by:

flx) = f(x1, x9, ... x,)

A variety of numerical minimization algorithms exists for multi-dimensional spaces. Methods
using only evaluations of the function can be distinguished from methods, which necessitate
the calculation of derivatives of the function. Non-derivative methods are e.g. the downhill
simplex method, Powell’s method, and the simulated annealing method. Approaches neces-
sitating derivatives of the function are e.g. the steepest descent method and the conjugate
gradient method. Furthermore, nonlinear minimization techniques exist e.g the Levenberg-
Marquardt method [333].

8.6.1 Non-Derivative Methods

These methods require only the function values and not the derivatives of the function. The
standard minimization procedures known from the one-dimensional (1D) case [332] can be
extended to the multi-dimensional space. As an example for a two dimensional (2D) case, a
contour map is shown in fig. 8.4 that defines a long, narrow valley. When using sequentially
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Fig. 8.4. Successive minimizations along coordinate directions in a simple non-derivative minimization
method. Unless the function is optimally oriented, this method is inefficient. Fig. adapted from [333].

the 1D methods in 2D, the method will step along the basis vectors at each stage in a series
of many tiny steps. More generally, in N dimensions, if the function’s second derivatives are
much larger in magnitude in some directions than in others, many cycles through all N basis
vectors will be required in order to get to the minimum. This problem can be solved with
the so-called direction set methods.

All direction set methods consist of prescriptions for updating the set of directions as the
method proceeds. They attempt to come up with a set, which either includes some good
directions that will take the calculation far along narrow valleys, or includes some number of
non-interfering directions. This can avoid endless cycling through the set of directions.

8.6.1.1 Powell’s Method

Powell first discovered a direction set method that does produce N mutually conjugate di-
rections [333]. The first step of the Powell’s method is to find the minimum along all basis
vectors e;. The following sequence of steps will be repeated until the function’s minimum is
approached:

1. Categorization of the step length «; by a 1D minimum search along all directions p, for
all i =1,...,n. The end point is ; = x;_1 + a; p;.

2. Construction of the line g = (x,, —xo)/||x, — xo|| and 1D minimization along q to achieve
Tpt1 = Tp + Ap—19.

3. Elimination of first search direction p,, shifting of the other search directions (p, =
D1, 1 =1,...,n—1), and placing of the new search direction g at the end of the list of
search directions (p,,=q).

4. The starting point for the next iteration is the endpoint of the last: xy = a,, ;1.

8.6.2 Derivative Methods

This group of methods consider the gradient vector g(x) of the function f(x) given by:

of 0 of 17
gla) = V@) = | 7L 2L
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The methods are capable of finding the minimum, if e.g. the elements of the gradient vector
g(x) are all zero.

8.6.2.1 Steepest Descent Method

The simplest method using derivatives of the function is the steepest descent method, where
the direction of search is equivalent to the negative gradient (p, = —g;). Each search along
the gradient of a function will stop at the local minimum. The next gradient of the function
is perpendicular to the direction of the previous search (fig. 8.5a). As such, this method has
the same disadvantages as the simple approaches, which do not use the gradient information.
The method will perform many small steps in going down a long, narrow valley (fig. 8.5Db).

8.6.2.2 Conjugate Gradient Method

Compared to the method of steepest descent, the conjugate gradient method is not proceeding
down a found gradient, but rather in a direction, which is constructed to be conjugate to the
old directions, and, as far as possible, to all previous directions traversed. This method can
be applied to any minimization problem. In order to understand the algorithm, we start with
the Taylor expansion and include the quadric term:

1
flx+ Azx) = —1—2 T+ = Zaxaxjxxj—|—~-~%c+bAw+§AwTAAw

with ¢ = f(x) and b = g7 (x). The matrix A is called the Hessian matrix. Its components
are the second partial derivative of the function f:
O f
Al =
[ ]ZJ al’laﬂfj

The change of the gradient can be approximated by:
bg(x) = g(x + Aw) = g(x) + A Ax

Thus, if a minimum is found along the direction w the change of the gradient is zero. For the
next step into a new direction v, the gradient needs to stay conjugate to w. This leads to:

(a) (b)

Fig. 8.5. Derivative numerical minimization: steepest descent (a) This method, in a long, narrow valley,
is an inefficient strategy, taking many steps to reach the valley floor. (b) Magnified view of one step: A
step starts off in the local gradient direction, perpendicular to the contour lines, and traverses a straight
line until a local minimum is reached, where the traverse is parallel to the local contour lines. (Fig. from
333])
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0=wudg(x)=uAv

Thus, the successive line minimization of the function f along the conjugate set of directions
lead to a minimum after IV steps, with N being the dimension of the problem and the function
being perfectly expressed by a quadratic form. The procedure of achieving the minimum
iteratively is equivalent to the Powell’s method.

8.7 Matrix Diagonalization Method

The matrix diagonalization method is used in this work for finding the three main (principal)
axis of an object in a three-dimensional image. In digital image processing this technique is
known as Hotelling transformation [69)].

A data set @ of M coincidental vectors x; is given in transposed formula by:

T = ({L‘l,l‘g,...,ZL‘n)T

The mean vector m,, is given for M coincidental vectors with:

1 M

The covariance matrix C, has the dimension n x n, if the vector & has a dimension of n.
The covariance matrix is given by:

| M
C,=— E r,xl — momy’
M e
i=1

The element ¢;; of the matrix C, is the variance of the vector x; and the elements ¢;; and
c;i are the covariances between x; and z;. Thus, the covariance matrix Cj is symmetric
and real. This guarantees to find always a set of n orthogonal eigenvectors e; with the
corresponding eigenvalues \;. If the eigenvalues are sorted by their size and the corresponding
sorted eigenvectors are elements of a matrix A, the so-called Hotelling transformation is given
by:

y=A(x —myg)

and the covariance matrix C, can be transformed into:
C,=AC,A"

The matrix Cy, is a diagonal matrix having as elements the eigenvalues A; of C5. Thus, the
elements of the vector y are linearly independent. The first three diagonal elements of C,
correspond to the largest eigenvalues. The corresponding eigenvectors of A are the three
principal axes of the object.
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Methodology

In this chapter, the combination of the mathematical approaches, experimental data, and
modeling fundamentals of the previous chapters are discussed. They were utilized to de-
velop new models and enhance existing ones. Furthermore, the computational environment
is illustrated considering techniques used to implement, optimize, and parallelize the electro-
physiological cell models, the excitation conduction, and the tension development models. At
the end of this chapter, visualization methods are discussed briefly.

9.1 Developing and Enhancing Models

A focus of this work was directed to development of new and adjustment of existing models
describing the heterogeneous electromechanics in the human heart, taking experimental data
into account. The electromechanical simulations were performed on geometrical data taken
from the Visible Female data set. The methods used to enhance this anatomical model in the
atrium are discussed. The design of electrophysiological cell models and tension development
models as well as adjustment of parameters of existing models based on experimental data
are explained below.

9.1.1 Anatomical Modeling

A foundation of this work was the anatomical model of the entire human heart [341]. This
model was derived from the Visible Female data set (section 3.1.2.2). The images were pre-
processed to obtain a 3D data set of cubic volume elements. The data set was segmented
and classified using different techniques of digital image processing, e.g. region-growing and
interactively deformable contours. Figure 9.1 depicts the model consisting of cubic volume el-
ements in a surface-based visualization. It has a spatial resolution of 0.33 mm, is differentiated
into 19 tissue classes, and has approximatly 76 million cubic volume elements.

This model was the basis for the anatomical data sets presented in section 10.1. For the
schematic models, the length and distances were extracted from the Visible Female heart
and described as parameters that were used in rule-based methods to generate the schematic
models. The model of the left ventricle (section 10.1.2) was directly extracted from the Vis-
ible Female heart. The main axes of this ventricular model were identified with the matrix
diagonalization method (section 8.7). The model was rotated considering the transformation
matrix given by the matrix diagonalization method to determine a cubic lattice with the
smallest amount of volume elements. This procedure reduced both the time of computation
and the amount of allocated memory by approximately 30 %.
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Fig. 9.1. Anatomical heart model from a frontal (A) and dorsal (B) view. RA indicates the right atrium;
LA, left atrium; RV, right ventricle; LV, left ventricle; SVC/IVC, superior/inferior vena cava; PV, pul-
monary veins; Ao, aorta; and PA, pulmonary artery.

The construction of a 3D anatomical model of the atrium (section 10.1.1) was also based on
the Visible Female heart. In addition to the already segmented atrial working myocardium,
the sinoatrial node, the crista terminalis, several pectinate muscles, the fossa ovalis in the
septum, the Bachmann’s bundle, and the right and left atrial appendages were included. In
order to achieve this, interactive deformable meshes were used (section 3.2.2). The classifica-
tion was performed manually using anatomical knowledge. This strategy was necessary since
these structures were too fine for automatic segmentation and thus could not be detected
even in the detailed photographic images.

9.1.2 Cellular Models

Markov models were used in this work to describe both electrophysiology and tension develop-
ment mathematically. The electrophysiological models combine the descriptions of membrane
proteins, the cell membrane itself, and intra- as well as extracellular compartments. Markov
models were used in the tension development models to describe the interaction between the
proteins troponin, tropomyosin, actin, and myosin.

The development of a new human sinoatrial node model (section 10.3) and the new hybrid
tension development model (section 10.6) were based on existing and new approaches, which
were combined into a set of coupled ordinary differential equations. The parameters for these
equations were adjusted to measured data as described in 9.1.3.

In principle, there are several ways for designing a human sinoatrial node model. One way is
to construct a completely new model based exclusively on using measured data. Another way
is using an existing rabbit sinoatrial node model and adapting it to human experimental data.
A third way is using a human atrial model of electrophysiology and adapting it to the sinoa-
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trial node behavior considering measured data. In this work, the third way was used since
experimental data describing the human sinoatrial node is rare. It was assumed that the elec-
trophysiological properties of the human atrial tissue are closer to the human sinoatrial node
than the sinoatrial node of a rabbit. Thus, the new human sinoatrial node model [342, 343]
was constructed based on the electrophysiological model describing the human atrial elec-
trophysiology designed by Courtemanche, Ramirez, and Nattel (CRN, section 5.5.3). Some
additional ion channels were included based on the Zhang et al. rabbit sinoatrial node model
(section 5.5.9). These were not reported in human atrial working myocardium and hence are
not implemented in the CRN model.

A new hybrid tension development model was created in the course of this work [344, 307,
345, 346] and was based on new findings in cell physiology. The model describes the states
of the involved proteins actin, myosin, troponin, and tropomyosin. Basic interrelations of
the influences and dependencies of these proteins underlie the development of this approach.
The Hybrid Tension Development (HTD) model linked the description of calcium binding
to troponin with the subsequent conformation change of tropomyosin and the interaction of
actin and myosin (chapter 6). The HTD model was called hybrid model because the com-
ponents are partly taken from other approaches. The process of calcium binding to troponin
C was adopted from the Rice-Winslow-Hunter models [325]. The interaction of actin and
myosin was based on the work of Gordon et al. [347], Bers et al. [13], and Spudich [348]. The
transformation changes of tropomyosin were integrated on the basis of a new approach.

9.1.3 Model Parameter Adjustment

As explained, Markov models describe the electrophysiology and tension development in the
human heart in this work. For the adjustment of rate constants between the states of the
Markov models to experimental data, minimization techniques were used (section 8.6). An
error function was defined, which quantified the differences between simulation results and
the given data. The root mean square error function was the subject of the minimization:

N
d; (mu Sz’)2
i=1

ERMS<U17"'7UM) = (91)

N

with the variables v;, the distance functions d;, the given values m;, and the simulated results
s;. M and N quantify the number of variables and of data, respectively. The distance function
d;(m;, s;) is defined as:

dz‘(”% Sz’) =8 — MMy

The conjugate gradient as well as Powell’s method showed the best performance for the
adjustment of model parameters to experimental data [349]. Both methods displayed similar
qualities in minimizing the root mean square error function.

The inclusion of pathological parameters was performed in the same way as for physiological
data by minimizing eq. 9.1. One difference was the possibility the protein characteristics had
changed due to e.g. a genetic defect and thus the descriptions for the rate constants may
have changed.

9.1.4 Muscle Fiber Orientation

The new approach of implementing the muscle fiber orientation in the ventricles was based on
measurements in the human ventricular tissue [66]. The measurements depict the angle oy,
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Fig. 9.2. Measurement of fiber orientation in the ventricular wall. (a) The locally measured coordinate
system (A1, A2, A3) is depicted. (b) The fiber angles oy, ag, and «as are illustrated in relation to A1, A2, and
A3 in the block of tissue. Figs. from [66, 350].

iz, and a in the local coordinate system with respect to the basis vector A = (A1, Ao, A3)T
(fig. 9.2). ay is the so-called helix angle. a; = 0° is determined by the direction As. The angle
o is rotating from endocardium (55°) nearly linearly towards epicardium (—75°) with 0° in
the midmyocardial layer [66].

9.2 Computational Environment

The computational environment for simulating the single cell electrophysiolgy coupled with
the tension development as well as excitation conduction was based on software programmed
at the Institute of Biomedical Engineering of the University Karlsruhe (TH). The data struc-
ture was based on the kaLattice format representing cubic volume elements [351]. The im-
plemented equations were optimized and parallelized using advanced techniques of software
engineering. The achieved results were visualized with volume and surface based methods.
The simulations were performed on parallel computers. The systems used were either Silicon
Graphics Inc. (SGI) computers [352] or Apple Computer Inc. Xserves [353]. The network of
SGI computers at the Institute of Biomedical Engineering of the University Karlsruhe (TH)
consisted of one SGI Origin 2000 with 8 R10000 195 MHz processors interlinked as a shared
memory system and three SGI Octane R12000 400 MHz workstations with fast Ethernet
access. The parallel Apple computer consisted of 11 Xserve G5 systems with two 2 GHz
processors coupled by 1 GBit Ethernet.
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9.2.1 Implementation

The cellular models, i.e. electrophysiological as well as tension development models, and
the bidomain model were implemented in the software language C++ [354]. Some additional
scripts to analyze the data used perl [355]. The cellular models were based on Hodgkin-Huxley
like models for describing the gating mechanism of ionic channels or used Markov chain
models for depicting the interaction of proteins involved in the force generating units of the
myocytes. The coupling of both cellular models was achieved by using the intracellular calcium
concentration or the amount of calcium bound to troponin. To implement the bidomain
equations, operator splitting techniques were used to reduce the complexity of the numerical
problem.

9.2.1.1 Cellular Models

Both electrophysiological and tension development models were cellular models consisting
of systems of nonlinear coupled ordinary differential equations. For the electrophysiological
models the equations describe intra- and extracellular ion concentrations, ion currents through
the cell membrane, states and dynamic changes in ionic channels, and the transmembrane
voltage (chapter 5). The equations of the tension development model describe the binding
of calcium to troponin, the shifting of tropomyosin, and the cross-bridge interaction of actin
and myosin (chapter 7).

These ordinary differential equations were mainly solved using the simplest integration
method described in section 8.2, i.e. the Euler method. The necessary temporal increment
for the Euler method was found to be 20 us or less in order to adequately integrate the fast
gating processes especially of the sodium current In,. This kind of small time increments al-
lowed to calculate the coupled equations sequentially since it was assumed that the variation
of the variables was very small during each time step.

9.2.1.2 Coupling of Electrophysiological and Tension Models

The coupling of electrophysiological models with tension development models was mostly
achieved using the free intracellular calcium concentration of the electrophysiological model
as a direct input for the tension models where binding of calcium to troponin was described.
A problem with this coupling method is that some electrophysiological models also described
the binding of calcium to troponin.

To avoid this duality, the software was designed to handle the coupling dynamically. If the
electrophysiological model mathematically described troponin, the user can choose between
coupling with free intracellular calcium or with the amount of calcium bound to troponin.
If the latter method was used, the process of calcium binding to troponin was not executed
in the tension model. When using intracellular calcium as coupling mechanism, the troponin
buffer was not calculated in the electrophysiological model but in the tension model. In
the tension model, the fraction of bound calcium to troponin was then subtracted from the
intracellular calcium concentration, which was handled by the electrophysiological model.

9.2.1.3 Bidomain Model

The bidomain equations coupled the cellular models with the description of current flow in the
tissue to reconstruct the excitation conduction process (section 5.6.3.1). The computationally



120 9. METHODOLOGY

Fig. 9.3. Bidomain modeling of cardiac electrophysiology using operator splitting method. The method
consists of determining the intracellular current source density (eq. 9.3), solving eq. 9.4 to get the extra-
cellular potential distribution. Then, the intercellular stimulus current is calculated by eq. 9.5, and this is
used as an input to update the membrane kinetics and thus the transmembrane voltage distribution. The
procedure is iteratively performed for each time step until the simulation is finished. Fig. from [359].

most expensive part of the simulation environment was the calculation of the extracellular
potential distribution.

The bidomain model required solving the elliptical partial differential equation (eq. 5.19) using
e.g. an iterative method, then solving the nonlinear parabolic partial differential equation
(eq. 5.20) using e.g. an explicit forward Euler method. To achieve a more simple mathematical
construction, the two bidomain equations were separated into smaller problems known as the
operator splitting method (fig. 9.3) [356, 357, 358]. The two partial differential equations were
then described by four systems of differential equations:

de . _Imem(Vma 7) _ Iinter d_7

dr C 3 ar ay(1—7) = Byy (9.2)
V (0:YV) = —fon (9.3)

fm =V ((O-’L + O-e) V@e) (94)

_fm + \Y (O-ivgpe) = ﬂ]inter (95)

with the transmembrane voltage V,,, the sum of transmembrane currents I,,.,,, the inter-
cellular stimulus current I;,.,, the description of the ion channel gating process 7, the rate
constants o, and 3,, the intra- and extracellular conductivity tensor o; and o, respectively,
the source current density f,, and the extracellular potential @, (section 5.6.3.1).

The first equation (eq. 9.2) is a system of ordinary differential equations describing solely
the properties of the electrophysiological model (section 5.1). The second and the last one
(eq. 9.3 and 9.5, respectively) are calculations of intracellular and intercellular source current
densities, respectively. Equation 9.4 is an elliptical partial differential equation and has to be
solved with iterative methods described in section 8.4. In this work, the Gauf3-Seidel method
was used. The solution of this equation system was the most time consuming part of the
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whole computation process since the calculations of the extracellular potential distribution
need to be accurate to gain realistic results.

The advantage of the monodomain model (section 5.6.3.2) consists in the direct determination
of the intercellular current I, through the source current density f,, (eq. 9.3). Hence, the
elliptical part of the equation system was not computed and the most time consuming part
was then the mathematical integration of the electrophysiological properties (eq. 9.2).

One disadvantage of the bidomain model is that the spatial resolution of the underlying
geometry needs to be less than 1/3 mm for achieving correct coupling [264]. This led to
large grids e.g. with at least approximately 20 million nodes when calculating the excitation
conduction in the whole heart.

The conductivity o was adapted to each selected spatial resolution using numerical experi-
ments with a resolution of 0.1 mm to determine the conduction velocities measured in tissue.
The conductivity values for 0.1 mm are taken from Colli Franzone (tab. 5.2).

Determination of the ECG: Transmural electrocardiograms (ECG) were used in this
work in order to quantitatively compare the extracellular signals from conduction simulations
with measured electrocardiographic data (chapter 11). The determination was achieved by
placing the virtual myocardial block of tissue, the so-called wedge preparation, into a virtual
bath medium with the conductivity of the extracellular liquid solution. When using the
bidomain equations, the extracellular electrical potential was calculated during the excitation
conduction simulation for both the myocardium and the bath. The transmural ECG was
determined by placing electrodes in the bath on both the endocardial and the epicardial
sides of the tissue. The ECG signal is then given by:

Aée = @e,epi - @e,endo (96)

with the extracellular potential difference A®,, the extracellular potential in the bath near
the endocardial border @, ¢4, and the extracellular potential in the bath near the epicardial

border @, ;.

Finite difference approximation of Poisson’s equation: When using the bidomain
model instead of the monodomain model, the partial differential equation given by eq. 9.4
had to be discretized with e.g. the finite element method or the finite difference method. The
discretization of Poisson’s equation (V(oV¢) + f = 0) with the finite differences method for
example led to an equation with first and second order derivatives of the electrical potential
¢ and first order derivatives of the conductivity ¢. In the finite difference method, the partial
differential equation was discretized node-wise in order to determine the node equations. This
discretization led to discrete approximations of the differential terms. Thus, the node variable,
which is describing the unknown function, depends on the node variables of neighboring
elements. In the two-dimensional case for example, the central first order derivatives are
approximated in rectangular, equidistant meshes at the node point x; ; by:

dg Gi+1,5 — Gi—1,5
() = T

al‘l * 2Al‘1
@(:c s 9ij+1 — Gij—1
8372 I QAI‘Q

with g being either the potential ¢ or the conductivity tensor o, and the distance between the
node points Az; and Az, in 2; and x5 direction, respectively. The node variables g1 5, gi—1,5,
gij+1, and g; j_; correspond to the node points ;41 5, Ti—1,j, Tij4+1 and T; j_1, respectively.
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The second order derivatives are determined by two-fold differences:
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9.2.2 Optimization

Since most simulations presented in this work were performed with the monodomain model,
most computational time was used for the simulation of the excitation conduction by the
electrophysiological models. These have been in special focus for optimization procedures.
In this scope, the reduction of the amount of mathematical operations or avoiding time
consuming functions like exp() and In() is meant by optimization.

Several different techniques were implemented for achieving the reduction of operations. These
were the pre-calculation of groups of constants coupled by mathematical operators, the con-
struction of lookup tables for processes, which were only depending on one parameter, and
the so-called time constant grouping.

Lookup tables were created for the gating variables and other functions solely depending on
the transmembrane voltage. Most of the rate constants of the gating mechanism (section 5.1.1)
were described by complex mathematical structures. The use of pre-calculated lookup tables
reduced these operations to the problem of finding the appropriate transmembrane voltage
entry in an array and to an additional multiplication. Furthermore, the reversal potentials
(eq. 4.3 or 4.4) were sorted in lookup tables, which were dependent on the concentration of
ions. Another method of enhancing the calculation speed was to use the Rush-Larsen scheme
presented in section 8.2.3 in conjunction with lookup tables.

Time constant grouping is the procedure of separating the variables, which need to be inte-
grated, e.g. into fast, medium, and slow systems. The gating process of the sodium current
Iy, for example had fast components. On the other hand, the variation of the slow delayed
rectifier potassium current [y, was described by a slow system. The idea of time constant
grouping is to calculate fast processes every time step, and use lower time steps for slower
systems.

Using all these methods, the calculation time needed for updating the electrophysiological
properties was reduced in some models to approximately 10 % of the not optimized versions.

9.2.3 Parallelization

The massive increase in need for greater computing power mirroring the interest in larger and
more detailed modeling cannot be satisfied by conventional single processor architectures.
Thus parallel programming is an important topic for large scale simulations like the ones
described in this work.

The computers normally utilized were based on the multiple instruction multiple data
(MIMD) approach. These architectures use either shared or distributed memory. The mem-
ory modules in shared system are directly interconnected by a bus-based architecture. In
distributed memory systems, each processor has its own private memory and the intercon-
necting data is transfered across a network.
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The bidomain equations (egs. 5.19 and 5.20) were parallelized in this work. To achieve this,
the two equations were partitioned into smaller problems by a method known as operator
splitting. This led to a system of four equation sets as described in section 9.2.1.3. Equation 9.2
is describing the electrophysiological changes in each node of the geometrical net. Since all
electrophysiological models are independent from each other, a parallelization was easily
achieved. Eqs. 9.3 9.5 are partial differential equations and thus the vector-matrix operations
for solving Az + b = 0 were parallelized.

The increased use of parallel computing is accelerated by the development of standards
for programming parallel systems. Two of the most important parallelization methods are
OpenMP for shared memory systems and MPI for distributed memory architectures. Both
types of parallelization were implemented in the software and are introduced briefly.

9.2.3.1 OpenMP

A simple approach to program parallel systems is the so-called data parallelism. In this
approach, a data structure is distributed among the processes and the individual processes
execute the same instructions on their part of the data structure.

OpenMP is a specification for a set of compiler directives and library routines that can
be used to specify shared memory parallelism in Fortran and C/C++ programs [360, 361].
The advantage of OpenMP is that the regular serial structure of a program needs not to
be changed, but a compiler directive has to be added in the right place of the code under
consideration of some basic rules. The compiler then automatically replaces the user directive
with code that distributes the data and performs the parallel data operations.

9.2.3.2 MPI

The most commonly used method of programming distributed memory MIMD systems is
message passing. In basic message passing, the processes coordinate their activities by ex-
plicitly sending and receiving messages. The Message Passing Interface (MPI) [362, 363] is
the most widely used message passing toolkit since it was designed to permit maximum
performance on a wide variety of systems.

MPI is a library that can be called from C/C++ and Fortran programs. Two different types
of communications are described for MPI. The first one is the synchronous mode, where two
processes are waiting for each other until the communication is finished. The second is called
buffered mode, where the software can copy the message into a system-controlled block of
memory and can directly continue executing.

The code has to be explicitly adapted to the needs of MPI. The software designer has to
define when messages and data have to be transfered to other processes and also needs to
care about when to parallelize and to synchronize. The efforts of implementing MPI is thus
larger than that of OpenMP. The advantage of MPI is that distributed memory systems on
which MPI is running are usually less expensive than shared memory systems.

9.2.4 Visualization

The simulation results of the excitation conduction presented in chapter 11 needed adapted
and highly efficient techniques for the visualization due to the high spatial and temporal
resolution and the large amount of consumed memory [364, 365]. A good visualization allows
to analyze the results more easily.
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Surface-based and volume-based techniques were used to visualize the electrical potentials
as well as the distribution of the transmembrane voltage and the tension development in
conjunction with the anatomical context. In this work, the visualized data was mainly scalar
as e.g. the extracellular potential distribution. Also vectorial data like the orientation of
myocardial fibers were illustrated. The visualization of the three-dimensional data led to a
projection on the two-dimensional screen. To illustrate the temporal behavior of the simula-
tions, animations were generated.

The methods implemented for the visualization were based on existing commercial and non-
commercial software packages. The anatomical data formed the basis for visualizing the sim-
ulation results on the surface or in the volume of the geometrical representation. Therefore,
the Silicon Graphics Inc. visualization toolkit Open Inventor [366] or alternatively its free
derivate Coin3D [367] were utilized, which were built on top of OpenGL [368] and defines a
standard file format for 3D data interchange.

Surface-based visualization: For the surface-based methods, the rendering of objects is
performed on triangular or quadratic surfaces of the volumetric data. Since the models in
our framework consist of cubic elements, the visualization of quadratic surfaces is just the
transformation of colors and transparencies to displayed surface elements. Triangular surfaces
were obtained from the volume data by using the so-called marching cube algorithm [369].
Surface rendering has the advantage that it is fast but a lot of detail is usually lost.

Volume-based visualization: The anatomical and the simulation data are visualized di-
rectly by the volume-based techniques. All elements with the joined data are displayed. Thus
transparencies need to be defined only for extracting the important data or for getting an
inside view of the volumetric object. Volume rendering is usually very slow and in general
cannot create realistic images. Thus, a combination of volume and surface-based visualization
is performed.

Generation of animations: The sequential visualization of e.g. electrical field quantities at
the discrete time interval given by the simulations allows the production of animations of the
simulated data. The advantage of this technique is the illustration of temporal processes from
different angles. The toolkit QuickTime by Apple Computer, Inc. [370] is used to generate
the animations.



10
Results: New Methods and Models

This chapter details the first part of the results of this thesis, in which new or adapted
models are presented. In the first section, the anatomical models generated in this work are
discussed. These geometrical data sets describe the tissue distribution in atria and ventricles
either schematically or anatomically correct. In the second part of the results (chapter 11)
these anatomical data forms the geometrical basis for calculating the excitation conduction.
In order to determine the fiber orientation of the myocardium, the model for constructing
the ventricular fiber orientation on a rule-based method is explained in the next section.
The information about fiber orientation is necessary to implement a realistic behavior of
anisotropic electrical features in the tissue as discussed in chapter 11.

Sections 10.3—10.5 illustrate the models that were developed for describing heterogeneous
electrophysiology in the heart. First, the equations and features of the human sinoatrial node
model are depicted. This approach is based on a model of the human atrial electrophysiology
and was adapted to pacemaker activity. The electrophysiological heterogeneity within the
sinoatrial node was reconstructed with this new model. The heterogeneous adjustment of pa-
rameters in a human atrial model is described in section 10.4. With the different cell behavior,
the varying action potential durations given by measurement data were reconstructed. The
last section of this block describes a transmural heterogeneous left ventricular model based
on the Priebe-Beuckelmann model. This model was adjusted to recently published human
ventricular measurement data and was enhanced by including transmurally varying channel
conductivity in order to reflect the heterogeneity measured in the ventricles.

The newly developed tension model is detailed in section 10.6. The underlying equations and
the included cooperativity mechanisms are described. The characteristics of this model are
compared to other existing tension development models during a variety of numerical exper-
iments with different external conditions. This model is coupled to the adapted ventricular
ionic model to investigate heterogeneous cellular electromechanics.

The last section of this chapter addresses the developed pathological models describing sin-
gle cell dysfunction. In the scope of this work, electrophysiological remodeling in the atria
due to permanent atrial fibrillation and genetic defects were investigated. In the group of
genetic defects, familial atrial fibrillation and the long QT syndrome were implemented. All
pathological models were based on recently published measurement data.

10.1 Anatomical Models

The anatomical models constructed in this work were based on the Visible Female data set.
The atrial model was derived by enhancing the existing Visible female atrium by several
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Fig. 10.1. Anatomical model of the atria. A: Right atrium (RA) in a frontal view with its appendage
(APG) and the ostium of the superior vena cava (SVC). B: Left atrium (LA) in a dorsal view with the
ostium of the pulmonary veins (PVs). C: View through tricuspid and mitral valve. The sinoatrial node
(SAN), the crista terminalis (CT), pectinate muscles (PMs), and the atrioventricular ring (AVR) are visible
in the RA. Fig. from [343].

tissue classes. Furthermore, fiber orientation was included for the fast conducting bundles in
the atrium. The ventricular model was directly extracted from the Visible Female heart. In
addition, the fiber orientation was set with a rule-based system described in section 10.2. A
group of schematic models are introduced. These were based on the geometrical properties of
the Visible Female heart. These schematic models describe the right atrium, a line through
the left ventricle, and a virtual wedge preparation of the left ventricular free wall.

10.1.1 Atria

The three-dimensional anatomical model of the human atrium [371, 372, 373, 343] is visualized
in fig. 10.1 from different view points. It includes, in addition to the already segmented atrial
working myocardium (AWM), the sinoatrial node (SAN), the crista terminalis (CT), ten
pectinate muscles (PMs), the fossa ovalis in the septum, the Bachmann’s bundle (BB), and
the right and left atrial appendage (APG). The methods to achieve this model are detailed
in section 9.1.1.
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The SAN is located near the ostium of the superior vena cava (SVC). The CT starts next
to the SAN and extends towards inferior vena cava (IVC). The PMs are arranged comb-like
on the right atrial endocardium starting at the side of CT. BB originates next to SAN and
extends into the left atrium towards the left atrial APG.

The SAN is illustrated separately in fig. 10.2. The model was partitioned in seven regions
going from central over transitional to peripheral tissue classes. This representation considers
the heterogeneous anatomical features presented in section 4.7.1.

In order to set fiber orientation of the conduction pathways, matrix diagonalization methods
were used to find the main axis of each segment of the pathways. Fiber orientation was set
for CT, PMs, and BB. The resulting orientation was always set parallel to the local main axis
of the chosen segment. AWM was set to be isotropic because of conflicting data concerning
fiber orientation in human AWM [61, 374, 375]. Furthermore, the resolution of the Visible
Female data was too low for automatic detection of fiber orientation in AWM.

The anatomical model of the human atrium consists of 18.8 million cubic voxel including 1.58
million of excitable tissue. The remainder is blood and surrounding tissue. 13 tissue classes
were included additionally to the Visible Female heart in this model.

10.1.2 Ventricles

The anatomical model of the ventricles was directly extracted from the Visible Female heart
(section 9.1.1). Figure 10.3 A shows the model consisting of cubic voxel in a surface based
transparent visualization. The model consists of approximately 18.5 million cubic elements
of which approximately 7.8 million are assigned to ventricular myocytes [376, 377].

In order to define transmurally differing electrophysiological properties in this model, different
tissue classes were set in this model from endocardium towards epicardium (fig. 10.3 B).
This distribution of tissue classes was implemented with a method solving the Poisson’s
equation. Therefore, the potential was fixed at the epicardium to a value depicting the class
number of epicardium and at the endocardium to the endocardial class number. When a
solution was calculated for the Poisson’s equation iteratively using the Gauf}-Seidel method
(section 8.5.2.1), the isopotential surfaces depicted the different tissue classes.

The orientation of muscle fibers was included into the model allowing the incorporation of
anisotropic electrical and mechanical properties (fig. 10.3 C). The orientation was constructed
with a rule-based method that is derived from anatomical studies (section 10.2) [378]. The

(a) (b)

Fig. 10.2. Heterogeneous human sinoatrial node (SAN) in the anatomical model without surrounding
atrial tissue. (a) View of the entire SAN model. (b) Model of the SAN shown sliced in a transversal plane
with its smooth transition between central and peripheral cells. Fig. from [371].
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Fig. 10.3. A: Left ventricle of the Visible Female data set in a transparent frontal view. B: Central cross-
sectional slice of the model describing the variation of tissue types from endocardium to epicardium with
dark gray to white, respectively. C: The vectors are showing the fiber orientation in the same slice. Fig.
from [377].

orientation of the fibers varies from subepicardial (—75°) via midmyocardial (0°) to suben-
docardial myocardium (55°) [66].

The cardiac conduction system was constructed semi-automatically, since these structures
were not visible in the cryosection images of the Visible Female data set. Important for
application of the ventricular model was the identification of the electrical transition points of
the cardiac conduction system to the subendocardial myocardium, i.e. the connection between
ventricular myocytes and Purkinje fibers. These points were placed by first identifying the
endocardial border of the tissue. The most apical point on the endocardium was selected
manually. Starting from this point, a binary method defined the Purkinje fiber ends towards
basal regions [270].

10.1.3 Schematic Models

Schematic models were used in this work in order to reduce the complexity of the simulations
and to achieve more basic knowledge into the processes. Schematic anatomical models allow
to focus mainly on investigating the electrophysiological properties in the tissue without being
influenced by the complex geometry.

10.1.3.1 Schematic Right Atrium

The principal behavior of excitation conduction in the right atrium (RA) was qualitatively
simulated in a two-dimensional rectangular model shown in fig. 10.4. This anatomical model
is a schematic representation of a part of the right atrium. It consists of the heterogeneous
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Fig. 10.4. Schematic model of the right atrium including the heterogeneous sinoatrial node (SAN), crista
terminalis (CT), and pectinate muscles (PM). The model was derived from principal findings of the anatom-
ically accurate model of the Visible Female data set (fig. 10.1). Fig. adapted from [379, 380].

sinoatrial node (SAN), the crista terminalis (CT) as a longitudinal thick stripe, some pecti-
nate muscles (PM) as parallel horizontal stripes, and the atrial working myocardium (AWM).
The heterogeneous characteristics of the sinoatrial node is considered by including seven dif-
ferent tissue classes as a triangle from central over transitional to peripheral regions. This
model was designed with a rule-based approach. The rules describing the thickness, shape,
and orientation of the implemented structures were extracted from the Visible Female heart.
CT and PM are anisotropically fast-conducting bundles, i.e. the fiber orientation was set
parallel to the long axis of the cardiac fibers. They form the preferential conduction pathway
in the RA. No significant anisotropic conduction was detected in the AWM [375]. Hence, the
AWM was assigned to be isotropically conducting.

10.1.3.2 Line through the Left Ventricle

This nearly one-dimensional model is a representation of a transmural line through the left
ventricular free wall (fig. 10.5). The model was constructed to investigate transmural elec-
trophysiological heterogeneity without having side-effects from anatomical and anisotropic
conditions. Furthermore, the transmural ECG was simulated in this model by measuring the
potential difference between the ends of the bath medium (section 9.2.1.3).

The line was segmented in several tissue classes reaching from endocardium to epicardium.
Different electrophysiological features were attachable to each tissue class to describe trans-
mural heterogeneity. The model has a diameter of 1 mm and a length of 19.2 mm. The model
is constructed of 5x5x96 voxel each having a side length of 0.2 mm. The tissue is embedded
in a bath consisting of 25x 25 x 130 voxel.

10.1.3.3 Virtual Wedge Preparation

The model of a wedge preparation of the left ventricular free wall was derived from the
Visible Female heart (fig. 10.6a). It is represented by an inhomogeneous and anisotropic
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Fig. 10.5. One-dimensional heterogeneous model describing a transmural line through the left ventricular
free wall. (a) Variation of the tissue classes in the model. The line has 96 different tissue classes and
is 19.2mm long. Class 34 is the subendocardium, class 50 is assigned to the M cells and class 130 to
subepicardium. (b) Visualization of the transmural line in the surrounding bath medium. Blue is the
ventricular tissue and turquoise the bath. Figs. from [381].

three-dimensional segment of an ellipsoid. Transmurally varying tissue classes and twisting
fiber orientation were assigned as described in sections 10.1.2 and 10.2, respectively.

The geometry includes 150x 150x 125 voxel with a size of 0.2mmx0.2mmx0.2mm. Ap-
proximately 1.9 million voxel describe myocardial tissue, the remainder is representing sur-
rounding blood. The orientation of the fibers (fig. 10.6 b) varies from subepicardium (—75°)
via midmyocardium (0°) to subendocardium (55°) [66].

(b)

Fig. 10.6. Schematic model of the left ventricular free wall. (a) Anisotropic and inhomogeneous model of
the left ventricular wall in the anatomical context of the Visible Female heart. Fig. from [382]. (b) Red lines
indicate the fiber orientation that rotates from the endocardial to the epicardial border. Fig. from [381].
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Fig. 10.7. Variation of the fiber angles a1, as, and a3 from endocardium towards epicardium given by
experimantal data [66]. The angle a; was set to be linearly varying between 55° for endocardium and
—75.3° for epicardium. The angle ay was set to a constant value of —3°. The variation of a3 was given by
tan g = tan oy - tan ap. Fig. from [381].

10.2 Muscle Fiber Orientation

Muscle fiber orientation variation is present in the mammalian ventricles (section 2.3.2) [66].
As described in section 9.1.4, a local coordinate system A = (A1, Ao, A3)T is defined to relate
the locally measured fiber angles oy, as, and as to a global coordinate system. An example
for these fiber angles is given in fig. 10.7.

The way to set the rotating fiber orientation into a geometry was to find the axis A\; in the local
coordinate system, which determines the direction from endocardium to epicardium. This
direction was found with a method solving the Poisson’s equation. Therefore, the potential
was fixed at the endocardium to one value and at the epicardium to an other. The normal
on the calculated isopotential surfaces defined the axis A;. The axis Ay was calculated by:

)\QZUX )\1

with v as the first principal axis of the geometry. v is either set manually or calculated with
a matrix diagonalization method (section 8.7). The third axis of the local coordinate system
is then given by:

A3 = A1 X Ay

The measured angles a; and ay are related to Ay, A2, and A3 in the local coordinate system.
The direction of the fiber in the local coordinate system f; is constructed by:

fia tan ae
fi=| fiz] = cotey
fi3 1

The transformation of the fiber direction from the local f; to the global fg coordinate system
is given by:
f g,1

fo=| fo2 | = fia M + fiade + fizAs
f 9,3
The bidomain model uses a fiber orientation defined by two angles in spherical coordinates. In
order to determine these fiber angles ¢ and ¥, the fiber direction f, in the global coordinate
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system had to be transformed. Since only the orientation of the fiber and not the direction
was needed to describe anisotropy, the range of the fiber angles ¢ and ¥ is given by:

0<p<m, 0<v<nm

The fiber angles ¢ and 1 were determined by:

wzarctan%, Vocotp=p+m d=m—1
g,1
\/ﬁ
9 = arctan fg’lf Jo2 , Voo : U =0V+m
g,3

The reconstruction of the fiber direction f, in the global coordinate system from the fiber
angles ¢ and 9 was calculated using:

fan sin ) cos ¢
fa= 1| fo2 | = | sin¥ singp
fo3 cos v

10.3 Sinoatrial Node Electrophysiology

This project was the first to define an electrophysiological model of human sinoatrial node
(SAN) behavior [371, 372, 343]. The ionic model of Courtemanche, Ramirez, and Nattel
(CRN, section 5.5.3) [238] was used as a starting point and several rate constants of ac-
tivation, deactivation, and inactivation and the maximum conductances of ionic channels,
exchangers and pumps were adapted to properties of SAN cells. Some additional ion chan-
nels were also included, which were not present in the human atrial working myocardium.
The Zhang et al. rabbit sinoatrial node (ZRS, section 5.5.9) model [247] was used as refer-
ence for the heterogeneous electrophysiological sinoatrial node behavior and was the basis for
the inclusion of additional pacemaker specific currents. The differences in the implemented
currents between the CRN and the ZRS model are illustrated in tab. 10.1.

The time-independent K* outward rectifier current Ir; was not implemented in the ZRS
model, since this current is not present in SAN cells [127, 383]. The reduction or absence of

Table 10.1. Implemented ionic currents of the human atrial electrophysiological model of Courte-
manche et al. [238] and the rabbit sinoatrial node electrophysiological model of Zhang et al. [247].

Courtemanche et al. Zhang et al.

INa
ICa,L
ICa,T

[to

ISUS

IKT

IKs

Iy
Iy Na
Ib,Ca

Iy x
INaCa
Ip,Ca

Ik
IKu'r
INak

| <R R R R R =

L=
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Fig. 10.8. Comparison of the transmembrane voltage course in the CRN model with original gx1,mae and
block of I'k;. The resting voltage is shifting to less negative values and the cell starts with autorhythmic
initiation of APs with a block of Ix1. An external stimulus was applied for only the original CRN model
at t1 = 0ms and t, = 1000 ms. Fig. from [371].

Ik is an essential factor in pacemaker cells. Ik is responsible for the stable resting voltage
in the working myocardium. If this current is reduced or blocked, the cells starts to depolarize
spontaneously as illustrated in fig. 10.8. Thus, gx1,maes Was set also to 0% in the human SAN
model blocking [Ix.

The presence of the T-type Ca?" inward current I, 7 was shown in cardiac pacemaker cells
in experiments [127, 384]. If this current is blocked, a negative chronotropic effect is present in
the SAN. I, r was not implemented in the CRN model. The equations of the ZRS model were
used to describe the T-type Ca?* channel in the human SAN model. I¢, 1 is characterized
by:

[Ca,T = gCa,T,max dr fT (Vm - ECa,T)

with the maximum conductance goq r.mar = 0.214 nS/pF and Ec, 7 = 45 mV as the reversal
voltage of the T-type Ca?" current. The rate constants were implemented as in the description

of the ZRS model:

g, = 1.068 exp (Yinf20:3) agy = 15.3 exp (—=tELl)
By = 1.068 exp (—Leb263) Br = 15 exp (2 T)
dr,, = —— v froe = —— vy

1+exp< 2 ) 1+exp< 9 )

The background current I, x was adopted from the ZRS model, since this current was not
implemented in the CRN model:

[b,K = 9b,K,maz (Vm — EK) s with b, K, max — 0.00134 nS/pF

The sustained outward Kt current I, was included in the ZRS model in addition the
transient outward current I;,. Up to now it is not clarified if I, and I, are two different ion
currents or just two different phases of the same [124, 385]. The activation variable o, of Iy,
was the same as for I, in the ZRS model. Consequently, the activation characteristics of I,
in the human SAN model was set to the implemented variable of I;, of the CRN model. The
inactivation variable o; was only used for [, since I, has no inactivation:

[sus = Gsus,mazx 02 (Vm - EK) 5 with Gsus,maz = 0.18 nS/pF
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The pacemaker current Iy of the human SAN model, consisting of a Na™ and a K™ component,
was adopted from the equations of the ZRS model. The characteristics of the activation
variable y of Iy is shown in fig. 10.9. The transmembrane voltage Vi, where 50 % of the
channels are in the open state during equilibrium, is —77mV. A V}/, between —65mV and
—90mV was measured in SAN cells [386].

The maximum conductances of some ion currents were adjusted for the human SAN model.
JNa,maz Was reduced to take into account the prominent reduction in the upstroke velocity of
the AP in SAN cells compared to atrial working myocardium [160]. The maximum diastolic
potential (MDP) of pacemaker cells is determined mainly by the amplitude of Ix,.. A MDP of
—62,5+4,7mV was measured in human SAN cells [170]. gxy max Was increased to reach this
value. The pacemaker potential, which is the phase where the cells activate slowly towards
depolarization, the MDP and thus the frequency is influenced by the current I¢, 1. The
maximum conductance of this current was adjusted in the human SAN model.

The heterogeneity of the SAN was implemented in the new model following the strategy of
Garny et al. [387]. The method uses the parameters of the central and the peripheral cell to
determine the characteristics of transitional cells. A scaling factor F.; is calculated by:

1.0309 dens

14+ 0.7745 exp (_?ﬂicsuz%)

Fcell =

with the location d; of cells (dq.;=0 central; d..;=1 peripheral). The variation of the ma-
ximum conductances in dependance of the position of the cell in the SAN is given by:

9z = Jzx,cent + Fcell (gm,peri - gx,cent)

The maximum conductances of channel type x for central and peripheral cells g, cent and
G peri, Tespectively, were set to the same ratio as in the ZRS model:

Gz, cent o 9z,cent,ZRS

9z peri 9z, peri,ZRS

The parameters of central (F.y = 0) and peripheral cells (Fee = 1) are listed in tab. 10.2.
The CRN model considered intracellular Ca?* handling including the sarcoplasmic reticulum
(SR). The network SR (NSR) and the junctional SR (JSR) have the so-called uptake (Vi)

and release volume (V,;), respectively. The volumes of NSR and JSR were changed in the

1
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0.1

0 ] ] ] ] ] ] ]
-160 -140 -120 -100 -80 -60 -40 -20 O 20 40
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Fig. 10.9. Steady state characteristics of the activation variable y of the pacemaker current /¢ in the ZRS
model. Fig. from [371].
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Table 10.2. Maximum conductances (in nS/pF) of the developed human sinoatrial node model in the
center and the periphery.

central cell peripheral cell

9Na,mazx 0.000 1. 552
gdCa,L,mazx 0.197 0.510
9Ca,T,maz 0.214 0.214

Jto,max 0.144 0.329
GJsus,max 0.040 0.180

9K rmaz 0.101 0.589
9K,s,max 0.014 0.129
9f,Na,maz 0.022 0.105
9f,K,max 0.022 0.105
Ob.Na,maz 1.343x1073 0.341x1073
9b,Ca,maz 2.225%1073 2.248%1073
Gb, K mazx 1.343x1073 1.341x1073

human SAN model compared to the CRN model, because the SR in SAN cells is smaller than
in the atrial working myocardium [248]:

Vup = fup‘/cella V;"el = frel‘/cell

with the volume fraction of uptake and release part f,, and f,., respectively, and the
cell volume V. fup and f.e were adopted from data by Boyett [248] with fup cent=0.075,
fret,cent=0.41, fupperi=0.06, and frc; peri=0.3. The varying volume fraction of cells in-between
was considered by the scaling factor F..;.

Isus Ib,K
$ 7 $ — ' \
| NSR " JSR
Iio '
Tk '
* (K] I <>
IKs !
If,K [up Teak I Iia
I <7 -‘T@i -
Iina > [Nat]s ‘ [Ca®*];
Ina —L P> :
\ 7 7 @ 7 7 7 7 7 %lj 7 7 ﬁ 7 7 % 7 7 @ 7 7 il/g ‘J
Ib,Na INaca ICa,T ICa,L Ib,Ca Ip,Ca

Fig. 10.10. Schematic description of the human SAN model. All implemented ionic currents and the SR
with its two domains are shown. The NSR has an uptake and a leakage current I,,, and Ijcqk, respectively,
the JSR the Ca?T induced Ca2t release I,o;. Between NSR and JSR flows the translocation current I;,.
The arrows illustrate the direction of the ionic flow. The ionic currents are described in the text. Fig.
from [371].
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Fig. 10.11. Action potentials of the human sinoatrial node model for central and peripheral cells. Fig.
from [371].

A schematic description of the new human SAN model, derived from the CRN model and
the ZRS model, is depicted in fig. 10.10. The total membrane current I,,.,, is:

[mem = ]f + INa + Ito + [sus + IKur + [Kr + ]Ks + ]b,K + [Ca,L
+IC(1,T + Ip,C’a + Ib,C’a + INaK + INaCa + Ib,Na

with Iy = Nat and K* pacemaker current; Iy, = fast Na* current; I;, = transient outward
K™ current; I,,, = sustained outward K* current; If,, = ultra rapid delayed outward K*
current; I, = rapid delayed outward KT current; I, = slow delayed outward K* current;
I k. = background K* current; I, , = L-type inward Ca?* current; Icqr = T-type inward
Ca?* current; Ipca = Ca?* pump outward current; Iy cq = background Ca?t current; In,x =
current through the Na/K pump; Iy,c, = current through the Na/Ca exchanger; [, yo =
background Na™ current.

The mathematical equations characterizing Ing, lio, {kur, {xr, Iks, Ica,r, Ip.car Ib,car INak,
and In,c, are adopted from the CRN model, the equations for Icar, Ip i, Isus, and Iy are
inserted from the ZRS model. Special focus on the currents Iy, Iy, Isus, Ica,rn, and Ioqr is
given in section 10.3.1-10.3.3 to illustrate the influence of these currents.
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Fig. 10.12. Transmembrane currents of the human sinoatrial node model for (a) central and (b) peripheral
cells. Depicted is the sum of all Na™, the sum of all K, and the sum of all Ca>* currents. Figs. from [371].
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Fig. 10.13. The Na® and K™ component of the pacemaker current I with ¢ e = 0.105nS/pF in a
peripheral cell. Fig. from [371].

The simulated transmembrane voltages for central and peripheral cells of human SAN are
illustrated in fig. 10.11. The isolated central SAN cell had a lower frequency of auto-rhythmic
activation (1.256 Hz) than the peripheral (1.435 Hz). The maximum diastolic potential
(MDP) of a central cell is —51.2mV and the overshoot 0.3mV. The MDP of a periph-
eral cell is —63.3 mV and the overshoot is 9.7mV . The measured values for peripheral cells
are MDP = —62.5 £ 4.7mV and overshoot = 9.8 £ 2.7mV [170]. Measured values of central
cells were not available and estimated by comparing the results with the ZRS model.

The total Nat, KT, and Ca?" transmembrane currents for central and peripheral cells are
shown in fig. 10.12a and b, respectively. The amplitude of the ionic currents of central cells
were smaller than of peripheral cells.

10.3.1 Characteristics of I

I¢ is the hyperpolarization activated inward current, which is composed of a Nat and a KT
component (section 4.7.1). Both components of the pacemaker current were calculated with
the same gating variable y (fig. 10.9). The maximum conductances ¢¢ namaz a0d g7 K max
were also equal since the I; channel is a protein, which is permeable for both ion types.
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Fig. 10.14. Influence of the variation of I; by changing the maximum conductance gy mqe on (a) the
transmembrane voltage V;,, of a peripheral cell and (b) the total ionic current I;. Figs. from [371].
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Fig. 10.15. Ionic currents of Iy, and Isyus With giomaz and gsus,maz €ach 100 % in a peripheral cell. Fig.
adapted from [371].

The current of the two components of I are diplayed in fig. 10.13. The channel for /; has a
larger permeability for Nat than for Kt for negative membrane voltages due to the positive
reversal potential of Na™ and the negative reversal potential of K*. Therefore, the amplitude
of the Nat outward current through the pacemaker channel was larger than the inward K™
component leading to a spontaneous depolarization of the cell.

Varying the total g mq, influences the transmembrane voltage and the pacemaker current /¢
itself as illustrated in fig. 10.14. A reduction of the current density of I; led to a reduction
in the frequency of the autorhythmicity and vice versa.

10.3.2 Characteristics of I;, and I,

I, is the transient and I, the sustained outward K* current (section 4.3.1). Both are
responsible for the early phase of repolarization. The AP of cells having strong components
of these channels show a prominent “spike-and-dome” morphology. The early repolarization
characteristics due to I, and I, was only prominent in peripheral SAN cells (tab. 10.2). I,
had a lower amplitude and a shorter duration than Iy, (fig. 10.15).

I
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Fig. 10.16. Influence of the variation of the ionic currents I, und Is,s by changing the maximum con-
ductance gio.maz a0d gsus,maz i1 & model of a peripheral cell. (a) Transmembrane voltage changes with
Gto.max variations. (b) Transmembrane voltage changes with gsus maz variations. Figs. from [371].
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Fig. 10.17. Rapid delayed rectifier K* current I, during variation of gsusmas in a peripheral human
SAN cell. The amplitude of I, rises if gsus,maz Was decreased. Fig. from [371].

The changes in the transmembrane voltage due to a variation in the maximum conductance
of Gto.maz 18 depicted in fig. 10.16 a for a peripheral SAN cell. The changes of gt maz by £50 %
had nearly no influence on the AP. The influence of ggys mas s shown in fig. 10.16 b. If gsus max
was reduced by 50 % the overshoot was larger, the early phase of repolarization had a smaller
“spike-and-dome” morphology, the MDP was more negative, and the APD was longer. The
characteristics were vice versa for increased gsys maz-

It was expected that the MDP should be less negative if the outward K current I, is
reduced. This assumption is based on I, being responsible for phase 1 and 2 of the repolar-
ization but not for phase 3. This phase is mainly influenced by the rapid delayed rectifier K™
outward current Ix,. If gsysmes Was reduced the plateau phase was prolonged. This led to
an increase in the amplitude of I, (fig. 10.17), and thus to a stronger repolarization phase
3 with a more negative MDP.

10.3.3 Characteristics of I ¢, und I, 7

The L-type and T-type Ca?" inward currents influence phase 2 and determine the duration of
the AP. The T-type Ca?" current was included with the original equations of the ZRS model
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Fig. 10.18. I, 1 in a peripheral cell of human (a) and rabbit (b) sinoatrial node during an AP. Figs.
from [371].
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for rabbit sinoatrial node because of the lack of human ¢, measurement data. o, for
human and rabbit peripheral SAN cells is illustrated in fig. 10.18 having the same equations
but different characteristics due to the differences in the other ionic currents. The amplitude
of Icer in human SAN cells was small compared to the amplitude of rabbit I¢, s but the
duration was much longer.

Large changes in the maximum conductance gcq 7mar have nearly no influence on the mor-
phology of the AP (fig. 10.19a). This might be due to the adoption of the parameters of
activation and inactivation of the T-type Ca?* channel from rabbit SAN cells.

The influence of I¢, ; on the pacemaker AP is illustrated in fig. 10.19b. The steepness of
the second phase of the pacemaker potential was slightly reduced if gcq, r,mez Was reduced by
50 % but the AP was nevertheless triggered later. The APD was shortened compared to a
9ca.L.maz Of 100 %. The characteristics were vice versa when increasing gca, .maz-

10.4 Heterogeneous Atrial Electrophysiology

Experimental measurements of atrial tissue from different anatomical regions of canine show
electrophysiological differences (section 4.7.2) [174]. The heterogeneity of the atrial working
myocardium was implemented in the model of Courtemanche et al. [238] based on these data.
In addition, the modeling approach of Ramirez and coworkers [246] reproducing heterogeneous
canine electrophysiology was considered. The transmembrane voltages of the differing tissue
classes of the measured data and the simulations are depicted in fig. 10.20. The heterogeneity

Table 10.3. Maximum conductance (in nS/pF) of I;,, Ice . and Ik, for different atrial tissue types.

PM CT APG AVR
Gto,maz 0.1652 0.2115 0.1123 0.1652
9gCa,L,maz 0.1238 0.2067 0.1312 0.0829

9Kr,maz 0.0294 0.0294 0.0294 0.0449
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Fig. 10.20. Heterogeneous atrial action potentials of crista terminalis (CT), pectinate muscles (PM),
appendage (APG), and atrioventricular ring (AVR). A: Measurement data of Feng et al. [174] from ca-
nine atrium. B: Simulated AP heterogeneity by adopting parameters given by Feng et al. [174] to the

Courtemanche et al. [238] atrial ionic model of human electrophysiology (parameters see tab. 10.3). Fig.
from [343].

of the different APs was reproducible by changing maximum conductances of the currents
Iy, Lo, and Ic,p (tab. 10.3).

The AP of a cell of the atrioventricular ring had the shortest APDgy (193 ms). The APD
prolonged from appendage (231ms) over pectinate muscles (234ms) to crista terminalis
(265 ms). The measurement data of Feng et al. concerning APD is depicted in tab. 4.3.
The variation of APD was reproduced in the simulations. The prominent “spike-and-dome”
morphology of measured AP in crista terminalis was also present in the simulated data.

10.5 Ventricular Electrophysiology

A model reconstructing transmural heterogeneous electrophysiology in the human left ven-
tricle is described in this section. The description is based on the ionic model of Priebe and
Beuckelmann (PB, section 5.5.5) [242]. The parameters of the PB model are describing hu-
man ventricular electrophysiology based on measurement data. The disadvantage of the PB
model is, that the origin of the employed measurement data within the ventricular wall is
either not known or some are from subendocardial and some from subepicardial regions. The
aim of designing an adapted PB model was to overcome these disadvantages by implementing
the electrophysiological behavior of subendocardial, subepicardial, and M cells based on ex-
perimental data from transmurally different regions and including recently published human
measurement data.

Most of the rate constants (o, and (,;) describing the gating mechanism of ionic channels

(section 5.1.1) were found in the adopted model by the relationship «,; = gzzz and [, =
FQﬁ i

[388]. The functions F; are based on Boltzmann-type equations with the best fit of
Yy
voltage and time dependencies to experimental data:

Fipy:

Fi=aexpb(Viu+c¢)+d+e (10.1)

with the transmembrane voltage V,,,, and the parameters a, b, ¢, d, and e.
Measurement data of the channel kinetics of the currents I;,, Ix,, Ix1, and Ig, of human
myocytes were used to adapt the ionic model of Priebe and Beuckelmann. Furthermore,
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Table 10.4. Maximal conductivity of the heterogeneous currents I;,, Ixs, Ix1, and In.cq for subendo-
cardial, subepicardial and M cells.

| Subendocardium M cell Subepicardium
Gto,maz 0.1301 0.4527 0.5204
9K s,max 0.0382 0.0076 0.0415
JK1,maz 0.41 0.415 0.5
kNaCa,maz 720 1080 1000

the presented measurement data concerning heterogeneous density of ion channels were con-
sidered in the modifications (section 4.7.3). The results of these reports present differing
peak currents due to heterogeneity as well as voltage clamping and voltage step protocols to
demonstrate the kinetics and varying density of the ion channels.

The densities and kinetics of ion channels were reconstructed with numerical experiments
within the mathematical model. The environmental conditions for the simulations were
adopted from the published measurement conditions and described later on. The optimal
values for the parameters of the channel characteristics were found using a gradient opti-
mization method to minimize the root mean square error between measured and simulated
data as described in section 9.1.3. With this method, the characteristics of the currents I;,,
Ik, and I, were categorized. The current [y, was also adapted with this method to mea-
surements of human myocytes, but it had no heterogeneous characteristics [117, 178, 179].
The gating parameters for Iy,c, were left unchanged, but the maximum conductance gnq.ca
was adapted regarding the cell type to reflect heterogeneous characteristics (tab. 10.4).

10.5.1 Adaption of I,

The product of two gating variables,  and ¢, models the fraction of open channels of current
I;,. The adjustment of the kinetics of I;, was based on the measurement data of Nabauer et al.
in subendocardial and subepicardial human left ventricular tissue shown in fig. 10.21 [389]. In
addition, the measurements show a maximum current that is four times larger in subepicardial
cells compared to subendocardial cells.

The measurements as well as the simulations were performed from a holding potential of
—80mV, followed by a 100 ms prepulse at —60 mV'. Afterwards, the transmembrane voltage
was stepped from 30 to 80mV for 500ms [389]. Table 10.5 lists the parameters of the
Boltzmann-type function F; of eq. 10.1 for the gating variables r and t for the optimal fit of
simulated to measured data. Figure 10.22 illustrates the time and voltage dependence of the
current density for subepicardial, subendocardial and M cells in the simulation. These results
corresponded to measured data of subendocardial and subepicardial cells of Nabauer et al.
(fig. 10.21) [389].

The root mean square error Eryrg for subepicardial cells was smallest (0.56 pA/pF’) within
this configuration if the maximum conductance was 0.5204n.S/pF. The smallest Egryg
for subendocardial cells with 0.138 pA/pF was achieved using a maximum conductance of
0.1301nS/pF. The maximum conductance of M cells was set with the help of other experi-
mental data from canine and human right ventricular myocardium [175, 176]. Both measure-
ments show that the maximum conductance of M cells is nearly 87 % of the subepicardial
value. Thus, the maximum conductance of M cells was set to 0.4527nS/pF (tab. 10.4).

10.5.2 Adaptation of Ik, and I,

The parameters of the two components of the delayed inward rectifier potassium current
I were adapted with the help of the measurements of human cardiomyocytes of Li et al.
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Fig. 10.21. [;, measurements of Nabauer et al. to determine the characteristics and ion current density of
this heterogeneous distributed channel. The left figures depict the measurements of subendocardial cells,
the right ones those of subepicardial myocytes. (a) and (b): Course of current I, during voltage protocol.
The maximum peak differs largely between both cell types, but the temporal characteristics are nearly
the same. (¢) and (d): Maximum peak currents minus the steady state currents at the end of the voltage
protocol in dependence on the holding voltage. Figs. from [389].

(fig. 4.15) [175]. The measurement data was assumed to be of midmyocardial cells. The
environmental conditions and voltage step protocols identical to the measurements were
chosen for the simulations. The initial holding potential was —60mV. The current [gsiep
was elicited during a 3 s lasting voltage step to values between —40mV and +60mV. The
subsequent repolarization step to —30mV activated the current Ixgi. Ixstep and Ixiqi are
illustrated in fig. 10.23 A and B for Ik, and I, respectively. The current-voltage relationship
of Ikiqy in fig. 10.23 C shows agreement of measured and simulated data. Tab. 10.5 lists the
parameters of the Boltzmann-type function F; of eq. 10.1 for the rate constants of I, and
Ik, respectively. I, was described differently in this model as compared to the original
Priebe-Beuckelmann model by:

1
IKT‘ - gKrpin(Vm - EK)
CIKr
with the maximum conductance gg,, additional voltage dependency Fork, as in eq. 10.1,
the gating variable X,., and the Nernst potential for potassium Ef. The parameters for the
additional voltage-dependency Ferk, are listed in tab. 10.5.
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The root mean square error Egys of the adaptation procedure was 0.0132pA/pF for Ig
and 0.00643 pA/pF for I,. For these values, the maximum conductances of I, and Ig,
Were §rsmar = 0.0191nS/pF and gy mae = 0.01590S/pF, respectively, for midmyocardial
cells. Liu and colleagues identified in canine experimentally that [, was nearly the same
in subendocardial and subepicardial cells but reduced to 50 % in M cells [179]. The selected
maximum conductances for subendocardial and subepicardial based on these findings were
Gismaz = 0.0382nS/pF in subendocardial and g me: = 0.0415nS/pF in subepicardial
cells. Liu et al. showed in their experiment that the maximum conductance of Ik, is nearly
homogeneously distributed throughout the ventricles. Hence, the maximum conductance from
M cells was used to define the corresponding value for the other cell types.

10.5.3 Adaption of Ig;

Figure 10.23 D shows the current-voltage relationship of Ix;. Wang et al. provided the mea-
sured data of human myocytes (fig. 4.5a) [126]. In the measurements as well as the sim-
ulations, the currents were simulated with 300 ms lasting voltage steps from the holding
voltage of —20mV to between —140mV and +10mV. The exact fit of the parameters to
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Fig. 10.22. Simulation characteristics of the ionic current I;,. A, B, and C demonstrate simulated current
data due to the voltage protocol (inset) for subendocardial (A), midmyocardial (B), and subepicardial (C)
myocytes. These results correspond to measurement data (fig. 10.21) [389]. D: Measured and simulated
current densities depending on voltage and location of the myocyte. The solid line and the boxes illustrate
the results of the simulation and the measurement in subendocardial cells, respectively. Simulation data for
M cells is presented with the dashed line. No measurement data is available for these cells. The subepicardial
data is depicted by a dotted line (simulation) and triangles (measurement). The current is measured as the
difference between absolute peak current and steady state value at end of a clamp pulse. Fig. from [390].
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Table 10.5. Adjusted rate constants of the gating variables for the currents I, (r and t), Ixs (Xs), and
Ix, (X,) and Ix;. The parameters belong to the rate constant relationship in eq. 10.1.

| | a ] b | c | d | e |

Fiar 0.5266 -0.01394 -53.2869 0 0

Foor 1 -0.07544 -53.2869 0 1

Figr 0.5149 —0.16128 -3.11768 0 0.00006 - Vi,
Fopy 1 —0.1348 —0.00006 0 1

Flat 0.0721 —0.13148 26.0324 0 0.00007 - Vi,
Fouat 1 —0.237871 26.0324 0 1

Fipy 0.0767 —1.6-107° 34.0235 0 0.0001215 - Vi,
Fopy 1 -0.1604 34.0235 0 1
Fiaxr 0.005 0.00044761 2.23685 0 0
Fooxr 1 -0.10727 2.23685 0 0
Figxr 0.016 0.00232 55.811 0 0
Fopxr 1 0.066555 55.811 0 0
Feorkr 1 0.023913 29.9 0 1
Fiaxs 0 0 0 0 0.003013
Fouxs 1 -0.0593696 13 0.1888755 1
Figxs 0 0 0 0 0.005875
Fogxs 1 0.0537295 10 0.3676411 1
Fiax: 0 0 0 0 0.3
Frarxt 1 0.06 —206 — Ex 0 1
Figr1 3 0.0002 94 — Fx 0 0
Fasx 1 0.191 ~16 — Ex 0 0
Fisrr 1 0.5 41— Eg 0 10

reach the measured data produced an APDgy of 430 ms, which is too long and leads to a
non-electrophysiological resting voltage (—72mV’). We decided to adjust the voltage depend-
ing parameters by 6 mV after the fitting process. This led to a resting voltage of —80mV
and a reasonable APD for each of the three main differing cell types. In the adapted Priebe-
Beuckelmann model, x4 is described by:

aK1
Ixi = gx1————— (Vin — (Ex + Vj
ak1 + Br1 ( ( )

with the maximum conductance gg1, the rate constants ax; and Ok, and the shift voltage
Vs of 6mV. Table 10.5 gives the parameters for the rate constants ax; = % and Ox1 =
Fig1+Fapgri

F3gr1 )
The minimization procedure delivered a Frps of 0.3535pA/pF when using the parameters

given in tab. 10.5 in combination with the maximum conductance ggimae = 0.5nS/pF.
Since the measurement data of Wang and coworkers [126] was from subendocardial myocytes,
this value was addressed to the same region in the model. Measurement data showed, that
the current density of Ixq is 2% larger in M cells and 22 % larger in subepicardial cells
compared to subendocardial myocytes [175]. Hence, the maximum conductance was set to
9K1.maz = 0.61nS/pF for subepicardial and to g1 mae = 0.51nS/pF for M cells.

10.5.4 Adaptation of I n.cq

To date, no measurement data depicting the heterogeneous properties of the human Na/Ca
exchanger is published. The Priebe-Beuckelmann model uses the description of Iy,c, from
the Luo-Rudy model (section. 5.5.2), which is describing guinea-pig ventricular electrophy-
siology. Zygmunt et al. identified recently that the density of Na/Ca exchangers is varying
in canine ventricle. The midmyocardial density is increased by 8 % compared to the subepi-
cardium and decreased to 72 % in subendocardial myocardium. These gradients were adopted
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in the heterogeneous model by adjusting the scaling factor knqcq,maes Of the Na/Ca exchanger.
kENaCa,maz Was set to 1000 for subepicardial cells as well as to 1080 and 720 for M and suben-
docardial cells, respectively.

10.5.5 Heterogeneous Action Potential Characteristics

Table 10.4 lists the chosen maximum conductances for the currents I;,, Ixs, 11 and Inqca
of subendocardial, subepicardial and M cells. These values were set with the help of the
presented numerical experiments and led to the measured peak currents presented in tab 4.4.
The extracellular potassium concentration [K ], was set to 5.4 mM for the simulations based
on the human experimental data reported by Rasmusson et al. [391]. Preliminary calculations
of at least 100 cycles with the given basic cycle length (BCL) were performed prior to the
start of the experiments to achieve appropriate initial values for the different models.

With this configuration, the results of the simulations were not yet consistent with measured
data where the APD was investigated concerning BCL. The APDg, remained constant at a
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Fig. 10.23. Voltage step simulations of the currents Ik, Ixs, and Ix;. A and B show the voltage
dependency of Ik, (A) and Ixs (B) due to the voltage protocol demonstrated in the inset. The first
phase of each figure illustrates the time dependency of the current Ixstep, the second phase that of Ixqis-
C: Current-voltage relationship for Ix;q:. Solid lines and boxes represent the simulated and measured
data for Ik, respectively. The dotted line and the circles are the equivalent values for Ik ;. The dashed
line and the triangles are the sum of both components, hence Ix. Measurement data is taken from Li
et al. [175]. D: Current-voltage relationship of Ik for measured (boxes) and simulated (solid line) data.
Wang et al. acquired the measurement data [126]. For the explanation of the differences between measured
and simulated data, see text. Fig. from [390].
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Fig. 10.24. AP characteristics of the three ventricular cell types from subendocardium (Endo), subepi-
cardium (Epi), and midmyocardium (M cell). A: AP of the three cell types in comparison to the original
Priebe-Beuckelmann (PB) model. B: Simulated APD restitution for the three different myocytes after Xgo
gate inclusion.

BCL greater than 500 ms, but the APD should increase further when BCL increases. During
slow excitation, the APD prolongs more in M cells than in endocardial or epicardial cells.
To avoid the inadequate characteristics of the model concerning BCL the activation process
of the slow delayed inward rectifier current I was adopted from the model of Viswanathan
et al. [258]. They described the activation process with a fast Xg; and a slow Xgo component,
while X is the original gate of Ixs. The time constant of Xgo was set to four times the time
constant of Xg;. The steady state properties for Xgo were the same as those of Xg;.

In addition, the maximum conductance of the slow delayed rectifier K™ current I, was
reduced further by 60 % in the model of midmyocardial cells to achieve the measured APD
in these myocytes. Hence, grsmar in M cells was set to 0.00764n.S/pF .

The action potentials in fig. 10.24 A show the characteristic variation between the three cell
types. In order to compare the adopted model with its origin, the Priebe-Beuckelmann model
is also illustrated in fig. 10.24 A. The M cells and epicardial cells showed the characteristic
notches in repolarization phase 1. When stimulating with a frequency of 1 Hz, the action
potential duration to 90 % repolarization (APDgy) was 272ms in endocardial, 343ms in
midmyocardial, and 265ms in epicardial myocytes. The resting voltage was for all three cell
types —80mV'. The values of APDgyy with respect to BCL are shown in fig. 10.24 B. The shape
demonstrates the increasing APDgy with increasing BCL due to the included Xgo gate. The
APDgg of M cells increased more than that of endocardial or epicardial cells for a BCL >
1000 ms.

10.6 Tension Development Model

A hybrid tension development model (HTD) was developed during the course of this work
(section 9.1.2) [344, 307, 345, 346]. The model consists of 14 state variables incorporated in
three coupled Markov chain models describing the three components troponin, tropomyosin,
and actin-myosin interaction. A schematic description of the model is shown in fig. 10.25.
The XB-Tn, XB-XB, and Tm-Tm cooperativity mechanisms (section 6.6) were included in
the model such that they influence specific transition probabilities between states depending
on other states and transitions.
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10.6.1 Components

The state variables T and T'Ca depict the binding process of Ca?" to troponin. T is the
fraction of troponin C with no bound Ca?*", TCa with bound Ca?". The sum of the state
variables is defined as one:

T+TCa=1

The variation of the binding process was described together with the transition coefficients
kon and kof¢ by a system of coupled differential equations of first order:

A (TN (ko ko T
dt \TCa ) kon —]i)off TCa

The characteristics of k,, are influenced by the concentration of intracellular Ca2?", the
amount of cross-bridges X B, and the sarcomere stretch .
The configuration of tropomyosin is described by the state variables TM,s¢ and T'M,. T' M,y
is the fraction of tropomyosin in the non-permissive situation and T'M,,, in the permissive.
This process is given by:

TMo, +TMys=1

If tropomyosin is shifted from its resting position due to the binding of calcium to troponin,
tropomyosin is in the permissive (“on”) position and the myosin binding sites of actin are
available. The process of shifting tropomyosin is controlled by the transition coefficients tm,,,
and tmfs. tm,, depends on the fraction of bound calcium to troponin 7’C'a and the sarcomere
stretch A. This system is also described by a differential equation:

g TMOn o —tmon tmoff TMOn
dt TMoff o tMmon —tmoff TMOff

»
»
»
»

k(A XB,Ca)) Kot tm,,(TCa,\) tmy,  k,(v,T,A)

ks(TM,,,XB,\)

Fig. 10.25. State diagram of the new hybrid tension development (HTD) model. The left Markov chain
shows the two states variables 7' and T'C'a indicating the binding of calcium to troponin. The middle
Markov model depicts the state variables TM,ss and T M,,, quantifying the configuration of tropomyosin.
The right Markov chain illustrates the cross-bridge cycle including the hydrolysis of ATP with ten state
variables. These states represent the interaction of actin A to myosin M and ATP, ADP, and phosphate
P; with strong e and weak ~ bindings. The transition rates depend on the sarcomere stretch A, the
stretch velocity v, the amount of ATP, the amount of cross-bridges XB, the fraction of shifted tropomyosin
T M,,,, the amount of calcium bound to troponin TCa, the intracellular Ca?* concentration Ca;, and the
normalized tension T, itself.
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If tropomyosin is shifted, actin and troponin interact leading to the cross-bridge cycle. This
process is given by ten state variables:

M+A~MeATP + M e ATP + M e ADP e P+ A~ Me ADP o P+
AeMeADPeP,+AeM* e ADP + Ao M e ADP + Ao M + Me ADP =1

with actin A, myosin M, strong binding e, and weak binding ~. The hydrolysis of ATP into
ADP and phosphate P; is considered in the system. The interaction of the state variables is
given by a system of coupled differential equation of first order:

A~ MeATP A~ MeATP
M e ATP M e ATP
M e ADP o P, M e ADP o P,
A~ MeADP o P, A~ MeADP o P,
d| AeMeADP e P, M Ae)MeADP e P,
dt AeM* e ADP o AeM* e ADP
AeMe ADP AeMe ADP
Ae M Ae M
Me ADP Me ADP
M M

The 10 x 10 matrix M consists of the transition coefficients depending on the sarcomere
stretch A, the stretch velocity v, the amount of ATP, the amount of cross-bridges X B, and
the fraction of shifted tropomyosin T'M,,,.

—k_1—ky O 0 0 0
kg —kg k,3 0 0
0 kg —k 3 — k4 k,4 l{llg
0 0 ky —k_4 — k3 k_s
0 0 0 ks —k_5 — k¢ — ki3
M = 0 0 0 0 ke
0 0 0 0 0
k_y 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 ky 0 0
0 0 0 0 ki
0 0 0 0 0
0 0 0 0 0
k_g 0 0 0 0
—k’_G — k?7 — /{311 0 0 0 0
k?7 —k’g — /{310 k’_g 0 0
0 ]{38 —k’_g — ]{31 — k?g 0 0
kll klO 0 _k12 0
0 0 ko k12 —kig

The sum of the tension developing states T4y, is:

Tapyy=AeM* e ADP +Ae M e ADP + Ao M
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The resulting normalized tension T, is given by:

OzTA M
Tmaaﬂ

T, =

with the sarcomere overlap function a = «a()) (eq. 7.4), and the maximum tension 7,4,
during resting stretch.
The transition from state Ae M*e ADP to Ae M e ADP is the stretch dependent irreversible
isomerization. If a large tension acts on the cross-bridges, e.g. during isometric contraction,
the transition k; was small (3-10 s7!) and the main factor of the cross-bridge cycle [347]. In
comparison with this, the value of k; was increased up to 500571 if a fast shortening of the
sarcomere was present (v large) and the tension on the cross-bridges was low. This correlation
is given by:
k7,base - k?,)\)\ + |V|

1+ k7,tenTn

with the former value k%, the factors k7 pase, k7.x, and k7 sen, and the absolute velocity |v|.
Experiments showed that the cross-bridges break up during fast length changes [302, 304,
305, 306]. The break up of actin and myosin without bound ATP is described by the states
M e ADP and M, which are unlikely to be reached under physiological conditions. The two
states were included in the model to investigate and evaluate these characteristics considering
velocity dependent transition rates.

The strong as well as the weak bindings between actin and myosin got broken during fast
length changes. The transitions ks, k_4, kg, k10, k11, k13, and k14, which were dependent on the
velocity, were influenced by the velocity dependent factor v¢qq0r described by a Hill equation:

l{?7:/{?;

™
v = —
factor |I/|N” + Vé\(f)u
with the absolute velocity |v|, the velocity vso at which the half of the maximum velocity is
reached, and the transition steepness /V,,.
Measurement data concerning transition times were used for the adjustment of parameters
in the model. These data are listed in tab. 10.6.

10.6.2 Cooperativity Mechanisms

The conformation changes of troponin are initiated by the binding of Ca?*. The transition
from T to T'Ca was strongly reduced, if the concentration of intracellular Ca?t was low
(tab. 10.7). This transition was increased if the amount of cross-bridges is high enough. This
is the XB—Tn cooperativity mechanism (section 6.6), which was included in the model with

the equation:
kon = k2, (1 + Sxp) "¢ [Ca®t];

with the concentration of myosin strongly bound to actin Sxpg, the sarcomere stretch A, the
intracellular Ca*" concentration [Ca**];, the former value k7,, and the length dependent

factor T'C'ay. In the initial length, the sarcomere stretch A\ is 1. This is correlating to a
sarcomere length of 2 um. Sxp is given by:

Sxp=AeMeADPeP, +AeNM* e ADP +Ae M e ADP + Ae M

The shifting of tropomyosin is regulated by the concentration of calcium bound to troponin C.
The Tm—Tm cooperativity mechanism raises the probability of tropomyosin going into the
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Table 10.6. Measurements and settings of the transition parameters of the new tension development
model. The transitions with * indicate additional parameters influencing this value.

| Transition | HTD model | Measurement | Reference |
ki 1000 ~1pM~TATPs™! [40]
fast, nearly irreversible [392]
k_s 10
ko 1000 > 1000 347
ks 150 ks —k_3 = 1255 " 393
ks —k_3 = 168571 [394]
k_s3 15 K3 = 4%~ 10 [347, 392]
k4 1000 > 1000 347
k2 25 ks + k_5 = 30 — 505" 347
k_s 8 Ks =42 =3-5
ke 50 45571 [395]
7751 [396]
k_¢ 20 ~ 20 — 305" [347]
k7 30 3 — 10s~ " large tension [347]
> 500s~! fast contraction
ks 200 > 100s ! [347]
200s~" [397]
3255~" [395]
k_g 5 Ks = 2~ 100 [347]

permissive state (“on” position) if neighboring tropomyosin proteins were in the permissive
state (section 6.6). This mechanism was included in the HTD model by (tab. 10.7):

tMon = tms, (14 (T Mepop + \)T M, ) MrvTCa

with the former transition tm},, the tropomyosin factors 7'My, and T'M,,,,, the sarcomere
stretch A, the concentrations of tropomyosin in the permissive state, and calcium bound to
troponin T'M,,, and T'Ca, respectively.

Actin and myosin interact as long as tropomyosin is shifted and a sufficient concentration of
ATP is available. The transitions k; and k14 are blocked without ATP (tab. 10.7) and myosin
cannot detach from actin leading to the so-called rigor complex, which is responsible for the
rigor mortis [398].

The support of building cross-bridges by neighboring existing cross-bridges is called the XB—
XB cooperativity mechanism (section 6.6). This mechanism was included in transition kj in
the model (tab. 10.7), which is dependent on the square of Syp:

]{Z5 — k;(k}a)\)\ + 04)(1 —|— k5,mbSXB)2TMon

with k% being the former transition, the length factor ks, and the cross-bridge factor ks ..
The stretch dependency of transition ks is funded on the fact that the increase in stretch of
the muscle reduces the diameter of the sarcomere and the distance between actin and myosin.
In this case, the probability of building cross-bridges is increased [399].

Table 10.7. Blockage of transitions in the HTD model.
| Transition | blocked by | |

kon low intracellular Ca®>T concentration [C’a2+]i —0
tMon low concentration of Ca?T bound to troponin TCa— 0
ks Tropomyosin in non-permissive state TMyn =0
k1, k14 no ATP available ATP =0
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10.6.3 Static Properties

The static properties of the tension development were expressed by the steady state interrela-
tion of calcium and tension (section 6.3). The steady state calcium-tension curves of different
tension models are illustrated in fig. 10.26 a—e. Figure 10.26 f shows a measurement result of
ter Keurs and Hollander in comparison [400]. The differences in the Hill curve parameters
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Fig. 10.26. Influence of stretch to the calcium-tension relationship of different tension models and a
measurement. The calcium-tension curve describes the stationary tension in relation to varying intracellular
calcium concentration. The different curves depending on the sarcomere stretch A are illustrated. (a—e)
Different models. (f) measurement of ter Keurs et al. [400]. Fig. adopted from [307].
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Table 10.8. Hill parameters of the various tension development models with varying stretch.

Stretch Peterson Landes- Hunter Rice 3 Rice 4 Rice 5 HTD
berg

N 0.9 1.15 4.627 2.505 2.607 3.603 2.193 3.701
0.95 1.15 6.635 3.382 2.923 4.207 2.399 3.987

1.0 1.15 10.627 4.267 3.359 4.885 2.656 4.307

1.05 1.15 16.287 5.582 3.848 5.521 2.982 4.424

1.1 1.15 17.323 7.684 4.368 6.230 3.359 4.559

Caso 0.9 0.46 4.052 1.020 1.132 1.184 1.552 0.360
0.95 0.46 3.551 0.712 1.021 1.010 1.381 0.318

1.0 0.46 3.147 0.512 0.895 0.850 1.198 0.283

1.05 0.46 2.697 0.373 0.765 0.702 1.018 0.254

1.1 0.46 2.657 0.277 0.625 0.560 0.853 0.225

N and Clasy are quantified in tab. 10.8 for a better comparison between the models and the
measurement.

The model of Peterson, Hunter, and Berman (fig. 10.26a) differed strongly from the mea-
surements. The Hill parameters were not influenced by the stretch and thus the steepness of
the Hill curve and the calcium sensitivity during varying sarcomere length were equal. The
maximum tension depended linearly on the sarcomere overlap function «.

The Landesberg-Sideman model (fig. 10.26b) uses a monotonously rising overlap function.
The Hill parameters were dependent on the stretch but N was much larger than the measured
values or in other models (tab. 10.8) and was strongly dependent on the stretch. Also, the
bend in the calcium-tension curve was remarkable.

The model of Hunter, McCulloch, and ter Keurs (fig. 10.26 ¢) is in good agreement with the
measurements. Merely Casg was shifted towards lower values because the measurements were
carried out with skinned myocytes. The dependency of the Hill parameters of this model is
directly described by eq. 7.1.

The 3¢ model of Rice, Winslow, and Hunter (fig. 10.26d) is in better agreement with the
measurements than the Peterson et al. model, even if both models used the same overlap
function. The steeper increase of the curve was mainly due to the implemented Tm—Tm
cooperativity mechanism. The stretch dependency of N and Clasg is represented in the tro-
pomyosin transition tm,,. The maximum tension was not increasing largely with stretches
larger than 1.

Model 4 and 5 of Rice, Winslow, and Hunter (not shown) had a monotonously increas-
ing maximum tension as well as a continuous change of the Hill parameters with increas-
ing stretch. Measurements showed that the maximum tension is increasing again with large
stretches [401, 402]. This feature was implemented in all three of the Rice et al. models.
The monotonous increase of maximum tension and calcium sensitivity in the HTD model
developed in this work (fig. 10.26 €) is consistent with the measurement data. The HTD model
had a lower Casy value compared to the Rice-Winslow-Hunter models, which led to a more
sensitive reaction on lower calcium concentrations. The maximum tension was decreasing and
the calcium sensitivity was further increasing with increasing stretch (> 1.1).

10.6.4 Dynamic Properties

In this section, the temporal evolution of the tension development under three different
circumstances is illustrated. The tension development was investigated during 1. Constant
Ca?* concentration with varying magnitude during which the connection of actin and myosin
was broken up by a short but strong length change, 2. Tension development models combined
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with ionic electrophysiological models, and 3. Reproduction of the break up experiments
considering physiological calcium transients.

10.6.4.1 Tension Development at Constant Calcium Concentration

The tension during constant Ca** concentration including fast length changes of the sarcom-
ere leading to a break up of the connection between actin and myosin was investigated in
this experiment. It was not reproducible with the tension development models, which do not
consider velocity dependent transitions. Thus, only the HTD model was able to reproduce
these experiments.

A stretch of 8 % for a duration of 3 ms was the setting for the numerical simulation as well
as the experiment. Figure 10.27 illustrates the simulated results with the HTD model and
the data measured by Baker et al. [304]. After the stretch and the decreased tension, the
following tension development is characterized mathematically by (section 6.5):

T = Taa(1 — e7"7) 4 T,

with the exponential coefficient k;., the maximum tension T},,, and the resting tension Tj.
The coefficient ky,. depicts how fast the tension reaches the original value. The redeveloped
tension was slowed down with decreasing calcium concentration, i.e. k;. was smaller with
lower maximum tensions.

The transitions kg, k10, k11, and k15 depend on the velocity of the sarcomere in the HT'D model
(fig. 10.25). Fast length changes led to an increase in the transition rates and an increase in the
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Fig. 10.27. Influence of calcium concentration on the tension during break up experiments. (a,b) HTD
model. (c¢,d) Experiments of Baker et al. [304]. The left figures show the absolute tension and the right
ones the normalized tension. Fig. adopted from [307].
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Fig. 10.28. Relationship between k;. and relative tension. The upstroke rate ky, increases with increasing
tension during constant [Ca®T];. (a — ¢) Various models. (d) Measurement data of Baker et al. [304]. Fig.
adopted from [307].

fraction of state M e ADP and M. For the comparison of the tension upstroke velocity with
high and low calcium concentrations, the values are presented normalized in fig. 10.27 b,d. The
total course of the transition k;. regarding the normalized tension is depicted in fig. 10.28.
The course of k;. in the HTD model is in good agreement with the measured data with
increasing tension. The model and the measurement differ at small tension.

Figure 10.29 a illustrates the variation of k;. during tension changes with two different TCa
values in the 3" Rice et al. model. A higher concentration of TCa leads to a faster tension
development.

The influence of the break up experiment on the amount of calcium bound to troponin in
the HTD model is shown in fig. 10.29b. The simulations confirm the assumption that the
breaking of the connections between actin and myosin has no significant influence on the
amount of bound calcium.

10.6.4.2 Tension Development Coupled with Electrophysiological Models

The dynamical tension development of the models was investigated by using the calcium
output of an electrophysiological model with a realistic transient of the intracellular calcium
concentration. The ionic model of Priebe and Beuckelmann [242] was stimulated with a 3
ms lasting external current to exceed the threshold of the activation. The transient of the
intracellular Ca?" concentration was the input for the tension development models.
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