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Zusammenfassung

Der Schwerpunkt dieser Arbeit richtet sich auf Untersuchungen der zwei di-

mensionalen(2D) Phasenbildung und Phasenübergänge an unterschiedlichen

Grenzflächen, insbesondere den elektrochemischen fest-flüssig Grenzflächen.

Die Selbstorganisation unterschiedlicher makrozyklischer Moleküle wurde auf

verschiedenen Substrate wie Graphit und Au(111) mittels in-situ Rastertun-

nelmikroskopie(STM) und Photoelektronenspektroskopie(XPS) unter Ultra-

Hoch-Vakuum(UHV) Bedingungen untersucht. STM und konventionelle elek-

trochemische Methoden wurden eingesetzt, um die Abscheidung von Ag

auf Au(111) im Unterpotentialbereich(UPD) aufzuklären. Von besonderem

Interesse ist der Vergleich des Elektrokristallizationsmechanismus in unter-

schiedlichen Elektrolyten, wässrige Elektrolyte im Vergleich zur Ionen Flüs-

sigkeit(IL). Die Gleichgewichts Monte Carlo(MC) Methode wurde verwendet,

um die UPD Prozesse zu simulieren und die zugehörigen Adsorptionsisother-

men zu bestimmen. Schliesslich wurden Versuche der 2D-Abscheidung von

Ag auf Au(111) mittels Potential gepulsten Messungen im UPD Bereich

durchgeführt. Diese Experimente ermöglichen einen neuen Einblick in die

Abscheidungskinetik und Stabilität von 2D-Clusters. Die wichtigsten Ergeb-

nisse dieser Arbeit können wie folgt zusammengefaßt werden:

Auf Graphite wurden wohlgeordnete 2D Strukturen(SAMs) einer makrozyk-

lischen Verbindung mit Hilfe von STM Messungen gefunden. Die zugehörige

Elementarzelle wird bestimmt zu A = 3.8 ± 0.32 nm, B = 6.1 ± 0.45 nm.

Im UPD Bereich von Ag auf Au(111) im wässrigen Elektrolyt findet bei der

Reduzierung des angelegten Potentials auf 20 mV ein Phasenübergang von

der offenen (3 x 3)-Struktur zur dicht gepackten (1 x 1) Monolage(ML) von

Ag auf Au(111) statt. Im Gegensatz zu der UPD-Abscheidung im wäss-

rigen Eletrolyt zeigt der erste Prozess in der Ionen-Flüsigkeit zwei Zyklo-

voltammogram(CV) Peaks bei 410 mV und 230 mV. Atomar aufgelöste STM-

Bilder bei 300 mV zeigen zum ersten Mal einen Phasenübergang (ungeord-

net/geordnet,
√

3 x
√

3 )R30◦ Struktur). Es wurden adsorbierte AlCl4− An-

ionen beobachtet, die mit dem ersten UPD Prozess überlappen. Bei beiden

Elektrolyten wurde die Bildung einer Ag-Monolage im UPD-Bereich fest-
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gestellt. Die elektrochemische Auflösung der Ag-ML führt zu monoatomar

tiefen Löchern auf dem Au-Substrat, was auf Oberflächenlegierung hinweist.

Die Gleichgewichts MC Simulation von Ag auf Au(111)in wässrigen Lösun-

gen zeigt, dass die effektive Wechselwirkungsenergie zwischen den nächsten

Ag-Nachbarn, J1, nach Anpassung der experimentellen Daten für den er-

sten und den zweiten UPD-Prozess bei T=293◦C gleich J1=24 ± 1 meV

bzw. J1=40 ± 2 meV ist. Die so bestimmten J1 weisen auf eine effektive

Anziehung hin. In der Ionen-Flüsigkeit wurden J1-Werte für den ersten UPD

Prozess (bei 410 mV) als leicht abstossend (J1= -10 ± 2 meV) bestimmt. Die

Schnappschüsse der MC - Simulationen zeigen, dass die geordnete Ag-Phase

bei 200 mV überwiegt, während die ungeordente Phase verschwindet. Dieser

Übergang stimmt mit den in-situ STM Ergebnissen überein.

Einstufige gepulste Elektrodeposition von Ag auf Au(111) im UPD - Bereich

wurde mittles in-situ STM untersucht. Der Effekt der Pulsdauer (0.2 ms

bis 500 ms) auf die Stabilität der 2D-Nanocluster wurde zum ersten Mal er-

forscht. Für die Interpretation der Kinetik wurde ein gekoppeltes Diffusions-

Adsorptions Modell entwickelt.



Abstract

Investigations of this thesis focus on two-dimensional(2D) phase formation

and phase transitions at various interfaces, in particular, electrified liquid-

solid interfaces. Self-assembly of different macrocyclic molecules has been

studied on different substrates such as graphite and Au(111) by in-situ scan-

ning tunneling microscopy(STM) and X-ray photoelectron spectroscopy(XPS)

methods under ultra-high vacuum(UHV) conditions. Electrochemical STM

and conventional electrochemical methods have been employed to elucidate

the underpotential deposition(UPD) of 2D phase formation of Ag on Au(111).

Of particular interest is the comparison of the electrocrystallization mecha-

nism in different electrolytes, aqueous vs. ionic liquid(IL). Equilibrium Monte

Carlo(MC) method was employed to simulate the UPD of this particular sys-

tem and to obtain the respective adsorption isotherms. Finally, the experi-

ments on 2D deposition of Ag on Au(111) were completed by pulse potential

measurements in the UPD range which give a new insight into the deposition

kinetics and stability of 2D clusters. Some of the main results of this thesis

are summarized as follows:

Ordered 2D arrays of macrocyclic compounds were characterized by STM on

graphite with a unit cell of A = 3.8 ± 0.32 nm, B = 6.1 ± 0.45 nm and Γ=

75 ± 2◦. In the UPD of Ag on Au(111) in the aqueous electrolyte, atomically

resolved in-situ STM images at 500 mV show a (3 x 3) adlayer of Ag, whereas

sweeping the potential to 20 mV, a phase transition from the more open (3

x 3) structure to a dense packed (1 x 1) monolayer(ML) of Ag on Au(111)

occurs. In contrast, in the IL, the first UPD process of Ag exhibits two CV

peaks at 410 mV and 230 mV. High resolution STM images at 300 mV show

for the first time a phase transition (disorder/order) from an inhomogeneous

to an ordered phase with a (
√

3 x
√

3)R30◦ structure. Also, for the first time

adsorbed AlCl4− anions with a superlattice of (1.63 x
√

3)R30◦ overlapping

with the first UPD of Ag were observed. In both electrolytes, formation of

one ML of Ag was found in the UPD range. The dissolution of the ML leads

to monoatomically deep characteristic pits in the gold substrate which is a

signature of surface alloying.
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Equilibrium MC simulations of UPD of Ag on Au(111) show that in aqueous

solutions, the effective energy of interaction between the 1st nearest neigh-

bor(NN) Ag adatoms, J1, obtained from fits of the experimental data for the

first (at 520 mV) and the second (at 25 mV) UPD processes at T=293◦C is

J1=24 ± 1 meV and J1=40 ± 2 meV, respectively. This indicates an effective

attraction. In the IL, J1, for the first UPD (at 410 mV) was found to be mod-

erately repulsive, J1= -10 meV. Snapshots of MC simulations for different

electrode potentials show that the ordered phase of Ag becomes predominant

at 200 mV and the disordered phase disappears, in good agreement with the

in-situ STM results.

One step pulsed potential electrodeposition in the UPD region of Ag on

Au(111) was studied by in-situ STM. The effect of pulse duration (0.2 ms

to 500 ms) on the stability of 2D nanocluster was investigated for the first

time. In order to get insight into the kinetics of this process, a coupled

diffusion-adsorption model was developed.



Chapter 1

Introduction

Interfaces play an important role in various areas of physics and chemistry,

both in fundamental research and technology. A few prominent examples

may illustrate this: metal-semicoductor or Schottky contacts which are the

basis of semiconductor devices and circuits, interfacial phase transitions or

more generally, interfacial thermodynamics and electrochemistry including

fundamental problems in phase formation and growth, but also different

phenomena in catalysis, colloid chemistry and tribology [1, 2, 3]. Since the

invention of Scanning Tunneling Microscope(STM), new insight into interfa-

cial phenomena became possible and novel topics came into focus [4]. Among

them is nanoscience and nanothechnology. Phenomena on the nano-meter

scale of matter have attracted interest in different disciplines in physics,

chemistry and biosciences [5].

Atomistic aspects of phase transitions in two dimentional(2D) adsorbed lay-

ers on surfaces studied by STM have attracted a lot of attention as a power-

ful tool for nano structuring. For instance, spontanious formation of ordered

self-assembled monolayers(SAMs) of molecules on surfaces can be considered

as a phase transition at the interface. In interfacial electrochemistry with

development of the in-situ electrochemical STM technique one can perform

structural analysis of ordered(disrodered) adsorbed metal phases and study

their properties as a function of time as well as of the applied electrode poten-

tial. Also, sudden deposition of monolayers on electrode surfaces at potential

9
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positive with respect to the Nernst potential can be considered as a phase

transition on the electrode surface.

The present work deals with the investigation of 2D surface structures and

phase transitions at the nano-meter scale. It is divided into three main top-

ics. The first, includes an investigation of SAMs of macrocycles adsorbed on

graphite and Au(111) surfaces. The second, 2D phase formation of silver on

Au(111) in aqueous and in ionic electrolytes is studied by in situ STM and

electrochemical methods as well as by Monte Carlo simulations. The third

topic deals with an investigation of 2D silver nano islands formation by ap-

plying a fast electrochemical potential pulse in the underpotential deposition

region on Au(111).

The outline of the thesis is as follows: After the introduction, in Chapter

2 the basic aspects of the methods used in this study are given. Chapter

3 focuses on the experimental setup, sample preparation and etc. In Chap-

ter 4 are discussed the experimental results concerning 2D self-assembly of

macromolecules on graphite and Au(111). Chapter 5 presents 2D phase tran-

sitions of under potentially deposited Ag on Au(111) in aqueous and ionic

electrolytes. Emphasis is given to similarities and distinction of both elec-

trolytes on the 2D electrocrystallization. The last Chapter 6 includes a study

of potential pulsed nanostructuring of Ag on Au(111) in the UPD region.



Chapter 2

Theoretical background

This chapter introduces the methods and required theoretical background

which will be useful to know about while reading this thesis.

2.1 Scanning tunneling microscopy (STM)

Scanning tunneling microscopy (STM) is a powerful tool which can be used

to directly image electron density of surfaces of conducting samples with

atomic resolution and to follow the dynamics of surface processes in real

time (in-situ STM). The method has revolutionized the advances in surface

science over the last 20 years. STM was invented by Binning and Rohrer in

1982 [4, 6, 7] for which they got Nobel Prize in 1986.

The next section deals with the general physics involved in STM which is

needed to understand the phenomenon of tunneling process. A more detailed

treatment of that topic can be found in the literature [8].

2.1.1 The tunnel effect

To understand how STM works and what principles it is based on, first

we develop the concept of the tunnel effect. The tunnel effect originates

from the wavelike properties of particles and it is often said to be as old

as quantum mechanics. Let us consider a case of an electron which is an

incident upon a barrier with a potential energy larger than its kinetic energy,

11
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for example, between two,parallel, plane, metal electrodes of large crossection

in comparison to their separation. According to classical mechanics a particle

with an energy, E, can overcome a potential barrier of V0 only if E > V0,

otherwise it is reflected as illustrated in Figure 2.1A. STM is a real example

which shows that classical physics fails on the atomic level. In quantum

mechanical approach, all properties of a system are expressed in terms of

a wave function which is obtained by solving the Schrödinger equation. In

quantum mechanics the probability of the electron to traverse through the

barrier is non-zero even if E < V0. This is sketched in Figure 2.1B for an

electron of energy, E, and mass m, and a potential barrier of height V0 and

width d. The axis perpendicular to the plane parallel electrodes is the z-axis,

with its zero on the left side of the tunnel gap.

E

z0 d 

e- E

Vo

E

z0 d 

Region I II III

(A) (B) 

Figure 2.1: Tunnel effect in one dimension. (A) In classical mechanics an electron
(e−) of energy E is reflected by a potential barrier V0 if E < V0; (B) in quantum
physics the probability of the electron wave to traverse the potential barrier is
non-zero.

The electron motion is govern by the Schrödinger equation,

i
∂

∂t
Ψ (~z, t) = HΨ (~z, t) , (2.1)

where H is the Hamiltonian of the system. The Hamiltonian for a simple

tunnel junction consists of a kinetic energy part − ~
2

2m
∂2

∂z2 and a potential
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energy part V (~z) The potential energy V is

V=0 in Region I, z <0

V=V0 in Region II, 0 < z < d

V=0 in Region III, z > d.

The wave function Ψ (~z, t) of the electron is a solution of the equation

i
∂

∂t
Ψ (~z, t) = − ~

2

2m

∂2

∂z2
Ψ (~z, t)+V (~z) Ψ (~z, t) =

(

− ~
2

2m

∂2

∂z2
+ V (~z)

)

Ψ (~z, t) .

(2.2)

The probability to find a particle described by the wave function Ψ (~z, t) at

the position ~z at the time t is

P (~z, t) = Ψ (~z, t) Ψ∗ (~z, t) = |Ψ (~z, t)|2 . (2.3)

To simplify the calculation we consider the one dimensional case of a tunnel-

ing barrier with a potential independent of time. The wave function Ψ (~z, t)

is written as the product of Ψz (z) Ψt (t). Eq. 2.2 then can be separated as

~
2

2m

∂2Ψz (z)

∂z2
+ (E − V (z)) Ψz (z) = 0. (2.4)

There are three solutions to this Schrödinger equation:

Region I

Ψz (z) = A exp

(

ipz

~

)

+B exp

(

−ipz
~

)

, z < 0 (2.5)

Region II

Ψz (z) = C exp (kz) +D exp (−kz) , 0 ≤ z ≤ d (2.6)

Region III

Ψz (z) = AS (E) exp

(

ip(z − d)

~

)

, z > d (2.7)

where p =
√

2mE, ~k =
√

2m (V − E). For a detailed treatment of the
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problem see Baym [9]. At the boundaries of the three regions, these functions

and their first derivatives must be continuous. The function S(E) is called

the tunneling matrix element. It is a measure for the probability to tunnel

from left to right for a particle being present at the left side of the junction.

Satisfying the boundary conditions in Eq. 2.5-2.7 leads to four simultaneous

equations for the five parameters A, B, C, D, S(E). We can chose an arbitrary

value for the amplitude of the incoming electron wave, hence we set A = 1.

The tunneling matrix element is for E < V :

S (E) =
2i~kp

2i~kp cosh(kd) + (p2 − ~2k2) sinh(kd)
. (2.8)

The tunneling barrier has both a transmissivity and a reflectivity. In a mea-

surement of the tunneling current, we can only detect the transmissivity,

which is given by

T (E) = |S (E)|2 =

[

1 +
sinh2(kd)

4(E/V )(1 − E/V )

]−1

. (2.9)

This equation can be simplified for electrons with a de Broglie-wave length

much smaller than the barrier, width d, or kd�1. Eq. 2.9 becomes

T (E) ≈ 16
E

V

(

1 − E

V

)

exp (−2kd) = 16
E

V

(

1 − E

V

)

exp

(

−2d

~

√

2m(V − E)

)

.

(2.10)

To get a feeling for the magnitude of the transmission coefficient T(E) we use

values for V and E typical for a metal. The zero point of the energy scale is

at the bottom of the valence band for a metal, which is typically 8 eV below

the Fermi energy. All electron states between the bottom of the valence band

and the Fermi energy are filled, at zero temperature. The barrier height is,

for a clean metal surface, about 4 eV above the Fermi energy, hence V = 12

eV. We further assume that the tunneling barrier width is d = 1 nm. Using

these values we get T(E)=10−9 for electrons at the Fermi energy. Figure 2.2

shows the transmission of the tunnel barrier as a function of the electron

energy E for the above values of V and d.
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Figure 2.2: The transmission coefficient as a function of the electron energy. The
zero energy corresponds to an electron at the bottom of the valence band. The
Fermi energy for this calculation is set to 8 eV and the work function is 4 eV.

2.1.2 Tip-surface interaction model

In the previous section we have seen that there is some probability T(E) that

the electron can penetrate the barrier, in spite of the fact that according to

the classical approach it is not possible. STM is fully benefited by this fact.

A small metal tip, which is simply a sharpened metallic wire, is brought

near enough to the conducting surface of a sample. The lateral tip position

( x, y axis) and the tip-sample distance d are controlled with picometer

precision by means of voltage signals applied to piezo-electric material. If

the tip is brought close enough to the sample that the wave functions of

the conduction electrons of tip and sample begin to overlap substantially, a

measurable tunneling current, I, flows between the biased sample1 and the

tip. The tip-sample distance in typical tunneling experiments is about 5-10

Å . Since the tunneling current depends exponentially on the tip-sample

distance, it mainly flows through the few atoms at the very apex of the tip.
1potential, Ubias, with respect to the ground
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Thus the tunneling current is highly localized, leading to the atomic-scale

resolution of STM. The tip scans the surface in two dimensions, while its

height is adjusted to maintain a constant tunneling current. The result is

essentially a contour map of the surface.

However, the interpretation of STM measurements is based on an approach

different from the wave matching method, see Sec. 2.1.1 . To describe a

tunnel current Bardeen used first-order time-dependent perturbation theory

[10]. Instead of calculating the Schrödinger equation of the coupled system

Bardeen’s approach derives the tunnel current from the overlap of the wave

functions of the two electrodes. Tersoff and Hamann were the first to apply

Bardeen’s transfer Hamiltonian to tunnel experiments with STM [11]. They

approximated a locally spherical symmetry for the tip and allowed only s-

type wave functions to contribute to the tunnel matrix element. In the limit

of low temperature T and small applied bias voltage Ubias between tip and

sample, the tunnel current, I, is described by

I = 32π3
~
−1e2Ubiasφ

2

ρt (EF )R2k−4e2kR
∑

s

|ψs (~r0)|2δ (Es − EF ) , (2.11)

where k = ~
−1
√

2mφ, ρt is the density of states per unit volume of the probe

tip, φ is the work function (for simplicity we assume that the work function

of the tip is equal to that of the sample), EF is the Fermi energy, r0 and R

are related to the geometry of the tip as drawn in Figure 2.3.

The last term of Eq. 2.11 sums the sample wave functions of discrete elec-

tronic states Es. The expression can be described as the surface density of

states ρs at the Fermi energy. Since the wave functions decay exponentially

into the vacuum one can derive that the tunnel current depends exponentially

on the distance, d, between the tip and the sample [11]:

I ∝ exp−2kd . (2.12)

Within the limit of small bias voltages the tunneling current may be inter-

preted as proportional to the sample density of states. At larger bias voltages
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Figure 2.3: Geometry of the tunneling tip in the Tersoff-Hamann model. Probe
tip has arbitrary shape but is assumed locally spherical with radius of curvature
R. Distance of the nearest approach is d. Center of curvature of tip is labeled r0.

the tunnel current is represented by a weighted integral over a range of en-

ergies,

I ∝
eU
∫

0

ρs(E)ρt(E, eV )T (E, eU)dE, (2.13)

where

T (E, eU) = exp

[

−2d

~

√

m(φs + φt + eU − 2E)

]

. (2.14)

Figure 2.4 illustrates the tunneling junction between tip and sample in equi-

librium and with applied sample bias voltage (eU)2. The occupied states

bellow the Fermi energy are indicated in gray color and the sample density

of states is shown by the black curve. In equilibrium, the net tunnel current

is zero, see Figure 2.4A. At negative sample bias voltage, U, electrons from

the sample in the range from EF − eU to EF can tunnel into unoccupied

states of the tip, Figure 2.4B, and vice versa for U > 0, Figure 2.4C.

STM allows us to experimentally investigate the surface structure or topog-

raphy of a sample by taking the advantage of the exponential dependence

of the tunneling current I on d. A difference in tip height of 1 Å leads to a

variation in the tunnel current, I, of about one order of magnitude. This is

the reason for the high vertical resolution of the STM. One can get atomic

resolution even with a not well shaped tip.

There are two commonly used operating modes: the constant-height and

2sometimes bias voltage, U , is denoted as Ubias
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(A) (B) (C)

Figure 2.4: Tunneling junction. (A) in equilibrium, no net current; (B) For
negative bias voltages, net current flows from sample to the tip (arrows show the
direction of the net current); (C) for positive bias, net current flows from tip to
sample [12].

the constant-current mode, see Figure 2.5. In the constant-height mode, see

Figure 2.5A, the the tip can be rapidly scanned across the sample surface

at constant height while a feedback loop, see Sec. 2.1.3 is slowed or turned

off completely. As a result, the variation of tunnel current between tip and

sample is recorded as a function of position x, y. Since d1 is larger than

d2 in this example the tunnel current I1 is smaller than I2 at a given bias

voltage U . In the constant-current mode, Figure 2.5B, the feedback loop

forces the tip to change the height z to keep the current constant. This

means that the z-position of the tip has to be adjusted during scanning

which is done by applying an appropriate voltage Uz to the z-piezo of the

tube scanner. By recording the height of the tip z as a function of lateral

position, a topographical images can be obtained.

Interpreting STM image data is not as straightforward as it looks at first

glance. For instance let us take a sample with a plane surface having two

regions with different local density of states ρs or work function φs. In region

1 with a density of states ρs1 or the a work function φs1 the tunneling current

is I1 at a tip sample distance d1, Figure 2.6. During scanning feedback tries

to keep the tunnel current constant (I1=I2), therefore the tip has to be moved

closer to the sample surface in region 2 due to the reduced density of states ρs2
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(B)(A)

Figure 2.5: Operating modes of STM. (A) the constant-height mode
(z1=z2=const), measurement of the variation of tunnel current as a function of
position x, y. in the scan direction; (B) the constant-current mode (I1=I2=const),
measurement of the height z of the tip [12].

or work function φs2 in that surface area. As a result one finds a depression

in the topography image z(x,y) in the region 2 in comparison with region 1,

although the surface is completely flat. This phenomenon is referred to as

the "topographic effect".

Figure 2.6: The "Topographic effect": sample areas with different local density
of states ρs2 or work function φs2 can lead in a variation in tip height z when
operating in the constant-current mode even though surface is flat (the number
and strength of the arrows illustrate the tunnel current density) [12].
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2.1.3 Experimental realization of STM

The schematic experimental realization of STM is shown in Figure 2.7. In

order to investigate sample properties by measuring tunnel currents several

requirements have to be met. First of all, sample must be conductive as

well as a sharp probe tip which scans the surface. The width of the insulat-

ing tunnel barrier has to be of the order of a few Angstroms (Å) to obtain

measurable tunnel current (typically in the range of 0.1-10 nA). The tun-

nel current is established and sensed by a special preamplifier (IVC) which

converts current into voltage, see Figure 2.7. Since the tunneling current is

exponentially dependent on distance between the tip and the sample, a log-

arithmic amplifier is used to linearize the signal. This logarithmic amplifier

is followed by an comparator for the setpoint current. Scan of tip over the

surface has to be controlled very well in order to avoid crash and mechanical

contact. Piezoelectric tube scanners are used to control the tip position and

movement with the precision needed at atomic scale. The piezoelectric tube

scanners have four separate electrodes which are connected to a X/Y scan

generator. By applying a voltage via a high voltage amplifier to two opposite

sector electrodes, the piezo tube elongates in x,y-directions. The elongation

is proportional to applied voltage. The X/Y scan generator serves as a source

for the x and y raster voltages. The vertical motion of the tube is controlled

by the inner electrode, z, which is driven by the feedback system. In this way,

fine adjustments of the distance between sample and tip is achieved. Experi-

mental set-up has to be very rigid and a lot of care has to be taken to reduce

mechanical instabilities and vibrations including vibration isolation system.

The STM control, data acquisition and real-time display is controlled by a

personal computer via the analog/digital interface 16-bit converter.

2.2 Photoelectron Spectroscopy

Photoelectron spectroscopy(PES) is based on the phenomenon of photoe-

mission which was detected by Hertz in 1887. In 1905 Einstein proposed the

concept of "photon" and explained the photoelectric effect using the following
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Figure 2.7: STM system block diagram [13].
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simple formula:

Ek = hv − EB − Φ,

where Ek is kinetic energy of photoelectron, hv is the photon energy, EB

is binding energy of the electron, and Φ is work function of the material.

Though the main point of this formula is that the energy of light is quantized,

in view of experiment, this also says that if we use this "photoelectron effect"

we can know the electron energy state inside the material. That is, we can

know the electronic structure of the matter.

2.2.1 X-ray Photoelectron Spectroscopy (XPS)

XPS is Photoelectron spectroscopy using X-ray as a photon source. The

energy range of X-ray in XPS is usually more than 1000 eV. X-ray of this

energy range can be obtained by using a characteristic X-ray line spectrum,

which is due to transitions of electrons from high energy states to lower

ones. When an atom is bombarded by high energy electrons, some inner

atomic electrons are sometimes knocked out, leaving vacancies in the inner

shell. These vacancies are filled by electrons with other high energy states, in

which process the X-ray emits the corresponding energy difference between

these two states. Most widely used targets to obtain X-ray in XPS are Al

and Mg.

2.2.2 Ultraviolet Photoelectron Spectroscopy (UPS)

UPS is one of the most useful tools to study the valence band structure of

condensed matter. It usually uses the He I line (hv = 21.22 eV) or He II

line (hv = 40.8 eV) as a photon source. Comparing with XPS, the resolution

of the UPS is rather high (~meV), so this is adequate for studying band

structures though it is more surface sensitive than XPS.
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2.3 Electrochemical Methods

2.3.1 Potential Controlled Methods

Since this work deals with electrified solid/liquid interfaces, elucidating the

electrochemical behavior of a system is of a major importance. For this

aim, a current response as a function of time is recorded through a series

of steps to different electrode potentials (Ei). The electrode potential is

swept in a linear manner with time by a potentiostat which has the control

of the voltage across the working electrode-counter electrode and it adjusts

this voltage to maintain the potential difference between the working and

the reference electrodes. One can view the potentiostat alternatively as an

active element whose task is to force through the working electrode whatever

current is required to achieve the desire potential at any time. Chemically, it

is the flow of electrons needed to support the active electrochemical process

at rates consistent with the potential. Usually the potential is swept at a

constant sweep (scan) rate, v, between two limiting potentials E1 and E2,

Figure 2.8. Thus, at any time the potential is:

0 < t < τ, E(t) = Ei − vt,

t > τ, E(t) = Ei − 2vτ + vt.
(2.15)

Figure 2.8: Cyclic voltammetry. The electrode potential is ramped between E1

and E2.

As a result one measures a current-voltage, (i−E), response. The technique

is known as cyclic voltammetry. Sometimes it is more informative to mea-
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sure current-time, (i− t), response known as chronoamperometry. However,

understanding more quantitatively the size and shape of i − E or i − t re-

sponse curves might not be a straightforward task. If we consider a simple

one electron electrode reaction taking place on an interface solid/liquid,

O + ne− � R,

the electrochemical response can be affected quite significantly by different

processes such as mass transfer, adsorption and charge transfer of the species

O or R.

2.3.2 Electrode reactions driven by mass-transfer

This is the simplest case in which all other processes are very rapid compared

to the mass-transfer processes. The net rate of the electrode reaction, vnr, is

then governed totally by the rate at which the electroactive species is brought

to the surface by mass transfer, vmt

vnr = vmt =
i

nFA
, (2.16)

where F is the Faraday constant, A is area of electrode. The modes of mass

transfer are: migration - movement of a charged species under a gradient

of electrical potential; diffusion - movement of a species under the influence

of chemical potential (concentration gradient); and convection - stirring and

hydrodynamic transport.

Mass transfer to an electrode is governed by

Jj = −
(

CjDj

RT

)

gradµj, (2.17)

written for one-dimensional linear mass transfer along the x-axis, including

convection [2]

Jj(x) = −Dj
∂Cj(x)

∂x
− zjF

RT
CjDj

∂φ(x)

∂x
+ Cjv(x), (2.18)
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is known as the Nernst-Planck equation, where Jj(x) is the flux of species j

(mol s−1cm−2) at distance x from the surface, Dj is the diffusion coefficient

(cm2/s), ∂Cj(x)

∂x
is the concentration gradient at distance x, ∂φ(x)

∂x
is the po-

tential gradient, zj and Cj is the charge and concentration of species j, and

v(x) is the velocity with which a volume element in solution moves along the

axis.

If species j is charged, then the flux, Jj, is equivalent to a current density.

Let us consider a linear system with a cross sectional area, A, normal to the

axis of mass flow. Then,

− Jj =
ij

zjFA
=

id,j

zjFA
+

im,j

zjFA
, (2.19)

with
id,j

zjFA
= Dj

∂Cj

∂x
im,j

zjFA
=

zjFDj

RT
Cj

∂φ
∂x
,

(2.20)

where id,j and im,j are diffusion and migration currents of species j, respec-

tively. At any location in solution, the total current, i is made up of contri-

butions of all species, i =
∑

j

ij and

i =
F 2A

RT

∂φ

∂x

∑

j

z2
jDjCj + FA

∑

j

zjDj
∂Cj

∂x
. (2.21)

The relative contribution of migration (first term) to the total current can

be neglected if the concentration of the counter ions is high enough. In

this case we can consider the situation where the electroactive species are

transported purely by diffusion at the electrode surface and in which the

process controls the faradaic current flowing in the external circuit. The

pure diffusion problem is well described by the Flick’s first law which states

that the flux is proportional to the concentration gradient ∂Cj(x)

∂x
. For example

the flux of a substance O at a given location x and time t written as Jo(x, t)

according to the Flick’s first law is

− JO(x, t) = DO
∂CO(x, t)

∂x
. (2.22)
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The Flick’s second law pertains to the change in concentration of O with

time
∂CO(x, t)

∂t
= DO

(

∂2CO(x, t)

∂x2

)

. (2.23)

To get an expression which gives the general current-potential characteristics

one has to solve Eq. (2.23) under the following conditions:

(a) Initial conditions

If O is uniformly distributed throughout the solution at a bulk concentration

C∗
O at the start of the experiment, the initial condition (for all x) is

CO(x, 0) = C∗
O, (2.24)

and If R is initially absent from the solution, then

CR(x, 0) = 0. (2.25)

(b) Semi-infinite boundary conditions

The electrochemical cell is usually large compared to the length of diffusion;

hence one can assume that at large distances from the electrode (x→ ∞) the

concentration reaches a constant value, typically the initial concentration, so

that
lim

x→∞
CO(x, t ≥ 0) = C∗

O,

lim
x→∞

CR(x, t ≥ 0) = 0.
(2.26)

Additional boundary conditions usually relate to concentrations or concen-

tration gradient at the electrode surface as a function of the applied potential:

CO(0, t > 0) = f(Ei − vt),
CO(0,t>0)
CR(0,t>0)

= f(Ei − vt).
(2.27)

The concentrations of O and R at the electrode surface can be assumed to

be at equilibrium with the electrode potential, as governed by the Nernst

equation for the half-reaction

θ(t) =
CO(x = 0, t > 0)

CR(x = 0, t > 0)
= exp

[

nF

RT

(

Ei − vt− E0
)

]

, (2.28)
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Such a process which follows Eq. 2.28 or an equation derived from it is called

a nernstian. This is often said to be thermodynamically or electrochemically

reversible.

Also, the mass conservation requires that the flux of species R is equal to the

flux of O at the electrode. So,

DO

[

∂CO(x, t)

∂x

]

x=0

= −DR

[

∂CR(x, t)

∂x

]

x=0

. (2.29)

The calculation of i− t and i−E characteristics involves the solution of Eq.

2.23 and the determination of the concentration profile. It can be shown that

after Laplace transformation3 Eq. 2.23 under the (a) and (b) conditions one

yields the following solution [2]:

CO(x, s) =
C∗

O

s
− C∗

O

s
e
−
√

s
DO

x
, (2.30)

Inverse Laplace transformation of 2.30 gives

CO(x, t) = C∗
O

{

1 − erfc

[

x

2(DOt)1/2

]}

. (2.31)

*

O
C

( , )
O
C x t

x

Figure 2.9: Concentration profiles for DO=1x10−5 cm2/s, C∗
O=1 mM for several

times (1x10−6 s red; 1x10−3 s blue; 1x10−2 s yellow; 1x10−1 s green).

3 By definition Laplace transformation of a function, F (t), is L {F (t)} ≡
∞
∫

0

e−stF (t)dt
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The flux at the electrode surface is proportional to the current

− JO(0, t) =
i(t)

nFA
= DO

[

∂CO(x, t)

∂x

]

x=0

. (2.32)

The derivative in Eq. 2.32 can be evaluated from Eq. 2.30. Substitution and

inversion produces the current-time response, i− t

id(t) =
nFAD

1/2
O C∗

O

π1/2t1/2
. (2.33)

which is known as a Cottrell equation, see Figure 2.10. The Eq. 2.33 is a

special case for the diffusion-limited region which requires a very negative

E − E0, so that θ → 0. The general response function for a potential step

experiment in a reversible system is [2]

i(t) =
nFAD

1/2
O C∗

O

π1/2t1/2

[

1 +
(

DO

DR

)1/2

θ

] =
id(t)

1 +
(

DO

DR

)1/2

θ

. (2.34)

Now we see that for a reversible couple, every i− t curve has the same shape

but its magnitude is scaled by 1/

[

1 +
(

DO

DR

)1/2

θ

]

according to the potential

to which the step is made. For very positive potentials (relative to E0v), this

scale factor is zero; thus i(t) has a value between zero and id(t), depending

on E.
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Figure 2.10: Cottrell behavior of the diffusion current with time.
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Solution of Eq. 2.23 for the time dependent boundary conditions imposed

by the rapid potential scan, v, requires numerical integration. Nevertheless,

it can be shown [2] that the i − E characteristic for a reversible process at

a planar electrode initially in absence of R obeys the relation for the peak

current, ip

ip = 0.446n3/2

(

F 3

RT

)1/2

AC∗
OD

1/2
O v1/2. (2.35)

The general dependence of i−E is shown schematically in Figure 2.11 with

cyclic voltammogram computed using the numerical methods of Nicholson

and Shain [14].

Figure 2.11: Typical cyclic voltammogram of a nernstean reversible reaction
controlled by semi-infinite linear diffusion to a planar electrode; icp and Ec

p are peak
current and peak potential for the cathodic process (the letters "c" and "a" stand
for cathodic and anodic processes).

It should be noted that ip is proportional to C∗
O and the sweep rate v1/2.

Also, from the slope of ip vs. v1/2 one can estimate the diffusion coefficient

DO.



30 Chapter 2. Theoretical background

2.3.3 Electrode reactions driven by adsorption

The electrochemical response (i − E curve) for the electrode reaction O +

ne− � R can be affected quite significantly by the adsorption of R or O. The

treatment of such problems is more complicated because one must choose an

adsorption isotherm which involves the introduction of additional parameters

and, in general, nonlinear equations. Suppose that O and R are adsorbed on

the electrode surface with surface concentrations ΓO(t) and ΓR(t) and that

electrode process consists of the complete reduction/oxidation of O and R

on the forward/reverse sweep. The current is not diffusion-controlled but is

limited by the amount of the adsorbed material.

The equations describing the process include the same ones as used previ-

ously, namely the mass-transfer Eq. 2.23 and the initial and semi-infinite

conditions [(a) and (b)]. However, the flux conditions at the electrode are

different. The general flux equation is then

− JO(0, t) − ∂ΓO(t)

∂t
= −

[

−JR(0, t) − ∂ΓR(t)

∂t

]

=
i(t)

nFA
. (2.36)

Initial conditions at t=0 must also be supplied

ΓO = Γ∗
O

ΓR = 0.
(2.37)

The relationship between the amount of substance j adsorbed on the elec-

trode surface, Γj, the activity in the bulk solution, ab
j, and the electrical

state of the system, E, at a given temperature, is given by the adsorption

isotherm. This is obtained from the condition of equality of electrochemical

potential for the bulk and adsorbed species j at equilibrium,

µ̄A
j = µ̄b

j, (2.38)

where the superscripts A and b refer to adsorbed j and bulk j, respectively.

Thus

µ̄0,A
j +RT ln aA

j = µ̄0,b
j +RT ln ab

j, (2.39)
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where the µ̄0
j terms are the standard electrochemical potentials. The standard

free energy of adsorption, ∆Ḡ0
j , which is a function of the electrode potential,

is defined by

∆Ḡ0
j = ∆µ̄0,A

j − ∆µ̄0,b
j . (2.40)

Thus

aA
j = ab

j exp
−∆Ḡ0

j
RT = kja

b
j (2.41)

Eq. 2.41 is the general form of an adsorption isotherm, with aA
j being a func-

tion of ab
j and kj. Different specific isotherm result from different assumptions

or models for the relationship between aA
j and Γj. Most frequently, one as-

sumes the Langmuir isotherm.

The Langmuir isotherm involves assumption of (a) no interactions between

the absorbed species on the electrode surface, (b) no heterogeneity of the

surface, and (c) at high bulk activities, saturation coverage of the electrode

by adsorbate (e.g., to form a monolayer) of amount Γj,S. Thus

Γj

Γj,S − Γj

= kja
b
j. (2.42)

Isotherms can be written in terms of the fractional coverage of the surface,

θ =
Γj

Γj,S
. The Langmuir isotherm in this form is :

θ

1 − θ
= kja

b
j. (2.43)

The Langmuir isotherm also can be written in terms of the concentration of

species j in solution by including activity coefficients in the kj term. This

yields

Γj =
Γj,SkjCj

1 + kjCj

. (2.44)

For the reaction O + ne− � R we assume that the electroactive species R

and O obey Langmuir isotherms, so that

ΓO(t) =
kOΓO,SCO(0, t)

1 + kOCO(0, t) + kRCR(0, t)
, (2.45)
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and we also assume that within the range of potentials of the wave, the Γ’s

are independent of E. Eq. 2.36 becomes

− ∂ΓO(t)

∂t
=
∂ΓR(t)

∂t
=

i(t)

nFA
. (2.46)

Eq. 2.46 implies that reduction of adsorbed O produces adsorbed R with

no adsorption or desorption occurring during the scan. In order to include

Langmuir type of adsorption we have to include Eq. 2.45 written for O and

R
ΓO(t)

ΓR(t)
=
kOΓO,SCO(0, t)

kRΓR,SCR(0, t)
=
kO,SCO(0, t)

kR,SCR(0, t)
, (2.47)

with kO,S = kOΓO,S, kR,S = kRΓR,S. If the reaction is nernstian, the surface

concentrations are related as:

CO(0, t)

CR(0, t)
= exp

[

nF

RT

(

E − E0
)

]

. (2.48)

Then Eq. 2.47 yields

ΓO(0, t)

ΓR(0, t)
=
kO,S

kR,S

exp

[

nF

RT

(

E − E0
)

]

. (2.49)

From Eq. 2.46, Eq. 2.49 and the fact that ΓO + ΓR = Γ∗
O one yields:

i(t)

nFA
= −∂ΓO(t)

∂t
=

[

∂ΓO(t)

∂E

]

v, (2.50)

and with E = Ei − vt the equation for the i− E curve is obtained:

i =
n2F 2

RT

vAΓ∗
O(kO,S/kB,S) exp [(nF/RT ) (E − E0)]

{1 + (kO,S/kB,S) exp [(nF/RT ) (E − E0)]}2 (2.51)

A typical i− E curve is presented in Figure 2.12.
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Figure 2.12: Cyclic voltammogram for adsorption process. Current is given in
normalized form.

The peak current is given by

ip =
n2F 2

4RT
vAΓ∗

O. (2.52)

The peak current, and indeed the current at each point on the wave is pro-

portional to v, in contrast to the v1/2 observed for the nernstian waves of

diffusing species.

2.4 Monte Carlo (MC) simulations of lattice-

gas models in interfacial electrochemistry

The Monte Carlo(MC) method is particularly well suited to the study of

fluctuations and phase transitions in two dimensional (2D) systems of ions,

atoms or molecules at or near a solid/liquid interface characterized by specific

chemisorption at well-defined sites on it. Monte Carlo simulation of lattice-

gas models as a tool for understanding interfacial electrochemistry is a main

topic of this chapter and it is described briefly. Detailed aspects of this
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approach can be found in the literature [15,16,17,18].

2.4.1 Lettice-gas models of chemisorption

MC simulations of lattice-gas models of chemisorption have many advan-

tages in comparison with many mean-field techniques ranging from the simple

Langmuir isotherm (see, Sec. 2.3.3) to more complex ones such as Frumkin

and Temkin isotherms. First of all, mean-field methods are really not very

accurate for most 2D systems, because they ignore the special structure of the

system. Therefore, a lot of nontrivial amount of work and attention goes into

implementing enough of this structure to give accurate results. In contrast,

MC codes take special structure into account. In addition, MC simulations

are not only limited to the study of equilibrium properties but also they pro-

vide a tool to study time dependent phenomena and dynamic properties of

the system. These simulations can be used to obtain numerical results for

such experimentally measurable quantities as adsorption isotherms, voltam-

metric currents and charge densities and images obtained by high resolution

STM.

Implementation of structure of the lattice-gas models assumes that adsorp-

tion is only allowed on a discrete lattice of adsorption sites. The concentration

of adsorbate at site i, ci is 1 if the site is occupied by the adsorbate and 0

otherwise. The energy of a particular configuration of occupied sites, c, is is

given by the grand-canonical lattice-gas Hamiltonian

H(c) = −µ̄
∑

i

ci −
∑

n



J (n)

(n)
∑

<ij>

cicj



−Htrios+(c). (2.53)

The electrochemical potential of the adsorbate in solution is µ̄ and the

first term of on the right-hand side is the free energy of adsorption when

adsorbate-adsorbate interactions are ignored. The next term represents all

paired adsorbate-adsorbate interactions. The index n indicates the separa-

tion between sites, e.g., n = 1 indicates nearest neighbors, whereas
(n)
∑

<ij>

indicates the sum over all pairs of neighbors of rank n. The pair interaction
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energy between adsorbate particles which occupy nth nearest neighbor sites

is J (n). Trios and higher order interactions are including in Htrios+ therm. By

definition µ̄ > 0 denotes a tendency for adsorption in the absence of lateral

interactions, and J (n) > 0 represents effective attraction.

The connection of the theoretical lattice-gas to the applied electrode poten-

tial, E, that characterizes the experimental system, is made through the

electrochemical potential

µ̄ = µ0 +RT ln
ab

A

a0
A

− zFE. (2.54)

The binding energy of the absorbate, A, with the substrate is taken into

account in the standard chemical potential, µ0, which in this work is treated

as adjustable model parameter.

The interesting thermodynamic property, which is a function of the electro-

chemical potential, is the surface coverage per adsorption site, defined as

θ = N−1
∑

i

ci, (2.55)

where N is the total number of adsorption sites. Thus, one can find out how

much charge, q, is adsorbed per adsorption site

q = −ezθ. (2.56)

A sign convention is used that reduction currents are negative.

Lattice-gas model approach allows us to describe systems which involve co-

operative chemisorption of two different species, for instance A and B on the

surface. The concentration of each component at site i is cAi and cBi with si-

multaneous adsorption of both species at one site forbidden. The lattice-gas
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Hamiltonian for such a two-component system can be written as

H(c) = −µ̄A

∑

i

cAi − µ̄B

∑

i

cAi

−
∑

n

[

J
(n)
AA

(n)
∑

<ij>

cAi c
A
j + J

(n)
BB

(n)
∑

<ij>

cBi c
B
j + J

(n)
AB

(n)
∑

<ij>

(cAi c
B
j + cBi c

A
j )

]

−Htrios+(c).

(2.57)

In this case the adsorbed charge density is

q = −e(zAΘA + zBΘB). (2.58)

In the absence of diffusion and in the limit of vanishing potential scan rate,

i − t characteristic can be estimated in terms of the equilibrium lattice-gas

response functions, ∂ΘX

∂µ̄X
. The quasi-equilibrium current is obtained as

i =
dq

dt
=

dq

dE

dE

dt
. (2.59)

The total differential of the charge density is

dq = −e
[(

zA
∂ΘA

∂µ̄A

+ zB
∂ΘB

∂µ̄A

)

dµ̄A +

(

zA
∂ΘA

∂µ̄B

+ zB
∂ΘB

∂µ̄B

)

dµ̄B

]

, (2.60)

which can be simplified with the Maxell relation, ∂ΘA

∂µ̄B
= ∂ΘB

∂µ̄A
. For any

particular electrochemical experiment, dµ̄X = −zXFdE. Substituting this

into Eq. 2.60 and that result into Eq. 2.59, the quasi-equilibrium current

becomes

i = −eF
[

z2
A

∂ΘA

∂µ̄A

+ 2zAzB
∂ΘB

∂µ̄A

+ z2
B

∂ΘB

∂µ̄B

]

dE

dt
. (2.61)

Therefore i−E function can be estimated from the equilibrium partition using

standard statistical-mechanics arguments, as described in the next section.

All quantities which are given here such as coverages, charges, and currents

are per adsorption site. They can be converted to experimentally measured

units of inverse surface area through division by the area per adsorption site.
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2.4.2 Monte Carlo simulation of equilibrium configura-

tions

The properties of a system such as density coverages and response functions

which we discussed in the previous section are approximated by a summation

using only characteristic subset of phase space points {c1, c2, ..., cM} which

are used as a statistical sample. In the statistical mechanics in the limit of

M → ∞ the Sum 2.62 tends to the partition function, Z

Z =
∑

{c}

exp

[

−H(c)

kBT

]

(2.62)

One task of statistical mechanics is to compute from the model Hamiltonian,

H, the expectation value of an observable, Y . At equilibrium this is the

weighted by Boltzmann factor sum:

〈Y 〉 =
1

Z

∑

{c}

Y (c) exp

[

−H(c)

kBT

]

. (2.63)

Analytically, for a real system, Eq. 2.62 or 2.63 is hard to calculate, or even

to estimate. In contrast, MC simulation methods can be employed to esti-

mate the properties of even quite complicated models numerically [19].

One possible route toward estimating Eq. 2.63 is to evaluate the sum di-

rectly from randomly generated configurations. This technique is known

as sample sampling. It is found to be inefficient for most problems where

the temperature is important, because only the most energetically favorable

configurations make significant contribution to the sum. A homogeneous

sampling of the phase space would require a tremendous effort.

A much more efficient method, called importance sampling, samples more

frequently the phase space from certain regions from where the contributions

to the observable come entirely. A priori we do not know where these re-

gions are. Metropolis et al. [20, 21] advanced this idea not to choose the

states, independently of each other, but to construct a Markov process by

which states are generated where important contribution to the observable
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is made. Markov chain is constructed of different configurations c1, c2, ..., cM
in such a way that the configuration ci+1 depend only on the preceding one

ci. The probability of getting to ci+1 from ci during a certain period of time

is given by a suitable transition probability W (ci → ci+1). They pointed out

that it is possible to choose the transition probability W (ci → ci+1) in such

a way that in the limit M → ∞ the distribution function P (c) of the states

generated by this Markov process tends towards the equilibrium distribution

function

Peq(c) =
1

Z
exp

[

−H(c)

kBT

]

. (2.64)

In addition, the principle of detailed balance is imposed which states that

the rate of going from configuration ci to configuration ci+1 in equilibrium is

the same as the rate of going in the opposite direction

Peq(ci)W (ci → ci+1) = Peq(ci+1)W (ci+1 → ci). (2.65)

Eq. 2.65 implies that the ratio of transition probabilities for a move ci → ci+1

and the inverse move ci+1 → ci depend only on the energy change H(ci+1)−
H(ci)

W (ci → ci+1)

W (ci+1 → ci)
= exp

[

−H(ci+1) −H(ci)

kBT

]

. (2.66)

The algorithm developed by Metropolis specifies the transition probability

as

W (ci → ci+1) = exp
(

−H(ci+1)−H(ci)
kBT

)

if (H(ci+1) −H(ci)) > 0

W (ci → ci+1) = 1 if otherwise
(2.67)

In this way we select more frequently only those configurations which lead

towards lowering the energy of the system. The MC sampling of the lattice-

gas model includes first specification of the type and size of the lattice and

the boundary conditions which have to be used. Second, we have to specify

the initial configuration, e.g., all sites are no occupied. Then one repeats

again and again the following steps:

1. Select one lattice site i which is considered for occupying
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2. Compute the energy change associated with that move (H(ci+1) −H(ci))

3. Calculate the transition probability for that move W (ci → ci+1) with Eq.

2.67

4. Draw a random number R uniformly distributed between 0 and 1

5. If R<W (ci → ci+1) change the occupation status of that site. In any case

the configuration obtained at the end of this step is considered as a "new

one"

6. Analyze the resulting configuration as desired, store its properties to cal-

culate necessary averages.

When importance sampling is used to incorporate the weighting, many ther-

modynamic averages can be estimated from the moments of the sample quan-

tities. For instance, the qth moment of the number of adsorbed particles of

species X is

MX
q = s−1

S
∑

k=1

(

N
∑

l=1

cXi

)q

l

, (2.68)

where, s, is the number of samples taken during the simualation. The cover-

age is then just

ΘX =
1

N

∂ lnZ

∂(µ̄X/kBT )
=
MX

1

N
, (2.69)

with N the number of adsorption sites. The response functions, ∂ΘX/∂µ̄X ,

which are related to the quasi-equilibrium i− E (CV current) are

∂ΘX

∂µ̄X

=
1

kBT

∂2 lnZ

∂(µ̄X/kBT )2
=

s

s− 1

MX
2 − (MX

1 )2

NkBT
. (2.70)

The response function is proportional to the variance of the number of ad-

sorbed X particles which corresponds to the fluctuations in the coverage.

Eq. 2.70 is an example of class of important results in statistical mechanics,

called fluctuation dissipation theorems. In our practical context it provides

a convenient way to calculate the CV characteristics without numerical dif-

ferentiation [22].
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Chapter 3

Experimental setup

3.1 Sample preparation

Investigating two-dimensional(2D) phase transitions at electrified liquid/solid

interfaces on the nanometer scale as described in this work requires a utiliza-

tion of very clean surfaces of samples with well defined crystal orientations.

For this reason, the sample preparation and the surface cleaning procedures

were important prerequisites for successful experiments.

In this work, three kinds of substrates were used: highly oriented pyrolitic

graphite (HOPG) of rectangular shape (12 mm x 12 mm, ZYH grade from

Advance Ceramics Corporation, USA), epitaxially grown gold in (111) ori-

entation (200 - 300 nm thickness) on quartz substrates (Berliner glass KG,

Germany) and a mechanically polished single-crystal Au(111), with a size of

10 x 10 mm and a thickness of 2 mm, with an orientation misfit of better

than 0.1◦ and grain size less than 30 nm (MaTeck, Germany).

HOPG substrates consist of many monoatomic layers of hexagonal oriented

carbon network, which are bound by weak van der Waals interactions. This

allows us to obtain a clean and freshly prepared surface by cleaving the sub-

strate layer by layer each time prior to STM experiment.

The epitaxially grown Au(111) on quartz plates were thoroughly rinsed with

a spectroscopy grade Ethanol (Fluka) and then flame annealed on a clean

Ceran plate in a hydrogen burner at 600 - 650 ◦C to a reddish color for 2

41
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min. During annealing special care was taken to distribute the heat homoge-

neously all over the gold surface and not to overheat the sample which results

in large number of small monoatomic terraces. After this, the substrate was

quenched in Milli-Q water. To prevent unwanted contamination from the

surroundings on the surface of the substrate a droplet of Milli-Q water was

kept on before the assembly of the electrochemical STM cell.

The experiments, in which a single crystal Au(111) was used, we employed

the following cleaning procedure: first, the crystal was electropolished in 0.1

M H2SO4 electrolyte in a conventional electrochemical cell with platinum as

a reference and a counter electrode at a constant applied voltage of +4 V for

1 min. As a result, the oxide layer was dissolved in 1M HCl. Then the crystal

was thoroughly rinsed with Milli-Q water. In order to get large monoatomic

flat terraces the single crystal Au(111) was flame annealed in the hydrogen

burner to a reddish color for 10 min. Afterwards it was quenched in Milli-Q

water and as described before a droplet of Milli-Q water was left on the gold

surface to prevent adsorption of impurities.

These procedures resulted in large atomically flat and clean terraces.

3.2 STM measurements

In this section the experimental details related to STM experiments are de-

scribed. STM measurements were performed under different conditions: in

ultra high vacuum(UHV) conditions with an Omicron Multiprobe P surface

science system, at the liquid/solid, and at the electrified electrolyte/solid

interfaces.

3.2.1 The STM microscope

In-situ STM investigations at liquid/solid interface were carried out with a

home-built STM head employed with a 2µ scanner. The STM head was

driven either by a Molecular Imaging(MI) Pico SPM controller or by a

Park(Park) Scientific Instruments controller. The electrochemical in-situ

STM experiments described in Chapter 5 and Chapter 6 were conducted at
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Figure 3.1: Principle of operation of electrochemical STM (EC-STM) [2].

electrified electrolyte/solid interface where the applied voltage to the sam-

ple had to be controlled independently from the bias voltage required for

tunneling [23, 24]. Therefore, the STM microscope was combined with a

bipotentiostat as shown schematically in Figure 3.1.

This experimental setup is known as in-situ electrochemical STM(EC-STM)

which allows us to follow changes of the structure at the electrolyte/sample

interface as a function of the applied by the bipotentiostat working(sample)

potential and make the electrochemical measurements as well as the imaging

process possible at the same time in real time and real space. Of course, to

measure tunneling currents of the order of nA one has to reduce the faradaic

offset current as much as possible which is proportional to the surface area

of the tip exposed in the electrolyte and the applied tip voltage. For this

reason the tip must be well insulated. These details are given in Sec. 3.2.2.

The home-built STM microscope is made of three parts: (1) microscope

head, (2) scanner and (3) electrochemical cell (EC-cell). The whole

set-up is shown in Figure 3.2. The microscope head contains three stepping
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Figure 3.2: Construction of the home-built EC-STM microscope [25].
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motors (Vexta PK243M - 03A, Oriental Motors). The turning moment of

the stepping motor is transferred through a leading screw which has a hollow

inside coupled by eight magnets to a micrometer screw (New Focus Inc, 300

µm/per full rotation, USA). A sample plate made of quartz is attached by

magnets to the micrometer screws. So, the turning motion results in lifting

and approaching the sample towards the tip of the scanner, see Figure 3.2.

Quartz is used since it has a low thermal expansion coefficient and thus re-

duces the thermal drift during STM imaging.

STM scanner is the "heart" of every STM microscope. It is used to control

the tip position and movement with the precision needed at atomic scale.

A lead titanate-lead zirconate ceramic is found to be the best piezo-electric

material for scanners because of its small hysteresis and proportional dis-

placement with the applied voltage [26]. In this study, a home-built scanner

with a single piezo-tube is used having dimensions of 19 mm outside diam-

eter and 8 mm height (PI Ceramic, Germany). The piezo tube is covered

outside and inside with a thin metal layer, which acts as electrode. The

outer electrode is divided into four equal sectors isolated from each other.

An elongation in x,y direction is generated by applying an appropriate volt-

age to two opposite sectors. A motion in z-direction (along the longitudinal

axis) can be achieved with the inner electrode which is driven by the feedback

system. The scanner is also equipped with a current preamplifier which con-

verts tunneling current into voltage. An important point is the calibration of

piezo scanners. To do this for the x,y-in-plane directions, we have chosen the

simplest method by measuring a well known spacing of a substrate such as

HOPG. For the z-direction a monoatomic gold step was used. The method

is describe in detail in ref. [27].

The schematic construction of the electrochemical(EC) cell used for in-situ

EC-STM experiments is shown in Figure 3.3. The EC cell is made of Teflon,

which is sealed through a Teflon-coated silicon O-ring.
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Figure 3.3: Schematic diagram of the electrochemical cell (EC-cell).

3.2.2 Tip preparation

The quality of STM images depends strongly on the quality of tunneling

tips. Therefore, the reproducible preparation of well shaped and stable tips

is crucial. Two kinds of STM tips were used in this work, made of PtIr wire

(90%-10% respectively, 0.25 mm in diameter, Advent, England) and from

W wire (>99.98, 0.25 mm diameter, Alfa). The tips were produced from

the coresponding wires by cutting or by electrochemical etching. Some of

the STM experiments done in non-conducting media were carried out with

PtIr tips which simply had been cut at 45◦ with clean scissors. Incidentally,

this procedure gave very sharp tips, good enough for atomic resolution, but

in most of the cases this yielded multiple tunneling from multiple nano tips

resulting in so called double tip effects or ghost images. A typical exapmle

of double tip effect caused by a cut tip is given in Figure 3.4.

PtIr tips were also produced by electrochemical etching in 4 M NaCN using

the "drop-off" method [28,29]. A PtIr wire, after being washed with ethanol,

was vertically anchored to a manipulator and fixed in the center of a ring

wire of Pt acting as a counter electrode. A thin lamella of NaCN solution

was formed on the ring electrode crossing the PtIr wire. Then an AC voltage

of 4 V was applied between the Pt ring electrode and PtIr wire. Due to

the "necking-in" effect, the down part of the wire drops off when its weight

exceeds the tensile strength of the necking-in region. Just before droping the

voltage was reduced to 2 V. The down part was caught in a small plastic tip

holder so that the apex of the tip was not damaged. For a better control
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Figure 3.4: 350 nm x 350 nm STM image on Au(111) showing a ghost step edge
artifact caused by a double tip.

all tips were checked by an optical microscope with 40x magnification before

use. Similar procedure was employed for the preparation of W tips but in 2

M NaOH applying a DC voltage of 4 V in which the W wire was the anode

and the Pr ring electrode cathode.

In order to minimize Faradaic currents in those STM measurements carried

out in an electrolyte the freshly prepared tips were insulated with an anodic

epoxy-paint (BASF, ZQ 84-3225 0201,Germany). For this purpose 0.8 cm

of PtIr tips were immersed into the epoxy-paint and a DC voltage of 25 V

was applied for 5 minutes between the tip(anode) and a counter Pt plate

electrode(cathode). For W tips a different DC voltage of 80 V was used for 5

minutes. To harden the coating, the tips were immediately put into an oven

for 2h at 150 ◦C and then 10 min. at 250 ◦C with the tip apex pointing up.

3.3 Electrochemical measurements

All electrochemical measurements were conducted in the conventional three-

electrode electrochemical cell, see Figure 3.3 and the electrochemical response

of the studied systems was recorded with the help of an AutoLab potentiostat

(PGSTAT 30, Eco Chemie). For in-situ EC-STM experiments the required

potential was applied by a Molecular Imaging PicoStat potentiostat.
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3.3.1 Electrolytes

In the framework of this work two kinds of electrolytes were used: silver

plating solutions contained 1mM Ag2SO4 (p.a., Merck, Germany) with a sup-

porting electrolyte of 0.1M H2SO4 (Suprapur, Merck, Germany) prepared in

Milli-Q water (18.2 MΩ, Millipore) and 2 mM AgCl (p.a., Fluka) in 58:42

mole ratio AlCl3:1-butyl-3-methyl-imidazolim chloride (BMICl). The aque-

ous electrolyte was purged with nitrogen (5N, Griesheim, Germany) before

each experiment.

The synthesis of 1-bythyl-3-methyl-imidazolium chloride was performed in

a closed glass container inside a simple glove box, without circulation and

filter systems, filled with argon. Initial products for the synthesis of BMICl

were 1-methylimidazole (99 %, Merck, Germany) and 1-chlorobutane (95 %,

Merck, Germany). For cleaning proposes 1-chlorobutane was boiled first for

several hours over P2O5, distilled at 78 ◦C, then placed in a tightly sealed

flask and transported into the glove box. 1-methylimidazole was distilled

under vacuum at 198 ◦C and after that left under the atmosphere of Ar in a

protective glass container.

To synthesize BMICl, 1-methylimidazole was slowly added to 1-chlorobutane

under argon. This mixture was stirred at 50 ◦C under the same atmosphere

for two weeks. During that time the mixture formed an oily product, whose

subsequent recrystallization was initiated by addition of several small pieces

of BMICl. The whole crystallization of BMICl took approximately one hour

and transparent crystals were the final product. These crystals were filtered

out and recrystalized two times from acetonitrile (99.8 %, Merck, Germany).

The resulting white crystals of BMICl were dried under vacuum for 14 days

and only after that used for the further preparation of the room tempera-

ture molten salt. Aluminium cholide (p.a., Fluka, Germany) was cleaned by

recrystalization and sublimation at 200 ◦C three times under vacuum in a

quartz ampoule.

The ionic electrolyte was produced by slowly mixing AlCl3 and BMICl in pro-

portional composition of 58:42. Immediately after the addition of the first

several crystals of the aluminum chloride to the BMICl the mixture began
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to melt. This melting was a result of a spontaneous exothermal reaction.

Therefore mixing had to be done slowly to avoid local overheating, which

could lead to a decomposition of the whole melt in general and the organic

component in particular. During 2-3 hours AlCl3 and BMICl were mixed

up and then left under stirring over 14 - 16 hours. Then aluminum chloride

was completely dissolved and the ionic liquid was ready for the dissolution

of AgCl.
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Figure 3.5: The Omicron multi-technique surface science UHV system.

3.4 XPS and UPS measurements

XPS and UPS measurements were carried out in an Omicron (NanoTechnol-

ogy) Multiprobe P surface science ultra high vacuum (UHV) system which

is shown in Figure 3.5. The UHV system contains three satellite chambers:

preparation, analysis and SPM chamber. The base pressure in the analysis
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chamber was lower than 10−9 Pa. Two turbo-molecular pumps, one ion-

pump(IP), and a titanium sublimation pump(TSP) were used to maintain

the the vacuum in that regime. For XPS measurements the analysis chamber

is equipped with a multi-channel energy analyzer, EA 125 U7, and a twin

anode (Mg Kα-hv = 1253.6 eV; Al Kα-hv = 1486.6 eV) DAR 400 X-ray

source. XPS spectra were taken with the Mg Kα anode operated at 255 W

at constant pass-energy of the analyzer of 50 eV in steps of 0.2 eV. Ultra vi-

olet photoelectron spectroscopic (UPS) studies of self-assembled monolayers

on Au(111) were measured by a cold cathode UV source - HIS 13 supplied

form the Omicron system using He(I) light (21.22 eV). Typical values for the

pass energy and the entrance slits were chosen as 3.0 eV and 0.5 mm, re-

spectively. The photoelectron spectra were recorded under a total resolution

of 0.05 eV as determined from Fermi edge measurements of bare gold samples.



Chapter 4

2D Self-assembly of macrocycles

4.1 Introduction

The realization of nanoscale molecular assembling requires the development

of new and efficient approaches for combining molecular building blocks

into desired functional structures. Self-assembly [30, 31] of individual mole-

cules on surfaces provides an attractive route to pattern nanostructures by

bottom-up approach and will likely supersede lithographic techniques in man-

ufacturing miniature devices in electronics and optics. Self-assembly, in

general, is defined as the spontaneous organization of pre-design building

blocks(molecules) to matter with geometric translational symmetry, typi-

cally involving multiple energy scales and multiple degrees of freedom. Self-

assembly is also abundant in nature, as seen in the formation of, e.g., mem-

branes from lipid molecules, or the living cell as probably the most impor-

tant paradigm. Before these assembles of pre-design building blocks, atoms

or molecules can be engineered into practical devices with advanced func-

tionality, a number of fundamental questions must be addressed, such as:

What is the nature and driving force of self-assembly? Which type of in-

teractions (adsorbate-adsorbate or adsorbate-substrate) are crucial for the

order? In which way do the different constituents of the molecular building

blocks have an impact on the structure? How should individual atoms and

molecular building blocks be manipulated and positioned at specific sites on

51
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a surface?

The invention of Scanning Tunneling Microscopy(STM) has enabled researchers

to shed some light on these questions. In particular, STM and atomic force

microscopy(AFM), with their molecular and even atomic resolution are be-

coming important and well suited tools for elucidation of self-assembled

structures. Therefore, the discovery of self-assembled monolayers(SAMs) was

made possible by the invention of STM.

Some of the earliest STM studies of self-assembly at the liquid/solid inter-

face were done with substituted long-chain alkane and alcohol monolayers

physisorbed on graphite [32,33,34,35,36,37,38,39,40,41,42]. High-resolution

STM images of well-ordered monolayers of these systems were easily ob-

tained. Differences in packing of molecules were found which led to an in-

teresting discussion about the impact of adsorbate-adsorbate or adsorbate-

substrate interactions on monolayer ordering.

Another class of compounds which are very good candidates for SAMs for-

mation are sulphur-containing alkanes [43]. In fact, one of the first studies

reveling the phenomenon of self-assembly was based on disulfides on gold

surfaces [44]. Investigations of thiols assembled from pheniloctane solutions

on graphite have shown that the molecules lie flat on the substrate and are

weakly physisorbed. Contrary to all expectations, thiols with similar length

chemisorbed on metal surfaces, such as Au, Ag stick out almost perpendic-

ular to the substrate surface [45, 46, 47]. Interestingly, a brighter contrast

for functional groups of different thiols, sulfides and disulfides adsorbed on

graphite in the STM images led to the idea that tunneling probability in

the area of S-H or S-S is greatly enhanced [32, 48, 49, 50, 51, 52, 53]. Several

STM studies have manifested that the bright spots in the high-resolution im-

ages are related to the position of the S atom along the hydrocarbon chain.

Furthermore, two types of molecular arrangements are found: head-to-head

and head-to-tail. In the first configuration, the SH group of one molecule

is adjacent to the SH group of the neighboring molecule. In the second

one, the SH group lies next to the neighboring methyl group. SAMs of 1-

docosanethiol [32,49,50] have been observed in both configurations randomly

distributed in the monolayer, whereas more ordered lamellae have been re-
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ported for 1-dodecanethiol.

Similar to the thiols, the position of the sulphur atom is clearly visible in

SAMs of sulfides such as docosane disulfide, hexadecyl disulfide, tetrade-

cyl sulfide and octadecyl sulfide physisorbed on graphite and on MoS2 [32,

48, 49, 50, 51, 54]. However, differences have been found between the assem-

blies of sulfides and disulfides on the MoS2 and graphite substrates. The

contrast of sulphur atoms with respect to the hydrocarbon chain appears to

diminish suggesting changes in electronic coupling between the adsorbate and

substrate. In case of docosane disulfide, a different 2D geometry has been

observed compared with than one on graphite. Moreover, a drastic change

is manifested in STM images of hexadecyl ether in which the sulphur atom

is substituted by an oxygen atom [48]. In sharp contrast to the bright spots

seen at the locations of sulphur atoms, the positions of oxygen atoms are

very dark relative to the carbon backbone. It is thought that the unusual in-

tensity of the sulphur group is observed due to an enhanced tunneling which

is caused by the overlapping of an electronic state of the adsorbate in the

conduction band with the substrate Fermi level.

A promising class of compounds to form macromolecular assembles are ring

systems. Porphyrins such as iron and zinc protoporphyrin(IX) chlorides

[55, 56] deposited on graphite from aqueous solutions and copper tetra[3,5

di-t-butylphenyl]porphyrin (Cu-TBPP) adsorbed on Cu(100), Au(110), and

Ag(110) surfaces [57, 58] have been investigated by STM. Cyanophenyl sub-

stituted porphyrins have been studied by STM at the vacuum-solid interface

concerning the characteristic intermolecular interactions of the specific side

groups [59]. Self-assembly of other ring compounds such as pyrroles [60],

thiophenes [61] and triphenylenes [62] as well as copper and cobalt [63, 64]

phthalocyanines [65] on Au(111) has been investigated by STM.

In the light of this short overview, studies of self-assembly of macrocyclic com-

pounds are rare. However, their aggregation and self-organisation phenom-

ena have received a lot of attention recently, see reviews [66,67,68]. Starting

with the pioneering work of Chandrasekhar et al. [69,70], disklike ring mole-

cules with a rigid internal void known as shape-persistent macromolecules

were investigated as building blocks in supramolecular chemistry. Therefore,
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one anticipates that rigid disk-like columnar phases should produce materials

with well-defined and non-collapsible internal channels. Furthermore, func-

tionalizing these hollow structures appropriately could potentially result in

applications such as ion channels, micro reaction chambers or functinalized

rodlike micellar aggregates.

Macrocycles based on phenyl-ethynyl or phenyl-butadienyl units have been

shown to form assembled structures due to weaker Π − Π interactions [71,

72, 73, 74]. Also, it has been concluded that self-assembly is possible only if

macrocycles have electron-deficient cores [75]. Thus, a primary motivation

of this work is to investigate by STM the formation of ordered structures of

these molecules.

4.2 Results

In this chapter, the STM experimental results related to self-assembly of

shape-persistent macrocycles are described.

4.2.1 SAMs of shape-persistent macrocycles on HOPG

Shape-persistent macrocycles such as 1, see Figure 4.1, are a promising class

of candidates to form supramolecular assemblies on surfaces. They have

relatively large, ring-shaped cores with flexible side alkyl chains. The triple

bond inside the ring is quite inflexible and tends to keep the molecule planar.

Hence, they are known as shape-persistent macrocycles. In addition to most

other molecules able to form SAMs, macrocycles like 1 offer the possibility

to incorporate functional groups in their interior while keeping the molec-

ular dimensions and thus the pattern periodicity unaffected [76, 77, 78, 79].

Functionalized shape-persistent macrocycles allow therefore not only the cre-

ation of nano-patterned surfaces but the formation of functionalized nano-

patterned surfaces.



4.2.1. SAMs of shape-persistent macrocycles on HOPG 55

O

O

O

O

O
O

O
O

O

O
O

O

O

O

O

O

O
O

O
O

O

O
O

O

1

Figure 4.1: The molecular structure of shape persistent macrocycles [76].

First, the physisorption abilities of 1 were probed by STM at the liquid/solid

interface. As a substrate highly oriented pyrolytic graphite(HOPG) was cho-

sen because of its large monoatomically flat terraces, see Figure 4.2A and

well known hexagonal closed packing (hcp) structure (Figure 4.2B).

500 nm x 500 nm 5 nm x 5 nm

A B

Figure 4.2: STM of HOPG showing: (A) large monoatomic flat terraces, It=0.5
nA, Ubias=0.5 V; (B) atomic resolution of the hexagonal graphite structure, It=2
nA, Ubias=0.5 V.

The first aim was to check what kind of structure macrocycle 1 can form

and if it would be self-ordered on the flat large HOPG terraces. In addition

it is of interest whether the macrocycles are physisorbed and lie flat on the
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A B C

Figure 4.3: STM images of 1 on HOPG taken at different bias voltages and
constant tunneling current of 1 nA. (A) Vbias=1 V; (B) Vbias=1.2 V ;(C) Vbias=1.4
V.

substrate. For that purpose, a freshly cleaved HOPG surface was exposed to

0.5 mM solution of 1 in 1,2,4-trichlorobenzene (99+%, Aldrich, Germany).

STM images with different bias voltages (Vbias) were aquired at the solution-

HOPG interface. Figure 4.3A shows an STM image of basal plane of the

substrate at Vbias=1V. Some brighter areas in the upper left part of the im-

age indicate that the tunneling probability in these zones is enchanced due to

the interaction with the monolayer. The next sequential STM images, Figure

4.3B and C, reveal spontaneous physisorption of 1 as an ordered monolayer

on HOPG. The self-assembly of 1 seems to be lacking of long range ordering.

Domains with different orientation of 1 are clearly seen. With increasing

Vbias, the contrast of monolayer strongly increases. As long as the applied

bias voltage is kept larger than 1.4 V, the monolayer appears in the STM

image. This issue will be clarified in Sec. 4.3.

Another interesting issue concerns the self-assembly of 1 on HOPG in-

fluenced by imperfections and defects in the substrate. As displayed from

Figure 4.4, defects of the substrate result in reorientation of the molecular

rows.

Figure 4.5 shows STM images of 1 spontaneously physisorbed as a mono-

layer on HOPG acquired with a tunneling current It=1 nA and a bias voltage

Vbias =1.7 V. The image was taken during scanning at the solution-HOPG

interface. A well ordered array of the macrocycles can be clearly seen. The
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BA

Figure 4.4: The effect of defects on the self-assembly of 1 on HOPG. (A) the
orientation of molecular rows depends on defects of substrate ;(B) self-assembly is
perfect; Vbias=1.7 V, It=1 nA.

two-dimensional unit cell contains one macrocycle (Z = 1) and has lattice

constants of A = 3.8 ± 0.32 nm, B = 6.1 ± 0.45 nm and Γ= 75 ± 2◦.

BA

Figure 4.5: STM images of self-assembly of the shape-persistent macrocycle 1

taken at the solution - HOPG interface with lattice constants of A = 3.8 ± 0.32
nm, B = 6.1 ± 0.45 nm and Γ= 75 ± 2◦; Vbias=1.7 V, It=1 nA; (A) 50 nm x 50
nm (B) 15 nm x 15 nm.
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400 nm x 400 nm

Figure 4.6: A typical single crystal bare Au(111) surface imaged by STM at
Vbias=0.5 V, It=0.3 nA.

4.2.2 SAMs of shape-persistent macrocycles on Au(111)

From a technological point of view, functionalized SAMs of 1 on metal sub-

strates have a potential for various supramolecular aspects and applications

including organization into and transport through porous molecular crys-

tals [80, 81, 82, 83, 84] and nanostructured patterning [79, 85, 86]. Therefore,

we tried to form SAMs of 1 on gold substrates. Unfortunately, the attempts

were not successful. This may have several reasons: for instance, the balance

between the lateral intermolecular and the adsorbate-Au(111) interactions

might not be optimal; lack of necessary functionalization which could bind

1 to Au(111); the roughness of the Au(111) surface. In comparison with

the large flat HOPG surface, a typical Au(111) surface exhibits a number

of monoatomic deep gold triangular islands which are very characteristic for

the (111) plane, see Figure 4.6.

In order to improve the binding characteristics of 1 on Au(111), the macro-

cycles were functionlized by adding thiolether groups to the interior of the

macrocycles. It is well established that alkanethiols easily form a stable ad-

layer on Au(111) yielding (
√

3×
√

3)R◦30 superstructures [87,88,89,90]. Even

alkyl sulphides have been shown to produce steady self-assembled monolay-
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ers on Au(111) [91]. Therefore macrocycles of 2b were prepared by carbodi-

imide coupling of 2a and 2-(ethylmercapto)-ethylamine hydrochloride yield-

ing the ethylmercapto-ethylamide containing compounds 2b. These struc-

tures now contain intraannular functional groups (amides) and additional

thioether groups for improved binding on the Au substrate.

O

O
O

O

O

O
OR

O

O
O

O

O
O

O

O

O
O

O

O

O
O R

O

O
O

O

O
O

O

2a: R = OH
2b: R = NH(CH2)2SEt

Figure 4.7: The molecular structure of sulfur functionalized macrocycle 1 [92].

A single crystal Au(111) surface was brought in contact with 0.1 mM solution

of 2b in octhylbenzene and was examined by STM. The effect of sulfur func-

tionalization of 2b on its adsorption properties is clearly seen. Individual

macrocycles of 2b are randomly chemisorbed all over the surface, see Figure

4.8A. The macromolecules appear as round bright spots in the STM image.

A cross section analysis among them shows a size of 6.5 nm, see Figure 4.8B.

The alkyl side chains are not visible.
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130 nm x 130 nm

A B

Figure 4.8: STM image of 2b adsorbed from solution on single crystal Au(111).
(A) molecules are randomly distributed all over the Au(111) surface ;(B) a cross
section height profile of two macromolecules.

In order to improve the order of 2b assemblies on Au(111), the following

preparation procedure was employed. Self-assembly of 2b was carried out

on a single crystal Au(111) from a solution containing 2b at 70 ◦C for 15h.

Then the substrate was rinsed several times with a large amount of fresh

octylbenzene to remove weakly adsorbed species and dried in a stream of

nitrogen. Then the surface was examined by STM at the air/Au(111) inter-

face.

STM images show that in this case the rows of macromolecules are well

ordered, see Figure 4.9. Although the arrangement is not as perfect as in

the case of the molecule 1 on HOPG a uniform average superstructure in a

wide range all over the scan area is clearly visible. In order to make sure

that the observed periodicity is not an imaging artifact we have rotated the

scanning area by different angles. The molecules are organised into rows

densely packed which is indicative of vigorous intermolecular interactions.

Cross section analysis shows that the striped phase has a corrugation period

of approximately 6.8 ± 0.8 nm, see Figure 4.10A,B.

A similar structure was found at the UHV/solid interface. In order to investi-

gate how the packing of 2b is influenced at the vacuum interface, UHV-STM

experiments were carried out.
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200 nm x 200 nm 100 nm x 100 nm

A B

Figure 4.9: STM images of SAMs of 2b at the air/Au(111) interface after an-
nealing at 70 ◦C for 15h; Vbias=0.5 V, It=0.1 nA.

100 nm x 100 nm

A B

B

C

45 nm x 45 nm

Figure 4.10: (A) STM image of SAMs of 2b at air/Au(111) interface after
annealing at 70 ◦C (B) Cross section analysis shows that the striped phase of 2b

at the air/solid interface has a corrugation period of approximately 6.8 ± 0.8 nm
after annealing at 70 ◦C (C) STM image of SAMs of 2b in UHV conditions on
Au(111) after annealing at 70 ◦C; Vbias=0.8 V, It=0.1 nA.

Figure 4.10C displays an STM image revealing the molecular resolution
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topography of SAMs of 2b on Au(111) under UHV conditions showing that

the molecular arrangement does not change significantly. From the z-profile

measurements we conclude that the molecule 2b is lying flat which is char-

acteristic for planar molecules with a π system parallel to the surface [93].

In the case of 2b we could not resolve the empty space in the macrocycle

which presumably is due to the functionalization of the ring with the amides

and thiolether groups.

4.3 Discussion

In this section, specific issues concerning the tunnelling mechanism through

individual macromolecules, the binding and the effect of the functionaliza-

tion are discussed.

4.3.1 Tunneling mechanism through individual macro-

molecules

So far we have shown that weakly adsorbed nonconducting macromolecules

of 1 can be imaged on HOPG. The first issue that arises is to check if the

STM images provide an accurate structural picture of the adsorbate. For

that purpose we have to compare the geometry of a model structure of 1

with the STM image. A geometry optimization of 1 was performed by AM1

method [94] implemented in ArgusLab1 software excluding alkyl side chains.

Due to the characteristics of the carbon bonds involved, the macromolecule

can be considered being flat and thus a planar geometry is enforced during

the relaxation. The optimized molecular structure of 1 presented in Fig-

ure 4.11 shows a relatively good correspondence between the geometry, bond

lenghts and bond angles of the ring and the structure observed with the STM

1ArgusLab 4.0.1 Mark A. Thompson
mark@arguslab.com
Planaria Software LLC, Seattle, WA
http://www.arguslab.com



4.3.1. Tunneling mechanism through macromolecules 63

image of 1. For instance, the height of the ring calculated from the model

yields 2.56 nm which is in good agreement with the value of 2.3 ± 0.3 nm

obtained from STM image. The width of 1 given by the model is 3.6 nm

whereas the measured value is 3.4 ± 0.4 nm. Since the side alkyl chains

appear as darker contrast with respect to the ring it was difficult to measure

directly their lengths.

Figure 4.11: Geometry optimized molecular structure of 1 without alkyl side
chains. Due to the characteristics of the carbon bonds involved, the macromolecule
can be considered being flat and thus a planar geometry is enforced during the
relaxation. Indicated distances are given in Å.

Another interesting issue concerns the influence of the macromolecule 1 on

the STM tunneling mechanism. As it was pointed out in the results section,

the contrast of molecules 1 physisorbed on HOPG is greatly increased at

higher bias voltages. When a macrocycle of 1 is not adsorbed on the sub-

strate surface its states consist of a series of occupied electronic molecular

orbitals (for instance, the highest occupied energy orbital is known as HOMO

state) as well as a series of unoccupied molecular orbitals (the lowest energy
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Figure 4.12: (A) Tunneling mechanism of 1 on HOPG. Blue areas correspond to
occupied states. The tip is biased negatively with respect to the surface. Tunneling
current flows from the occupied tip to the empty substrate states. (B) HOMO
states of the macromolecule matches with the density of states of the substrate
near the Fermi level.

unoccupied orbital is a LUMO state). On the other hand, for tunneling and

STM, the Fermi level, Ef , plays the most important role on the solid metal

surface. For details about tunneling, see Sec. 2.1.1. When a macrocycle of 1

is physisorbed on the surface, a shift occurs in the energies of both HOMO

and LUMO as well as some shift in the electronic energies of the surface states

of HOPG. Therefore, there is no simple way to precisely place the energies of

adsorbate states with respect to the energies of the substrate surface states.

An approximate approach is to align the vacuum level of the adsorbate and

the vacuum level of the surface. The vacuum level of the adsorbate is above

its HOMO by the ionization potential(IP), see Figure 4.12A.

Neglecting the change in the relative spacing between the adsorbate LUMO,

HOMO and vacuum level upon physisorbtion this approach provides an ap-

proximate energy scale that allows the relative positions of the LUMO and

HOMO levels of the substrate to be located with respect to the surface Fermi
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level. Following this approach we can distinguish between two general cases.

In the first case, the LUMO energy level of 1 is well separated from the

Fermi level of the surface. In the second one, the LUMO is near Esub
f and

by increasing the bias voltage, the LUMO orbital drops into the region be-

tween Esub
f and Esub

f + eVbias- "conduction region". Here we assume that

the tip is biased negatively with respect to the surface in accordance with

Figure 4.12A so that electrons tunnel from tip into the surface(adsorbate).

In principle, LUMO orbital is more important than HOMO in the tunneling

process, simple because these orbitals act as an antenna sticking farther out

from the surface than the occupied levels. This is supported by the fact that

the ring of 1 exhibits very diffuse structure [95,96]. Taking into account our

experimental observation that the ordered 2D array of 1 appears if Vbias is

larger than 1.2 V, it is reasonable to assume that the LUMO level falls into

the "conduction region". In addition, the density of states on the substrate

might be overlapped with the HOMO states of the macromolecule, see Fig-

ure 4.12B, and thus influence the tunneling probability. Only under these

circumstances the macrocycle can be projected on the HOPG surface.

The tunneling mechanism of macrocycle 2b on Au(111) looks different. In

case of 1 on HOPG, macromolecules lie flat on the surface and Π orbital

electrons couple more strongly to the surface of HOPG, where the electronic

structure is also dominated by Π orbitals. This is the reason why double

and triple bonds of 1 are displayed in the STM images with a markedly in-

creased contrast. On contrary, 2b is binded on Au(111) due to thiol ether

functionalization and can be consider as an "extention" of the surface. So,

their internal void appear like bright filled rings in the STM images. As we

have mentioned in Sec. 4.1, sulphur containing functional groups also exhibit

enhanced tunneling probability.

Concerning the ordering of macromolecules 1 and 2b, the main difference

between SAMs formed on Au and those formed on HOPG is the driving

force for self-assembly. For instance, SAM formation on Au arises from the

chemical reaction between sulphur functionalities and the Au surface, after

which 2D ordering occurs followed by lateral interaction between side alkyl

chains. Molecular arrangements on HOPG are mainly encouraged by a com-



66 Chapter 4. 2D Self-assembly of macrocycles

bination of weak van der Waals interactions between molecules and between

molecules and substrate.

4.3.2 Binding characteristics of macromolecules on HOPG

and Au(111)

At room temperature, the adsorbates are chemisorbed and their mobility

on the surface is largely fixed by the strong sulfide-gold interaction, and ki-

netically disordered phase is observed. At elevated temperatures, however,

the sulfide-Au interaction can be reversibly broken, and reorganisation of

the monolayer to an energetically more favorable structure with all alkyl

side chains oriented can occur. Therefore, by annealing the substrate during

formation of SAMs one can improve the ordering and structure of 2b on

Au(111) as evidenced by STM. To prove that annealing at 70 ◦C leads to

denser monolayers than those prepared at room temperatures, an inability of

SAMs to block the heterogeneous electron transfer between Fe(CN)6
−3 and

gold electrode was studied. Fe3+/Fe2+ is a typical reversible redox reaction

controlled by diffusion. For details about the electrochemistry of diffusion

controlled reactions, see Sec. 2.3.2. The result unambiguously shows that

SAMs of 2b hinder the electron transfer at the interface of Au(111) elec-

trode/electrolyte 1mM K3Fe(CN)6
−3 in 0.1 M K2SO4 better when they are

prepared at 70 ◦C, see Figure 4.13.

Templated electrodeposition of metals, such as Cu and Ag through SAMs

of 2b on Au(111) were performed. Although chemisorption of 2b via thio-

lether functionalization on Au(111) is relatively strong, SAMs are completely

swept away from the electrodeposited metal adlayer on the surface. It be-

came evident that metal-Au(111) bond is stronger that SAMs-Au(111) bond

and SAMs of 2b are easily removed.

To understand the binding of 2b on the Au(111) substrate, XPS and UPS

measurements were carried out after UHV-STM characterization. As ex-

pected, the C 1s, Au 4d and O 1s core level peaks are clearly resolved, see

Figure 4.14A. The C 1s peak seems to be shifted to higher binding energies
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Figure 4.13: Monolayers of 2b block the reversible electron transfer reaction
of Fe3+/Fe2+ couple on Au(111) electrode better when annealed at 70 ◦C in the
absorbate solution (2) compared to those prepared at room temperature(1).

(BEs) by 0.3 eV. However, this lies within the error limits of the spectrome-

ter. The pronounced Au 4f7/2 "bulk" peak (83.84 eV) is found to be in good

agreement with literature values (83.95 eV) [97]. In Figure 4.14A are shown

the N 1s (399.5eV) and S 2p (163.4eV) emissions. The peaks exhibit a low

intensity because of the small photoionization cross-section of these atoms

at the respective excitation energy. Nevertheless, the N:S intensity ratio is

consistent with the chemical composition of 2b. The N 1s peak at 399.5 eV

corresponds to an oxidation state of N which is the same for similar nitrogen

organic compounds [98].

The interaction of sulfur with the Au surface can be elucidated by exam-

ining the BEs of S 2p. It is known that elemental sulfur (S8) adsorbed on a

metal has an S 2p3/2 BE of 164.2 eV [99]. Furthermore, sulfur in unbound

alkylthiols and disulfides exhibits a positive shift (BE > 163 eV) [97]. Al-

though in our spectra (see Figure 4.14B) we were not able to resolve the S 2p

doublet, the peak located at 163.4eV suggests that some amount of sulfur in

2b is not bound to Au(111). Nevertheless, the shoulder at 162.1 eV clearly

seen in the spectra is in good agreement with what has been generally found

for alkylthiols bound to Au [97,100,101,102,103]. The observed difference in

BEs with respect to the unbound sulfur is explained as a chemical shift due
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Figure 4.14: (A) XPS spectra of SAMs of 2b on Au(111); (B) XPS spectra of
2b and the chemical shift of S 2p level relative to unbound S species.

to the formation of a sulfur-gold bond and by screening of the S 2p core hole

by the substrate electrons. This indicates that some "thiolate" like sulfur is

formed on the Au surface causing an enhanced adhesion strength of the 2b

monolayer on Au. It is quite unlikely that a S-C bond cleavage takes place

upon the adsorption. Moreover, the chemical state of the sulfur is not ex-

plicitly known which is not surprising bearing in mind that even in the case

of alkylthiols adsorbed on Au the S-H bond dissociation has been questioned

recently [104].

The work function of Au(111) modified by the 2b SAMs has been deter-

mined by ultraviolet photoelectron spectroscopy(UPS) simultaneously with

the XPS spectra. Figure 4.15A presents the spectra of the 2b SAM on

Au(111) (red line) and the bare gold substrate prepared by sputtering the

SAM-Au(111) sample (blue line) for 15 min with an Ar-ion gun. In the case

of the sputtered Au substrate, the spectra in the range of 2 - 7 eV show the

characteristic Au 5d signal. Indeed, the shoulder at 2.5 eV and the peaks at

4.75 eV and 6.5 eV match with the main peaks of Au 5d. By comparing both

spectra, a difference of 0.65 eV in the work function of Au(111) functionalized

with 2b molecules was found. For the evaluation of the work function we

took the difference of the total spectra width between the sample with 2b

SAM and the sputtered bare Au(111) substrate [105]. Figure 4.15B repre-

sents the calibration of the Fermi levels of both spectra. The change in the

work function following the adsorption of molecules onto a clean surface is a
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Figure 4.15: (A) Comparison of the UPS spectra of bare Au(111) (blue line) and
2b modified Au(111) surface (red line) ;(B) enlarged region of respective Fermi
energy levels.

well-established fact and the reduced work function can be associated with a

partial filling of antibonding orbitals of the adsorbate. This is also supported

by theoretical calculations which claim that the S atom in the SAM systems

bears a charge of about -0.4e− [106].
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Chapter 5

2D Phase transitions of under

potentially deposited Ag on

Au(111)

5.1 Introduction

So far we have seen that 2D nanostructuring of surfaces can be achieved

by self-assembly of organic molecules. Another strategy to do this includes

atomically controlled deposition of metals. Deposition of thin metal films is

important not only for fundamental science but also for a variety of appli-

cations in fields of catalysis, chemical reaction, fabrication of electronic de-

vices, batteries, corrosion protection and coatings [107,108]. Multilayer metal

structures with nanometer-scale thicknesses have been produced by vacuum

deposition [109,110,111,112] and chemical vapor deposition processes. How-

ever, vacuum deposition techniques require expensive equipment and deposi-

tion process is difficult to be controlled. On the other hand patterned metal

nanostructures on a foreign metal electrode can be synthesized by chemical

reduction and electrodeposition processes [113,114]. Electrochemical deposi-

tion and phase formation is more economical and convenient than the growth

in vacuum because one can control the morphology of the electrodeposited

layers by many factors such as deposition potential, current density, tem-

71
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perature, concentration of metal ion and so on. For instance by limiting

the deposition potential to values positive of the bulk Nernst-potential (the

region is known as underpotential deposition region) the phase formation of

2D structures can be studied, see e.g. [115]. In other words, underpotential

deposition(UPD) provides a window of electrode potentials in which a mono-

layer or less than one can be deposited onto the surface of another metal.

UPD of metals on foreign metal electrodes have been extensively studied

in aqueous solutions. For details about electrochemical phase formation and

crystal growth for these systems the reader is referred to the book of Budevski

and Lorenz [3]. However, UPD mechanism of phase formation in a new class

of solvents called ionic liquids (ILs) is not yet well understood [116,117]. ILs

are new types of novel electrolytes with extraordinary properties. They con-

sist of anions and cations just like regular table salt but their melting point

lies significantly below 100 ◦C so they are often liquids at room temperature.

Thanks to their saline character, they have no measurable vapor pressure

bellow their decomposition temperature. From electrochemical point of view

ILs have lots of advantages in comparison to aqueous solutions. First of

all, they have a wide electrochemical window up to 6 V, a good solubility

of corresponding metal salts and high ionicconductivity. These provide an

attractive route to deposit for the first time light, refractory and rare earth

metals as well as elemental semiconductors [118,119,120].

Controlled 2D deposition on the nanometer scale of such metals is of great

technological interest and could extend their applications to new generation

batteries, catalysts, coatings, fuel cells and electrochemical sensors including

nanotechnological applications. Ti [121, 122], Ge [123, 124], Si [125], Al, Ni,

Co [126, 127], Zn, Cu, Fe [128] have been successfully electrodeposited from

room temperature ILs. The UPD phenomenon in ILs is also of fundamen-

tal interest to clarify the detailed, microscopic structure of the electrode-

electrolyte interfaces which is not yet fully understood.

Therefore, motivated by the facts mentioned above, our aims were to elu-

cidate and characterize, on one hand, the formation of 2D metal phases on

a metal substrate in an ionic liquid in comparison to aqueous electrolytes

by electrochemical and in-situ probe methods and, on the other hand, to
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reveal the mechanism of UPD by Monte Carlo computer simulations in both

electrolytes. As an electrochemical system Ag on Au(111) was chosen for

two main reasons. First, silver has almost a negligible lattice misfit with

gold and its Ag-Au binding energy is higher than the binding energy Ag-

Ag which makes the system suitable for studying UPD processes. Second,

this system has been extensively studied concerning the UPD phenomenon

in aqueous solutions over the past years.

5.2 Results

In this chapter, in-situ STM and electrochemical studies are presented for

UPD of Ag on Au(111) in aqueous, Sec. 5.2.1, and ionic electrolytes, Sec.

5.2.2.

5.2.1 UPD of Ag on Au(111) in aqueous electrolytes

For electrochemical and in-situ STM experiments, the under potential de-

position (UPD) of Ag was examined on Au(111) single crystal electrode. A

typical cyclic voltammogram recorded on a Au(111) in 1 mM Ag2SO4 + 0.1

M H2SO4 at a sweep rate of 30 mVs−1 is shown in Figure 5.1. The UPD of

Ag on Au(111) is characterized by two major pairs of voltammetric peaks at

520 mV (C1) and 25 mV (C3) indicating that two distinct processes occur

at the interface in the UPD region. All cathodic processes (C1,C2,C3) are

related to the reduction(deposition) of Ag+ cations on the electrode surface

(Ag+ + e− = Ag0) whereas anodic processes are associated with dissolution

(Ag0 - e− = Ag+) of Ag adatoms.

A weak reversible redox couple is also apparent at 130 mV (C2). The voltam-

metry and the corresponding peak positions are in good agreement with the

literature [129,130]. At 520 mV (C1) the first UPD of Ag on Au(111) occurs

with a corresponding anodic peak at 528 mV (A1).
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Figure 5.1: Cyclic voltammogram recorded on single crystal Au(111) in 1 mM
Ag2SO4 + 0.1M H2SO4 at a sweep rate of of 30 mVs−1.

Figure 5.2 shows the stripping anodic curves of the first UPD process(A1)

taken at different sweep rates. The peak current potential positions with

increasing the sweep rate satisfies the criteria for a reversible nernstian be-

haviour [2]. In addition, the symmetry in the shape of CV curves suggests

that the process is under adsorption control. This is also supported by the

linear dependence of the peak current against the sweep rate, see Figure

5.2B. For details about electrode reactions driven by adsorption, see Sec.

2.3.3. The same electrochemical behavior was found for process C3.
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Figure 5.2: (A) Anodic linear sweep voltammetry of the first UPD at different
sweep rates ;(B) Peak current is proportional to the sweep rate indicating adsorp-
tion phenomenon.
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The stripping current curves of Ag taken at a sweep rate of 1 mVs−1 after

the substrate has been polarized at a certain potential in the range of the

cathodic wave (C1) until the cathodic current is almost zero, are presented

in Figure 5.3A. In fact, the anodic stripping waves are divided into two peaks

which occur at 528 mV and 539 mV. The potential difference between the

two maxima (Figure 5.3A) was found to be 11 mV and appears to be inde-

pendent on the sweep rate. Also, the double peak is already manifested as a

shoulder of A1 in the voltammogram, see Figure 5.1.
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Figure 5.3: (A) Anodic linear sweep voltammograms with a sweep rate of 1
mVs−1 ;(B) desorption isotherm for the first UPD of Ag (C1) at 520 mV derived
from measurements using the loop technique.

It is interesting to know how much charge is associated with the first peak

(C1). Therefore, sets of charge measurements were carried out by means of

linear sweep voltammetry (LSV) employing the loop method with an initial

potential of 600 mV, various final potentials and polarization times of 300

s [3]. From this a desorption isotherm is derived, as shown in Figure 5.3B.

The charge consumed for the first UPD of Ag (C1) including the uncertainty

of the double layer charging correction was found to be 55 ± 10 µCcm−2.

Taking into account that 1 pseudomorphic monolayer (ML) of Ag is associ-

ated with a charge density of 222 µCcm−2, the silver coverage is estimated

0.25 ML suggesting the formation of a more open adlayer of silver.
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Figure 5.4: (A) Dissolution sweep curves for the second UPD of Ag (C3) taken
with a sweep rate of 2 mVs−1 ;(B) desorption isotherm for C3 derived from mea-
surements using the loop technique.

With respect to the second major redox peak at 25 mV (C3), the derived des-

orption isotherm shows that the charge density involved is 190 ± 36 µCcm−2

(Figure 5.4B). The charge density includes the contribution of the weak redox

couple at 130 mV (C2) which is thought to be caused by a commensurate-

incommensurate transition [131]. A brief assessment suggests that for both

UPD processes of Ag the total charge density of 245 µCcm−2 can be ascribed

to the formation of one silver ML.

In concluding the CV results, the UPD of Ag exhibits two distinct surface

processes. At 520 mV an expanded adlayer of silver is formed corresponding

to surface coverage of 0.25 ML. Sweeping the potential just before the com-

mencement of the bulk Ag deposition, a transition from an expanded to a

pseudomorphic monolayer of Ag on Au(111) occurs.

It is interesting to analyze how well the electrochemical examination of UPD

of Ag on Au(111) presented so far corresponds to in-situ STM studies. In

these experiments attention was focused on the surface processes accompany-

ing the first UPD of Ag (C1/A1). Figure 5.5A shows an in-situ STM image of

Ag on a large scan (500 nm x 500 nm) obtained at 500 mV. The STM image

reveals a compact adlayer of Ag exhibiting a small number of monoatomically

deep holes and islands. The adlayer covers the whole surface following the

topography of the substrate and terminates at the monoatomic step edge of

Au(111) as shown in Figure 5.5A. The adlayer of Ag is atomically ordered as
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one can conclude from the 40 nm x 40 nm in-situ STM image (Figure 5.5B).

500 nm x 500 nm

A

40 nm x 40 nm

B500 mV 500 mV

Figure 5.5: In-situ STM images of the first UPD adlayer of Ag at 500 mV on
Au(111). (A) Ag adlayer on a large scan of 500 nm x 500 nm ;(B) atomically
ordered Ag adlayer resolved at 40 nm x 40 nm, It=0.5 nA, Ubias=-0.3 V.

Moreover, a high resolution image at the same potential reveals individual

silver adatoms packed into an ordered adlayer exhibiting a spacing of a=8.3 ±
0.5 Å and b=8.2 ± 0.2 Å between the adjacent adatoms that have the same

contrast and an angle of Γ=110 ± 5◦ (see Figure 5.6A). The interatomic

distances suggest a (3 x 3) superlattice, although the angle in the unit cell

deviates from the theoretical 120◦. A schematic representation of the adlayer

with the (3 x 3) structure on Au(111) is given in Figure 5.6B in which the

open circles represent Au(111) surface atoms whereas the filled grey ones are

Ag adatoms at atop sites and filled black ones are Ag adatoms at bridging

sites. The model clearly shows that silver atoms take both atop and 2-fold

bridge sites. Interestingly, the pattern of alternating higher and lower rows

is exactly what is seen in the STM image (Figure 5.6A). The modulation of

height in the <110> direction is less pronounced than that one in the <112>

direction.
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Figure 5.6: (A) Atomically resolved STM image of a 6 nm x 6 nm region of the Ag
adlayer exhibiting interatomic spacing of a=8.3 ± 0.5 Å, b=8.2 ± 0.2 Å, and Γ=110
± 5◦.The modulation of height in <112> is a result of alternating adatoms in atop
and 2-fold bridging sites. It=1 nA, Ubias=-0.2 V ;(B) Schematic representation of
(3 x 3) structure of Ag on Au(111). Note that filled gray small circles represent Ag
adatoms at atop sites, whereas the black ones represent Ag adatoms at bridging
sites.

The dissolution process of Ag for the first UPD on Au(111) is manifested by

the sequential STM images presented in Figure 5.7. The potential was swept

from 500 mV to 600 mV in the middle of the scan to elucidate the stripping

of the (3 x 3) adlayer of Ag (Figure 5.7A). Some residuals of the layer are still

observed in a short time at 600 mV (Figure 5.7B). After removal of Ag , a

number of monoatomically deep pits with diameters between 2 and 10 nm are

seen in the basal plane of the Au(111) (Figure 5.7C,D). These pits were found

to anneal very slowly with time. Moreover, it is thought that an initial stage

of oxidation of the gold preferentially takes place at the step sites as revealed

from the corrugation of the step edges. It should be noted that similar pitting

of the Au(111) terraces in sulphate [132] and perchlorate [133] solutions has

been observed only by a potential excursion to 900 mV (1300 mV vs. SCE)1

and a subsequent reduction of the gold oxide species. Although special care

was taken in our measurement that the substrate was not exposed to such
1400 mV vs. Ag/Ag+ corresponds to 0 mV vs. SCE
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high potentials, the formation of pits indicates that this is a consequence of

the stripped layer of silver and its strong interaction with the underlying gold

surface which is a strong indication of surface alloying between Ag and Au.

A B

500 mV

600 mV

B 600 mV

600 mV 600 mV

after 2 min.

after 2 min.

DC

after 2 min. 175 nm 175 nm175 nm 175 nm

175 nm 175 nm175 nm 175 nm

Figure 5.7: In-situ STM images of stripping of the first UPD Ag adlayer on
Au(111) in 1 mM Ag2SO4 + 0.1M H2SO4 on a large scan of 175 nm x 175 nm.
It=1 nA, Ubias=-0.1 V ;(A) in the middle of the scan the potential was switched
from 500 mV to 600 mV. The scanning direction is from top to bottom ;(B) the
next sequential scan at 600 mV shows that some islands of the adlayer of Ag still
remain ;(C) 2 min. later the STM image reveals a number of pits in the surface
which are filled with Ag ;(D) the following scans show that Ag is utterly dissolved
from the pits resulting in formation of monoatomically deep gold pits.
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5.2.2 UPD of Ag on Au(111) in ionic liquid

First of all, it is necessary to compare the voltammogram of the pure ionic

electrolyte with the one obtained from a solution in which a 10 mg crystal of

AgCl was dissolved in [BMI]+[AlCl4]−. The comparison (Figure 5.8A) clearly

shows that the silver containing melt exhibits two additional redox couples

around 350 mV and 50 mV which we associate to the first and second UPD

processes of Ag, respectively. A typical cyclic voltammogram recorded in 2

mM AgCl + [BMI]+[AlCl4]− on Au(111) at a sweep rate of 50 mVs−1 is shown

in Figure 5.8B. The occurrence of the redox couple at 990 mV (C1) and 1025

mV (A1) was found to be independent of the content of silver in the melt

implying that the process is characteristic of the Au(111)-BMICl:AlCl3 in-

terface. A charge density of 73 ± 14 µCcm−2 was derived from the CV. This

process has been ascribed to a two dimensional (2D) dissolution/deposition

of gold occurring preferentially at step edges [134]. Further reducing the po-

tential leads to their reduction and deposition. 3D dissolution of gold should

be expected at more positive potentials but the electrochemical window of

the ionic liquid is limited to 1200 mV where decomposition of the ionic liquid

arises.
B
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Figure 5.8: (A) Cyclic voltammogram recorded on single crystal Au(111) at a
sweep rate of 20 mVs−1 in 58:42 mole ratio AlCl3:BMICl before (black line) and
after (grey line) small amount of AgCl is added ;(B) CV taken in 2 mM AgCl +
AlCl3:BMICl at a sweep rate of 50 mVs−1.

Another interesting feature of the CV concerns the broad feature in the range

between 500 to 600 mV (C2) which is also independent of the content of Ag
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Figure 5.9: (A) Anodic linear sweep voltammograms for C3 and C4 at different
sweep rates ;(B) Peak current is proportional of the sweep rate indicating that C3
and C4 are controlled by adsorption of Ag.

(see Figure 5.8A). Prior to the first UPD of Ag, we interpret this process

as chemisorption of tetrachloroaluminate anions. Further evidence in this

regard will be given while displaying the STM images in this potential range.

According to the CV the first UPD of silver arises at two different potentials

at 410 mV (C3) and 230 mV(C4) indicating two distinct surface processes.

From the linear dependence of the peak current against the sweep rate, we

conclude that C3 and C4 processes are driven by the adsorption of Ag on

Au(111) surface, see Figure 5.9B. The same electrochemical behavior is ob-

served for the second UPD at 120 mV and 106 mV.

In order to clarify to what extent Ag covers the Au(111) surface in the

respective UPD regions, a desorption isotherm was derived on the basis of

charge measurements. The isotherm is plotted in Figure 5.10 that shows

charge densities of 131 ± 25 µCcm−2 (0.59 ML) and 220 ± 42 µCcm−2 (0.99

ML) for the first and the second UPD, respectively. This result clearly shows

formation of one ML of Ag in the UPD range as in aqueous solutions.

Prior to the first UPD process of Ag the Au(111) surface was examined by

STM at 550 mV. High resolution imaging acquired at this potential reveals

for the first time a well ordered layer of chemisorbed tetrachloroaluminate

anions on Au(111) (Figure 5.11A). The superlattice derived from the 2D

fast Fourier transforms (FFT) of the STM data is presented in the inset of
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Figure 5.10: Desorption isotherm derived from coulorimetric measurements in
the whole UPD range of Ag in [BMI]+[AlCl4]− on Au(111).

Figure 5.10B. The adsorbed tetrahedral ionic complex leads to a structure

with lattice constants of a=8.3 ± 0.5 Å and 9.8 ± 0.5 Å. The unit cell is

equivalent to a (1.65 x
√

3)R30◦ structure and seems to be incommensurate

with the underlying Au(111). It is thought that tetrachloroaluminate species

are chemisorbed with the tetrahedral face adjacent to the Au(111).

Reducing the potential towards 400 mV the first UPD of Ag takes place.

The initial stage of nucleation and growth process is manifested by the se-

quence of in-situ STM images as shown in Figure 5.12. At 400 mV a layer

of Ag starts growing from the monoatomic step edges as well as on the ter-

races of Au(111) (Figure 5.12A). The new silver phase seems to be less in

height than a monoatomic Au(111) step. Its growth at constant potential is

demonstrated on a large scan range of 350 nm x 350 nm (Figure 5.12B,C)

within a time span of 8 minutes. At 300 mV, the 2D silver islands grow and

merge with one another until a certain level. As a result an inhomogeneous

adlayer is formed with partial coverage. The same conclusion can be drawn

on the basis of coulometry from which 0.59 ML coverage is expected. This is

in contrast to aqueous solutions where a homogeneous open (3 x 3) adlayer

of silver develops after the first UPD (see Figure 5.5).

Figure 5.13 illustrates the dissolution of the inhomogeneous adlayer when

the potential is gradually stepped back to 500 mV. As in aqueous solutions

the dissolution of the Ag adlayer leads to a pitting in the Au(111) sur-
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Figure 5.11: In-situ STM images of an ordered adlayer of AlCl4− on Au(111) at
500 mV in AlCl3:BMICl. It=1 nA, Ubias=0.1 V ;(A) a 35 nm x 35 nm region ;(B) a
8 nm x 8 nm region. Inset shows the superlattice of AlCl4− derived from 2D FFT
of the STM image yielding lattice constants of a=8.3 ± 0.5 Å and b=9.8 ± 0.5 Å.
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C D

400 mV 300 mV
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Figure 5.12: A sequence of in-situ STM images (350 nm x 350 nm) showing the
initial stages of nucleation and growth for the first UPD of Ag in AlCl3:BMICl,
It=1 nA, Ubias=0.1 V ;(A) at 400 mV ;(B) at 300 mV ;(C) at 300 mV 8 minutes
later ;(D) at 300 mV 16 min later.



84 Chapter 5. 2D Phase transitions of Ag UPD on Au(111)

A B

C D

250 mV 400 mV

450 mV 500 mV

Figure 5.13: In-situ STM images of the dissolution (300 nm x 300 nm) of the
first Ag adlayer on Au(111) in AlCl3:BMICl, It=1 nA, Ubias=0.05 V. (A) at 250
mV ; (B) at 400 mV ;(C) at 450 mV ;(D) at 500 mV.

face, but now with a very pronounced structure. After dissolution numerous

monoatomically deep holes with diameters between 5 and 20 nm are seen all

over the Au terraces as shown in Figure 5.13D. This observation is consistent

with the previous STM study [134]. Due to the long polarization time which

was needed for the acquisition of STM images before the dissolution (about

30 min) we explain the pitting as a result of 2D Ag-Au surface alloying.

Another set of subsequent STM images obtained at 500 mV after dissolution

reveals that the monoatomically deep pits disappear relatively fast with time,

see Figure 5.14. At first the smaller pits vanish and changes in the shape of

the step edges become apparent as depicted in Figure 5.14C,D. The surface
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recovers very fast within approximately 20 minutes due to rapid surface dif-

fusion of Au adatoms left on the surface after the dissolution of the AuxAgy

surface alloy [135]. It is known that the rate of diffusion in the solution con-

taining chloride ions is faster than that in a 0.1 H2SO4 medium [133, 136].

Therefore, such difference in kinetics of annealing the pits can be expected

comparing sulphuric solutions with ionic liquids.

A B

C D

500 mV 500 mV

500 mV 500 mV

5 min.

5 min.

Figure 5.14: Sequence of in-situ STM images (300 nm x 300 nm) at a con-
stant potential of 500 mV after dissolution of the first Ag adlayer on Au(111) in
AlCl3:BMICl which show the annealing of the pits in the surface with time, It=1
nA, Ubias=0.05 V. (A) 0 min. ;(B) 5 min. ;(C) 10 min. ;(D) 15 min.
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Another interesting result concerns the fact that the first UPD of Ag on

Au(111) in BMICl:AlCl3 undergoes a completely different mechanism in com-

parison with that in sulphuric media. As one can see from the CV (see Figure

5.8B) the first UPD of Ag has two distinct peaks separated by nearly 200 mV

whereas in aqueous only one peak is observed. So, the question arises: What

is the origin of these two peaks? In order to obtain an unambiguous answer

we have examined by STM the Ag adlayer on the Au(111) at a potential of

300 mV at which both processes related to the C3 and C4 peaks take place.

On a large scan size of 200 nm x 200 nm (Figure 5.15A,B) the silver adlayer

exhibits many inhomogeneities as well as monoatomically deep holes. More-

over, we have found for the first time that two distinct domains of condensed

and expanded surface structures of Ag coexist at 300 mV. The condensed

structure (indicated with a pointer in Figure 5.15A) appears to be smoothed

whereas the expanded structure seems to be rough and atomically disordered

(Figure 5.15C). An atomically resolved STM image of the condensed phase

is depicted in Figure 5.15D. In this instance the image reveals a well ordered

structure of the silver monolayer. 2D FFT of the STM data yields a typical

unit cell (presented in the inset of Figure 5.15D) with interatomic distances

of a=4.4 ± 0.6 Å, b=5.6 ± 0.5 Å, and Γ=59 ± 3◦. This result indicates

that the silver adlayer in the condensed domains has a packing comparable

to that of a compressed (
√

3 x
√

3)R30◦ monolayer.

Sweeping the potential further in the negative direction to 200 mV (on the

left side with respect to the C4 peak) induces new structural changes. The

expanded phase is being converted into the compressed one resulting in a

smoothing of the surface as shown in Figure 5.16. This observation makes us

think that the C4 peak in the CV is a result of a transition from the expanded

into the compressed (
√

3 x
√

3)R30◦ structure of the silver adlayer. Interest-

ingly, stepping back the potential to 400 mV induces the reverse transition

from compressed to expanded structures. Such experimental evidence shows

for the first time that the process of Ag UPD on Au(111) in [BMI]+[AlCl4]−

undergoes a completely different scenario in comparison with that in aqueous

solutions.

As seen in Figure 5.17 with respect to the second UPD of Ag we have found
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Figure 5.15: In-situ STM images (200 nm x 200 nm) of the first Ag adlayer on
Au(111) in AlCl3:BMICl at 300 mV. Arrows show domains of dissordered (A) and
dense packed (B) Ag phase. (C) 50 nm x 50 nm ;(D) 5 nm x 5 nm high-resolution
STM image of the dense packed Ag phase. Inset shows the superlattice of the
packed Ag phase obtained from 2D FFT of the STM image yielding superlattice
constants of a=4.4 ± 0.6 Å , b=5.6 ± 0.5 Å, and Γ=59 ± 3◦.
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Figure 5.16: STM images (200 nm x 200 nm) indicate disorder-order transition
when the potential is switched from (A) 300 mV to (B) 200 mV. (C) and (D) show
next sequential scans at 200 mV where the Ag adlayer becomes more smoothened.
The domains of the dense packed Ag adlayer expand at the expense of the disor-
dered phase, It=1 nA, Ubias=0.1 V.
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that in terms of STM approaching the potentials in the range 120 mV to

100 mV nearly all the monoatomically deep holes in the silver adlayer are

filled giving approximately coverage of 1ML as determined from coulometry.

Further reducing the potential to 50 mV causes a rapid formation of a second

and third layer of Ag approaching the overpotential deposition region(OPD).

A B

C D

120 mV 50 mV

50 mV 50 mV

Figure 5.17: In-situ STM images (300 nm x 300 nm) on Au(111) in AlCl3:BMICl.
(A) at 120 mV ;(B) at 50 mV ;(C) next scan after 2 min ;(D) 2 min later, It=1 nA,
Ubias=0.1 V.
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5.3 Disscusion

5.3.1 Comparison of UPD of Ag on Au(111) in aqueous

and ionic electrolytes

As is well known, under potential deposition(UPD) is considered as the ini-

tial stage of elecrocrystallization. Electrocrystallization of metals takes place

at electrified electronic conducting substrate/ionic conducting electrolyte in-

terface which includes, in general, three important steps:

(1) Formation of metal adatoms, Meads, on native metal substrates, Me,

or on foreign substrates, S, by adsorption and fast charge transfer

(2) Two-dimentional (2D) and three-dimentional (3D) Me phase formation

(3) Crystal growth of 3D Me bulk phase.

A 2D Me phase is considered as a specific adsorbate located in the in-

ner Helmholtz plane of the electrochemical double layer existing at a sub-

strate/electrolyte interface. In this particular study of UPD of Ag on Au(111)

we focus on the first two stages. There are two major factors that have to be

considered in the process of UPD: thermodynamics of 2D Ag phases and the

properties of the electrolyte phase which strongly affect the structure of the

substrate/electrolyte interface. For 3D Ag phase formation and growth on

native(or foreign) substrate and dissolution of the 3D Ad phase, the overall

reaction is

Ag0 = Ag+
solv + e−, (5.1)

where Ag+
solv are solvated silver ions in the electrolyte phase. The actual

electrode potential, E, determines the direction of 5.1. Thermodynamically,

the equilibrium Nernst potential, E3DAg/Ag+ for 3D Ag phase is given by

E3DAg/Ag+ = E0
3DAg/Ag+ +

RT

nF
ln

aAg+

a3DAg

. (5.2)

The 3D bulk Ag phase is unstable at E > E3DAg/Ag+ and dissolves anodically.

At these positive potentials with respect to the equilibrium Nernst potential
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2D Ag phase is stable and different 2D phase transitions may take place on

the substrate surface. This region is known as UPD region. By definition,

UPD of any metal happens at undersaturation, ∆µ < 0. Supersaturation

and undersaturation is determined by

∆µ = µAgads
− µAg0,ads

= −F
(

E − E3DAg/Ag+

)

, (5.3)

where µ is the chemical potential.

Phase formation of metals on a foreign substrate(S) can be classified

into three different mechanisms, namely, Vomer-Weber (VW), Frank-van der

Merwe(FM), and Stranski-Krastanov (SK) modes depending on the Meads-

S binding energy and the crystallografic mismatch between S and 3D Me

bulk deposit. Considering the deposition process near equilibrium conditions,

three different growth modes can be distinguished as manifested in Figure

5.18. In VW mode, the binding energy of Meads on S, ΨMeads−S
, is lower than

that on the metal itself, ΨMeads−Me
. Consequently, 3D Me bulk phase for-

mation takes place on an unmodified substrate and the VW mode is favored

indipendent of crystallografic mismatch. When ΨMeads−S
>> ΨMeads−Me

, a

two-dimensional(2D) metallic monolayer can be formed in the UPD range,

and there are two possible growth mechanisms for the subsequent growth of

the metallic layers depending on the crystallografic mismatch. In the FM

mode the crystallografic mismatch of Me and S is negligibly small, metalic

layers are deposited on the substrate by a layer-by-layer growth. In the SK

case, the crystallografic mismatch is relatively large, the UPD layer contains

considerable internal strain and therefore, the growth of unstrained 3D Me

islands on top of the strained UPD Me layers is energetically favored.

The crystallografic mismatch between Ag and Au is almost zero. Atomic di-

ameters of Ag and Au are 2.88 Å and 2.89 Å respectively. In this sence, FM

growth mode is expected for this system. Indeed, this kind of electrodeposi-

tion is observed. In aqueous and ionic electrolytes, a uniform homogeneous

monolayer(ML) of Ag is formed in the whole UPD range confirming the

pseudomorfic layer-by-layer growth mode. At more positive potentials, as

the results have shown, two distinct surface processes occur on the Au(111)
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Figure 5.18: Schematic representation of the metal epitaxial growth modes on a
foreign substrate: (A) Volmer-Weber ;(B) Frank-van der Merwe and (C) Stranski-
Krastanov [3].
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surface - C1/A1 associated with 0.25 ML of Ag in aqueous and C3/A3 as-

sociated with 0.6 ML in IL suggesting the formation of a more open adlayer

of Ag. The value in aqueous is smaller than those published in previous

works [129,130,137,138]. There are ,however, some inconsistencies in the re-

ported coverage of Ag in the first UPD in sulfuric acid solutions. For instance,

Itaya [129] and Mrozek [137] have derived the coverage from coulometry in

the range of 0.31-0.34 ML. In contrast, Kolb [130] and Gewirth [138] have

employed charge measurements and have shown that the surface coverage of

Ag in the same potential range is about 0.45 ML. These discrepancies can be

due to very slow surface alloying kinetics and hence the polarization times

used for dissolution may not be long enough to take into account the full

amount of the deposited Ag. Surface alloying is supported by two facts: (1)

two maxima separated by 11 mV in the stripping LSV measurements indicate

that the Ag adatoms occupy two different energetically favored sites on/in

the Au(111) surface and (2) a number of monoatomically deep holes are ev-

idenced by in-situ STM imaging in both electrolytes after the dissolution of

the Ag adlayer.

Concerning the STM images in aqueous electrolyte, our findings are in good

agreement with those of Gewirth et al. [138], who have found by atomic force

microscopy(AFM) a (3 x 3) structure at 420 mV. The same structure has

been deduced from low-energy electron diffraction (LEED) measurements by

Mrozek et al., but in fluoride ion media [137]. In contrast, a (
√

3 x
√

3)R30◦

packing has been inferred by Itaya [129] in a broad potential region from 500

to 200 mV. Similarly, Kolb has claimed that the (
√

3 x
√

3)R30◦ structure co-

exists with the (3 x 3) one at 500 mV [130]. However, the (3 x 3) superlattice

corresponds to a packing density of 0.44 ML which is substantially higher

than the charge-derived coverage of this work. One possible explanation is

that the surface alloyed Ag phase can not be completely dissolved during the

anodic sweep with 1 mVs−1 and therefore the charge derived measurements

were underestimated.

As mentioned before, the properties of the electrolyte phase strongly affect

the structure of the substrate/electrolyte interface. It is well known that

UPD of metals can be accompanied by a specific anion adsorption [139].
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In sulfuric solutions, although sulfate/bisulfate is less specifically adsorbed

,for instance, than the halides, it is shown that chemisorption of these species

occur in the potential range from 600 mV to 1200 mV, see the review of Mag-

nussen [140]. This means that the first UPD of Ag (C1/A1 peak) is separated

by 100 mV and the ectrodeposition of Ag is not influenced by anion adsorp-

tion. In contrast, in the BMICl-AlCl3 electrolyte, by high-resolution in-situ

STM imaging we have evidenced ordered adlayer of adsorbed AlCl4− species.

The first indication of such chemisorption was reported by Stafford et al. who

have shown by STM an adsorption of tetrachloroaluminate species in acidic

aluminium chloride/1-methyl-3-ethylimidazolium chloride on Cu(111) [141].

Similar to this study it is thought that AlCl4− species are chemisorbed with

the tetrahedral face adjacent to the Au(111). As manifested by CV, the ad-

sorption of AlCl4− (C3 process) overlaps with the initial stages of Ag UPD

(C4 procees) resulting in a formation of non-uniform adlayer. Besides that,

specifically adsorbed AlCl4− species affect the UPD potential of Ag by shift-

ing it in the negative direction [142]. In sulfuric electrolyte it occurs at 520

mV (C1) whereas in BMICl-AlCl3 at 430 mV (C3).

The main result of this comparative study are summarized here:

(a) In the aqueous solution, the first UPD process of Ag occurs at 520 mV

resulting in an expanded homogeneous (3 x 3) adlayer of Ag whereas

the second one at 25 mV shows a transition from a more open (3 x 3)

structure to a close packed (1 x 1) monolayer.

(b) In the ionic electrolyte, the first UPD process of Ag exhibits two CV

peaks at 410 mV and 230 mV and it is characterized by a charge den-

sity of 130 µCcm−2 (0.59 ML). Atomically resolved STM images in this

potential range show for the first time a structural transition from an

inhomogeneous to an ordered phase (disorder/order transition) with a

(
√

3 x
√

3)R30◦ structure and adsorbed AlCl4− anions with a superlat-

tice of (1.63 x
√

3) R30◦ preceding the first UPD of Ag. The second

UPD process of Ag arises at 120 mV and 106 mV yielding one ML of

Ag.

(c) In both electrolytes, formation of one ML of Ag was found in the UPD
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range. The dissolution of Ag adlayer leads to monoatomically deep

characteristic holes or pits in the gold substrate which is a signature of

2D surface alloying.

5.3.2 Monte Carlo simulations of adsorption isotherms

The study of UPD of metal atoms belongs to the group of adsorption stud-

ies. Adsorption and two-dimensional(2D) phase transitions at surfaces are

well suited for lattice-gas modelling. In this section, we focus on equilibrium

Monte Carlo (MC) simulations of a lattice-gas model of Ag adsorption on

Au(111). For details about this method, see Chapter 2.4. In the previous

section, we emphasized how important the interaction energy is between ad-

sorbate and substrate for the growth mechanism. On the other hand, the

adsorbate-adsorbate interaction energy play a crucial role for 2D phase tran-

sitions. In order to extract this information from experimental measured

isotherms, equilibrium Monte Carlo simulations of lattice-gas model of Ag

on Au(111) were carried out. Therefore, we employed MC method with one

component grand-canonical lattice-gas Hamiltonian including the first, J1,

and the second, J2, nearest neighbor pair interactions. For this adsorption

study, a computer code (see Appendix 7) was implemented based on a grand-

canonical ensemble (or µ, V, T ensemble). In this ensemble, the temperature,

volume(in this 2D case-surface) and electrochemical potential are kept con-

stant. We have to know only the temperature and electrochemical potential

to determine the equilibrium surface coverage of Ag adatoms. The number of

Ag adatoms is allowed to fluctuate during simulation. The driving force for

the Ag adsorption, the electrochemical potential, µ , which is related to the

electrode potential, E, was varied. MC simulations used to obtain adsorption

isotherms at room temperature ( kT=25.7 meV) were performed on hexago-

nal lattices of size L=20 sites, using Metropolis algorithm based on a random

generator, ran2, from Numerical recipes in C, C++ [143]. Each data point

was obtained from a run of 5x103 Monte Carlo steps per site (MCSS) start-

ing from appropriate ground-state configuration. Sampling was performed

at intervals of 2 MCSS, and the first 1000 MCSS were discarded to ensure
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Figure 5.19: (A) Experimental (blue) and simulated (red) isotherms for the first
UPD of Ag on Au(111) (C1/A1-process) in aqueous electrolyte ;(B) experimental
(blue) and simulated (red) isotherms for the second UPD of Ag (C3/A3-process).

equilibration. The lattice-gas effective interaction energies, J1 and J2, were

varied until the simulated isotherms were in acceptable agreement with the

experimentally observed ones.

Figure 5.19 shows comparison of a MC simulated isotherm at T=293◦C for

the first (C1) and the second (C3) UPD of Ag in aqueous solution with

the experimental charge derived isotherms. In aqueous solutions, the ef-

fective energy of interaction between the 1st nearest neighbor Ag adatoms,

J1, obtained from fits of experimantal data for the fisrt and the second UPD

processes at T=293◦C are J1=24 ± 1 meV and J1=40 ± 2 meV, respectively.

Three aspects of these interactions energies are particularly interesting. First,

the effective nearest neighbor interaction energy is positive denoting effective

attraction. Second, J1 for the UPD process which take place at 25 mV (C3),

see Figure 5.19B, is relatively strong leading to a discontinuous drop in the

isotherm and sharp CV (C3/A3) peaks. This is consistent with the short

Ag-Ag bond-length in the dense packed (1 x 1) structure. Third, J1 for the

first UPD of Ag at 520 mV, see Figure 5.19A is moderately weak resulting in

some kind of "continuous" isotherm. The interaction energy of Ag-Ag in the

opened (3 x 3) structure is much more weaker than the interaction energy

between Ag adatoms in (1 x 1) structure.

Surprisingly, the situation in ionic electrolyte is different. The effective
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interaction between Ag-Ag adatoms obtained from fits with experimental

isotherm was found to be moderately repulsive, J1= -10 meV. The simulated

isotherm exhibits continuous characteristics and matches very well with the

experimental isotherm, see Figure 5.20. A snapshot of the equilibrium Monte

Carlo simulation at E=350 mV reveals some ordered patches of Ag adatoms

and some domains of disordered Ag phase. By performing MC simulations

for different electrode potentials in the range from 400 mV to 200 mV, the

snapshots show that the ordered phase of Ag becomes predominant and the

disordered phase disappears. This result is in very good agreement with

in-situ STM images obtained at these potentials, compare the snapshot pre-

sented in Figure 5.20B with in-situ STM image shown in Figure 5.21. In the

snapshot of MC simulation at 350 mV, blue circles represent Ag adatoms on

the surface whereas white ones unoccupied sites.

The disordered Ag phase might be a result of adsorption of AlCl4− ions which

precedes and overlaps with the deposition of Ag. Thus, the transition into

ordered phase would involve a desorption and replacement of AlCl4− ions

with Ag densely packed atoms. In order to simulate this scenario, a more

realistic model is needed including a usage of a two component lattice-gas

Hamiltonian which will take into account the adsorption of AlCl4− as well.
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Figure 5.20: (A) Comparison of a MC simulated isotherm in BMICl-AlCl3 with
the experimental charge derived isotherm ;(B) Snapshot of MC simulation at
E=350 mV which shows ordered patches of Ag adatoms in very good agreement
with in-situ STM images; blue circles represent Ag adatoms on the surface, whereas
white ones unoccupied sites.
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300 mV

Figure 5.21: In-situ STM image at 300 mV shows characteristic domains of the
ordered Ag phase which corresponds very good to the snapshot of the MC simula-
tion.



Chapter 6

Potential pulsed nanostructuring

of Ag on Au(111) in the UPD

region

6.1 Introduction

In general, electrodeposition of a metal on an electrode surface in the un-

der potential deposition(UPD) region can be performed under conditions

of constant electrode potential where a smooth monoatomically thin two-

dimensional(2D) electrodeposit is obtained. Another technique involves ap-

plying to the electrode a potential on a very short time scale. Pulsed potential

overpotential deposition(OPD) is a well established method which causes the

formation of three-dimentional(3D) nanoscopic metal particles. Various sys-

tems have been investigated with respect to the influence of duration and

magnitude of potentiostatic pulsing on size and spacial distribution of metal

clusters, see reviews [144, 145, 146]. Most of these studies use squared wave

potential pulses in the OPD region and substrates that have large crystal-

lografic mismatch with the deposited metal as well as low interfacial energy

such as graphite [147, 148]. This leads to electrodeposition of 3D metal par-

ticles under conditions of instantaneous nucleation and diffusion-controlled

Volmer-Weber growth mode. However, there is lack of investigations that

99
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focus on potential pulsing in the UPD range, in particular on high energy

surfaces (e.g., noble metals) where usually homogeneous monolayer forma-

tion is expected by gradually changing the electrode potential. Therefore,

the aim in this work was to check how the electrochemical stability, behavior,

and topography of a metal monolayer will be affected by applying one po-

tential pulse in the UPD range of that metal on high energy surfaces such as

Au(111). Silver was selected because the reduction of Ag+ exhibits fast het-

erogeneous electron transfer kinetics and because previously we have studied

the electrodeposition in UPD range of Ag on Au(111) (see Sec. 5.1).

6.2 Results

Pulsed electrodeposition in the UPD region of Ag on Au(111) from sulfuric

aqueous electrolyte was carried out by switching the electrode potential from

E1=550 mV to E2=20 mV vs. Ag+/Ag for very short time, see Figure 6.1A.

Duration of potential pulse was varied from 0.2 ms to 500 ms. For these fast

measurements, the potentiostat was equipped with a special interface card,

ADC750 (AutoLab, Nederlands), which has a maximum conversion speed

of 750 kHz and can measure current-time response with a shortest interval

of 1.3 µs. After one potential pulse from E1=550 mV to E2=20 mV the

electrochemical cell was switched off and STM experiment was performed at

open circuit potential(OCP).

6.2.1 Potential pulsed electrodeposition of 2D Ag clus-

ters

After one potential pulse from 550 mV to 20 mV in 1 mM solution of Ag+

on Au(111) with a duration of 0.2 ms, the gold surface was examined by in-

situ STM at OCP. The measured OCP was stabilized at 70 mV. Figure 6.2A

presents an STM image of the surface showing a surprisingly large number

of two-dimensional(2D) silver nano clusters. Their spacial distribution and

size will be discussed in Sec. 6.3.1. Apparently, the clusters have a narrow
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Figure 6.1: (A) Cyclic voltammogram recorded on single crystal Au(111) in 1
mM Ag2SO4 + 0.1M H2SO4 at a sweep rate of 30 mVs−1; The red arrow shows a
potential jump ;(B) After one potential pulse from E1=550 mV to E2=20 mV the
electrochemical cell is switched off and STM experiment is performed.

size distribution suggesting instantaneous nucleation.

A detailed analysis of the STM images reveals that the 2D Ag nanoclusters

are formed all over the surface without any preferential position on the gold

terraces or at the step edges. Also, it was found that they have a very high

stability because no significant change in their size and spacial distribution

was observed for a long span of time, see Figure 6.2B. A cross section analysis

(Figure 6.2B) reveals silver clusters which have a monoatomic height of 2 Å.

In order to prove whether 2D Ag clusters can grow under potentiostatic con-

ditions, the electrochemical cell was switched on and the electrode potential

was gradually reduced from 70 mV (the actual value of OCP) to 0 mV. From

OCP to 30 mV there is no significant change on the surface (Figure 6.3A). In

accordance with the CV, at 20 mV, a new silver phase is being formed at the

step edges and at 2D silver clusters as well, see Figure 6.3B. The development

of the island growth was continuously followed at constant applied electrode

potential of 20 mV. In Figure 6.3B-D sequential images are shown with a

time interval of about 5 minutes. The new Ag islands enlarge relatively fast

their size and indicate a strong tendency to merge with each other as well

as with the existing Ag clusters. Apparently, the silver islands that stem

from the pulsed clusters, grow with different rates. Approaching the Nernst



102 Chapter 6. Potential pulsed nanostructuring of Ag on Au(111 ) in UPD

A B

500 nm x 500 nm 250 nm x 250 nm

C

Figure 6.2: (A) 500 nm x 500 nm in-situ STM image of Au(111) after one potential
pulse from 550 mV to 20 mV with a duration of 0.2 ms in 1 mM Ag2SO4 + 0.1M
H2SO4 ;(B) 250 mn x 250 nm area of the substrate recorded at OCP after 24h ;(C)
Cross section analysis of 2D Ag clusters yielding a height of 2 Å.

equilibrium potential, the surface coverage of Ag on Au(111) increases. It is

worth noting that almost one monolayer of Ag coverage is reached at 0 mV

and the pulsed clusters become almost an unrecognizable part of it (Figure

6.3F). Thus, conclusion can be drawn that the pulsed Ag clusters belong to

the redox couple C3/A3, see Figure 6.1A. Interestingly, it seems that before

the monolayer of Ag covers the whole surface, some islands are formed on the

top of the silver monolayer, perhaps, due to the fact that the electrodeposi-

tion is governed at or near non-equilibrium conditions. A pseudomorphic (1

x 1) adlayer of Ag is formed that covers and follows the topography of the

Au(111) surface. This result is in good agreement with our charge measure-

ments.

Dissolution of the deposited monolayer of Ag was studied by in-situ STM as

a function of the applied electrode potential. In Figure 6.4A-D STM snap-

shots are displayed during the dissolution process.
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Figure 6.3: A sequence of in-situ STM images after 0.2 ms potential pulse from
550 mV to 20 mV at various electrode potentials showing a formation of one mono-
layer of (1 x 1)-Ag, size 250 nm x 250 nm ;(A) at 30 mV ;(B)-(D) at 20 mV ;(E)
at 10 mV ;(F) at 0 mV.
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It should be noted that although the 2D Ag clusters become a part of the

(1 x 1) Ag monolayer, they can not be stripped at more positive potentials

where usually the (1 x 1)-Ag adlayer is completely dissolved in accordance

with the CV (A3 process in the CV). This strongly indicates that the 2D

clusters exhibit an anomalously stability.
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Figure 6.4: A sequence of STM images showing the dissolution of the (1 x 1)-Ag
adlayer; size 250 nm x 250 nm (A) at 0 mV ;(B) at 30 mV ;(C) at 40 mV ;(D) at 50
mV. The white arrow shows that after dissolution the same 2D pulsed Ag clusters
appear on the surface as before indicating a very high stability.
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Moreover, a striking result is, that some kind of "memory effect" is observed

because after dissolution the STM pictures reveal the 2D Ag clusters at the

same places on the surface as at the beginning of the deposition, see the white

arrows in Figure 6.4D and Figure 6.3A. The 2D Ag clusters are evidenced

even at 200 mV as displayed in Figure 6.5B. They start to dissolve slowly in

the potential range from 200 mV to 400 mV, see Figure 6.4B-D.
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Figure 6.5: STM images (250 nm x 250 nm) of dissolution of 2D pulsed Ag
nanoclusters. (A) at 100 mV there is no change ;(B) at 200 mV the clusters slowly
start to dissolve ;(C) at 400 mV and ;(D) at 500 mV are almost completely dissolved.
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A dependence of duration of the potential pulse on the Ag clusters size is

presented in Figure 6.6. Analysis of these images leads to the conclusion that

the duration of pulsing strongly affects the surface density of Ag clusters and

their size. By comparing Figure 6.6A with Figure 6.6D one can say that in-

creasing the duration of the potential pulse results in larger clustering. The

nucleation density after a 0.2 ms pulse is higher than for a 500 ms pulse.
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100 ms

20 mV

10 ms

500 ms

0 mV

350 nm 350 nm 400 nm 400 nm

500 nm 500 nm 600 nm 600 nm

Figure 6.6: STM images after potential pulse from 550 mV to 20 mV with different
duration. The dependence of pulse duration on cluster size is clearly visible. (A)
with 0.5 ms ;(B) 10 ms ;(C) 100 ms ;(D) 500 ms.
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6.3 Discussion

6.3.1 Spacial distribution of clusters

Pulsed silver electrodeposition, monitored by in-situ STM in the UPD range

on Au(111) was carried out for the first time. The results have shown that by

applying short potential pulses a number of 2D nano clusters can be formed.

In order to analyze how the 2D Ag clusters are distributed on the surface the

distances between first nearest neighbors were derived from the STM image

(Figure 6.2A). In general, the formula for the probability distribution of the

distances between first nearest neighbors of randomly distributed clusters on

a flat 2D surface is

dP

dr
= 2πrN exp

(

−πNr2
)

, (6.1)

where dP (r) and N are the probability distribution function and the average

cluster density, respectively. Details of stochastic properties of assemblies of

objects randomly distributed in space can be found in [149]. The location of

any Ag cluster in the STM image after a potential pulse of 0.2 ms (Figure

6.2A) was digitized with respect to an arbitrary origin and the experimental

histogram of distribution of distances between first neighbors was calculated

by a special program written for that purpose. The program does not take

into account clusters that are at the edges of the STM picture and thus re-

duces finite-size effects. The average cluster density, in this case, was found

to be N=0.00383 nm−2 or 3.8 x 1011 cm−2. This number density is surpris-

ingly two orders of magnitude higher than the reported values of Penner [150]

who used a 10 ms pulse in 1 mM Ag+ plating solutions in the OPD range on

graphite substrates to produce 3D nanoclusters. Figure 6.7 demonstrates the

correlation between the theoretical and experimental distributions of the dis-

tances between nearest neighbors in case of 2D Ag pulsed electrodeposited

clusters on a flat Au(111) surface. As is seen from Figure 6.7 part of the

smallest distances in the range from 0 to 5 nm predicted by the theory are

missing from the experimental histogram. This result is due to the finite size
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of clusters that have an average size of 5 nm. In addition, the experimental

histogram is narrower than the theoretical one. This might be explained in

terms of "screening zones" of reduced surface concentration spreading around

growing silver nanoclusters and creating unfavorable nucleation conditions.

From the experimental data, the mean first nearest neighbor distance is de-

termined to be 9.7 ± 1.75 nm whereas the theoretical value according to Eq.

6.1 is 8.1 nm [149].
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Figure 6.7: Histogram of distances between nearest neighboring Ag clusters after
using a 0.2 ms potential pulse, for STM image, see Figure 6.2A. The line is drawn
according to Eq. 6.1.

6.3.2 Coupled diffusion-adsorption model

In the previous chapter 6.2.1 STM images demonstrated that by applying

short potential pulse 2D Ag nanoclusters with unusual properties can be

formed. During the potential pulse, the current-time response of the electro-

chemical system was recorded, see Figure 6.8. In the following discussion we

focus on an adequate kinetic model by which one can not only describe the

i− t characteristics but also get some insight into the physics of 2D potential

pulsed Ag electrocrystallization.
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Figure 6.8: Current-time responses recorded during the potential pulse from 550
mv to 20 mV in 1 mM Ag2SO4 + 0.1M H2SO4 on Au(111).

In general, electrocrystallization is a complex process which involves a num-

ber of distinct steps:

(1) diffusion and electromigration of ions in solution to the electrode sur-

face,

(2) electron transfer,

(3) adsorption on the surface with partial or complete loss of the solvation

sheath, resulting in the formation of adatoms,

(4) surface diffusion and lattice incorporation of adatoms.
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Evaluating the current-time transients according to the existing models [151]

for 2D nucleation it became evident that standard nucleation models fail

to describe the i − t transients. For instance, Langmuir type of adsorption

predicts an exponential decaying function of i vs. t which can not describe

the shoulder in i−t transients, see Figure 6.8C. On the other hand, combining

the current for double layer charging, iDL,

iDL = i0 exp(− t

τ
), (6.2)

and the well-known expression for current, i2DLI , of 2D instantaneous nu-

cleation [151] if the rate determining step is the lattice incorporation of Ag

adatoms at the expanding periphery of the nucleation centers, i2DLI ,

i2DLI =
2πFMhN0k

2

ρ
t exp

(

−πN0M
2k2

ρ2
t2
)

, (6.3)

one yields,

i(t) = iDL(t) + i2DLI(t). (6.4)

Here F is the Faraday number, N0 is the number of nuclei present at t = 0, k

is the rate of lattice incorporation expressed in molcm−2s−1, h is the height

of the monolayer, and M and ρ are the atomic weight of Ag and density of

the adlayer, respectively.

If the experimental i−t data are plotted according to Eq. 6.4 in coordinates1

ln
(

i−i0 exp−
t
τ

t

)

vs. t2 one should obtain a straight line. However, the i − t

transients for 50 ms pulse strongly deviates from the well known model as

plotted in Figure 6.9.

Therefore, in order to gain a fundamental understanding of the kinetics dur-

ing pulsing, it was necessary to develop a theoretical model which describes

the early stages of eletrocrystalization, namely processes (1), (2) and (3), see

Figure 6.10. The process (2) can be neglected because the charge transfer

reaction (Ag+ + e−=Ag0) is one of the fastest electrochemical reaction (ex-

change current density of Ag is Iex=20 A/cm2).

1i0 and τ are obtained from fits of Eq. 6.2 to the initial parts of the i − t curve for 50
ms pulse



6.3.2. Coupled diffusion-adsorption model 111

0.000 0.001 0.002

-9

-8

-7

-6

ln
((

I-
I 0*

ex
p(

-t
/τ

)/
t)

 

 

t2

Figure 6.9: Current-time transient plotted in ln

(

i−i0 exp−
t
τ

t

)

vs. t2 coordinates
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Figure 6.10: Initial stages of electrocrystallization: 1. diffusion and electromi-
gration 2. charge transfer (exchange current density of Ag is Iex=20 A/cm−2) 3.
adsorption.

In general, the transport of Ag+ ions in the bulk is driven by both diffusion

and electromigration. However, in the present case the latter is negligible due

to the high electrolyte concentration of supporting electrolyte (0.5M H2SO4).
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Thus, the evolution of the local concentration c(z,t) of Ag+ ions in the solu-

tion obeys the regular diffusion equation,

∂c(t, z)

∂t
= D

∂2c(t, z)

∂z2
, (6.5)

where D is the corresponding diffusion coefficient. The boundary condi-

tions of Eq. 6.5 are constant concentration, c∞ = c(t, z = ∞), far away

from the Au electrode and the balance of the diffusion and adsorption fluxes

D(∂zc)z=0 = ∂tΓ
2 on the Au surface, where Γ is the adsorption of Ag atoms.

The initial conditions are constant concentration everywhere in the bulk

c(t = 0, z) = c∞ and a bare Au surface Γ(t = 0) = 0 at the beginning

of the process. Hence, the solution of Eq. 6.5 is the following Laplace image

c̃(s, z) of the local concentration

c̃ = c∞/s− Γ̃
√

s/D exp(−
√

s/Dz), (6.6)

Further analysis requires modeling of the adsorption kinetics. From the ex-

perimental CV it is clear that the Ag atoms can form two different stable

surface phases on the Au surface: the (3 x 3) phase occurring at 520 mV and

the (1 x 1) at 20 mV, for details, see chapter 5.2. Let us denote the dilute

one as phase α and the condensed one as phase β. If the electrode potential

changes continuously the α-phase appears at about 520 mV and then it is

transformed in the β-phase at around 20 mV. However, if the potential jumps

from 550 mV directly to 20 mV there is no α-phase at the beginning and,

hence, the formation of the two phases will take place simultaneously. Obvi-

ously, the creation of the β-phase requires first the presence of the α-phase.

Thus, a linearized kinetic model of the adsorption of Ag on Au electrode

after the potential jump reads:

∂tΓα = kacs(t)(Γ
∞
α − Γα) ≈ kaΓ

∞
α cs − kac∞Γα, (6.7)

∂tΓβ = ktΓαcs(t)(Γ
∞
β − Γβ) ≈ ktc∞Γ∞

β Γα − ktc∞Γ∞
α Γβ, (6.8)

where Γα and Γβ are the surface coverages of the α- and β-phases, respec-

2∂z stands for ∂/∂z
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tively, cs = c(t, z = 0) is the surface concentration, ka is the adsorption

constant, and kt is the rate constant of transformation of α into β phase.

Note, that the desorption is completely neglected in Eqs. 6.7 and 6.8. Solv-

ing these equations by Laplace transformation yields the following Laplace

images of the adsorptions

Γ̃α = kaΓ
∞
α c̃s/(s+ kac∞), (6.9)

Γ̃β = ktc∞Γ∞
β kaΓ

∞
α c̃s/(s+ kac∞)(s+ ktc∞Γ∞

α ). (6.10)

The total adsorption of Ag atoms on the Au surface is a sum of the partial

adsorptions above, i.e.

Γ̃ = Γ̃α + Γ̃β = kaΓ
∞
α c̃s

s+ ktc∞(Γ∞
α + Γ∞

β )

(s+ kac∞)(s+ ktc∞Γ∞
α )
. (6.11)

Introducing Eq. 6.11 in Eq. 6.6 leads to an expression for the Laplace image

of the local concentration. Using it one can derive the Laplace image of the

surface concentration in the form

c̃s = c∞
(s+ kac∞)(s+ ktc∞Γ∞

α )

s[(s+ kac∞)(s+ ktc∞Γ∞
α ) + kaΓ∞

α (s+ ktc∞Γ∞
α + ktc∞Γ∞

β )
√

s/D]
(6.12)

which depends both on the diffusion in the bulk and the kinetics of adsorp-

tion. Finally, the measured electric current is a sum of the electric current

due to Ag deposition and the current due to the charging of the electric dou-

ble layer

ĩ = FsΓ̃ + A/(s+ kr). (6.13)

Here F is the Faraday number, A is a constant and kr is the relaxation con-

stant of the double layer formation. Substituting c̃0 from Eq. 6.12 and 6.11

and introducing the result of Γ̃ in Eq. 6.13 leads to the following expression

for the Laplace image of the current
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ĩ =
Fkac∞Γ∞

α (s+ktc∞Γ∞

α +ktc∞Γ∞

β
)

(s+kac∞)(s+ktc∞Γ∞

α )+kaΓ∞

α (s+ktc∞Γ∞

α +ktc∞Γ∞

β
)
√

s/D

+ i0−Fkac∞Γ∞

α

s+kr
,

(6.14)

where the constant A was expressed by the initial current i0 = i(t = 0).

The analytical inversion of the Laplace image from Eq. 6.14 is impossi-

ble. For this reason numerical calculations are employed. Some of the pa-

rameters in Eq. 6.14 are known: c∞=1 mM and D=1.65x10−5 cm2/s [152].

From our previous investigation, see chapter 5.2.1, we concluded that the α-

phase corresponds to 0.25 ML, while the condensed phase (β-phase) forms a

complete monolayer. Thus, one can estimate that the maximal adsorptions

equal to Γ∞
α = 0.25/(NAπd

2) = 1.6 µmol/m2 and Γ∞
β = 0.75/(NAπd

2) =

4.8 µmol/m2, where d = 2.89 is the distance between the surface Au atoms.

Because of the high electrolyte concentration the relaxation of the double

layer is very fast of the order of 1 ms. Hence, the corresponding relaxation

can be obtained from the initial slope of the current transient for a 10 ms

pulse, presented in Figure 6.10D, i.e. k−1
r = 0.2 ms. For the initial current

we adopt the value of i0 = 16 mA/cm2 in accordance with Figure 6.10C. The

remaining other two parameters are determined by a fit of the dependence i

vs. t for 50 ms pulse, see Figure 6.8C. For this purpose, the inverse Laplace

transformation of Eq. 6.14 was performed numerically and then fitted to the

experimental i vs. t for 50 ms pulse data varying the constants ka and kt.

The best fit corresponds to kac∞=0.1x10−3 s−1 and ktc∞Γ∞
β =1x10−3 s−1.

The theoretical dependence of i − t response for a 50 ms potential pulse as

calculated from Eq. 6.14 is plotted in Figure 6.11. As is seen the theory

reproduces very well the characteristic maximum at about 2 ms after the

double layer charging. In Figure 6.12 the time dependence of the surface

concentration, cs(t), and the adsorption of α− and β-phases, respectively,

are plotted. Obviously, at the beginning, the dilute phase(α phase) forms,

which later completely transforms into condensed one(β). The surface con-

centration is substantially decreased compared to the bulk one and the slow

diffusion kinetics determines the current-time response at larger time.
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t / ms

I /
 m

A
cm

-2

Figure 6.11: The theoretical dependence of current vs. time for a 50 ms potential
pulse obtained from the model according to Eq. 6.14

t / ms

Figure 6.12: Evolution of the relative subsurface concentration, cs/c∞ (solid line)

and the relative adsorptions Γα/Γα
∞ (dashed line) and Γβ/Γβ

∞ (dotted line).
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Chapter 7

Appendix: Monte Carlo code

Monte Carlo simulation code in C\C++.

Monte Carlo code for simulating the underpotential deposition(UPD) of Ag

on Au(111) at equilibrium is given as follows:
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Manufacturer list

Advance Ceramics Advance Ceramics Corporation, USA

Advent Advent Research Materials Ltd., Oxford, UK

Alfa Alfa Johnson Matthey Company, Karlsruhe

BASF BASF, Ludwigshafen

Berliner glass KG Berliner glass KG, Berlin

Eco Chemie Eco Chemie B.V., Ultrecht, The Netherlands

Fluka Fluka Chemie AG, Switzerland

Griesheim Messer Group GmbH, Krefeld

Oriental Motors Oriental-Motors(Europe), Düsseldorf

MaTeck Material-Technologie & Kristalle GmbH, Juelich

Millipore Millipore Corporation, Massachusetts, USA

MI Molecular Imaging Corp., USA

Nanotecnology Merck, Darmstadt

New Focus Inc New Focus Inc, St. Clara, USA

Omicron Omicron NanoTechnology GmbH,Taunusstein

Park Park Scientific Instruments, USA
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