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## Preface

The GIFT 2006 workshop covers topics related to the Global Integration of Field Theories. These topics span several domains of science including Mathematics, Physics and Computer Science. It is indeed an interdisciplinary event and this feature is well illustrated by the diversity of papers presented at the workshop.

Physics is our main target. A simple approach would be to state that we investigate systems of partial differential equations since it is widely believed that they provide a fair description of our world. The questions whether this world is Einsteinian or not, is described by String Theory or not are not however on our agenda. At this stage we have defined what we mean by field theories. To assess what global integrability means we surf on the two other domains of our interest.

Mathematics delivers the main methodologies and tools to achieve our goal. It is a trivial remark to say that there exist several approaches to investigate the concept of integrability. Only selected ones are to be found in these proceedings. We do not try to define precisely what global integrability means. Instead, we only suggest two tracks. The first one is by analogy with the design of algorithms, in Computer Algebra or Computer Science, to solve systems of differential equations. The case of ODEs is rather well understood since a constructive methodology exists. Although many experts claim that numerous results do exist to solve systems of PDEs, no constructive decision method exists. This is our first track. The second track follows directly since the real world is described by systems of PDEs, which are mainly non-linear ones. To be able to decide in such a case the existence of solutions would immediately increase the scope of new technologies applicable to industrial problems.

It is this latter remark that led to the European NEST project with the same name. The GIFT project aims at making progress in the investigation
of field theories through the use of very advanced mathematical tools. This workshop is part of the deliverables. It demonstrates that at least one goal has been reached: to foster the collaboration of physicists, mathematicians and computer scientists coming from different schools of thoughts.

We are very grateful to the European Commission for its support to GIFT and thus to the use of very advanced mathematical methods to investigate how field theories may generate innovative technologies. Our project officer in Brussels, Dr. Carlos Saraiva-Martins, deserves special thanks for his efficiency and his readiness to answer any of our queries. Special thanks are due to Magdalena Sałek and Marcus Hausdorf for their fully efficient management of the project, this workshop organization and proceedings preparation.
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# Symbolic Computation for Overdetermined Systems of Nonlinear Differential Equations 

Evelyne Hubert<br>INRIA Sophia Antipolis<br>www.inria.fr/cafe/Evelyne.Hubert

The study of differential equations and differential systems has many facets and requires a large palette of tools, whether of computational or theoretical nature. Interaction among all of those is essential. Numerical integration based on analysis has held a prominent place in applications as approximating the solution of differential system is often the final aim. Symbolic computation brings some other tools for the qualitative investigation of differential systems. Symbolic algorithms handle algebraic structures. To study differential systems there is thus a need to algebraicize the problems, that is establish dictionaries between the analytic and the algebraic properties. A second stage in this line of research is then to develop algorithms for capturing the algebraic information, make them efficient and accessible through their implementations in symbolic systems.

On one hand symbolic computation can preprocess differential systems which are not given in a form that fits numerical schemes. But some academic and engineering problems of smaller size ask for more qualitative answers: What are the conditions on some parameters for the system to have a solution? What are the dimension of the solution space? What are the consistent set of initial condition that determine uniquely a solution? Can I deduce some unknowns from the knowledge of others? Those sample of questions on on over and under determined differential systems are addressed in what I would call differential elimination and completion.

There has been several algebraic theories developed for addressing those issues. They are amenable to symbolic computation. Cartan's introduction of exterior differential systems and involutivity has probably been the most celebrated [5] and is suited for geometric problems. The homological approach to involutivity for differential sytems, initiated by Spencer and Quillen, has shown its implication in mathematical physics, control theory and numerical analysis $[4,18,20,15]$. The algebraic standpoint on differential equations of Ritt and Kochin [19, 12] started on different grounds. There the focus was on nonlinearity and the implications on the solution sets. A motivational question was: how do we define the general solution of an differential equation and what are its relations to the singular solutions. The subsequent theory of differential algebra has provided firm grounds for this question and has developed in an algebraic treatment of nonlinear differential systems.

My goal is not to expand on the inter-relationships between the algebraic theories for differential systems, though there is a real need for that [14]. Algorithms for systems of nonlinear differential systems based on differential algebra [8] have been implemented in widely available symbolic systems for 10 years now [2] and are still evolving [3, 9, 1, 7]. I want to promote here their use by introducing the underlying theory and giving a practical sense of of their applicability on examples. Indeed, symbolic computation software can be very user friendly but it is delusive to think that they can be used as black boxes. One needs to have basic understanding of the underlying theories to best use the software available.

Differential problems are sometimes better expressed with non commuting derivations. This is the case of some equivalence and classification problems [17]. This is also the case of differential systems with symmetry once they are rewritten in terms of the invariants of the symmetry group [16]. The computations are then more tractable in those terms. We shall base the presentation on the recent generalization of differential algebra to derivations with non trivial commuting rules [10]. This extension furthermore gives theoretical grounds for the investigation of the differ-
ential algebras formed by the differential invariants of a Lie group action [13, 6, 11].
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# Dimension of the solutions space of PDEs 

Boris Kruglikov Valentin Lychagin<br>Inst. of Mathematics and Statistics, University of Tromsø, Tromsø 90-37, Norway, kruglikov@math.uit.no, lychagin@math.uit.no


#### Abstract

We discuss the dimensional characterization of the solutions space of a formally integrable system of partial differential equations and provide certain formulas for calculations of these dimensional quantities.


Keywords: Solutions space, Cartan's test, Cohen-Macaulay module, involutive system, compatibility, formal integrability.

## 1 Introduction: what is the solutions space?

Let $\mathcal{E}$ be a system of partial differential equations ( $\mathrm{PDEs}^{1}$ ). We would like to discuss the dimensional characterization of its solutions space.

However it is not agreed upon what should be called a solution. We can choose between global or local and even formal solutions or jet-solutions to a certain order. Hyperbolic systems hint us about shock waves as multiplevalued solutions and elliptic PDEs suggest generalized functions or sections.

A choice of category, i.e. finitely differentiable $C^{k}$, smooth $C^{\infty}$ or analytic $C^{\omega}$ together with many others, plays a crucial role. For instance there are systems of PDEs that have solutions in one category, but lacks them in another (we can name the famous Lewy's example of a formally integrable PDE without smooth or analytic solutions, [L]).

[^0]In this paper we restrict to local or even formal solutions. The reason is lack of reasonable existence and uniqueness theorems (in the case of global solutions even for ODEs). In addition this helps to overcome difficulties with blow-ups and multi-values.

If the category is analytic, then Cartan-Kähler theorem [Ka] guarantees local solutions of formally integrable equations [Go] and even predicts their quantity. We then measure it by certain dimension characteristics.

If the category is smooth, formal integrability yields existence of solutions only if coupled with certain additional conditions (see for instance [Ho]). Thus it is easier in this case to turn to formal solutions, which in regular situations give the same dimension characteristics. With this vague idea let us call the space of solutions $\operatorname{Sol}(\mathcal{E})$.

With this approach it is easy to impose a topology on the solutions space. However we shall encounter the situations, when the topological structure is non-uniform.

To illustrate the above discussion, let's consider some model ODEs (in which case we possess existence and uniqueness theorem). The space of local solutions for the ODE $y^{\prime}=y^{2}$ is clearly one-dimensional, but the space of global solutions (continuous pieces until the blow-up) has two disconnected continuous pieces (solutions $y=(a-x)^{-1}$ for $a<0$ or for $a>0$ ) and a singular point (solution $y=0$ ). Another example is the equation $y^{\prime 2}+y^{2}=1$, the solutions on $(-\varepsilon, \varepsilon)$ of which form $S^{1}$, but the space of global solutions is $\mathbb{R}^{1}$ (both united with two singular points in $\operatorname{Sol}(\mathcal{E}))$.

We would like to observe the "biggest" piece of the space of $\operatorname{Sol}(\mathcal{E})$, so that in our dimensional count we ignore isolated and special solutions or their families and take those of connected components, that have more parameters in.

It will be precisely the number of parameters, on which a general solution depends, that we count as a dimensional characteristic. Let us discuss the general idea how to count it and then give more specified definitions.

Note that in this paper we consider only (over)determined systems of

PDEs. Most results will work for underdetermined systems, but we are not concerned with them.

## 2 Understanding dimension of the solutions space

Let us treat at first the case of linear PDEs systems (the method can be transferred to non-linear case). We consider formal solutions and thus assume the system of $\operatorname{PDEs} \mathcal{E}$ is formally integrable. We also assume the system $\mathcal{E}=\mathcal{E}_{k}$ is of pure order $k$, which shall be generalized later.

Thus for some vector bundle $\pi: E(\pi) \rightarrow M$ we identify $\mathcal{E}$ as a subbundle $\mathcal{E}_{k} \subset J^{k}(\pi)$ (see $[\mathrm{S}, \mathrm{Go}, \mathrm{KLV}]$ ) and let $\mathcal{E}_{l} \subset J^{l}(\pi)$ be its $(l-k)$-th prolongations, $l \geq k$. Then the fibres $\mathcal{E}_{x}^{\infty} \subset J_{x}^{\infty}(\pi)$ at points $x \in M$ can be viewed as spaces of formal solutions of $\mathcal{E}$ at $x \in M$. To estimate size of $\mathcal{E}_{x}^{\infty}$ we consider the spaces of linear functions on $\mathcal{E}_{l, x}$, i.e. the space $\mathcal{E}_{l, x}^{*}$. The projections $\pi_{l, l-1}: \mathcal{E}_{l, x} \rightarrow \mathcal{E}_{l-1, x}$ induce embeddings $\pi_{l, l-1}^{*}: \mathcal{E}_{l-1, x}^{*} \hookrightarrow \mathcal{E}_{l, x}^{*}$, and we have the projective limit

$$
\mathcal{E}_{x}^{*}=\cup_{l} \mathcal{E}_{l, x}^{*} .
$$

Remark that $\mathcal{E}^{*}$ is the module over all scalar valued differential operators on $\pi$, while the kernel of the natural projection $J_{x}^{\infty}(\pi)^{*} \rightarrow \mathcal{E}_{x}^{*}$ can be viewed as the space of scalar valued differential operators on $\pi$ vanishing on the solutions of the PDEs system $\mathcal{E}$ at the point $x \in M$. Thus elements of $\mathcal{E}_{x}^{*}$ are linear functions on the formal solutions $\mathcal{E}_{x}^{\infty}$.

We would like to choose "coordinates" among them, which will estimate dimension of the formal solution space. To do this we consider the graded module associated with filtred module $\mathcal{E}_{x}^{*}$ :

$$
g^{*}(x)=\bigoplus_{l \geq 0} g_{l}^{*}(x),
$$

where $g_{l}(x)$ are the symbols of the equation at $x \in M$ :

$$
g_{l}(x)=\mathcal{E}_{l, x} / \mathcal{E}_{l-1, x} \subset S^{l} T_{x}^{*} \otimes \pi_{x}
$$

(we let $\mathcal{E}_{l}=J^{l}(\pi)$ for $l<k$ ), and reduce analysis of $\mathcal{E}_{x}^{*}$ to investigation of the symbolic module $g_{x}^{*}$.

This $g^{*}$ is the module over the symmetric algebra $S T_{x} M=\oplus S^{i}\left(T_{x} M\right)$ and its support $\operatorname{Char}_{x}^{\mathbb{C}}(\mathcal{E}) \subset \mathbb{P}^{\mathbb{C}} T_{x}^{*} M$ is a complex projective variety consisting of complex characteristic vectors. The values $\mathcal{K}_{p}$ of the symbolic module $g_{x}^{*}$ at characteristic covectors $p \in{ }^{\mathbb{C}} T_{x}^{*} \backslash 0$ form a family of vector spaces over $\operatorname{Char}_{x}^{\mathbb{C}}(\mathcal{E})$, which we call characteristic sheaf.

By the Noether normalization lemma ([E]) there is a subspace $U \subset T_{x} M$ such that the homogeneous coordinate ring $S T_{x} M / \operatorname{Ann} g^{*}(x)$ of $\operatorname{Char}_{x}^{\mathbb{C}}(\mathcal{E})$ is a finitely generated module over $S U$. It follows that $g^{*}(x)$ is a finitely generated module over $S U$ too.

If $g^{*}(x)$ is a Cohen-Macaulay module (see [E], but we recall the definition later in a more general situation, then $g^{*}(x)$ is a free $S U$-module (we called the respective PDEs systems $\mathcal{E}$ Cohen-Macaulay in $\left[\mathrm{KL}_{2}\right]$ and discussed their corresponding reduction).

Let $\sigma$ be the rank of this module, and $p=\operatorname{dim} U$. By the above discussion these numbers can be naturally called formal functional rank and formal functional dimension of the solutions space $\mathcal{E}_{x}^{\infty}$ at the point $x \in M$, because they describe on how many functions of how many variables a general jetsolution formally depends (we shall omit the word "formally" later), or how many "coordinates" from $\mathcal{E}_{x}^{*}$ should be fixed to get a formal solution.

If the symbolic module is not Cohen-Macaulay, the module $g^{*}(x)$ over $S U$ is not free, but finitely generated and supported on $\mathbb{P}^{\mathbb{C}} U^{*}$. Let $\mathbb{F}(U)$ be the field of homogeneous functions $P / Q$, where $P, Q \in S U, Q \neq 0$, considered as polynomials on $U^{*}$. Thus $\mathbb{F}(U)$ is the field of meromorphic (rational) functions on $U^{*}$.

Consider $\mathbb{F}(U) \otimes g^{*}(x)$ as a vector space over $\mathbb{F}(U)$. Keeping the same definition for $\sigma$, let us call the dimension of this vector space $p$ formal rank of $\mathcal{E}$ at the point $x \in M$.

It is clear that for Cohen-Macaulay systems the two notions coincide. However since $g^{*}(x)$ over $S U$ is not free, we would like to give more numbers to characterize the symbolic module.

Let us choose a base $e_{1}, \ldots, e_{r}$ of $\mathbb{F}(U) \otimes g^{*}(x)$ such that $e_{1}, \ldots, e_{r}$ are homogeneous elements of $g^{*}(x)$ and denote by $\Gamma_{1} \subset g^{*}(x)$ the $S U$-submodule generated by this base. It is easy to check that $\Gamma_{1}$ is a free $S U$-module. For the quotient module $M_{1}=g^{*}(x) / \Gamma_{1}$ we have the following property:

Ann $h \neq 0$ in $S U$, for any $h \in M_{1}$.
Therefore Ann $M_{1} \neq 0$ and the support $\Xi_{1}$ of $M_{1}$ is a proper projective variety in $\mathbb{P}^{\mathbb{C}} U^{*}$.

We apply the Noether normalization lemma to $\Xi_{1}$, we get a subspace $U_{1} \subset U$, such that $M_{1}$ is a finitely generated module over $S U_{1}$. Its rank will be the next number $p_{1}$ and we also get $\sigma_{1}=\operatorname{dim} U_{1}$, which we can call the next formal rank and formal dimension.

Applying this procedure several more times we get a sequence of varieties $\Xi_{i}$ and numbers $\left(p_{i}, \sigma_{i}\right)$, which depends, in general, on the choice of the flag $U \supset U_{1} \supset U_{2} \supset \ldots$ and the submodules $\Gamma_{i}$ of $S U_{i-1}$.

Thus we resolve our symbolic module via the exact 3 -sequences
$0 \rightarrow \Gamma_{1} \rightarrow g^{*} \rightarrow M_{1} \rightarrow 0$ over $S U, 0 \rightarrow \Gamma_{2} \rightarrow M_{1} \rightarrow M_{2} \rightarrow 0$ over $S U_{1}, \ldots$ ( with $\operatorname{Supp} M_{i}=\operatorname{Supp} \Gamma_{i+1} \supsetneqq \operatorname{Supp} M_{i+1}$ ) etc.

## 3 Cartan numbers

In Cartan's study of PDEs systems $\mathcal{E}$ (basically viewed as exterior differential systems in this approach) he constructed a sequence of numbers $s_{i}$, which are basic for his involutivity test. These numbers depend on the flag of subspaces one chooses for investigation of the system and so have no invariant meaning.

The classical formulation is that a general solution depends on $s_{p}$ functions of $p$ variables, $s_{p-1}$ functions of $(p-1)$ variables, $\ldots, s_{1}$ functions of 1 variable and $s_{0}$ constants (we adopt here the notations from $\left[\mathrm{BCG}^{3}\right]$; in Cartan's notations [C] we should rather write $s_{p}, s_{p}+s_{p-1}, s_{p}+s_{p-1}+s_{p-2}$ etc). However as Cartan notices just after the formulation [C], this statement has only a calculational meaning.

Nevertheless two numbers are absolute invariants and play an important role. These are Cartan genre, i.e. the maximal number $p$ such $s_{p} \neq 0$, but $s_{p+1}=0$, and Cartan integer $\sigma=s_{p}$.

As a result of Cartan's test a general solution depends on $\sigma$ functions of $p$ variables (and some number of functions of lower number of variables, but this number can vary depending on a way we parametrize the solutions). Here general solution is a local analytic solution obtained as a result of application of Cartan-Kähler (or Cauchy-Kovalevskaya) theorem and thus being parametrized by the Cauchy data.

Hence we can think of $p$ as of functional dimension and of $\sigma$ as of functional rank of the solutions space $\operatorname{Sol}(\mathcal{E})$. In fact, we adopt this terminology further on in the paper, because as was shown in the previous section it correctly reflects the situation.

These numbers can be computed via the characteristic variety. If the characteristic sheaf over $\operatorname{Char}^{\mathbb{C}}(\mathcal{E})$ has fibers of dimension $k$, then

$$
p=\operatorname{dim} \operatorname{Char}^{\mathbb{C}}(\mathcal{E})+1, \sigma=k \cdot \operatorname{deg} \operatorname{Char}^{\mathbb{C}}(\mathcal{E}) .
$$

The first formula is a part of Hilbert-Serre theorem ([H]), while the second is more complicated. Actually Cartan integer $\sigma$ was calculated in $\left[\mathrm{BCG}^{3}\right]$ in general situation and the formula is as follows.

Let $\operatorname{Char}^{\mathbb{C}}(g)=\cup_{\epsilon} \Sigma_{\epsilon}$ be the decomposition of the characteristic variety into irreducible components and $d_{\epsilon}=\operatorname{dim} \mathcal{K}_{x}$ for a generic point $x \in \Sigma_{\epsilon}$. Then

$$
\sigma=\sum d_{\epsilon} \cdot \operatorname{deg} \Sigma_{\epsilon} .
$$

It is important that these numbers coincide with the functional dimension and rank of the previous section. Moreover the sequence of Cartan numbers $s_{i}$ is related to the sequence ( $p_{i}, \sigma_{i}$ ) of the previous section.

This can be seen from the general approach of the next and following sections, which treat the case of systems $\mathcal{E}$ of PDEs of different orders (we though make presentation for the symbolic systems, with interpretation for general systems being well-known [S, KLV, $\mathrm{KL}_{2}$ ]).

## 4 Symbolic systems

Consider a vector space $T$ of dimension $n$ (tangent space to the set of independent variables, substitute to $T_{x} M$ ) and a vector space $N$ of dimension $m$ (tangent space to the set of dependent variables, substitute to $\left.\pi_{x}=\pi^{-1}(x)\right)$.

Spencer $\delta$-complex is de Rham complex of polynomial $N$-valued differential forms on $T$ :

$$
0 \rightarrow S^{k} T^{*} \otimes N \xrightarrow{\delta} S^{k-1} T^{*} \otimes N \otimes T^{*} \xrightarrow{\delta} \cdots \xrightarrow{\delta} S^{k-n} T^{*} \otimes N \otimes \Lambda^{n} T^{*} \rightarrow 0,
$$

where $S^{i} T^{*}=0$ for $i<0$. Denote by

$$
\delta_{v}=i_{v} \circ \delta: S^{k+1} T^{*} \otimes N \rightarrow S^{k} T^{*} \otimes N
$$

the differentiation along the vector $v \in T$.
The $l$-th prolongation of a subspace $h \subset S^{k} T^{*} \otimes N$ is

$$
\begin{aligned}
h^{(l)} & =\left\{p \in S^{k+l} T^{*} \otimes N: \delta_{v_{1}} \ldots \delta_{v_{l}} p \in h \forall v_{1}, \ldots, v_{l}\right\} \\
& =S^{l} T^{*} \otimes h \cap S^{k+l} T^{*} \otimes N .
\end{aligned}
$$

Definition. A sequence of subspaces $g_{k} \subset S^{k} T^{*} \otimes N, k \geq 0$, with $g_{0}=N$ and $g_{k} \subset g_{k-1}^{(1)}$, is called a symbolic system.

If a system of $\operatorname{PDEs} \mathcal{E}$ is given as $F_{1}=0, \ldots, F_{r}=0$, where $F_{i}$ are scalar PDEs on $M$, then $T=T M, N \simeq \mathbb{R}^{m}$ and the system $g \subset S T^{*} \otimes N$ is given as $f_{1}=0, \ldots, f_{r}=0$, where $f_{i}=\sigma\left(F_{i}\right)$ are symbols of the differential operators at the considered point (or jet for non-linear PDEs).

With every such a system we associate its Spencer $\delta$-complex of order $k$ :

$$
\begin{aligned}
& 0 \rightarrow g_{k} \xrightarrow{\delta} g_{k-1} \otimes T^{*} \xrightarrow{\delta} g_{k-2} \otimes \Lambda^{2} T^{*} \rightarrow \ldots \\
& \rightarrow g_{i} \otimes \Lambda^{k-i} T^{*} \xrightarrow{\delta} \cdots \xrightarrow{\delta} g_{k-n} \otimes \Lambda^{n} T^{*} \rightarrow 0 .
\end{aligned}
$$

Definition. The cohomology group at the term $g_{i} \otimes \Lambda^{j} T^{*}$ is denoted by $H^{i, j}(g)$ and is called the Spencer $\delta$-cohomology of $g$.

Note that $g_{k}=S^{k} T^{*} \otimes N$ for $0 \leq k<r$ and the first number $r=r_{\min }(g)$, where the equality is violated is called the minimal order of the system. Actually the system has several orders:

$$
\operatorname{ord}(g)=\left\{k \in \mathbb{Z}_{+} \mid g_{k} \neq g_{k-1}^{(1)}\right\} .
$$

Multiplicity of an order $r$ is:

$$
m(r)=\operatorname{dim} g_{r-1}^{(1)} / g_{r}=\operatorname{dim} H^{r-1,1}(g) .
$$

Hilbert basis theorem implies finiteness of the set of orders (counted with multiplicities):

$$
\operatorname{codim}(g):=\operatorname{dim} H^{*, 1}(g)=\sum m(r)<\infty .
$$

Starting from the maximal order of the system $k=r_{\text {max }}$ we have:

$$
g_{k+l}=g_{k}^{(l)}
$$

If we dualize the above construction over $\mathbb{R}$, then Spencer $\delta$-differential transforms to a homomorphism over the algebra of polynomials $S T$ and $g^{*}=\oplus_{i} g_{i}^{*}$ becomes an $S T$-module. This module is called a symbolic module and it plays an important role in understanding PDEs.

In particular, characteristic variety $\operatorname{Char}^{\mathbb{C}}(g) \subset \mathbb{P}^{\mathbb{C}} T^{*}$ is defined as the support of this module $\operatorname{Supp}\left(g^{*}\right)=\left\{[p]:\left(g^{*}\right)_{p} \neq 0\right\}$ and the characteristic sheaf $\mathcal{K}$ over it is the family of vector spaces, which at the point $p \in$ $\operatorname{Char}^{\mathbb{C}}(g)$ equals the value of the module at this point $\mathcal{K}_{p}=g^{*} / p \cdot g^{*}$. For more geometric description see $\left[\mathrm{S}, \mathrm{KLV}, \mathrm{KL}_{2}\right]$.

## 5 Commutative algebra approach

We will study only local solutions of a system of $\operatorname{PDEs} \mathcal{E}$, which we consider in such a neighborhood that type of the symbolic system does not change from point to point (on equation) in the sense that dimensions of $g_{k}$, of the characteristic variety $\operatorname{Char}^{\mathbb{C}}(g)$ and of the fibers of $\mathcal{K}$ are the same.

It should be noted that if a system $\mathcal{E}$ is not formally integrable and $\mathcal{E}^{\prime}$ is obtained from it by the prolongation-projection method $\left[\mathrm{K}, \mathrm{M} 2, \mathrm{KL}_{2}\right]$, then the numbers $p, \sigma$ change in this process, i.e. either the functional dimension or the functional rank decrease. Thus from now on we suppose the system $\mathcal{E}$ is formally integrable.

The numbers $p, \sigma$ can be described using the methods of commutative algebra. Recall ([AM]) that by Hilbert-Serre theorem the sum

$$
f(k)=\sum_{i \leq k} \operatorname{dim} g_{i}^{*}
$$

behaves as a polynomial in $k$ for sufficiently large $k$. This polynomial is called the Hilbert polynomial of the symbolic module $g^{*}$ corresponding to $\mathcal{E}$ and we denote it by $P_{\mathcal{E}}(z)$. If $p=\operatorname{deg} P_{\mathcal{E}}(z)$ and $\sigma=P_{\mathcal{E}}^{(p)}(z)$, then the highest term of this polynomial is

$$
P_{\mathcal{E}}(z)=\sigma z^{p}+\ldots
$$

(see $[\mathrm{H}]$ for the related statements in algebraic geometry, the interpretation for PDEs is straightforward).

A powerful method to calculate the Hilbert polynomial is resolution of a module. In our case a resolution of the symbolic module $g^{*}$ exists and it can be expressed via the Spencer $\delta$-cohomology. Indeed, the Spencer cohomology of the symbolic system $g$ is $\mathbb{R}$-dual to the Koszul homology of the module $g^{*}$ and for algebraic situation this resolution was found in [Gr]. It has the form:

$$
\begin{aligned}
0 \rightarrow \oplus_{q} H^{q-n, n} & (g) \otimes S^{[-q]} \xrightarrow{\varphi_{n}} \oplus_{q} H^{q-n+1, n-1}(g) \otimes S^{[-q]} \xrightarrow{\varphi_{n-1}} \ldots \\
& \rightarrow \oplus_{q} H^{q-1,1}(g) \otimes S^{[-q]} \xrightarrow{\varphi_{1}} \oplus_{q} H^{q, 0}(g) \otimes S^{S^{[-q]}} \xrightarrow{\varphi_{0}} g^{*} \rightarrow 0,
\end{aligned}
$$

where $S^{[-q]}$ is the polynomial algebra on $T_{x}^{*} M$ with grading shifted by $q$, i.e. $S_{i}^{[-q]}=S^{i-q} T_{x} M$, and the maps $\varphi_{j}$ have degree 0 .

Thus denoting $h^{i, j}=\operatorname{dim} H^{i, j}(g)$ and $\tau_{\alpha}=\operatorname{dim} S^{\alpha} T M=\binom{\alpha+n-1}{\alpha}$ we have:

$$
\operatorname{dim} g_{i}=\sum_{q}\left(h^{q, 0} \tau_{i-q}-h^{q, 1} \tau_{i-q-1}+h^{q, 2} \tau_{i-q-2}-\cdots+(-1)^{n} h^{q, n} \tau_{i-q-n}\right)
$$

Let also $j_{\beta}=\sum_{\alpha \leq \beta} \tau_{\alpha}=\operatorname{dim} J_{v}^{\beta} M=\binom{\beta+n}{n}$ be the dimension of the fiber of the vertical jets $J_{v}^{\beta} M$, i.e. the fiber of the jet space $J^{\beta} M$ over $M$. Thus we calculate

$$
\sum_{i \leq k} \operatorname{dim} g_{i}=\sum_{q}\left(h^{q, 0} j_{k-q}-h^{q, 1} j_{k-q-1}+h^{q, 2} j_{k-q-2}-\cdots \pm h^{q, n} j_{k-q-n}\right) .
$$

Finally we deduce the formula for Hilbert polynomial of the symbolic module $g^{*}$

$$
\begin{aligned}
P_{\mathcal{E}}(z)=\sum_{q}\left(h^{q, 0}\binom{z-q+n}{n}-h^{q, 1}\right. & (\underset{n}{z-q+n-1})+ \\
& \left.+h^{q, 2}\binom{z-q+n-2}{n}-\cdots+(-1)^{n} h^{q, n}\binom{z-q}{n}\right) .
\end{aligned}
$$

Here

$$
\binom{z+k}{k}=\frac{1}{k!}(z+1) \cdot(z+2) \cdots(z+k) .
$$

Denote $S_{j}\left(k_{1}, \ldots, k_{n}\right)=\sum_{i_{1}<\cdots<i_{j}} k_{i_{1}} \cdots k_{i_{j}}$ the $j$-th symmetric polynomial and let also

$$
s_{i}^{n}=\frac{(n-i)!}{n!} S_{i}(1, \ldots, n)
$$

Thus

$$
\begin{aligned}
s_{0}^{n}=1, & s_{1}^{n}=\frac{n+1}{2}, \quad s_{2}^{n}=\frac{(n+1)(3 n+2)}{4 \cdot 3!}, \quad s_{3}^{n}=\frac{n(n+1)^{2}}{2 \cdot 4!}, \\
s_{4}^{n} & =\frac{(n+1)\left(15 n^{3}+15 n^{2}-10 n-8\right)}{48 \cdot 5!} \quad \text { etc. }
\end{aligned}
$$

If we decompose

$$
\binom{z+n}{n}=\sum_{i=0}^{n} s_{i}^{n} \frac{z^{n-i}}{(n-i)!},
$$

then we get the expression for the Hilbert polynomial

$$
P_{\mathcal{E}}(z)=\sum_{i, j, q}(-1)^{i} h^{q, i} s_{j}^{n} \frac{(z-q-i)^{n-j}}{(n-j)!}=\sum_{k=0}^{n} b_{k} \frac{z^{n-k}}{(n-k)!},
$$

where

$$
b_{k}=\sum_{j=0}^{k} \sum_{q, i}(-1)^{i+j+k} h^{q, i} s_{j}^{n} \frac{(q+i)^{k-j}}{(k-j)!}
$$

## 6 Calculations for the Solutions space

We are going to compute the dimensional characteristics of two important classes of PDEs.

Involutive systems. These are such symbolic systems $g=\left\{g_{k}\right\}$ that all subspaces $g_{k}$ are involutive in the sense of Cartan $\left[\mathrm{C}, \mathrm{BCG}^{3}\right]$ (this definition for the symbolic systems of different orders was introduced in $\left[\mathrm{KL}_{5}\right]$ ). Thanks to Serre's contribution [GS] we can reformulate this via Spencer cohomology as follows.

Denote by $g^{|k\rangle}$ the symbolic system generated by all differential corollaries of the system deduced from the order $k$ :

$$
g_{i}^{|k\rangle}= \begin{cases}S^{i} T^{*} \otimes N, & \text { for } i<k \\ g_{k}^{(i-k)}, & \text { for } i \geq k\end{cases}
$$

Then the system $g$ is involutive iff $H^{i, j}\left(g^{|k\rangle}\right)=0$ for all $i \geq k$ (this condition has to be checked for $k \in \operatorname{ord}(g)$ only $)$, see $\left[\mathrm{KL}_{5}\right]$.

In particular, $H^{i, j}(g)=0$ for $i \notin \operatorname{ord}(g)-1,(i, j) \neq(0,0)$, and the resolution for the symbolic module $g^{*}$ as well as the formula for the Hilbert polynomial of $\mathcal{E}$ become easier.

Let us restrict for simplicity to the case of systems of PDEs $\mathcal{E}$ of pure first order. Then

$$
\begin{aligned}
P_{\mathcal{E}}(z) & =h^{0,0}\binom{z+n}{n}-h^{0,1}\binom{z+n+1}{n+1}+h^{0,2}\binom{z+n+2}{n+2}-\ldots \\
& =b_{1} \frac{z^{n-1}}{(n-1)!}+b_{2} \frac{z^{n-2}}{(n-2)!}+\cdots+b_{0}
\end{aligned}
$$

Vanishing of the first coefficient $b_{0}=0$ is equivalent to vanishing of Euler characteristic for the Spencer $\delta$-complex, $\chi=\sum_{i}(-1)^{i} h^{0, i}=0$, and
this is equivalent to the claim that not all the covectors from ${ }^{\mathbb{C}} T^{*} \backslash 0$ are characteristic for the system $g$.

The other numbers $b_{i}$ are given by the general formulas from the previous section, but they simplify in our case. For instance

$$
b_{1}=\frac{n+1}{2} b_{0}-\sum(-1)^{i} h^{0, i} i=\sum(-1)^{i+1} i \cdot h^{0, i} .
$$

If codim $\operatorname{Char}^{\mathbb{C}}(\mathcal{E})=n-p>1$, then $b_{1}=0$ and in fact then $b_{i}=0$ for $i<n-p$, but $b_{n-p}=\sigma$.

Theorem. If codim $\operatorname{Char}^{\mathbb{C}}(\mathcal{E})=n-p$, then the functional rank of the system equals

$$
\sigma=\sum_{i}(-1)^{i} h^{0, i} \frac{(-i)^{n-p}}{(n-p)!} .
$$

Proof. Indeed one successively calculate the coefficients using the formula

$$
b_{k}=\sum_{i} \sum_{\alpha=0}^{k}(-1)^{i+\alpha} h^{0, i} s_{k-\alpha}^{n} \frac{i^{\alpha}}{\alpha!}
$$

and notes that $b_{k}$ equals to the displayed expression plus a linear combination of $b_{k-1}, \ldots, b_{0}$. The claim follows.

One can extend the above formula for general involutive system and thus compute the functional dimension and functional rank of the solutions space (some interesting calculations can be found in classical works [J, C]).

Cohen-Macaulay systems. A symbolic system $g$ (and the respective PDEs system $\mathcal{E}$ ) is called Cohen-Macaulay ( $\left[\mathrm{KL}_{2}\right]$ ) if the corresponding symbolic module $g^{*}$ is Cohen-Macaulay, i.e. (see [M1, E] for details)

$$
\operatorname{dim} g^{*}=\operatorname{depth} g^{*}
$$

Consider an important partial case (we formulate the definition only for symbolic systems; PDEs are treated in $\left.\left[\mathrm{KL}_{4}\right]\right)$ :

Definition. A symbolic system $g \subset S T^{*} \otimes N(n=\operatorname{dim} T, m=\operatorname{dim} N)$ of $\operatorname{codim}(g)=r$ is called $a$ generalized complete intersection if

- $m \leq r<n+m$;
- $\operatorname{codim}_{\mathbb{C}} \operatorname{Char}^{\mathbb{C}}(g)=r-m+1$;
- $\operatorname{dim} \mathcal{K}_{x}=1 \forall x \in \operatorname{Char}^{\mathbb{C}}(g) \subset P^{\mathbb{C}} T^{*}$.

Formal integrability of such systems are given by the compatibility conditions expressed via brackets (for scalar systems $\left[\mathrm{KL}_{1}, \mathrm{KL}_{3}\right]$ ) or multibrackets (for vector systems $\left[\mathrm{KL}_{4}\right]$ ). In this case we can calculate Cartan genre and integer directly.

Theorem. Let $\mathcal{E}$ be a system of generalized complete intersection type and suppose it is formally integrable. Then the functional dimension of $\operatorname{Sol}(\mathcal{E})$ is

$$
p=m+n-r-1
$$

and the functional rank is

$$
\sigma=S_{r-m+1}\left(k_{1}, \ldots, k_{r}\right)=\sum_{i_{1}<\cdots<i_{r-m+1}} k_{i_{1}} \cdots k_{i_{r-m+1}},
$$

the l-th symmetric polynomial of the orders $k_{1}, \ldots, k_{r}$ of the system.
Note that if the last requirement in the definition of generalized complete intersection is changed to $\operatorname{dim} \mathcal{K}_{x}=d$ everywhere on the characteristic variety, then the functional rank will be multiplied by $d$ :

$$
\sigma=d \cdot S_{r-m+1}\left(k_{1}, \ldots, k_{r}\right) .
$$

However the formal integrability criterion for generalized complete intersections is proved in $\left[\mathrm{KL}_{4}\right]$ under assumption that $d=1$.

Proof. We shall consider the case of a system $g$ of a pure order: $k_{1}=$ $\cdots=k_{r}=k, k_{i} \in \operatorname{ord}(g)$. The case of different orders is similar and will appear elsewhere.

The formula for functional dimension $p$ follows directly from the definition of generalized complete intersection. Let's calculate $\sigma$.

We can use interpretation of the Cartan integer $\sigma$ from $\S 3$. Recall that characteristic variety $\operatorname{Char}^{\mathbb{C}}(g)$ is the locus of the characteristic ideal $I(g)=$ $\operatorname{Ann}(g)$, which the the annihilator of $g^{*}$ in $S T$.

Since the module is represented by the matrix with polynomial entries (each differential operator $\Delta_{i}$ giving a PDEs system $\mathcal{E}$ is a column $\Delta_{i j}$, $1 \leq i \leq r, 1 \leq j \leq m$; so that their union is a $m \times r$ matrix $M(\Delta))$, its annihilator is given by the zero Fitting ideal (in fact, here we use the condition on grade of the ideal: depth $\operatorname{Ann}(g)=r-m+1$, which follows from the conditions of the above definition).

This ideal $\operatorname{Fitt}_{0}(g)$ is generated by all determinants of $m \times m$ minors of the corresponding to $M(\Delta)$ matrix of symbols $M\left(\sigma_{\Delta}\right)$. These minors are determined by a choice of $m$ from $r$ columns, so that there are $\binom{r}{m}$ determinants and each is a polynomial of degree $k^{r-m+1}$.

However not all the minors are required to determine $\operatorname{Char}^{\mathbb{C}}(g)$ and this is manifested by the fact, that we sum $\binom{r}{m-1}$ degrees $k^{r-m+1}$ to get the functional rank $\sigma$. The easiest way to explain this is via the Hilbert polynomial of the symbolic module $g^{*}$.

This can be calculated since under the assumption of generalized complete intersection $g^{*}$ possesses a resolution in the form of Buchsbaum-Rim complex (see $\left[\mathrm{KL}_{4}\right]$ ):

$$
\begin{aligned}
0 \rightarrow S^{r-m-1} V^{\star} \otimes \Lambda^{r} U \rightarrow S^{r-m-2} V^{\star} \otimes & \Lambda^{r-1} U \rightarrow \\
& \cdots \rightarrow \Lambda^{m+1} U \rightarrow U \rightarrow V \rightarrow g^{*} \rightarrow 0,
\end{aligned}
$$

where $V \simeq S T \otimes N^{*}\left(\right.$ recall that $\operatorname{dim} N=m$ and $\left.g \subset S T^{*} \otimes N\right)$ and $U=\underbrace{S T \oplus \cdots \oplus S T}_{r \text { terms }}$. Star $\star$ means dualization over $S T$ and the tensor products are over $S T$ as well.

Now the claim follows from the detailed investigation of degrees of the homomorphisms in the above exact sequence. To see this we suppose at first that $r=m+n-1$ and use the following assertion.

Lemma. The following combinatorial formula holds:

$$
\begin{aligned}
m\binom{n+k(n+m-1)}{n} & -(n+m-1)\binom{n+k(n+m-2)}{n} \\
& +\sum_{j=1}^{n-1}(-1)^{j-1}\binom{j+m-2}{m-1}\binom{n+m-1}{j+m}\binom{(k+1) n-k(1+j)}{n}=\binom{n+m-1}{n} k^{n} .
\end{aligned}
$$

We would like to comment and interpret the sum on the left hand side of this formula. In our case the system is of finite type ( $g^{*}$ has finite dimension as a vector space) and $\sigma=\sum \operatorname{dim} g_{i}$ (the sum is finite).

Stabilization of the symbol occurs at the order $i=\sum k_{i}-1=k(n+$ $m-1)-1: g_{i}=0$. So we prolong $\mathcal{E}$ to the jets of order $k(n+m-1)$ and the first term is just $\operatorname{dim} J_{v}^{k(n+m-1)}(M, N)$.

The next term is due to the fact that $\mathcal{E} \subset J^{k}(M, N)$ is proper. It is given by $r=n+m-1$ equations of order $k$, we which we differentiate up to $k(n+m-2)$ times along all coordinate directions (prolongation).

There are relations between these derivatives. These are compatibility conditions ( 1 -syzygy of $g^{*}$ ), which appear in the form of multi-brackets $\left[\mathrm{KL}_{4}\right]$, in our case this bracket uses $(m+1)$-tuples of $\Delta_{i}$.

There are in turn relations among relations (2-syzygy of $g^{*}$ ), which are identities between multi-brackets (these we call generalized Plücker identities, to appear soon), in our case these latter use ( $m+2$ )-tuples of the defining operators $\Delta_{i}$ etc.

Due to exact form of the relations (higher syzygies) we get factors $\binom{j+m-2}{m-1}$ in the summations formula of the lemma.
In the case $r<n+m-1$ we should perform a reduction, which is possible by Theorem A $\left[\mathrm{KL}_{2}\right]$. Then the functional dimension $p$ grows, but the functional rank remains the same and the previous calculation works.

## 7 Examples

Here we show some examples demonstrating the above results.

1. Intermediate integral of a system $\mathcal{E} \subset J^{k} \pi$ is such a system $\tilde{\mathcal{E}} \subset J^{\tilde{k}} \pi$ that $\tilde{k}<k$ and $\mathcal{E} \subset \tilde{\mathcal{E}}^{(k-\tilde{k})}$ (where $\mathcal{E}^{(i)}$ is the $i$-th prolongation of the system). Since every solution to the system $\mathcal{E}$ is a solution to $\tilde{\mathcal{E}}^{(k-\tilde{k})}$ we conclude: Whenever the functional dimension $p>0$, we have $\tilde{p}=p$ and $\tilde{\sigma}=\sigma$.

Indeed the solutions of $\tilde{\mathcal{E}}^{(k-\tilde{k})}$ form a finite-dimensional parametric family, such that solutions of $\tilde{\mathcal{E}}$ appear for some fixed values of parameters (because we differentiate with respect to all variables to obtain the prolongation). Thus the number of functions of $p>0$ variables, on which a general solution depends, will not be altered.
2. If the PDEs system $\mathcal{E}$ is underdetermined, then $p=n$ and $\sigma \geq 1$. Indeed, $\sigma$ is precisely the under-determinacy degree, i.e. the minimal number of unknown functions that should be arbitrarily fixed to get a determined system. We assume we can do it to get a formally integrable system. If underdetermined system is not formally integrable, compatibility conditions can turn it into determined or over-determined and then decrease $p$ and change $\sigma$.

A nice illustration is the Hilbert-Cartan system

$$
z^{\prime}(x)=\left(y^{\prime \prime}(x)\right)^{2} .
$$

It has $p=1, \sigma=1$. But even though a general solution depends on one function of one variable, it cannot be represented in terms of a function and its derivatives only (Hilbert's theorem).
3. As we noticed earlier the similar situation happens to overdetermined system: If $\mathcal{E}$ is not formally integrable, and $\tilde{\mathcal{E}}$ is obtained from $\mathcal{E}$ by prolongation-projection technique (sometimes it is said that $\tilde{\mathcal{E}}$ is the involutive form of $\mathcal{E}$, but this is not true, only a certain prolongation of $\tilde{\mathcal{E}}$ is), then $\tilde{p}<p$ or $[\tilde{p}=p$ and $\tilde{\sigma}<\sigma]$. Indeed, supplement of additional equations shrinks the solution space.

For instance if we consider two second-order scalar differential equations on the plane

$$
\begin{aligned}
& F\left(x, y, u(x, y), D u(x, y), D^{2} u(x, y)\right)=0, \\
& G\left(x, y, u(x, y), D u(x, y), D^{2} u(x, y)\right)=0,
\end{aligned}
$$

such that $F$ and $G$ have no common complex characteristics, then the compatibility condition of this system $\mathcal{E}$ can be expressed via the Mayer bracket $\left(\left[\mathrm{KL}_{1}\right]\right): H=[F, G]_{\mathcal{E}}$. If $H=0$, then $p=0, \sigma=4$. If $H \neq 0$, then $p=0$ and $\sigma \leq 3$, the equality being given by the Frobenius condition for the system $\tilde{\mathcal{E}}=\{F=0, G=0, H=0\}$.

If the system has one common characteristic and is compatible, we have: $p=1, \sigma=1$. Pairs of such systems are basic examples of Darboux integrability.
4. Evolutionary equations $u_{t}=L[u]$ provide interesting examples, which usually "contradict" the theory. Consider for instance the heat equation

$$
u_{t}=u_{x x} .
$$

It is formally integrable and analytic. We can try to specify the initial condition $\left.u\right|_{t=0}=\varphi(x)$ and then solve the Cauchy problem, so that we get $p=1, \sigma=1$. On the other hand we can let $\left.u\right|_{x=0}=\psi_{0}(t),\left.u_{x}\right|_{x=0}=\psi_{1}(t)$ and then get $p=1, \sigma=2$.

If we calculate the numbers using our definitions of functional dimension and functional rank (for instance, via Hilbert polynomial), it turns out that the second approach is correct. Indeed with the first idea we come into trouble with certain Cauchy data: Let, for instance, $\varphi(x)=(1-x)^{-1}$, which is an analytic function around the origin. Then the analytic solution should have the series

$$
u(t, x) \doteqdot \frac{1}{1-x}+\frac{2}{1} \frac{t}{(1-x)^{3}}+\frac{4!}{2!} \frac{t^{2}}{(1-x)^{5}}+\cdots+\frac{(2 n)!}{n!} \frac{t^{n}}{(1-x)^{2 n+1}}+\ldots
$$

which diverges everywhere outside $t=0$. The reason why the second approach provides no problem is because the line $\{x=0\}$ is non-characteristic
and we can solve our first order PDE by the classical method of Cauchy characteristics.

Remark however that in the standard courses of mathematical physics the heat equation is solved with the first approach (by Fourier method). How is it possible?

Explanation is that we solve the heat equation then only for positive time $t \geq 0$. Doing the same method in negative direction blows up the solutions immediately (heat goes rapidly to equilibrium, but we cannot predict even closest past)! We here are interested in the solutions, which exist in an open neighborhood of the origin (like in Cauchy-Kovalevskaya theorem), and this contradicts the first approach.
5. Similar problems arise with Cauchy problems in other PDEs systems: one usually applies reduction or fixes gauge, but this can change dimensional characteristics.

For instance, consider the Cauchy problem for the Einstein vacuum equations, which is a system of 10 PDEs of 10 unknown functions. The system is over-underdetermined (i.e. it has compatibility conditions). In wave gauge [CB] its solution depends on several functions on a 3-dimensional space, which are subject to constraint equations, so that $p=2$. On the other hand, the original Einstein system is invariants under diffeomorphisms and this yields $p=4$.

One should also be careful with Cauchy data in higher order, since then the definition of characteristics becomes more subtle, see $\left[\mathrm{KL}_{5}\right]$.
6. Consider a system $\mathcal{E}$, which describes automorphisms of a given geometric structure. The corresponding symbolic system is $g \subset S T^{*} \otimes$ $T$. The automorphism group has maximal dimension iff the system is formally integrable. Consider the examples, when the geometric structure is symplectic, complex or Riemannian (all these structures are of the first order).

Let at first $g$ be generated by $g_{1}=\operatorname{sp}(n) \subset T^{*} \otimes T$. Our tangent space $T=T_{x} M$ is equipped with a symplectic structure $\omega$, and we can identify $T^{*} \stackrel{\omega}{\simeq} T$ and we get $g_{1}=S^{2} T^{*} \subset T^{*} \otimes T^{*}$. The prolongations are
$g_{i}=S^{i+1} T^{*} \subset S^{i} T^{*} \otimes T$.
The system is easily checked to be involutive and the only non-vanishing Spencer $\delta$-cohomology groups are

$$
H^{0, i}(g)=\Lambda^{i+1} T^{*} .
$$

Then one checks that the Euler characteristic is $\chi=1 \neq 0$ and so $b_{0} \neq 0$. Thus the functional dimension is $p=n$. Indeed the characteristic variety is $\mathbb{P}^{\mathbb{C}} T^{*}$ because each non-zero covector $p$ is characteristic: $p^{2} \in g_{1} \simeq S^{2} T^{*}$. Next by a theorem from $\S 6$ one calculates the functional rank

$$
\sigma=\sum_{i=0}^{n-1}(-1)^{i}\binom{n}{i+1} \frac{(-i)^{0}}{0!}=\chi=1 .
$$

This result is easy to verify: an infinitesimal symplectic transformation has a generating function (Hamiltonian) and so it is determined by one function of $n$ variables.

If we turn to (almost) complex structures $J$ on $M$, then $g_{1}=\operatorname{gl}\left(\frac{n}{2}, \mathbb{C}\right)=$ $T^{*} \otimes_{\mathbb{C}} T$ (space of $\mathbb{C}$-linear endomorphisms of $T$ ) and the prolongations are $g_{i}=S_{\mathbb{C}}^{i} T^{*} \otimes_{\mathbb{C}} T$.

The characteristic variety is proper and one calculates that $p=\frac{n}{2}, \sigma=n$. The system is again involutive. The second Spencer cohomology is

$$
H^{0,2}(g)=\Lambda_{\mathbb{C}}^{2} T^{*} \otimes_{\overline{\mathbb{C}}} T,
$$

which is the space of $\mathbb{C}$-antilinear skew-symmetric $(2,1)$ tensors (Nijenhuis tensors).

The last example is the algebra of Riemannian isometries (i.e. $T$ is equipped with a Riemannian structure) of a Riemannian metric $q$ on $M$. The symbol is $g_{1}=o(n)$ and the prolongations are zero $g_{2}=g_{3}=\cdots=0$.

This system is not involutive. For instance,

$$
H^{1,2}(g)=\operatorname{Ker}\left(S^{2} \Lambda^{2} T^{*} \rightarrow \Lambda^{4} T^{*}\right)
$$

(the space of Riemannian curvatures) is non-zero (for $n=\operatorname{dim} T>1$ ). Since the system is of finite type, the characteristic variety is empty and $p=0$. The general solution (isometry) depends on $\sigma=\frac{(n+1) n}{2}$ constants.

We recall, that the above dimensional conclusions are correct if the system $\mathcal{E}$ is integrable, otherwise the space $\operatorname{Sol}(\mathcal{E})$ shrinks. In the above examples this means: the form $\omega$ is closed (with just non-degeneracy we have almost-symplectic manifold); the structure $J$ is integrable (Nijenhuis tensor $N_{J}$ vanishes); the manifold ( $M, q$ ) has constant sectional curvature (so it is a spacial form).
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#### Abstract

In this paper we explain the importance of the notion of $A_{\infty}$-Hopf algebra in the Algebraic Topology framework. In particular, we focus our efforts to show how, given a Hopf algebra, it is possible to weaken the structure in the computation of the homology. Furthermore, we will see that this process induces a new sophisticated structure, an $A_{\infty}$-Hopf algebra.
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## 1 Introduction

Classification in Algebraic Topology frequently depends on homology groups, but these groups are most often difficult to reach. Various methods are available to facilitate and structure the calculation of these groups. In particular reductions between:

- Chain complexes which are richly structured (algebras, coalgebras, simplicial, cosimplicial. . . ) but not of finite type;
- Simpler chain complexes poorly structured but of finite type;
play an important role, see [6].

[^1]In particular the $A_{\infty}$-algebra and $A_{\infty}$-coalgebra structures are defined in this way. A homology equivalence between a differential algebra A and a simple chaincomplex C defines an $A_{\infty}$-algebra structure over C [10], the same for coalgebras. An $A_{\infty}$-algebra is a sort of "weakened" algebra where the standard requirements for an algebra are satisfied only up to homotopy. The same for coalgebras.

The right definition for the notion of $A_{\infty}$-Hopf algebra is a challenge for a long time, see in particular Ron Umble and Samson Saneblidze's papers $[7,8,9]$. We propose here an original point of view.

The notion of $A_{\infty}$-algebra (resp. $A_{\infty}$-coalgebra) greatly depends on the Bar (resp. Cobar) construction. A Hopf algebra is simultaneously an algebra and a coalgebra, so that it is tempting to define a "Bar-Cobar" construction for a Hopf algebra. It happens the Hopf relation explaining how algebra and coalgebra structures fit to each other is the key point allowing us to define the Bar-Cobar construction.

The Bar construction leads to the notion of $A_{\infty}$-algebra, and the BarCobar construction gives by an analogous process which seems a natural notion of $A_{\infty}$-Hopf algebra.

## 2 Preliminaries and didactic examples

Here we will collect some basic definitions and results of homological algebra, as well as some simple examples.

Take a commutative ground ring with unit, $\Lambda$. A differential graded module or dg-module, $(M, d)$ is a graded module, with a differential $d$ : $M \rightarrow M$ (that is, a morphism of degree -1 such that $d d=0$ ). A graded module $M$ is connected whenever $M_{0}=\Lambda$ and simply connected if it is connected and $M_{1}=0$. In such a case, the graded module $\bar{M}$ is defined as $\bar{M}_{n}=M_{n}$ for $n>1$ and $\bar{M}_{0}=0$.

The homology of a dg-module $M$ is the graded module $H_{*}(M)$, where

$$
H_{n}(M)=\operatorname{Ker} d_{n} / \operatorname{Im} d_{n+1} .
$$

A dg-algebra, $\left(A, d_{A}, \mu_{A}\right)$, is a dg-module endowed with an associative product with unit, compatible with the differential. Analogously, a $d g-$ coalgebra $\left(C, d_{C}, \Delta_{C}\right)$ is a dg-module provided with a compatible coproduct and counit.

Furthermore, if $\left(H, d_{H}, \mu_{H}, \Delta_{H}\right)$ is a dg-algebra, a dg-coalgebra and product and coproduct verify the Hopf relation, i.e., $\Delta \mu=\mu^{\otimes 2}(1 \otimes T \otimes$ 1) $\Delta^{\otimes 2}$, then it is a $d g$-Hopf algebra.

As simple examples of dg-Hopf algebras, let us mention

- The polynomial algebra $P(v, 2 n)$, generated by $v$ of degree $2 n$, where $n$ is a positive integer. The product is the usual one of monomials i.e., $v^{i} v^{j}=v^{i+j}$. The coproduct is $\Delta(v)=v \otimes 1+1 \otimes v$ and extended thanks to the Hopf relation.
- The truncated polynomial algebra $Q_{p}(v, 2 n)$ is the quotient algebra $P(v, 2 n) /\left(v^{p}\right)$, where $p$ is a primer number.
- The exterior algebra $E(u, 2 n+1), n \geq 0$, with algebra generator $u$ of degree $2 n+1$ and trivial product $u^{2}=0$.
- The divided polynomial algebra $\Gamma(w, 2 n), n \geq 1$, generated by $\gamma_{1}(w)=$ $w$ with the product given by $\gamma_{k}(w) \gamma_{h}(w)=\frac{(k+h)!}{k!h!} \gamma_{k+h}(w)$. The coproduct is defined by $\Delta\left(\gamma_{k}(w)\right)=\sum_{i+j=k} \gamma_{i}(w) \otimes \gamma_{j}(w)$.
A fundamental tool to relate two dg-modules is the next one:
A reduction c: $\{N, M, f, g, \phi\}$, from a dg-module $\left(N, d_{N}\right)$ to another one ( $M, d_{M}$ ) is a special type of homology equivalence given by the morphisms $f, g$ and $\phi$; where $f: N_{*} \rightarrow M_{*}, g: M_{*} \rightarrow N_{*}$ are two morphisms of degree zero and $\phi: N_{*} \rightarrow N_{*+1}$ is a homotopy operator. Apart from the conditions

$$
(c 1) f g=1_{M}, \quad(c 2) \phi d_{N}+d_{N} \phi+g f=1_{N},
$$

the following ones must be satisfied

$$
(c 3) f \phi=0, \quad(c 4) \phi g=0, \quad(c 5) \phi \phi=0 .
$$

The most important consequence is that the homology groups of $N$ are naturally isomorphic to the homology groups of $M$. But in general, if $N$ is a dg-algebra, this structure is not transferred to $M$, which inherits an $A_{\infty}$-algebra structure (the morphisms $f$ and $g$ are not isomorphisms and there is no coherent way in general to transfer the algebra structure to $M$ ).

More explicitly, an $A_{\infty}$-algebra is a dg-module with a family of operations $\mu_{i}: A^{\otimes i} \rightarrow A$, of degree $i-2$, such that for all $i \geq 1$ the following relations are satisfied

$$
\sum_{n=1}^{i} \sum_{k=0}^{i-n}(-1)^{n+k+n k} \mu_{i-n+1}\left(1^{k} \otimes \mu_{n} \otimes 1^{\otimes i-n-k}\right)=0 .
$$

In the same way, we can speak about an $A_{\infty}$-coalgebra as a dg-module that has to verify the dual properties (in this case the operations are denoted by $\Delta_{i}$ ).

Thanks to the perturbation theory, to speak about an $A_{\infty}$-(co)algebra $M$ is equivalent to give a reduction from a dg-(co)algebra to the dg-module $M$. Let us recall how it is possible.

The key in the homological perturbation theory is the Basic Perturbation Lemma (briefly, BPL [2]), which is an algorithm whose input is a reduction of dg -modules
$c:\{N, M, f, g, \phi\}$ and a perturbation datum $\delta$ of $d_{N}$ whose output is a new reduction $c_{\delta}$. The only requirement is the pointwise nilpotency of the composition $\phi \delta$, that guarantees that the sums involved on the series bellow are finite for each $x \in N$.

Input: $c:\left(N, d_{N}\right) \stackrel{f}{\underset{g}{\leftrightarrows}}\left(M, d_{M}\right) \quad+\quad$ perturbation $\delta$ of $d_{N}$
Output: $\left.\quad c_{\delta}: \stackrel{\phi_{\delta}}{(N,} d_{N}+\delta\right) \underset{g_{\delta}}{\stackrel{f_{\delta}}{\leftrightarrows}}\left(M, d_{M}+d_{\delta}\right)$
where $f_{\delta}, g_{\delta}, \phi_{\delta}, d_{\delta}$ are given by the formulas

$$
d_{\delta}=f \delta \Sigma_{c}^{\delta} g ; \quad f_{\delta}=f\left(1-\delta \Sigma_{c}^{\delta} \phi\right) ; \quad g_{\delta}=\Sigma_{c}^{\delta} g ; \quad \phi_{\delta}=\Sigma_{c}^{\delta} \phi ;
$$

and $\Sigma_{c}^{\delta}=\sum_{i \geq 0}(-1)^{i}(\phi \delta)^{i}$.
In particular, if we have a reduction from $A$ to $M$, where $A$ is a dg-algebra and $M$ is a dg-module, through homological techniques, it is possible to compute the operations of the $A_{\infty}$-algebra structure induced on $M$ in terms of the product of $A$. This computation can be done in four steps (described lightly):

- To construct of a new reduction $T(s(c))$ : $\{T(s A), T(s M), T f, T g, T \phi\}$
- To use the BPL with perturbation datum a (simplicial) differential $d_{s}$ depending on the product of $A$ (see [5]).
- To extract the operations induced on M from the new differential in $T(s M)$.

Where, given a dg-module $(M, d)$, the tensor module of $M, T(M)$, is

$$
T(M)=\bigoplus_{n \geq 0} M^{\otimes n}
$$

The differential structure in $T(M)$ is provided by the tensor differential, $d_{t} . T(M)$ is endowed with both structures of dg-algebra and dg-coalgebra respectively, by a product $\mu\left(\left(a_{1} \otimes \cdots \otimes a_{n}\right) \otimes\left(a_{n+1} \otimes \cdots \otimes a_{n+p}\right)\right)=a_{1} \otimes \cdots \otimes$ $a_{n+p}$; and a coproduct $\Delta\left(a_{1} \otimes \cdots \otimes a_{n}\right)=\sum_{i=0}^{n}\left(a_{1} \otimes \cdots \otimes a_{i}\right) \otimes\left(a_{i+1} \otimes \cdots \otimes a_{n}\right)$.

In particular, if $A$ is a dga-algebra, one can construct the reduced bar construction of $A, \bar{B}(A)$, whose underlying module is the tensor module of the suspension of $A, T(s A)$.

The total differential $d_{\bar{B}}$ is given by $d_{\bar{B}}=d_{t}+d_{s}$, the component $d_{t}$ being the tensor differential on the tensor module and $d_{s}$ the simplicial differential, that depends on the product on $A$.

This dg -module is endowed with a structure of dg -coalgebra by the natural coproduct $\Delta_{\bar{B}}: \bar{B}(A) \rightarrow \bar{B}(A) \otimes \bar{B}(A)$ defined in the tensor module.

Analogously, if we have a reduction from $C$ to $M$, where $C$ is a dgacoalgebra and $M$ is a dg-module, through homological techniques, it is possible to compute the operations of the $A_{\infty}$-coalgebra structure induced in $M$.

A simple example of this fact is the algebraic structure of the homology groups of the bar construction of a truncated polynomial algebra with coefficients in $\mathbb{Z}$ (see [1]). Let us recall a little bit this example, in fact, let us see the scheme of the algebraic structure of the homology groups.

- There is an explicit reduction $c:\left\{B\left(Q_{p}(u, 2 n)\right), E(v, 2 n+1) \otimes\right.$ $\Gamma(\gamma, 2 n p+2), f, g, \phi\}$.
- Even though the bar construction has a coalgebra structure, this reduction does not preserve this structure, because the morphisms are not compatible with the coproducts; so we obtain an $A_{\infty}$-coalgebra structure induced on $E \otimes \Gamma$. This structure is extremely simple, because it only has two operations non-null, $\Delta_{2}$ and $\Delta_{p}$.
- Thanks to the null differential in $E \otimes \Gamma$, the homology groups of $B\left(Q_{p}(u, 2 n)\right)$ are isomorphic to $E \otimes \Gamma$.
- So from the algebraic point of view, $H_{*}\left(B\left(Q_{p}(u, 2 n)\right)\right)$ has an $A_{\infty^{-}}$ coalgebra structure defined by $\Delta_{2}$ and $\Delta_{p}$.

In particular, when we are speaking about the categories of algebras or coalgebras, we have to emphasize here that the category of Hopf algebras joins the two notions. But, until now, nothing was known about the analogous appropriate notion of $A_{\infty}$-Hopf algebra. So, let us give a new way to understand them via perturbation.

## 3 The importance of the Hopf relation

Let $(H, d, \mu, \Delta)$ be a dga-Hopf algebra. Because of the Hopf relation, it is possible to define a new algebraic object:

Definition 3.1. Let us define a tensor module associated with $H, B C(H)$, Bar-Cobar of H, as

$$
\{B C(H)\}_{(p, q, n)}=\left(H^{\otimes p}\right)_{n}^{\otimes q}=H_{n}^{p, q}
$$

where an element is described as a matrix

$$
\left(a_{i j}\right)=\left(\begin{array}{ccc}
a_{11} & \cdots & a_{1 q} \\
\vdots & \ddots & \vdots \\
a_{p 1} & \cdots & a_{p q}
\end{array}\right)
$$

and the degree is $\left|\left(a_{i j}\right)\right|=n+p-q$ where $n=\sum_{i=0, j=0}^{p, q}\left|a_{i j}\right|$.
$B C(H)$ is a differential graded module with three differential structures induced,

- the tensor differential $\mathbf{d}_{\mathbf{t}}: H_{n}^{p, q} \rightarrow H_{n-1}^{p, q} ; \quad d_{t}=-\sum_{i=1, j=1}^{p, q}(-1)^{P(i, j)} d_{i, j}$, where

$$
\begin{gathered}
d_{i j}=-(-1)^{P(i, j)}\left(\begin{array}{ccc}
a_{11} & \cdots & a_{1 q} \\
\vdots & \vdots & \vdots \\
a_{i 1} & \cdots & d\left(a_{i j}\right) \\
\vdots & \vdots & a_{i q} \\
a_{p 1} & \cdots & a_{p q}
\end{array}\right) \\
P(i, j)=\sum_{k<i \cup(k=i, l<j)}\left|a_{k l}\right|+(i-1)-(j-1)
\end{gathered}
$$

- the simplicial differential $\mathbf{d}_{\mathbf{s}}: H_{n}^{p, q} \rightarrow H_{n}^{p-1, q} ; \quad d_{s}=\sum_{k=0}^{p}(-1)^{k} \delta_{k}$, depending on the product of $H$ :

$$
\delta_{k}=(-1)^{s g(k, k+1)+s g_{B}(k)}\left(\begin{array}{ccc}
a_{11} & \cdots & a_{1 q} \\
\vdots & \vdots & \vdots \\
\mu\left(a_{k 1}, a_{k+1,1}\right) & \cdots & \mu\left(a_{k q}, a_{k+1, q}\right) \\
\vdots & \vdots & \vdots \\
a_{p 1} & \cdots & a_{p q}
\end{array}\right)
$$

where

$$
\begin{aligned}
& s g(k, k+1)=\left|a_{k+1,1}\right|\left(\left|a_{k, 2}\right|+\cdots+\left|a_{k, q}\right|\right) \\
& +\left|a_{k+1,2}\right|\left(\left|a_{k, 3}\right|+\cdots+\left|a_{k, q}\right|\right)+\cdots+\left|a_{k+1, q-1}\right|\left|a_{k, q}\right| \\
& s g_{B}(k)=\sum_{j=1, l=1}^{k, q}\left|a_{j l}\right|
\end{aligned}
$$

- the cosimplicial differential $\mathbf{d}_{\mathbf{c}}: H_{n}^{p, q} \rightarrow H^{p, q+1} ; \quad d_{c}=\sum_{i=0}^{q+1}(-1)^{k} \delta^{k}$, depending on the coproduct of $H$ :

$$
\delta^{k}=(-1)^{s g_{C}(k)}\left(\begin{array}{ccccccc}
a_{11} & \cdots & a_{1, k-1} & \Delta\left(a_{1, k}\right) & a_{1, k+1} & \cdots & a_{1 q} \\
\vdots & & & \vdots & & & \vdots \\
a_{p 1} & \cdots & a_{p, k-1} & \Delta\left(a_{p, k}\right) & a_{p, k+1} & \cdots & a_{p q}
\end{array}\right)
$$

where

$$
s g_{C}(k)=\sum_{j=1, l=1}^{p, k-1}\left|a_{j l}\right|
$$

Theorem 3.2. With the above definitions, the morphism

$$
\mathbf{d}_{\mathbf{B C}}=\mathbf{d}_{\mathbf{t}}+\mathbf{d}_{\mathbf{c}}+(-\mathbf{1})^{\mathbf{q}} \mathbf{d}_{\mathbf{s}}: H_{n}^{p, q} \rightarrow H_{n-1}^{p, q} \oplus H_{n}^{p-1, q} \oplus H_{n}^{p, q+1}
$$

is a differential in the total complex of $B C(H)$.

Definition 3.3. Given $H$ a connected dga-Hopf algebra, it is possible to define a new algebraic object $\widehat{B C H}$ as a differential graded module

$$
\widehat{B C}(H)=\Lambda \oplus \bar{H}^{1,1} \oplus\left(\bar{H}^{2,1} \oplus \bar{H}^{1,2}\right) \oplus \cdots \oplus \sum_{i+j=k} \bar{H}^{i, j} \oplus \cdots
$$

with the differentials $d_{t}$, $d_{s}$ and $d_{c}$ induced in a natural way from $B C(H)$ to $\widehat{B C}(H)$.

In the rest of the paper, given a dg-module $M$ we will denote by $B C(M)$ the tensor module $\left\{M_{n}^{p, q}\right\}_{p, q, n}$ with the tensor differential induced on it. Analogously $\widehat{B C}(M)$ is the differential graded module

$$
\widehat{B C}(M)=\Lambda \oplus \bar{M}^{1,1} \oplus\left(\bar{M}^{2,1} \oplus \bar{M}^{1,2}\right) \oplus \cdots \oplus \sum_{i+j=k} \bar{M}^{i, j} \oplus \cdots
$$

with the tensor differential induced.

## 4 What about $A_{\infty}$-Hopf algebras?

We can now formulate our main results related with $A_{\infty}$-Hopf algebras. To start with, we make the following definition.

Definition 4.1. An $A_{\infty}$-Hopf algebra $M$ is a dg-module with a family of operations

$$
h^{i, j}: M^{\otimes i} \rightarrow M^{\otimes j}
$$

with $i, j \in \mathbb{N}$, of degree $i+j-3$, such that

- The family $\left\{h^{i, 1}\right\}: M^{\otimes i} \rightarrow M$ defines an $A_{\infty}$-algebra on $M$.
- The family $\left\{h^{1, j}\right\}: M \rightarrow M^{\otimes j}$ defines an $A_{\infty}$-coalgebra on $M$.
- The extension of $\left\{h^{i, j}\right\}_{i, j \in \mathbb{N}}$ to $\left.\widehat{B C}(M), d_{t}\right)$ defines a differential on it.

If we consider a reduction from $H$ to $M$, where $H$ is a dga-Hopf algebra and $M$ is a dg-module, then the information about the $A_{\infty}$-algebra structure induced on $M$ and the information about the $A_{\infty}$-coalgebra structure can be extracted, as well as the operations defining an $A_{\infty}$-Hopf algebra structure.

Proposition 4.2. Given $H$ a Hopf algebra and $c: H \rightarrow M$ a reduction, this induces a new one of dg-module

$$
b c(c):\left\{\left(B C(H), d_{t}\right),\left(B C(M), d_{t}\right), b c(f), b c(g), b c(\phi)\right\},
$$

where the morphisms $b c f, b c g, b c \phi$ are defined by the formulas

$$
\begin{aligned}
b c(f)_{\mid B C(H)_{n}} & =\underbrace{f \otimes \cdots \otimes f ;}_{n \text { times }} ; \\
b c(g)_{\mid B C(M)_{n}} & =\underbrace{g \otimes \cdots \otimes g ;}_{n \text { times }} \\
b c(\phi)_{\mid B C(H)_{n}} & =\sum_{k=0}^{n-1} \underbrace{1 \otimes \cdots \otimes 1}_{k \text { times }} \otimes \phi \otimes \underbrace{g f \otimes \cdots \otimes g f}_{n-k-1 \text { times }} .
\end{aligned}
$$

Theorem 4.3. Given $c: H \rightarrow M$ a reduction, where $H$ is a simply connected dga-Hopf algebra and $M$ is a dg-module, if we consider the reduction defined in proposition 4.2, $b c(c):\left\{\left(\widehat{B C}(H), d_{t}\right),\left(\widehat{B C}(M), d_{t}\right), b c(f), b c(g)\right.$, $b c(\phi)\}$ together with the perturbation datum $d_{c}+(-1)^{q} d_{s}$, thanks to the basic perturbation lemma, it is possible to define a new reduction

$$
\begin{aligned}
b c(c)_{d_{c}+(-1)^{q} d_{s}}: & \left\{\left(\widehat{B C}(H), d_{t}+d_{c}+(-1)^{q} d_{s}\right),\left(\widehat{B C}(M), d_{t}+d_{\infty}\right),\right. \\
& \left.b c(f)_{\infty}, b c(g)_{\infty}, b c(\phi)_{\infty}\right\}
\end{aligned}
$$

such that $M$ inherits an $A_{\infty}$-Hopf algebra structure, i.e.:

- the projection over the elements of $\widehat{B C}(M)_{*}^{1, *}$, gives the $A_{\infty}$-algebra of $M$;
- the projection over the elements of $\widehat{B C}(M)_{*}^{*, 1}$, gives the $A_{\infty}$-coalgebra of $M$;
- the homotopy operators of higher order of $M$ are operations $h^{i, j}$ : $M^{\otimes i} \rightarrow M^{\otimes j}$ of degree $i+j-3$, with $i>1, j>1$, defined by the formulas of the BPL.
Indeed, the explicit formulas of $h^{i, j}$ are

$$
h^{i, j}=f \delta(-1)^{i-1} \sigma(\underbrace{(\phi \delta)^{i-2}\left(\phi \delta^{\prime}\right)^{j-1}}_{\text {Permutations }}) g+f \delta^{\prime}(-1)^{i-1} \sigma(\underbrace{(\phi \delta)^{i-1}\left(\phi \delta^{\prime}\right)^{j-2}}_{\text {Permutations }}) g
$$

We obtain automatically the next result
Corollary 4.4. Given $H$ a simply connected dga-Hopf algebra with product $\mu$, coproduct $\Delta, M$ a dga-module and $c:\{H, M, f, g, \phi\}$ a reduction between them. Then, $M$ inherits an $A_{\infty}$-Hopf algebra structure.

## 5 Summary

As we have just seen, if we are interested in the algebraic structure of the homology of a Hopf algebra, in general, we know that this structure will not be a Hopf algebra, but yes an $A_{\infty}$-Hopf algebra, that we can determine with simple methods explicitly, thanks to the perturbation theory.
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#### Abstract

We consider a special case of the Euler-Poisson system of equations, describing motion of a rigid body around a fixed point. We find 44 sets of stationary solutions near which the system is locally integrable. 10 of them are real. We study also number of these complex stationary solutions in 3 -dimensional invariant manifolds of the system. We find that the number is $4,2,1$ or 0 .
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## 1 Local integrability

Now all cases of global integrability of classical ODE systems such as EulerPoisson equations are known. So we are looking for cases of local integrability. The first such attempt was made by authors in [1], but it was not successful [2]. In [2] we also proposed new approach to the problem and found the first case of the local integrability of the Euler-Poisson equations. Here we develop the approach and find many new sets of such stationary solutions of the considered system near which the system is locally integrable.

Denote $\cdot \stackrel{\text { def }}{=} d / d t, X=\left(x_{1}, \ldots, x_{n}\right)$. Autonomous system

$$
\begin{equation*}
\dot{x}_{j}=\varphi_{j}(X), j=1, \ldots, n \tag{1.1}
\end{equation*}
$$

with polynomials $\varphi_{j}(X)$ is locally integrable in domain $D \subset \mathbb{C}^{n}$, if in the domain it has enough number of independent first integrals of the form $a(X) / b(X)$, where functions $a(X)$ and $b(X)$ are analytic in the domain $D$. Certainly, in a neighborhood of a nonstationary point $X^{0}$, where $\Phi\left(X^{0}\right) \neq 0, \Phi \stackrel{\text { def }}{=}\left(\varphi_{1}, \ldots, \varphi_{n}\right)$, System (1.1) is integrable. So the question on integrability has a sense for domains, containing or adjoining a singularity: a stationary solution or a periodic solution and so on. Thus, we must study local integrability and local nonintegrability of a given system near its singularities. The best tool for that is normal form $[3,4,5]$.

The paper is organized as follows. In Section 2 we give a short survey of the normal form theory. In Section 3 we describe the Euler-Poisson system of equations and select its special case which we consider here. In the case the system has two pairs of two-parameter families of stationary solutions (points). In Section 4 we consider the first pair of the families. In them we select all such points, near which we can guarantee the local integrability of the system. They form 12 sets, and 6 of them are real. In Section 5 we consider the second pair of the families and find 32 sets with the property of local integrability, 4 of them are real. In Section 6 we consider stationary points contained in a 3 -dimensional invariant manifold and study a number of them with the property of local integrability. We used the package MATHEMATICA for most complicated computation.

## 2 Normal form

Below, vectors are lines, and asterisk * means transposition. Let $X^{0}=0$ be a stationary solution of System (1.1), i.e. $\Phi(0)=0$ :

$$
\begin{equation*}
\dot{X}^{*}=A X^{*}+\tilde{\Phi}^{*}(X) . \tag{2.1}
\end{equation*}
$$

Let the linear transformation

$$
\begin{equation*}
X^{*}=B Y^{*} \tag{2.2}
\end{equation*}
$$

bring the matrix $A$ to the Jordan form $J=B^{-1} A B$ and (2.1) to

$$
\begin{equation*}
\dot{Y}^{*}=J Y^{*}+\tilde{\tilde{\Phi}}^{*}(Y) . \tag{2.3}
\end{equation*}
$$

Let the formal change of coordinates

$$
\begin{equation*}
Y=Z+\Xi(Z) \tag{2.4}
\end{equation*}
$$

where $\Xi=\left(\xi_{1}, \ldots, \xi_{n}\right)$ and $\xi_{j}(Z)$ are formal power series, transform (2.3) in the system

$$
\begin{equation*}
\dot{Z}^{*}=J Z^{*}+\Psi^{*}(Z) . \tag{2.5}
\end{equation*}
$$

We write it in the form

$$
\begin{equation*}
\dot{z}_{j}=z_{j} g_{i}(Z)=z_{j} \sum g_{j Q} Z^{Q} \text { over } Q \in \mathbb{N}_{j}, j=1, \ldots, n, \tag{2.6}
\end{equation*}
$$

where $Q=\left(q_{1}, \ldots, q_{n}\right), Z^{Q}=z_{1}^{q_{1}} \ldots z_{n}^{q_{n}}$,

$$
\mathbb{N}_{j}=\left\{Q: Q \in \mathbb{Z}^{n}, \quad Q+E_{j} \geq 0\right\}, j=1, \ldots, n
$$

$E_{j}$ means the unit vector. Denote

$$
\begin{equation*}
\mathbb{N}=\mathbb{N}_{1} \cup \ldots \cup \mathbb{N}_{n} \tag{2.7}
\end{equation*}
$$

The diagonal $\Lambda=\left(\lambda_{1}, \ldots, \lambda_{n}\right)$ of $J$ consists of eigenvalues of the matrix $A$.
System (2.5), (2.6) is called the resonant normal form if:
a) $J$ is the Jordan matrix,
b) in writing (2.6), there are only the resonant terms, for which the scalar product

$$
\begin{equation*}
\langle Q, \Lambda\rangle \stackrel{\text { def }}{=} q_{1} \lambda_{1}+\ldots+q_{n} \lambda_{n}=0 \tag{2.8}
\end{equation*}
$$

Theorem 1. There exists a formal change (2.4) reducing (2.3) to its normal form (2.5), (2.6).

Let $k$ be the number of linearly independent solutions $Q \in \mathbb{N}$ to Eq. (2.8), it is called the multiplicity of resonance. Integration of the normal form (2.6) is reduced to solving a system of order $k$ respectively $k$ resonant variables.

Property 1. If System (2.3) has the linear automorphism $\tilde{t}=\delta t, \tilde{Y}^{*}=$ $S Y^{*}$, then its normal form (2.6) has the same automorphism $\tilde{t}=\delta t, \tilde{Z}^{*}=$ $S Z^{*}$.

In [3] there are conditions on the normal form (2.6), which guarantee the convergence of the normalizing transformation (2.4).

Condition A. In the normal form (2.6)

$$
g_{j}=\lambda_{j} \alpha(Z)+\bar{\lambda}_{j} \beta(Z), \quad j=1, \ldots, n,
$$

where $\alpha(Z)$ and $\beta(Z)$ are some power series.
Let

$$
\omega_{k}=\min |\langle Q, \Lambda\rangle| \text { over } Q \in \mathbb{N},\langle Q, \Lambda\rangle \neq 0, \quad \sum_{j=1}^{n} q_{j}<2^{k}, \quad k=1,2, \ldots
$$

Condition $\omega$ (on small divisors). The series

$$
\sum_{k=1}^{\infty} 2^{-k} \log \omega_{k}>-\infty
$$

## i.e. it converges.

It is fulfilled for almost all vectors $\Lambda$.
Theorem 2. If vector $\Lambda$ satisfies Condition $\omega$ and the normal form (2.6) satisfies Condition $A$ then the normalizing transformation (2.4) converges.

## 3 The Euler-Poisson equations

Motions of a rigid body around a fixed point is described by the system of six Euler-Poisson equations [6]

$$
\begin{gather*}
A \dot{p}+(C-B) q r=M g\left(z_{0} \gamma_{2}-y_{0} \gamma_{3}\right), \\
B \dot{q}+(A-C) p r=M g\left(x_{0} \gamma_{3}-z_{0} \gamma_{1}\right),  \tag{3.1}\\
C \dot{r}+(B-A) p q=M g\left(y_{0} \gamma_{1}-x_{0} \gamma_{2}\right), \\
\dot{\gamma}_{1}=r \gamma_{2}-q \gamma_{3}, \quad \dot{\gamma}_{2}=p \gamma_{3}-r \gamma_{1}, \dot{\gamma}_{3}=q \gamma_{1}-p \gamma_{2}, \tag{3.2}
\end{gather*}
$$

where $A, B, C, M, g, x_{0}, y_{0}, z_{0}$ are real constants and $A, B, C$ are positive and satisfy the triangle inequalities. System (3.1), (3.2) has 3 first integrals

$$
\begin{align*}
& h \stackrel{\text { def }}{=} A p^{2}+B q^{2}+C r^{2}+2 M g\left(x_{0} \gamma_{1}+y_{0} \gamma_{2}+z_{0} \gamma_{3}\right)=\text { const }, \\
& g \stackrel{\text { def }}{=} A p \gamma_{1}+B q \gamma_{2}+C r \gamma_{3}=\text { const }  \tag{3.3}\\
& \gamma_{1}^{2}+\gamma_{2}^{2}+\gamma_{3}^{2}=1
\end{align*}
$$

We consider the Euler-Poisson system (3.1), (3.2) in the case

$$
A=B=1, \quad C=c, \quad M g x_{0}=-1, \quad y_{0}=z_{0}=0 .
$$

Then System (3.1) becomes

$$
\begin{equation*}
\dot{p}=(1-c) q r, \quad \dot{q}=(c-1) p r-\gamma_{3}, \quad \dot{r}=\gamma_{2} / c . \tag{3.4}
\end{equation*}
$$

System (3.4), (3.2) has the linear automorphism

$$
\begin{equation*}
t, p, q, r, \gamma_{1}, \gamma_{2}, \gamma_{3} \rightarrow-t, p,-q, r, \gamma_{1},-\gamma_{2}, \gamma_{3} \tag{3.5}
\end{equation*}
$$

The unique parameter $c \in(0,2]$. System (3.5), (3.2) has three first integrals

$$
\begin{align*}
& h \stackrel{\text { def }}{=} p^{2}+q^{2}+c r^{2}-2 \gamma_{1}=\text { const }, \\
& g \xlongequal{\text { def }} p \gamma_{1}+q \gamma_{2}+c r \gamma_{3}=\text { const, }  \tag{3.6}\\
& I_{3} \stackrel{\text { def }}{=} \gamma_{1}^{2}+\gamma_{2}^{2}+\gamma_{3}^{2}=1
\end{align*}
$$

and it is integrable in quadratures if it has one additional first integral, which is known in two cases: $c=1$ (case of Lagrange) and $c=1 / 2$ (case of S. Kovalevskaya). System (3.4), (3.2) is not integrable globally for other values $c[7]$.

Theorem 3. System (3.4), (3.2) has two pairs of two-parameter families of stationary solutions:

$$
\begin{gather*}
\mathbf{S}_{\sigma}: p=p_{0} \in \mathbb{C}, q=0, r=0, \gamma_{1}=\sigma, \gamma_{2}=0, \gamma_{3}=0, \sigma= \pm 1 ;  \tag{3.7}\\
\mathbf{T}_{\tau}: p=p_{t} \in \mathbb{C}, q=0, r_{t}=\tau \sqrt{1-(c-1)^{2} p_{t}^{4}} /\left((c-1) p_{t}\right), \\
\gamma_{1 t} \tag{3.8}
\end{gather*}=(c-1) p_{t}^{2}, \gamma_{2}=0, \gamma_{3 t}=\tau \sqrt{1-(c-1)^{2} p_{t}^{4}}, \tau= \pm 1 ; ~, ~
$$

and all its stationary solutions belong to these families.
Families $\mathbf{S}_{\sigma}$ exist for any $p_{0} \in \mathbb{C}$. Families $\mathbf{T}_{\tau}$ exist for $c \neq 1$ and $p_{t} \neq 0$. Intersections of the families are

$$
\begin{gather*}
\mathbf{S}_{+} \cap \mathbf{S}_{-}=\varnothing \\
\mathbf{T}_{+} \cap \mathbf{T}_{-}=\mathbf{S}_{\sigma} \cap \mathbf{T}_{\tau}: p_{0}=p_{t}, q=0, r=0,  \tag{3.9}\\
\gamma_{1}=(c-1) p_{t}^{2}=\sigma= \pm 1, \gamma_{2}=0, \gamma_{3}=0
\end{gather*}
$$

Families $\mathbf{S}_{\sigma}$ are real if $p_{0} \in \mathbb{R}$. Families $\mathbf{T}_{\tau}$ are real if $p_{t} \in \mathbb{R}$ and $(c-1)^{2} p_{t}^{4} \leq 1$.

## 4 Families $\mathbf{S}_{\sigma}$

First we will consider families $\mathbf{S}_{\sigma}$. In a neighborhood of each stationary point (3.7) we introduce local coordinates

$$
\begin{equation*}
P=p-p_{0}, \quad q, r, \quad \Gamma=\gamma_{1}-\sigma, \gamma_{2}, \gamma_{3} . \tag{4.1}
\end{equation*}
$$

In them System (3.4), (3.2) takes the form

$$
\begin{align*}
& \dot{P}=(1-c) q r, \\
& \dot{q}=(c-1) p_{0} r-\gamma_{3}+(c-1) P r, \\
& \dot{r}=\gamma_{2} / c, \\
& \dot{\Gamma}=r \gamma_{2}-q \gamma_{3},  \tag{4.2}\\
& \dot{\gamma}_{2}=-\sigma r+p_{0} \gamma_{3}+P \gamma_{3}-r \Gamma, \\
& \dot{\gamma}_{3}=\sigma q-p_{0} \gamma_{2}+q \Gamma-P \gamma_{2} .
\end{align*}
$$

If coordinates (4.1) are denoted as $X=\left(x_{1}, \ldots, x_{6}\right)$ :

$$
\begin{equation*}
x_{1}=P, \quad x_{2}=q, \quad x_{3}=r, \quad x_{4}=\Gamma, \quad x_{5}=\gamma_{2}, \quad x_{6}=\gamma_{3}, \tag{4.3}
\end{equation*}
$$

then (4.2) is System (2.1): $X^{*}=A X^{*}+\tilde{\Phi}^{*}(X)$ with $n=6$, where

$$
A=\left(\begin{array}{cccccc}
0 & 0 & 0 & 0 & 0 & 0  \tag{4.4}\\
0 & 0 & (c-1) p_{0} & 0 & 0 & -1 \\
0 & 0 & 0 & 0 & 1 / c & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & -\sigma & 0 & 0 & p_{0} \\
0 & \sigma & 0 & 0 & -p_{0} & 0
\end{array}\right)
$$

Characteristic equation for matrix $A$ is

$$
\begin{equation*}
\lambda^{6}+a \lambda^{4}+b \lambda^{2}=0 \tag{4.5}
\end{equation*}
$$

where

$$
\begin{equation*}
a=\left(\sigma p_{0}^{2}+1+1 / c\right) \sigma, \quad b=1 / c+\sigma p_{0}^{2}(1 / c-1) . \tag{4.6}
\end{equation*}
$$

Eq. (4.5) has two zero roots and twin roots

$$
\begin{equation*}
\lambda_{1}=\lambda_{2}=0, \quad \lambda_{3}=-\lambda_{4}, \quad \lambda_{5}=-\lambda_{6} \tag{4.7}
\end{equation*}
$$

Let $\tilde{\mathbf{S}}_{\sigma}$ be the part of the family $\mathbf{S}_{\sigma}$ with $p_{0}^{2} \in \mathbb{R}$. Evidently $\tilde{\mathbf{S}}_{\sigma} \supset \operatorname{Re} \mathbf{S}_{\sigma}$. Below we will consider subfamilies $\tilde{\mathbf{S}}_{\sigma}$ only. The dependence of eigenvalues $\lambda_{3}, \lambda_{4}, \lambda_{5}, \lambda_{6}$ from two real parameters

$$
c \in(0,2], y \stackrel{\text { def }}{=} \sigma p_{0}^{2} \in \mathbb{R}
$$

is represented in Fig. 1. Three curves

$$
\begin{gathered}
C_{1}=\left\{(c y+c-1)^{2}+4 c^{2} y=0\right\}=\left\{a^{2}-4 b=0\right\}, \\
C_{2} \cup C_{3}=\{y(c-1)=1\}=\{b=0\}
\end{gathered}
$$

divide the strip (4.7') into five sets $D_{1}, D_{2}, D_{3}, D_{4}, D_{5}$. Curve $C_{1}$ touches the curve $C_{3}$ in the point

$$
\left(c_{0}, y_{0}\right)=((\sqrt{5}-1) / 2,-(\sqrt{5}+3) / 2) \approx(0.618,-2.618)
$$

In the set $D_{1}$ eigenvalues $\lambda_{3}, \lambda_{4}, \lambda_{5}, \lambda_{6}$ are complex: $\lambda_{4}=-\lambda_{3}, \lambda_{5}=\bar{\lambda}_{3}$, $\lambda_{6}=-\bar{\lambda}_{3}$; in sets $D_{2}$ and $D_{3}$ two of them are real and another two are pure imaginary, in $D_{4}$ they are pure imaginary, in $D_{5}$ they are real.


Figure 1: Sets of $\mathbf{S}_{\sigma}$ families.

Accordingly (3.5) and (4.1), System (4.2) has the automorphism

$$
t, P, q, r, \Gamma, \gamma_{2}, \gamma_{3} \rightarrow-t, P,-q, r, \Gamma,-\gamma_{2}, \gamma_{3}
$$

or accordingly (4.3)

$$
\begin{equation*}
t, x_{1}, x_{2}, x_{3}, x_{4}, x_{5}, x_{6} \rightarrow-t, x_{1},-x_{2}, x_{3}, x_{4},-x_{5}, x_{6} \tag{4.8}
\end{equation*}
$$

Let the linear transformation

$$
X^{*}=B Y^{*}
$$

brings the matrix (4.4) to the diagonal form in sets $D_{1}-D_{5}$. Then it brings the automorphism (4.8) to the form

$$
\begin{equation*}
t, y_{1}, y_{2}, y_{3}, y_{4}, y_{5}, y_{6} \rightarrow-t, y_{1}, y_{2}, y_{4}, y_{3}, y_{6}, y_{5} \tag{4.9}
\end{equation*}
$$

Theorem 4. In sets $D_{1}, D_{2}, D_{3}$ the normalizing transformation of System (4.2) converges.
Indeed, in these sets the ratio $\lambda_{3} / \lambda_{5}$ is not a real number. So the equation

$$
\langle\Lambda, Q\rangle=0
$$

with vector $\Lambda=\left(0,0, \lambda_{3}, \lambda_{4}, \lambda_{5}, \lambda_{6}\right)$ has only such real solutions $Q=$ $\left(q_{1}, \ldots, q_{6}\right)$, where $q_{1}, q_{2}$ are arbitrary; $q_{3}=q_{4}, q_{5}=q_{6}$. Hence, in the normal form

$$
\begin{equation*}
\dot{z}_{j}=z_{j} g_{j}(Z), \quad j=1, \ldots, 6 \tag{4.10}
\end{equation*}
$$

series $g_{j}(Z)$ depend only on

$$
\begin{equation*}
z_{1}, \quad z_{2}, \quad \rho_{1} \stackrel{\text { def }}{=} z_{3} z_{4}, \quad \rho_{2} \stackrel{\text { def }}{=} z_{5} z_{6}, \tag{4.11}
\end{equation*}
$$

which here are resonant variables. According to Property 1, the normal form (4.10) has the automorphism (4.9) where $y_{j}$ are replaced by $z_{j}$. For the resonant variables (4.11) it gives the automorphism

$$
\begin{equation*}
t, z_{1}, z_{2}, \rho_{1}, \rho_{2} \rightarrow-t, z_{1}, z_{2}, \rho_{1}, \rho_{2} . \tag{4.12}
\end{equation*}
$$

Hence, in the normal form (4.10)

$$
\begin{equation*}
g_{1}=g_{2} \equiv 0, \quad g_{4}=-g_{3}, \quad g_{6}=-g_{5} . \tag{4.13}
\end{equation*}
$$

It is not difficult to show that the normal form (4.10), (4.13) satisfies Condition A. Here Condition $\omega$ is also satisfied, because ratio $\lambda_{3} / \lambda_{5}$ is not a real number. According to Theorem 2, the normalizing transformation converges.

For resonant variables $z_{1}, z_{2}, \rho_{1}, \rho_{2}$, the normal form (4.10), (4.13) gives equations $\dot{z}_{j}=0, \dot{\rho}_{j}=0, j=1,2$. Hence, the normal form (4.10), (4.13) has four independent first integrals

$$
\begin{equation*}
z_{1}=\text { const }, \quad z_{2}=\text { const }, \quad \rho_{1}=\text { const }, \quad \rho_{2}=\text { const. } \tag{4.14}
\end{equation*}
$$

As the normalizing transformation is analytic and invertible, then near sets $D_{1}, D_{2}, D_{3}$ System (4.2) has 4 local first integrals. Hence, it is locally integrable near these sets.

For fixed value $y=\sigma p_{0}^{2}$, parameters $\sigma$ and $p_{0}$ have 4 variants of different sets of signs. So in two subfamilies $\tilde{\mathbf{S}}_{\sigma}$, sets $D_{1}, D_{2}, D_{3}$ give 12 different complex sets of the local integrability. If value $p_{0}= \pm \sqrt{y \sigma}$ is real, then System (4.2) is real as well, and its normal form is real in appropriate coordinates, and 4 first integrals (4.14) are real. If $\sigma=+1$, value $p_{0}= \pm \sqrt{y}$ is real for $y \geq 0$, i.e. the set $D_{2}$ is real. If $\sigma=-1$, value $p_{0}= \pm \sqrt{-y}$ is real for $y \leq 0$, i.e. the sets $D_{1}$ and $D_{3}$ are real. Alltogether we have 6 real sets of the local integrability.

## 5 Families $\mathbf{T}_{\tau}$

Now we will consider families $\mathbf{T}_{\tau}$. In a neighborhood of each stationary point (3.8) we introduce local coordinates

$$
\begin{equation*}
P=p-p_{t}, \quad q, R=r-r_{t}, \quad \Gamma=\gamma_{1}-\gamma_{1 t}, \gamma_{2}, \Delta=\gamma_{3}-\gamma_{3 t} . \tag{5.1}
\end{equation*}
$$

In them System (3.4), (3.2) takes the form

$$
\begin{align*}
& \dot{P}=(1-c) r_{t} q+(1-c) q P, \\
& \dot{q}=(c-1)\left(p_{t} R+r_{t} P\right)-\Delta+(c-1) P R, \\
& \dot{R}=\gamma_{2} / c, \\
& \dot{\Gamma}=r_{t} \gamma_{2}-q \gamma_{3 t}+R \gamma_{2}-q \Delta,  \tag{5.2}\\
& \dot{\gamma}_{2}=p_{t} \Delta+P \gamma_{3 t}-\left(r_{t} \Gamma+R \gamma_{1 t}\right)+P \Delta-R \Gamma, \\
& \dot{\Delta}=q \gamma_{1 t}-p_{t} \gamma_{2}+q \Gamma-P \gamma_{2} .
\end{align*}
$$

If coordinates (5.1) are denoted as $X=\left(x_{1}, \ldots, x_{6}\right)$ :

$$
\begin{equation*}
x_{1}=P, \quad x_{2}=q, \quad x_{3}=R, \quad x_{4}=\Gamma, \quad x_{5}=\gamma_{2}, \quad x_{6}=\Delta, \tag{5.3}
\end{equation*}
$$

then (5.2) is System (2.1): $X^{*}=A X^{*}+\tilde{\Phi}^{*}(X)$ with $n=6$, where

$$
A=\left(\begin{array}{cccccc}
0 & (1-c) r_{t} & 0 & 0 & 0 & 0  \tag{5.4}\\
(c-1) r_{t} & 0 & (c-1) p_{t} & 0 & 0 & -1 \\
0 & 0 & 0 & 0 & 1 / c & 0 \\
0 & -\gamma_{3 t} & 0 & 0 & r_{t} & 0 \\
\gamma_{3 t} & 0 & -\gamma_{1 t} & -r_{t} & 0 & p_{t} \\
0 & \gamma_{1 t} & 0 & 0 & -p_{t} & 0
\end{array}\right) .
$$

Characteristic equation for matrix $A$ is

$$
\begin{equation*}
\lambda^{6}+a \lambda^{4}+b \lambda^{2}=0, \tag{5.5}
\end{equation*}
$$

where

$$
\begin{gather*}
c_{1} \stackrel{\text { def }}{=} c-1, \quad a=\left(1+\frac{1}{c_{1}^{2}}\right) \frac{1}{p_{t}^{2}}-\frac{c_{1}\left(c_{1}^{2}-2\right) p_{t}^{2}}{1+c_{1}},  \tag{5.6}\\
b=\frac{1}{c_{1}^{2} p_{t}^{4}}+2-\frac{3}{1+c_{1}}-\frac{3 c_{1}^{3} p_{t}^{4}}{1+c_{1}} .
\end{gather*}
$$

Eq. (5.5) has two zero roots and twin roots

$$
\begin{equation*}
\lambda_{1}=\lambda_{2}=0, \quad \lambda_{3}=-\lambda_{4}, \quad \lambda_{5}=-\lambda_{6} . \tag{5.7}
\end{equation*}
$$

Let $\tilde{\mathbf{T}}_{\tau}$ be the part of the family $\mathbf{T}_{\tau}$ with $p_{t}^{2} \in \mathbb{R}$. Evidently $\tilde{\mathbf{T}}_{\tau} \supset \operatorname{Re} \mathbf{T}_{\tau}$. Below we will consider subfamilies $\mathbf{T}_{\tau}$ only. The dependence of eigenvalues $\lambda_{3}, \lambda_{4}, \lambda_{5}, \lambda_{6}$ from two real parameters

$$
\begin{equation*}
c_{1}=c-1 \in(-1,1], \quad V=c_{1}^{2} p_{t}^{4}>0, \tag{5.8}
\end{equation*}
$$

i.e. $p_{t}^{2} \in \mathbb{R} \backslash\{0\}$, is represented in Fig. 2. Four curves

$$
\begin{gather*}
E_{1}=\{V=1\}, \\
E_{2}=\left\{V=-\frac{c_{1}+1}{3 c_{1}}\right\} \cap\{V>0\}, \\
E_{3} \cup E_{4}=\left\{\left(c_{1}-1\right)^{2}\left(c_{1}+1\right)^{4}-2 c_{1}\left(c_{1}-1\right)\left(c_{1}+1\right)\left(2+4 c_{1}+\right.\right. \\
\left.\left.+c_{1}^{2}+c_{1}^{3}\right) V+c_{1}^{2}\left(4+12 c_{1}+8 c_{1}^{2}+c_{1}^{4}\right) V^{2}=0\right\} \cap\{V>0\} \tag{5.8'}
\end{gather*}
$$

divide the halfstrip (5.8) into 8 sets $F_{1}-F_{8}$. Here $E_{1} \cup E_{2}=\{b=0\} \cap$ $\{V>0\}$ and $E_{3} \cup E_{4}=\left\{a^{2}-4 b=0\right\} \cap\{V>0\}$. Curves $E_{1}-E_{4}$ were drown by solid lines because they divide the halfstrip into sets $F_{1}{ }^{-}$ $F_{8}$. Their vertical asymptotes are given by point lines; they have $c_{1}=$ $0,-0.5188 \ldots,-0.8225 \ldots$ which are roots of the polynomial coefficient for $V^{2}$ in (5.8'). Curves $E_{1}$ and $E_{2}$ intersect in the point $c_{1}=-1 / 4, V=1$.


Figure 2: Sets of $\mathbf{T}_{\tau}$ families.
Curves $E_{3}$ and $E_{4}$ intersect in the point $c_{1}=-0.5, V=3$, because solution of Equation (5.8) is

$$
\begin{gathered}
V c_{1}\left(4+12 c_{1}+8 c_{1}^{2}+c_{1}^{4}\right)=\left(c_{1}^{2}-1\right)\left(2+4 c_{1}+c_{1}^{2}+c_{1}^{3}\right) \pm \\
\pm 2\left(c_{1}^{2}-1\right)\left(1+2 c_{1}\right) \sqrt{-c_{1}} .
\end{gathered}
$$

Curve $F_{4}$ touches the straight line $E_{1}=\{V=1\}$ in the point with $c_{1}=(\sqrt{5}-3) / 2=-0.3819 \ldots$. Subfamilies $\tilde{\mathbf{T}}_{\tau}$ intersect subfamilies $\tilde{\mathbf{S}}_{\sigma}$ along the line $E_{1}$ in Fig. 2 and along curves $C_{2}$ and $C_{3}$ in Fig. 1; and $\sigma=\operatorname{sgn} c_{1}$ according to (3.9). The point $(c-1, V)=((\sqrt{5}-3) / 2,1)$ corresponds to the point $(c, y)=\left(c_{0}, y_{0}\right)=((\sqrt{5}-1) / 2,(\sqrt{5}+3) / 2)$.

In the sets $F_{1}$ and $F_{2}$ eigenvalues $\lambda_{3}, \lambda_{4}, \lambda_{5}, \lambda_{6}$ are complex: $\lambda_{4}=-\lambda_{3}$, $\lambda_{5}=\bar{\lambda}_{3}, \lambda_{6}=-\bar{\lambda}_{3}$; in sets $F_{3}$ and $F_{4}$ two of them are real and another two are pure imaginary.

Accordingly (3.5) and (5.1), System (5.2) has the automorphism

$$
\begin{equation*}
t, P, q, R, \Gamma, \gamma_{2}, \Delta \rightarrow-t, P,-q, R, \Gamma,-\gamma_{2}, \Delta . \tag{5.9}
\end{equation*}
$$

In coordinates (5.3) it is the automorphism (4.8). Let the linear transformation

$$
X^{*}=B Y^{*}
$$

brings the matrix (5.4) to the diagonal form in sets $F_{1}-F_{8}$. Then it brings the automorphism (4.8) to the form

$$
\begin{equation*}
t, y_{1}, y_{2}, y_{3}, y_{4}, y_{5}, y_{6} \rightarrow-t, y_{1}, y_{2}, y_{4}, y_{3}, y_{6}, y_{5} . \tag{5.10}
\end{equation*}
$$

Theorem 5. In sets $F_{1}-F_{4}$ the normalizing transformation of System (5.2) converges.

Indeed, in these sets the ratio $\lambda_{3} / \lambda_{5}$ is not a real number. So the equation

$$
\langle\Lambda, Q\rangle=0
$$

with vector $\Lambda=\left(0,0, \lambda_{3}, \lambda_{4}, \lambda_{5}, \lambda_{6}\right)$ has only such real solutions $Q=$ $\left(q_{1}, \ldots, q_{6}\right)$, where $q_{1}, q_{2}$ are arbitrary; $q_{3}=q_{4}, q_{5}=q_{6}$. Hence, in the normal form

$$
\begin{equation*}
\dot{z}_{j}=z_{j} g_{j}(Z), \quad j=1, \ldots, 6 \tag{5.11}
\end{equation*}
$$

series $g_{j}(Z)$ depend only on

$$
\begin{equation*}
z_{1}, \quad z_{2}, \quad \rho_{1} \stackrel{\text { def }}{=} z_{3} z_{4}, \quad \rho_{2} \stackrel{\text { def }}{=} z_{5} z_{6} \tag{5.12}
\end{equation*}
$$

which here are resonant variables. According to Property 1, the normal form (5.11) has the automorphism (5.10) where $y_{j}$ are replaced by $z_{j}$. For the resonant variables (5.12) it gives the automorphism

$$
\begin{equation*}
t, z_{1}, z_{2}, \rho_{1}, \rho_{2} \rightarrow-t, z_{1}, z_{2}, \rho_{1}, \rho_{2} \tag{5.13}
\end{equation*}
$$

Hence, in the normal form (5.11)

$$
\begin{equation*}
g_{1} \equiv g_{2} \equiv 0, \quad g_{4}=-g_{3}, \quad g_{6}=-g_{5} . \tag{5.14}
\end{equation*}
$$

It is not difficult to show that the normal form (5.11), (5.14) satisfies Condition A. Here Condition $\omega$ is also satisfied, because ratio $\lambda_{3} / \lambda_{5}$ is not a real number. According to Theorem 2, the normalizing transformation converges.

For resonant variables $z_{1}, z_{2}, \rho_{1}, \rho_{2}$, the normal form (5.11), (5.14) gives equations $\dot{z}_{j}=0, \dot{\rho}_{j}=0, j=1,2$. Hence, the normal form (5.11), (5.14) has four independent first integrals

$$
\begin{equation*}
z_{1}=\text { const }, \quad z_{2}=\text { const }, \quad \rho_{1}=\text { const }, \quad \rho_{2}=\text { const. } \tag{5.15}
\end{equation*}
$$

As the normalizing transformation is analytic and invertible, then near sets $F_{1}, F_{2}, F_{3}, F_{4}$ System (5.2) has 4 local first integrals. Hence, it is locally integrable near these sets.

For fixed values $c_{1}, V$ from the halfstrip (5.8), parameter $\tau= \pm 1$ and parameter $p_{t}=\sqrt[4]{V / c_{1}^{2}}$ and they have alltogether 8 different pairs of values. So, in two subfamilies $\tilde{\mathbf{T}}_{\tau}$ sets $F_{1}-F_{4}$ give 32 different complex sets of the local integrability for $\tau= \pm 1$ and real $V>0$. If the point (3.8) is real, then $V \leq 1$ and System (5.2) is real as well, and its normal form is real in appropriate coordinates, and 4 first integrals (5.15) are real. Real parameters $\tau= \pm 1$ and $p_{t}= \pm\left|p_{t}\right|$ have 4 variants of different sets of signs. Alltogether we have 4 real copies of the set $F_{4}$ of the local integrability.

## 6 Stationary points in invariant manifolds

Here we consider the question: How many locally integrable stationary points from subfamilies $\tilde{\mathbf{S}}_{\sigma}$ and $\tilde{\mathbf{T}}_{\tau}$ can be in one real invariant manifold $M=\{h=$ const, $g=$ const $\}$ (see (3.6))? According to (3.7), on families $\mathbf{S}_{\sigma}$ integrals are

$$
\begin{equation*}
h=p_{0}^{2}-2 \sigma, \quad g=\sigma p_{0} . \tag{6.1}
\end{equation*}
$$

Hence,

$$
\begin{equation*}
\sigma=\left(g^{2}-h\right) / 2, \quad p_{0}=\sigma g=g\left(g^{2}-h\right) / 2 . \tag{6.2}
\end{equation*}
$$

So, values $\sigma$ and $p_{0}$ are uniquely determined by a pair $(h, g)$, i.e. each pair of values $(h, g)$, connected by $h=g^{2}-2 \sigma$, corresponds to only one point from subfamilies $\tilde{\mathbf{S}}_{\sigma}$. Thus, one manifold $M$ contains no more than one point from $\tilde{\mathbf{S}}_{\sigma}$.

On families $\mathbf{T}_{\tau}$ integrals (3.7) are

$$
\begin{equation*}
h=\frac{1+c_{1}}{c_{1}^{2} p_{t}^{2}}-3 c_{1} p_{t}^{2}, \quad g=\frac{1+c_{1}}{c_{1} p_{t}}-c_{1}^{2} p_{t}^{3} . \tag{6.3}
\end{equation*}
$$

Resolving that system with respect to $p_{t}$, we obtain

$$
\begin{equation*}
p_{t}=\frac{h^{2} g c_{1}+12 g\left(1+c_{1}\right)}{c_{1}\left[h^{3} c_{1}+18 g^{2}-4 h\left(1+c_{1}\right)\right]} . \tag{6.4}
\end{equation*}
$$

Hence, a pair $(h, g)$ with $g \neq 0$ determines the value $p_{t}$ uniquely. And $\tau= \pm 1$ is arbitrary. So, the pair $(h, g)$ corresponds to two points in subfamilies $\tilde{\mathbf{T}}_{\tau}$ : one in $\tilde{\mathbf{T}}_{+}$and another in $\tilde{\mathbf{T}}_{-}$, both with the same $p_{t}$.

If $g=0$, then from (6.3)

$$
\begin{equation*}
V=\frac{1+c_{1}}{c_{1}}=1+\frac{1}{c_{1}} . \tag{6.5}
\end{equation*}
$$

As $V>0$ then here $c_{1}>0$,

$$
\begin{equation*}
\sqrt{V}=c_{1} p_{t}^{2}=\sqrt{\frac{1+c_{1}}{c_{1}}}>0 \text { and } h=-2 \sqrt{\frac{1+c_{1}}{c_{1}}} \tag{6.6}
\end{equation*}
$$

and

$$
\begin{equation*}
p_{t}= \pm \sqrt{\frac{1}{c_{1}} \sqrt{\frac{1+c_{1}}{c_{1}}}} \tag{6.7}
\end{equation*}
$$

So, the pair $(h, g=0)$ with $h=-2 \sqrt{\left(1+c_{1}\right) / c_{1}}$ corresponds to 4 points in subfamilies $\tilde{\mathbf{T}}_{\tau}$ :

$$
p_{t}= \pm\left|p_{t}\right|, \quad \tau= \pm 1
$$

We denote the curve (6.5) as $K$. It is shown in Fig. 2. It belongs to the set $F_{2}$. Corresponding manifolds $M$ have four locally integrable stationary points. Accordingly (6.1), on families $\mathbf{S}_{\sigma}$ we have $h=-2 \sigma$ for $g=0$. So if subfamily of solutions (6.6) intersects families $\mathbf{S}_{\sigma}$ than $\sqrt{\left(1+c_{1}\right) / c_{1}}=\sigma$, i.e. $1+c_{1}=c_{1}$. But it is impossible. Hence, the subfamily (6.6) (which is denoted as $K$ ) does not intersect families $\mathbf{S}_{\sigma}$ and all its stationary points are from $\tilde{\mathbf{T}}_{\tau}$ and are locally integrable.

Now let us consider possibility that a manifold $M$ has one locally integrable point from subfamilies $\tilde{\mathbf{S}}_{\sigma}$ and two such points from subfamilies $\tilde{\mathbf{T}}_{\tau}$. For that we consider the system of four equations (6.1), (6.3). Excluding $h$ and $g$ from it, we obtain a system of two equations

$$
\begin{equation*}
p_{0}^{2}-2 \sigma=\frac{1+c_{1}}{c_{1}^{2} p_{t}^{2}}-3 c_{1} p_{t}^{2}, \quad \sigma p_{0}=\frac{1+c_{1}}{c_{1} p_{t}}-c_{1}^{2} p_{t}^{3} . \tag{6.8}
\end{equation*}
$$

Excluding $p_{0}$ from the system, we obtain equation $h=g^{2}-2 \sigma$ :

$$
\begin{equation*}
f \stackrel{\text { def }}{=} 1+c_{1}-2 \sigma u+\left(1-2 c_{1}\right) V+c_{1} V^{2}=0, \tag{6.9}
\end{equation*}
$$

where $u=c_{1} p_{t}^{2}=\sqrt{V}$, i.e. $u$ is real for $V>0$. It has the four order with respect to $u$ and

$$
f=(u-\sigma)^{2}\left(c_{1} u^{2}+2 \sigma c_{1} u+c_{1}+1\right) .
$$

So Equation $f=0$ has roots

$$
\begin{gather*}
u=\sigma \quad(\text { i.e. } V=1),  \tag{6.10}\\
u=-\sigma \pm \frac{1}{\sqrt{-c_{1}}}\left(\text { i.e } V=1-\frac{1}{c_{1}} \mp \frac{2 \sigma}{\sqrt{-c_{1}}}\right) . \tag{6.11}
\end{gather*}
$$

The line (6.10) does not intersect sets $F_{j}$ (it belongs to their boundary).
Real solutions (6.11) exist only for $c_{1}<0$. As $u=c_{1} p_{t}^{2}$, then $p_{t}^{2}>0$ for real $p_{t}$ and $u<0$. Hence, real solutions have the sign minus only, i.e. they are

$$
\begin{equation*}
u=-\left(\sigma+\frac{1}{\sqrt{-c_{1}}}\right) \text { and } V=1+\frac{2 \sigma}{\sqrt{-c_{1}}}-\frac{1}{c_{1}} . \tag{6.12}
\end{equation*}
$$

In Fig. 2 curves (6.12) are given by dash lines with labels $H_{\sigma}$, i.e. $H_{+}$for $\sigma=+1$ and $H_{-}$for $\sigma=-1$. The curve $H_{+}$intersects the set $F_{1}$ in the interval

$$
\begin{equation*}
c_{1} \in(-0.7304 \ldots,-0.5097 \ldots) \tag{6.13}
\end{equation*}
$$

It intersects also sets $F_{5}$ and $F_{6}$. The curve $H_{-}$intersects the set $F_{2}$ in the interval

$$
\begin{equation*}
c_{1} \in(-0.1624 \ldots,-0.04267 \ldots) . \tag{6.14}
\end{equation*}
$$

It intersects also sets $F_{8}, F_{7}$ and $F_{6}$. Substituting solutions (6.12) into the first equation (6.8), after some simplifications, we obtain

$$
p_{0}^{2}=4\left(\sigma+\frac{1}{\sqrt{-c_{1}}}\right) .
$$

Hence,

$$
\begin{equation*}
y \stackrel{\text { def }}{=} \sigma p_{0}^{2}=4\left(1+\frac{\sigma}{\sqrt{-c_{1}}}\right) . \tag{6.15}
\end{equation*}
$$

Curves (6.15) are denoted as $G_{\sigma}$ and are given at Fig. 1 by dash lines. The curve $G_{-}$intersects the set $D_{1}$ in the interval

$$
\begin{equation*}
c \in(0.5327 \ldots, 0.6637 \ldots) \tag{6.16}
\end{equation*}
$$

It also intersects sets $D_{4}$ and $D_{5}$. It touches the curve $C_{3}$ in the point $(c, y)=(3 / 4,-4)$. Interval (6.16) corresponds to the interval

$$
\begin{equation*}
c_{1} \in(-0.4632 \ldots,-0.3362 \ldots) . \tag{6.17}
\end{equation*}
$$

Intervals (6.14) and (6.17) do not intersect. Hence, the invariant manifold $M$, containing locally integrable points from both subfamilies $\tilde{\mathbf{S}}_{\sigma}$ and $\tilde{\mathbf{T}}_{\tau}$ is absent. But manifolds $M$, containing only integrable points exist: they have either one point from sets $D_{1}-D_{3}$ that does not belong to the intersection $G_{-} \cap D_{1}$; either two points from sets $F_{1}-F_{4}$ which do not belong to the subfamily $K$, to intersections $H_{+} \cap F_{1}$ and $H_{-} \cap F_{2}$; or 4 points from the subfamily $K$. Real manifolds $M$ contain either 2 real points from $F_{4}$ either one real point from $D_{1}-D_{3}$ or no real point with property of local integrability.

## 7 Summary

The considered particular case of the Euler-Poisson system of equations has 44 sets of such complex stationary solutions near which the system is locally integrable. Among them 10 sets are real. Complex invariant manifold with fixed values of integrals of energy and momentum can have $4,2,1$ or 0 stationary solutions near which the system is locally integrable, but the real manifold can have 2,1 or 0 real solutions.
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In this talk two problems of reducibility/irreduciblitity of ordinary differential equations will be presented from a 'galoisian' point of view. The problem is to determine when an ordinary differential equation can be solved by means of classical functions as defined by H. Umemura in [7].

Definition 0.1 (Painlevé, Umemura [7]) The field of classical functions over $\mathbb{C}(x)$ is a differential field which is the union of all the differential fields obtained by a tower of strongly normal extensions and algebraic extensions. Strongly normal extensions are :

- extensions by the entries of a fondamental solution of a linear ODE,
- extensions by an abelian function with classical functions as arguments.

A common belief is that an answer to this kind of question should be given by a general nonlinear differential Galois theory. In [8, 4], general definitions of what should be a nonlinear Galois group (or groupoid) are given. Because of its geometric flavour we will focus on the Malgrange's Galois groupoid and use it to solve the two following problems.

[^2]Irreducibility of $P_{1}$ : prove that no solution of the first Painlevé equation $y^{\prime \prime}=6 y^{2}+x$ is a classical function.

Reducibility of $P P_{6}$ : explain why the Picard-Painlevé sixth equation

$$
y^{\prime \prime}=\frac{3 y^{2}-2 y(x-1)+x}{2 y(y-1)(y-x)}\left(y^{\prime}\right)^{2}+\left(\frac{1}{x-y}+\frac{1}{1-x}-\frac{1}{x}\right) y^{\prime}+\frac{y(y-1)}{2 x(x-1)(y-x)}
$$

can be solved by a formula though most of its solutions are non classical. The formula to solve $P P_{6}$ looks pretty classical :

$$
y=\wp\left(a \omega_{1}(x)+b \omega_{2}(x) ; \omega_{1}(x), \omega_{2}(x)\right)
$$

with $a$ and $b$ two constants and $\omega_{1,2}$ two periods of $z^{2}=y(y-1)(y-x)$.

## 1 The Galois groupoid of a vector field in $\mathbb{C}^{3}$

Let $X$ be a vector field in $\mathbb{C}^{3}$. In general it is not complete and its flows are only defined on open sets small enough. All the dynamic of this vector field is contained in the pseudogroup of transformations of $\mathbb{C}^{3}$ generated by these local flows. By keeping only the germs of diffeomorphisms from this pseudogroup one gets a groupoid, $\operatorname{Tan} X$, acting on $\mathbb{C}^{3}$.

The Galois groupoid of $X$ is the Zariski closure of $\operatorname{Tan} X$ for a (nearly) obvious embedding of $\operatorname{Tan} X$ in a infinite dimensional algebraic variety. This variety is the space $J^{*}$ of formal diffeomorphisms of $\mathbb{C}^{3}$ with its groupoid structure and its projections on the spaces $J_{q}^{*}$ of order $q$ jets of diffeomorphisms. The ring $O_{J^{*}}$ of this variety is the commutative differential ring of nonlinear partial differential equations on germs of diffeomorphisms. The embedding is the Taylor expansion of elements of TanX.

Definition 1.1 (Malgrange [4]) The Galois groupoid of $X$ is defined by the ideal of $O_{J^{*}}$ of all the PDEs satisfied by the flows of $X$.

Using Lie-Cartan local classification of pseudogroups acting on $\mathbb{C}^{2}[1]$, one has the following proposition.

Proposition 1.2 ([2]) If $X$ is divergence free and $\gamma$ is the closed 2-form vanishing on $X$ then one of the following situations occurs:

- $\operatorname{Gal}(X)$ is imprimitive: there exists an algebraic 1 -form $\theta$ s.t. $\theta \wedge d \theta=$ 0 and $\theta(X)=0$,
- $\operatorname{Gal}(X)$ is transversally affine: there exists two algebraic 1 -forms $\theta_{1}$, $\theta_{2}$ vanishing on $X$ and a traceless matrix of 1-forms $\left(\theta_{i}^{j}\right), i, j=1$ or 2, s.t. $d \theta_{i}=\theta_{i}^{j} \wedge \theta_{j}$ and $d \theta_{i}^{j}=\theta_{i}^{k} \wedge \theta_{k}^{j}$,
- the only transversal equations of $\operatorname{Gal}(X)$ are those of the invariance of $\gamma$.


## 2 Irreducibility of $P_{1}$

The discussion about the irreducibility to classical functions of the solutions of the first Painlevé equation depends on the transcendance degree of the differential field generated by these solutions over $\mathbb{C}(x)$.

This is a classical result of Painlevé that such a solution cannot be algebraic, and by the Kolchin-Kovacic lemma its transcendance degree must be two. Such a solution gives an inclusion of the field $\mathbb{C}\left(x, y, y^{\prime}\right)$ in a field $\mathbb{C}\left(x, h_{i}, \ldots, k_{p}, \ldots\right)$. Let's take $\mathbb{C}^{3}$ and $\mathbb{C}^{N}$ as model for these fields and let $\pi$ be the dominate projection induced by the inclusion. The differential structure of the first field is given by the vector field

$$
X_{1}=\frac{\partial}{\partial x}+y^{\prime} \frac{\partial}{\partial y}+\left(6 y^{2}+x\right) \frac{\partial}{\partial y^{\prime}}
$$

and because of its special construction the vector field on the second has the following shape

$$
X_{c}=\frac{\partial}{\partial x}+\sum a_{i}^{j}(x) h_{j} \frac{\partial}{\partial h_{i}}+\sum b_{p}^{q}(x, h) k_{q} \frac{\partial}{\partial k_{p}}+\ldots
$$

The projection of $X_{c}$ by $\pi$ gives $X_{1}$. The main tool to prove that this projection cannot exist is the following theorem.

Theorem 2.1 The only transversal equations of $\operatorname{Gal}\left(X_{1}\right)$ are those of the invariance of $\gamma$.

Computations on the structural equation of the Galois groupoid of $X_{c}$ show that

- a quotient of $\operatorname{Gal}\left(X_{c}\right)$ is included in $\operatorname{Gal}\left(X_{1}\right)$.
- such a quotient must be strictly smaller than $\operatorname{Gal}\left(X_{1}\right)$.

On an other side, this quotient must contain $\operatorname{Tan} X_{1}$, this yields a contradiction.

## 3 Reducibility of $P P_{6}$

This equation is also divergence free but in this case one has the following theorem. Let $X_{P P}$ be the vector field of this equation on $\mathbb{C}^{3}$.

Theorem 3.1 Gal ( $X_{P P}$ ) is transversally affine.
To prove this we construct two first integrals in a Picard-Vessiot extension of the differential field $\left(C\left(x, y, y^{\prime}\right) ; \frac{\partial}{\partial x}, \frac{\partial}{\partial y}, \frac{\partial}{\partial y^{\prime}}\right)$ following P. Painlevé [5]. If $y(x)$ is a solution of $P P_{6}$ the integral $\int_{0}^{y(x)} \frac{d \xi}{\sqrt{\xi(\xi-1)(\xi-x)}}$ is a period of $z^{2}=y(y-1)(y-x)$. By pulling-back linear first integral of the linear order two equation of the periods (Picard-Fuchs) one gets:
for each solution of $v^{\prime \prime}+\left(\frac{1}{x^{2}}+\frac{1}{(x-1)^{2}}-\frac{1}{x(x-1)}\right) v=0$, the function
$y^{\prime} v \sqrt{\frac{x(x-1)}{y(y-1)(y-x)}}$
$+\int \sqrt{\frac{x(x-1)}{y(y-1)(y-x)}}\left\{\left[\frac{v}{2}\left(\frac{1}{x}+\frac{1}{x-1}+\frac{1}{y-x}\right)-v^{\prime}\right] d y+v \frac{y(1-y)}{2 x(y-x)(x-1)} d x\right\}$
is a first integral of $X_{P P}$. The theorem follows easily.
The Galois groupoid shows that this equation is special even if its non algebraic solutions are non classical. In fact the first integrals are classical functions of three variables.
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#### Abstract

In this work, we obtain some results à l'Abel dealing with noncommutative generating series of polylogarithms and multiple harmonic sums, by using techniques à la Hopf. In particular, this enables to explicit generalized Euler constants associated to divergent polyzêtas and to extract the constant part of (commutative and noncommutative) generating series of all polyzêtas.


Keywords: asymptotic expansion, generating series, multiple harmonic sums, polylogarithms, polyzêtas

## 1 Introduction

Let us consider the alphabet $Y=\left\{y_{i}\right\}_{i \in \mathbb{N}_{+}}$. To each word $w=y_{s_{1}} \ldots y_{s_{r}}$ of the monoid $Y^{*}$, we associate the multiple harmonic sum $\mathrm{H}_{w}(N)$ and the polylogarithm $\mathrm{Li}_{w}(z)$

$$
\begin{equation*}
\mathrm{H}_{w}(N)=\sum_{N \geq n_{1}>\ldots>n_{r}>0} \frac{1}{n_{1}^{s_{1}} \ldots n_{r}^{s_{r}}}, \quad \mathrm{Li}_{w}(z)=\sum_{n_{1}>\ldots>n_{r}>0} \frac{z^{n_{1}}}{n_{1}^{s_{1}} \ldots n_{r}^{s_{r}}} . \tag{1}
\end{equation*}
$$

For $0 \leq N<r, \mathrm{H}_{w}(N)=0$ and for the empty word $\epsilon$, we put $\mathrm{H}_{\epsilon}(N)=1$, for any $N \geq 0$. For $w \in Y^{*} \backslash y_{1} Y^{*}$, the limits $\lim _{z \rightarrow 1} \operatorname{Li}_{w}(z)$ and $\lim _{N \rightarrow \infty} \mathrm{H}_{w}(N)$
exist and, by an Abel theorem, are equal to the convergent polyzêta $\zeta(w)$

$$
\begin{equation*}
\zeta(w)=\sum_{n_{1}>\ldots>n_{r}>0} \frac{1}{n_{1}^{s_{1}} \ldots n_{r}^{s_{r}}}, \quad s_{1}>1 . \tag{2}
\end{equation*}
$$

In other cases, i.e. for $w=y_{s} w^{\prime}$, the associated polylogarithm $\mathrm{Li}_{w}$ and polyzêta $\zeta(w)$ can be considered respectively as a polylogarithmic generating series and as Dirichlet series

$$
\begin{equation*}
\operatorname{Li}_{y_{s} w^{\prime}}(z)=\sum_{N>0} \frac{p_{N}}{N^{s}} z^{N} \quad \text { and } \quad \zeta\left(y_{s} w^{\prime}\right)=\sum_{N>0} \frac{p_{N}}{N^{s}} \tag{3}
\end{equation*}
$$

with $p_{N}=\mathrm{H}_{w^{\prime}}(N-1)$. Both series can be obtained from the following generating series

$$
\begin{equation*}
\mathrm{P}_{w^{\prime}}(z)=\sum_{N=0}^{\infty} \mathrm{H}_{w^{\prime}}(N) z^{N}=\sum_{N \geq 0} p_{N+1} z^{N}, \tag{4}
\end{equation*}
$$

respectively by the polylogarithmic transform and by the Mellin transform [1]

$$
\begin{equation*}
\operatorname{Li}_{y_{s} w^{\prime}}(z)=\int_{0}^{\infty} \frac{\mathrm{P}_{w^{\prime}}\left(z e^{-u}\right)}{\Gamma(s)} \frac{d u}{u^{1-s}} \text { and } \quad \zeta\left(y_{s} w^{\prime}\right)=\int_{0}^{\infty} \frac{\mathrm{P}_{w^{\prime}}\left(e^{-u}\right)}{\Gamma(s)} \frac{d u}{u^{1-s}} . \tag{5}
\end{equation*}
$$

The generating series $\mathrm{P}_{w^{\prime}}$ can also be expressed using the polylogarithm :

$$
\begin{equation*}
\mathrm{P}_{w^{\prime}}(z)=(1-z)^{-1} \operatorname{Li}_{w^{\prime}}(z) . \tag{6}
\end{equation*}
$$

The knowledge of the singular expansion of $\mathrm{P}_{w^{\prime}}$ in the scale $\{(1-$ $\left.z)^{a} \log ^{b}(1-z)\right\}_{a \in \mathbb{Z}, b \in \mathbb{N}}$ enables then to get, on the first hand the asymptotic behaviour, as $N \rightarrow \infty$, of its Taylor coefficients $\mathrm{H}_{w^{\prime}}(N)$ in the scale $\left\{N^{\alpha} \log ^{\beta} N\right\}_{\alpha \in \mathbb{Z}, \beta \in \mathbb{N}}$. Then, to deduce the behaviour of $\mathrm{H}_{w}(N)$, since $\mathrm{H}_{w}(N)=\sum_{i=1}^{N} \mathrm{H}_{w^{\prime}}(i-1) / i^{s}$. This gives on the other hand, through a tauberian theorem, the singular expansion of Dirichlet series $\zeta\left(y_{s} w^{\prime}\right)$ considered then as a function of the complex variable $s$.

Both studies lead to apply another Abel theorem dealing with Dirichlet series [2]. Indeed, let us consider the partial sum $S_{N}$ of coefficients of the ordinary generating series $\mathrm{P}_{w^{\prime}}(z)$,

$$
\begin{equation*}
S_{N}=\sum_{i=1}^{N} p_{i+1}=\sum_{i=1}^{N} \mathrm{H}_{w^{\prime}}(i) \tag{7}
\end{equation*}
$$

If $S_{N}$ admits a singular expansion of the following type

$$
\begin{equation*}
S_{N}=\sum_{j=1}^{k} B_{j} N^{\sigma_{j}} \log ^{\alpha_{j}} N+O\left(N^{\beta}\right) \tag{8}
\end{equation*}
$$

where, for all $j=1, \ldots, k, B_{j}$ is an arbitrary complex number, $\sigma_{j}, \alpha_{j}$ are arbitrary integers, and $\beta$ is an integer such that $\beta>\sigma_{k}$, then the Dirichlet series $\zeta\left(y_{s} w^{\prime}\right)$ is convergent for $s>1$ and even regular except in $\sigma_{1}, \ldots, \sigma_{k}$ which are its logarithmic singularities.

In order to adapt automatically these Abel techniques to polylogarithms $\left\{\mathrm{Li}_{w}\right\}_{w \in Y^{*}}$ and to multiple harmonic sums $\left\{\mathrm{H}_{w}\right\}_{w \in Y^{*}}$, we consider the noncommutative generating series

$$
\begin{equation*}
\Lambda(z)=\sum_{w \in Y^{*}} \operatorname{Li}_{w}(z) w \text { and } \mathrm{H}(N)=\sum_{w \in Y^{*}} \mathrm{H}_{w}(N) w . \tag{9}
\end{equation*}
$$

Through algebraic combinatoric [3] and elements of topology of formal series in noncommutative variables [4], we show in Section 2.2 the existence of formal series over $Y, Z_{1}$ and $Z_{2}$ in non commutative variables with constant coefficients, such that

$$
\begin{align*}
& \lim _{z \rightarrow 1} \exp \left[y_{1} \log \frac{1}{1-z}\right] \Lambda(z)=Z_{1} \text { and }  \tag{10}\\
& \lim _{N \rightarrow \infty} \exp \left[\sum_{k \geq 1} \mathrm{H}_{y_{k}}(N) \frac{\left(-y_{1}\right)^{k}}{k}\right] \mathrm{H}(N)=Z_{2} .
\end{align*}
$$

Moreover, we have $Z_{1}=Z_{2}$, both standing for the noncommutative generating series of all convergent polyzêtas $\{\zeta(w)\}_{w \in Y^{*} \backslash y_{1} Y^{*}}$, (as shown by the
factorized form). This enables, in particular, to explicit generalized Euler constants associated to divergent polyzêtas $\{\zeta(w)\}_{w \in y_{1} Y^{*}}$ and to extract the constant part of generating series (commutative and noncommutative) of all polyzêtas.

Techniques presented in this paper can be applied to other fields, like polysystems occuring in physical problems, and enable to make the calculations easier. To illustrate this, we present in appendix some results to compute, thanks to such techniques, the solution of a linear differential system, with three singularities, that can be supposed to be $\{0,1, \infty\}$, after an homographic transformation.

## 2 Polylogarithm and harmonic sum

### 2.1 Algebraic properties

### 2.1.1 Symmetric functions and harmonic sums

Let $\left\{t_{i}\right\}_{i \in \mathbb{N}_{+}}$be an infinite set of variables. The elementary symmetric functions $\lambda_{k}$ and the sums of powers $\psi_{k}$ are defined by

$$
\begin{equation*}
\lambda_{k}(\underline{t})=\sum_{n_{1}>\ldots>n_{k}>0} t_{n_{1}} \ldots t_{n_{k}} \text { and } \psi_{k}(\underline{t})=\sum_{n>0} t_{n}^{k} . \tag{11}
\end{equation*}
$$

They are respectively coefficients of the following generating functions

$$
\begin{align*}
& \lambda(\underline{t} \mid z)=\sum_{k>0} \lambda_{k}(\underline{t}) z^{k}=\prod_{i \geq 1}\left(1+t_{i} z\right) \text { and }  \tag{12}\\
& \psi(\underline{t} \mid z)=\sum_{k>0} \psi_{k}(\underline{t}) z^{k-1}=\sum_{i \geq 1} \frac{t_{i}}{1-t_{i} z} .
\end{align*}
$$

These generating functions satisfy a Newton identity

$$
\begin{equation*}
d / d z \log \lambda(\underline{t} \mid z)=\psi(\underline{t} \mid-z) . \tag{13}
\end{equation*}
$$

The fundamental theorem from symmetric functions theory asserts that the $\left\{\lambda_{k}\right\}_{k \geq 0}$ are linearly independent, and remarkable identities give (putting $\lambda_{0}=1$ ):

$$
\begin{equation*}
k!\lambda_{k}=(-1)^{k} \sum_{\substack{s_{1}, \ldots, s_{k}>0 \\ s_{1}+\ldots k s_{k}=k}}\binom{k}{s_{1}, \ldots, s_{k}}\left(-\frac{\psi_{1}}{1}\right)^{s_{1}} \ldots\left(-\frac{\psi_{k}}{k}\right)^{s_{k}} \tag{14}
\end{equation*}
$$

Let $w=y_{s_{1}} \ldots y_{s_{r}} \in Y^{*}$. The quasi-symmetric function $F_{w}$, of depth $r=|w|$ and of degree (or weight) $s_{1}+\ldots+s_{r}$, is defined by

$$
\begin{equation*}
F_{w}(\underline{t})=\sum_{n_{1}>\ldots>n_{r}>0} t_{n_{1}}^{s_{1}} \ldots t_{n_{r}}^{s_{r}} . \tag{15}
\end{equation*}
$$

In particular, $F_{y_{1}^{k}}=\lambda_{k}$ and $F_{y_{k}}=\psi_{k}$. As a consequence, the functions $\left\{F_{y_{1}^{k}}\right\}_{k \geq 0}$ are linearly independent and integrating differential equation (13) shows that functions $F_{y_{1}^{k}}$ and $F_{y_{k}}$ are linked by the formula

$$
\begin{equation*}
\sum_{k \geq 0} F_{y_{1}^{k}} z^{k}=\exp \left[-\sum_{k \geq 1} F_{y_{k}} \frac{(-z)^{k}}{k}\right] . \tag{16}
\end{equation*}
$$

Remarkable identity (14) can be then seen as :

$$
\begin{equation*}
k!y_{1}^{k}=(-1)^{k} \sum_{\substack{s_{1}, \ldots, s_{k}>0 \\ s_{1}+\ldots+s_{k}=k}}\binom{k}{s_{1}, \ldots, s_{k}} \frac{\left(-y_{1}\right)^{ \pm s_{1}}}{1^{s_{1}}} \uplus \ldots \uplus \frac{\left(-y_{k}\right)^{ \pm s_{k}}}{k^{s_{k}}} \tag{17}
\end{equation*}
$$

Every $\mathrm{H}_{w}(N)$ can be obtained by specializing variables $\left\{t_{i}\right\}_{N \geq i \geq 1}$ at $t_{i}=$ $1 / i$ and, for $i>N, t_{i}=0$ in the quasi-symmetric function $F_{w}$ [5]. In the same way, when $w \in Y^{*} \backslash y_{1} Y^{*}$, the convergent polyzêta $\zeta(w)$ can be obtained by specializing variables $\left\{t_{i}\right\}_{i \geq 1}$ at $t_{i}=1 / i$ in $F_{w}[5]$. The notation $F_{w}$ is extended by linearity to all polynomials over $Y$.

If $u$ (resp. $v$ ) is a word in $Y^{*}$, of length $r$ and of weight $p$ (resp. of length $s$ and of weight $q$ ), $F_{u \uplus v v}$ is a quasi-symmetric function of depth $r+s$ and of weight $p+q$, and we have $F_{u \uplus v}=F_{u} F_{v}$.

In consequence, $\mathrm{H}_{u \uplus v}=\mathrm{H}_{u} \mathrm{H}_{v}$ [5]. In the same way, when $u, v \in Y^{*} \backslash y_{1} Y^{*}$, we also have $\zeta(u \pm v)=\zeta(u) \zeta(v)$ [5].

Let us consider the noncommutative generating series $\mathrm{H}(N)$ of $\left\{\mathrm{H}_{w}(N)\right\}_{w \in Y^{*}}[14]$,

$$
\begin{equation*}
\mathrm{H}(N)=\sum_{w \in Y^{*}} \mathrm{H}_{w}(N) w=\prod_{1}^{l=N}\left(1+\sum_{i>0} \frac{y_{i}}{l^{i}}\right) . \tag{18}
\end{equation*}
$$

since it verifies the difference equation

$$
\begin{equation*}
\mathrm{H}(N)=\left(1+\sum_{i>0} \frac{y_{i}}{N^{i}}\right) \mathrm{H}(N-1), \text { with } \mathrm{H}(0)=1 . \tag{19}
\end{equation*}
$$

### 2.1.2 Polylogarithms and polyzêtas

Let us denote by $\mathcal{C}$ the algebra $\mathbb{C}[z, 1 / z, 1 /(1-z)]$ of polynomial functions in $z, 1 / z$ and $1 /(1-z)$. We define two differential forms $\omega_{0}(z)=d z / z$ and $\omega_{1}(z)=d z /(1-z)$.

Let $w=x_{0}^{s_{1}-1} x_{1} \ldots x_{0}^{s_{r}-1} x_{1} \in X^{*} x_{1}$. One can check that the polylogarithm $\mathrm{Li}_{w}$ is also the value of the iterated integral over $\omega_{0}, \omega_{1}$ and along the integration path $0 \rightsquigarrow z$ :

$$
\begin{equation*}
\mathrm{Li}_{w}=\int_{0 \rightsquigarrow z} \omega_{0}^{s_{1}-1} \omega_{1} \ldots \omega_{0}^{s_{r}-1} \omega_{1} . \tag{20}
\end{equation*}
$$

This provides an analytic continuation of the $\mathrm{Li}_{w}$ over the universal covering $\mathbb{C}-\{0,1\}$ of $\mathbb{C}$ without points 0 and 1 . We extend the definition of polylogarithms over $X^{*}$ putting

$$
\begin{equation*}
\operatorname{Li}_{x_{0}^{k}}(z)=\log ^{k} z / k!\text {, for } k \in \mathbb{N} \tag{21}
\end{equation*}
$$

Let $\mathrm{LI}_{\mathcal{C}}=\left(\mathcal{C}\left\{\operatorname{Li}_{w}\right\}_{w \in X^{*}},.\right)$ be the smallest $\mathcal{C}$-algebra containing $\mathcal{C}$ and stable by differentiation and integration over $\omega_{0}, \omega_{1}$. It can be identified with the $\mathcal{C}$-module generated by polylogarithms. Thus, the polylogarithms are $\mathcal{C}$-linearly independent [6]. Hence, $\left(\mathcal{C}\left\{\operatorname{Li}_{w}\right\}_{w \in X^{*}},.\right)$ is identified with the polynomial algebra ( $\left.\mathcal{C}\left\{\mathrm{P}_{l}\right\}_{l \in \mathcal{L} y n X},.\right)[6]$.

The noncommutative generating series $\mathrm{L}(z)=\sum_{w \in X^{*}} \operatorname{Li}_{w}(z) w$ satisfies Drinfel'd differential equation $[7,8]$

$$
\begin{align*}
d \mathrm{~L}= & \left(x_{0} \omega_{0}+x_{1} \omega_{1}\right) \mathrm{L}, \text { with the condition }  \tag{22}\\
& \mathrm{L}(\varepsilon)=e^{x_{0} \log \varepsilon}+O(\sqrt{\varepsilon}) \text { for } \varepsilon \rightarrow 0^{+} .
\end{align*}
$$

This enables to prove that L is the exponential of a Lie series [6]. So, applying a Ree theorem, it verifies Friedrichs criterion [6], i..e $\mathrm{Li}_{u ш v}=$ $\mathrm{Li}_{u} \mathrm{Li}_{v}$ for $u, v \in X^{*}$. In particular, when $u, v \in x_{0} X^{*} x_{1}$, we also have $\zeta(u ш v)=\zeta(u) \zeta(v)$. From the factorization of monoid by Lyndon words, we obtain the factorization of the series L [6] :

$$
\begin{equation*}
\mathrm{L}(z)=e^{x_{1} \log \frac{1}{1-z}}\left[\prod_{l \in \mathcal{L} y n X \backslash\left\{x_{0}, x_{1}\right\}} e^{\mathrm{Li}_{s_{l}}(z)[l]}\right] e^{x_{0} \log z} . \tag{23}
\end{equation*}
$$

For all $l \in \mathcal{L} y n X \backslash\left\{x_{0}, x_{1}\right\}$, we have $S_{l} \in x_{0} X^{*} x_{1}$. So, let us put [6]

$$
\begin{equation*}
\mathrm{L}_{\mathrm{reg}}=\prod_{l \in \mathcal{L} y n X \backslash\left\{x_{0}, x_{1}\right\}}^{\searrow} e^{\mathrm{Li}_{s_{l}}[l]} \text { and } Z=\mathrm{L}_{\mathrm{reg}}(1) . \tag{24}
\end{equation*}
$$

Let $\sigma$ be the monoid endomorphism verifying $\sigma\left(x_{0}\right)=-x_{1}, \sigma\left(x_{1}\right)=-x_{0}$, we also get [9]

$$
\begin{equation*}
\mathrm{L}(z)=\sigma[\mathrm{L}(1-z)] Z=e^{x_{0} \log z} \sigma\left[\mathrm{~L}_{\mathrm{reg}}(1-z)\right] e^{-x_{1} \log (1-z)} Z \tag{25}
\end{equation*}
$$

In consequence, from (23) and (25), we get respectively

$$
\begin{equation*}
\mathrm{L}(z) \widetilde{z \rightarrow 0} \exp \left(x_{0} \log z\right) \text { and } \mathrm{L}(z) \widetilde{z \rightarrow 1} \exp \left(x_{1} \log \frac{1}{1-z}\right) Z \tag{26}
\end{equation*}
$$

Let $\pi_{Y}: \mathrm{LI}_{\mathcal{C}}\left\langle\langle X\rangle \rightarrow \mathrm{LI}_{\mathcal{C}}\left\langle\langle Y\rangle\right.\right.$ a projector s.t., for $f \in \mathrm{LI}_{\mathcal{C}}, w \in$ $X^{*}, \pi_{Y}\left(f w x_{0}\right)=0$. Then

$$
\begin{equation*}
\Lambda(z)=\pi_{Y} \mathrm{~L}(z) \widetilde{z \rightarrow 1} \exp \left(y_{1} \log \frac{1}{1-z}\right) \pi_{Y} Z \tag{27}
\end{equation*}
$$

Definition 1 ([1]). Let $\zeta_{\mathrm{\omega}}:(C\langle\langle X\rangle\rangle, \omega) \rightarrow(\mathbb{C}$, . ) be the algebra morphism (i.e. for $\left.u, v \in X^{*}, \zeta_{\amalg}(u ш v)=\zeta_{\amalg}(u) \zeta_{\amalg}(v)\right)$ verifying for all convergent word $w \in x_{0} X^{*} x_{1}, \zeta_{\amalg}(w)=\zeta(w)$, and such that $\zeta_{\amalg}\left(x_{0}\right)=\zeta_{\amalg}\left(x_{1}\right)=0$.

Then, the noncommutative generating series $Z_{\amalg}=\sum_{w \in X^{*}} \zeta_{\amalg}(w) w$ verifies $Z_{山}=Z[1]$. In consequence, $Z_{\amalg}$ is the unique Lie exponential verifying $\left\langle Z_{\uplus} \mid x_{0}\right\rangle=\left\langle Z_{\amalg} \mid x_{1}\right\rangle=0$ and $\left\langle Z_{\amalg} \mid w\right\rangle=\zeta(w)$, for any $w \in x_{0} X^{*} x_{1}$. Its logarithm is given by $\log Z_{山}=\sum_{w \in X^{*}} \zeta_{\amalg}(w) \pi_{1}(w)$, where $\pi_{1}(w)$ is the Lie polynomial [3]

$$
\begin{equation*}
\pi_{1}(w)=\sum_{k \geq 1} \frac{(-1)^{k-1}}{k} \sum_{u_{1}, \cdots, u_{k} \in X^{*} \backslash\{\epsilon\}}\left\langle w \mid u_{1} ш \cdots ш u_{k}\right\rangle u_{1} \cdots u_{k} . \tag{28}
\end{equation*}
$$

The series $Z$ shall be understood then as Drinfel'd associator $\Phi_{K Z}[7,8]$ verifying duality, pentagonal and hexagonal relations. We also can obtain the expression of this associator given by Lê and Murakami [11] thanks to the following expansion [10]

$$
\begin{equation*}
Z=\sum_{k \geq 0} \sum_{l_{1}, \cdots, l_{k} \geq 0} \zeta_{\amalg}\left(x_{1} x_{0}^{l_{1}} \circ \cdots \circ x_{1} x_{0}^{l_{k}}\right) \prod_{i=1}^{k} \operatorname{ad}_{x_{0}}^{l_{i}} x_{1}, \tag{29}
\end{equation*}
$$

where $\operatorname{ad}_{x_{0}}^{l} x_{1}$ stands for the iterated Lie bracket $\left[x_{0},\left[\ldots,\left[x_{0}, x_{1}\right] \ldots\right]\right.$, for $l>$ 0 and $\operatorname{ad}_{x_{0}}^{0} x_{1}=x_{1}$, the operation $\circ$ being defined as $x_{1} x_{0}^{l} \circ P=x_{1}\left(x_{0}^{l} \amalg P\right)$, for any $P \in \mathbb{C}\langle X\rangle$.

### 2.1.3 Ordinary generating series of harmonic sums

The functions $\left\{\mathrm{Li}_{w}\right\}_{w \in X^{*}}$ are $\mathcal{C}$-linearly independent. Thus, the functions $\left\{\mathrm{P}_{w}\right\}_{w \in Y^{*}}$ are also $\mathbb{C}$-linearly independent. In consequence, functions $\left\{\mathrm{H}_{w}\right\}_{w \in Y^{*}}$ are also $\mathbb{C}$-linearly independent [13, 12]. So,

Proposition 1 ([14]). Extended by linearity, the application $\mathrm{P}: u \mapsto \mathrm{P}_{u}$ is an isomorphism from polynomial algebra $(\mathbb{C}\langle Y\rangle$, ш) over Hadamard algebra $\left(\mathbb{C}\left\{\mathrm{P}_{w}\right\}_{w \in Y^{*}}, \odot\right)$. Moreover, the application $\mathrm{H}: u \mapsto \mathrm{H}_{u}=\left\{\mathrm{H}_{u}(N)\right\}_{N \geq 0}$ is an isomorphism from $(\mathbb{C}\langle Y\rangle$, ш $)$ over the algebra $\left(\mathbb{C}\left\{\mathrm{H}_{w}\right\}_{w \in Y^{*}},.\right)$.

Proof: Indeed, on the first hand, $\operatorname{ker} \mathrm{P}=\{0\}$ and $\operatorname{ker} \mathrm{H}=\{0\}$, and on the other hand, P is a morphism for Hadamard product (it inherits of H for the harmonic product) :

$$
\begin{aligned}
\mathrm{P}_{u}(z) \odot \mathrm{P}_{v}(z) & =\sum_{N \geq 0} \mathrm{H}_{u}(N) \mathrm{H}_{v}(N) z^{N} \\
& =\sum_{N \geq 0} \mathrm{H}_{u \uplus v}(N) z^{N} \\
& =\mathrm{P}_{u \uplus v}(z)
\end{aligned}
$$

Studying the equivalence between action of $\left\{(1-z)^{l}\right\}_{l \in \mathbb{Z}}$ over $\left\{\mathrm{P}_{w}(z)\right\}_{w \in Y^{*}}$ and this of $\left\{N^{k}\right\}_{k \in \mathbb{Z}}$ over $\left\{\mathrm{H}_{w}(N)\right\}_{w \in Y^{*}}$ [12], we have
Theorem 1. The Hadamard $\mathcal{C}$-algebra of $\left\{\mathrm{P}_{w}\right\}_{w \in Y^{*}}$ can be identified with this of $\left\{\mathrm{P}_{l}\right\}_{l \in \mathcal{L} y n Y}$. Identically, the algebra of harmonic sums $\left\{\mathrm{H}_{w}\right\}_{w \in Y^{*}}$ with polynomial coefficients can be identified with this of $\left\{\mathrm{H}_{l}\right\}_{l \in \mathcal{L} y n Y}$.

As for polylogarithms, we extend the definition of $\mathrm{P}_{w}$ putting $\mathrm{P}_{w}(z)=$ $(1-z)^{-1} \operatorname{Li}_{w}(z)$, for any $w \in X^{*}$. The noncommutative generating series of $\left\{\mathrm{P}_{w}\right\}_{w \in X^{*}}$ is defined by

$$
\begin{equation*}
\mathrm{P}(z)=\sum_{w \in X^{*}} \mathrm{P}_{w}(z) w=\frac{\mathrm{L}(z)}{1-z} . \tag{30}
\end{equation*}
$$

In consequence, by (23), we have

$$
\begin{equation*}
\mathrm{P}(z)=e^{-\left(x_{1}+1\right) \log (1-z)} \mathrm{L}_{\mathrm{reg}}(z) e^{x_{0} \log z} . \tag{31}
\end{equation*}
$$

Lemma 1. Let $\operatorname{Mono}(z)=e^{-\left(x_{1}+1\right) \log (1-z)}$. Then

$$
\text { Mono }=\sum_{k \geq 0} \mathrm{P}_{y_{1}^{k}} y_{1}^{k}, \quad \text { and } \text { Mono }^{-1}=\sum_{k \geq 0} \mathrm{P}_{y_{1}^{k}}\left(-y_{1}\right)^{k} .
$$

Since the coefficient of $z^{N}$ in the Taylor expansion of $\mathrm{P}_{y_{1}^{k}}$ is $\mathrm{H}_{y_{1}^{k}}(N)$ then
Lemma 2. Let Const $=\sum_{k \geq 0} \mathrm{H}_{y_{1}^{k}} y_{1}^{k}$. Then

$$
\text { Const }=\exp \left[-\sum_{k \geq 1} \mathrm{H}_{y_{k}} \frac{\left(-y_{1}\right)^{k}}{k}\right] \text { and } \text { Const }^{-1}=\exp \left[\sum_{k \geq 1} \mathrm{H}_{y_{k}} \frac{\left(-y_{1}\right)^{k}}{k}\right] .
$$

Proof: This is a consequence of Formula (16).
Proposition 2. For $k>0, \mathrm{H}_{y_{1}^{k}}$ is polynomial in $\left\{\mathrm{H}_{y_{r}}\right\}_{1 \leq r \leq k}$ (which are algebraically independent), and

$$
\mathrm{H}_{y_{1}^{k}}=\sum_{\substack{s_{1}, \ldots, s_{k}>0 \\ s_{1}+\ldots+k s_{k}=k}} \frac{(-1)^{k}}{s_{1}!\ldots s_{k}!}\left(-\frac{\mathrm{H}_{y_{1}}}{1}\right)^{s_{1}} \ldots\left(-\frac{\mathrm{H}_{y_{k}}}{k}\right)^{s_{k}}
$$

Proof: From Identity (17), and applying the isomorphism H on the set of Lyndon words $\left\{y_{r}\right\}_{1 \leq r \leq k}$, we get the expected result.

Example 1. $\mathrm{H}_{y_{1}^{2}}=\left(\mathrm{H}_{y_{1}}^{2}-\mathrm{H}_{y_{2}}\right) / 2, \mathrm{H}_{y_{1}^{3}}=\left(\mathrm{H}_{y_{1}}^{3}-3 \mathrm{H}_{y_{2}} \mathrm{H}_{y_{1}}+2 \mathrm{H}_{y_{3}}\right) / 6$.
Proposition 3 ([14]). Let $\sigma$ be the morphism verifying $\sigma\left(x_{0}\right)=$ $-x_{1}, \sigma\left(x_{1}\right)=-x_{0}$.

$$
\mathrm{P}(z)=e^{x_{0} \log z}\left[\prod_{l \in \mathcal{L} y n X, \backslash\left\{x_{0}, x_{1}\right\}} e^{\mathrm{Li}_{S_{l}}(1-z) \sigma([l])}\right] \operatorname{Mono}(z) Z,
$$

Proof: On the first hand, from (31) and on the other hand, from (25), we get $\mathrm{P}(z)=e^{x_{0} \log z} \sigma\left[\mathrm{~L}_{\mathrm{reg}}(1-z)\right] e^{-\left(x_{1}+1\right) \log (1-z)} Z$. Using the expressions of $\mathrm{L}_{\mathrm{reg}}(1-z)$ and of $\operatorname{Mono}(z)$, we get the expected results.

### 2.2 Asymptotic expansion

2.2.1 Results à l'Abel for generating series

Proposition 4. $\mathrm{P}(z) \widetilde{z \rightarrow 0} e^{x_{0} \log z}$ and $\mathrm{P}(z) \widetilde{z \rightarrow 1} \operatorname{Mono}(z) Z$.
Proof: From $\mathrm{P}(z)=e^{-\left(x_{1}+1\right) \log (1-z)} \mathrm{L}_{\mathrm{reg}}(z) e^{x_{0} \log z}$, we can deduce the behaviour of $\mathrm{P}(z)$ around 0 . From Formula (25), we get the behaviour of $\mathrm{P}(z)$ around 1 .

Corollary 1. Let $\Pi(z)=\pi_{Y} \mathrm{P}(z)=\sum_{w \in Y^{*}} \mathrm{P}_{w}(z) \quad w$. Then $\Pi(z) \widetilde{z \rightarrow 1} \operatorname{Mono}(z) \pi_{Y} Z$.

From this, we extract, taking care of Lemma 1, Taylor coefficients of $\mathrm{P}_{w}$, and we get
Corollary 2. $\mathrm{H}(N) \underset{N \rightarrow \infty}{\widetilde{ }} \operatorname{Const}(N) \pi_{Y} Z$.
Theorem 2.
$\lim _{z \rightarrow 1} \exp \left(y_{1} \log \frac{1}{1-z}\right) \Lambda(z)=\lim _{N \rightarrow \infty} \exp \left(\sum_{k \geq 1} \mathrm{H}_{y_{k}}(N) \frac{\left(-y_{1}\right)^{k}}{k}\right) \mathrm{H}(N)=\pi_{Y} Z$.
Proof: This is a consequence of Formula (27), of Lemma 2 and of Corollary 2.

From Proposition 3, we deduce

$$
\begin{equation*}
\mathrm{P}(z)=e^{x_{0} \log z}\left[\prod_{\substack{l \in \mathcal{C y n} x, l \neq x_{0}, x_{1}}} z\left(\sum_{k \geq 0} \mathrm{P}_{S_{l}^{\omega k}}(1-z) \frac{(\sigma([l]))^{k}}{k!}\right)\right] \operatorname{Mono}(z) Z . \tag{32}
\end{equation*}
$$

Hence, the knowledge of Taylor expansion around 0 of $\left\{\mathrm{P}_{w}(1-z)\right\}_{w \in X^{*}}$ gives

Theorem 3 ([12]). For all $g \in \mathcal{C}\left\{\mathrm{P}_{w}\right\}_{w \in Y^{*}}$, there exist algorithmically computable coefficients $c_{j} \in \mathbb{C}, \alpha_{j} \in \mathbb{Z}$ and $\beta_{j} \in \mathbb{N}$ such that

$$
g(z) \sim \sum_{j=0}^{+\infty} c_{j}(1-z)^{\alpha_{j}} \log ^{\beta_{j}}(1-z) \quad \text { for } \quad z \rightarrow 1
$$

In consequence, there exist algorithmically computable coefficients $b_{i} \in \mathbb{C}$, $\eta_{i} \in \mathbb{Z}$ and $\kappa_{i} \in \mathbb{N}$ such that

$$
\left[z^{n}\right] g(z) \sim \sum_{i=0}^{+\infty} b_{i} n^{\eta_{i}} \log ^{k_{i}}(n) \quad \text { for } \quad n \rightarrow \infty
$$

Corollary 3 ([12]). Let $\mathcal{Z}$ the $\mathbb{Q}$-algebra generated by convergent polyzêtas and $\mathcal{Z}^{\prime}$ the $\mathbb{Q}[\gamma]$-algebra generated by $\mathcal{Z}$. Then there exist algorithmically computable coefficients $c_{j} \in \mathcal{Z}, \alpha_{j} \in \mathbb{Z}$ and $\beta_{j} \in \mathbb{N}$ such that

$$
\forall w \in Y^{*}, \mathrm{P}_{w}(z) \sim \sum_{j=0}^{+\infty} c_{j}(1-z)^{\alpha_{j}} \log ^{\beta_{j}}(1-z) \quad \text { for } \quad z \rightarrow 1
$$

In consequence, there exist algorithmically computable coefficients $b_{i} \in$ $\mathcal{Z}^{\prime}, \kappa_{i} \in \mathbb{N}$ and $\eta_{i} \in \mathbb{Z}$ such that

$$
\forall w \in Y^{*}, \mathrm{H}_{w}(N) \sim \sum_{i=0}^{+\infty} b_{i} N^{\eta_{i}} \log ^{\kappa_{i}}(N) \quad \text { for } \quad N \rightarrow+\infty .
$$

### 2.2.2 Generalized Euler constants associated to divergent polyzêtas

Definition 2. Let $\zeta_{ \pm}:(\mathbb{C}\langle Y\rangle$, ш $) \rightarrow(\mathbb{C}$. .) the algebra morphism (i.e. for all convergent word $\left.u, v \in Y^{*}, \zeta_{ \pm \pm}(u \pm v)=\zeta_{ \pm \pm}(u) \zeta_{ \pm \pm}(v)\right)$ verifying for $w \in Y^{*} \backslash y_{1} Y^{*}, \zeta_{\uplus}(w)=\zeta(w)$ and such that $\zeta_{\uplus \pm}\left(y_{1}\right)=\gamma$.

## Proposition 5.

$$
\zeta_{\text {แt }}\left(y_{1}^{k}\right)=\sum_{\substack{s_{1}, \ldots, s_{k}>0 \\ s_{1}+\ldots+k_{k} k=k}} \frac{(-1)^{k}}{s_{1}!\ldots s_{k}!}(-\gamma)^{s_{1}}\left(-\frac{\zeta(2)}{2}\right)^{s_{2}} \ldots\left(-\frac{\zeta(k)}{k}\right)^{s_{k}} .
$$

Proof: By (17) and applying the (surjective) morphism $\zeta_{ \pm}$, we get the expected result.

In consequence,
Theorem 4. For $k>0$, the constant $\zeta_{ \pm \pm}\left(y_{1}^{k}\right)$ associated to divergent polyzêta $\zeta\left(y_{1}^{k}\right)$ is a polynomial of degree $k$ in $\gamma$ with coefficients in $\mathbb{Q}[\zeta(2), \zeta(2 i+1)]_{0<i \leq(k-1) / 2}$. Moreover, for $l=0, . ., k$, the coefficient of $\gamma^{l}$ is of weight $k-l$.

Example 2. $\zeta_{\uplus \pm}\left(y_{1}^{2}\right)=\left[\gamma^{2}-\zeta(2)\right] / 2, \zeta_{ \pm \pm}\left(y_{1}^{3}\right)=\left[\gamma^{3}-3 \zeta(2) \gamma+2 \zeta(3)\right] / 6$ and $\zeta_{\text {แ }}\left(y_{1}^{4}\right)=\left[80 \zeta(3) \gamma-60 \zeta(2) \gamma^{2}+6 \zeta(2)^{2}+10 \gamma^{4}\right] / 240$.

Let us consider (exponential) partial Bell polynomials partiels in the variables $\left\{t_{l}\right\}_{l \geq 1}, b_{n, k}\left(t_{1}, \ldots, t_{n-k+1}\right)$, defined by the exponential generating series:

$$
\begin{equation*}
\sum_{n=0}^{\infty} \sum_{k=0}^{n} b_{n, k}\left(t_{1}, \ldots, t_{n-k+1}\right) \frac{v^{n} u^{k}}{n!}=\exp \left(u \sum_{l=1}^{\infty} t_{l} \frac{v^{l}}{l!}\right) . \tag{33}
\end{equation*}
$$

In particular, we have
Lemma 3. Let $t_{m}=(-1)^{m}(m-1)!\zeta_{\text {แี }}(m)$, for $m \geq 1$, then

$$
\exp \left[\sum_{k \geq 1} \zeta_{\text {せt }}(k) \frac{\left(-y_{1}\right)^{k}}{k}\right]=1+\sum_{n \geq 1}\left[\sum_{k=1}^{n} b_{n, k}(\gamma, \zeta(2), 2 \zeta(3), \ldots)\right] \frac{\left(-y_{1}\right)^{n}}{n!} .
$$

Let us build the noncommutative generating series of $\zeta_{\text {แ }}(w)$ and let us take the constant part of the two members of $\mathrm{H}(N) \widetilde{N \rightarrow \infty} \widetilde{ } \operatorname{Const}(N) \pi_{Y} Z$, we have

Proposition 6. Let $Z_{\text {แ }}$ be the noncommutative generating series of the constants $\zeta_{\Perp}(w)$, i.e. $Z_{\Perp}=\sum_{w \in Y^{*}} \zeta_{\uplus}(w) w$. Then

$$
Z_{\boldsymbol{\uplus}}=\left[1+\sum_{n \geq 1}\left(\sum_{k=1}^{n} b_{n, k}(\gamma, \zeta(2), 2 \zeta(3), \ldots)\right) \frac{\left(-y_{1}\right)^{n}}{n!}\right] \pi_{Y} Z .
$$

Identifying coefficients of $y_{1}^{k} w$ in each member leads to
Corollary 4. For all $w \in Y^{*} \backslash y_{1} Y^{*}$ and $k \geq 0$, we have

$$
\zeta_{ \pm \pm}\left(y_{1}^{k} w\right)=\sum_{i=1}^{k} \frac{\zeta_{\amalg \pm}\left(y_{1}^{k-i} w\right)}{i!}\left[(-1)^{i} \sum_{j=1}^{i} b_{i, j}(\gamma, \zeta(2), 2 \zeta(3), \ldots)\right] .
$$

Theorem 5. In consequence, for $w \in Y^{*} \backslash y_{1} Y^{*}, k \geq 0$, the constant $\zeta_{ \pm \pm}\left(y_{1}^{k} w\right)$ associated to $\zeta\left(y_{1}^{k} w\right)$ is a polynomial of de degree $k$ in $\gamma$ and with coefficients in $\mathcal{Z}$. Moreover, for $l=0, . ., k$, the coefficient of $\gamma^{l}$ is of weight $|w|+k-l$.

Corollary 5. For $s>1$, the constant $\zeta_{\text {แ }}(1, s)$ associated to $\zeta(1, s)$ is linear in $\gamma$ and with coefficients in $\mathbb{Q}[\zeta(2), \zeta(2 i+1)]_{0<i \leq(s-1) / 2}$.
 $\frac{\zeta_{\text {แ }}(1,4)+3 \zeta(5)-\zeta(2) \zeta(3)}{\frac{2}{5} \zeta(2)^{2}}$.

In other words, if we give to $\gamma$ the weight ${ }^{1} 1$, then the constant $\zeta_{ \pm \pm}\left(y_{1}^{k} w\right)$ associated to $\zeta\left(y_{1}^{k} w\right)$ would be an homogeneous polynomial of weight $|w|+$ $k$.

## Example 4.

$$
\begin{array}{rc}
\zeta_{\text {เ土 }}(1,7)= & \zeta(7) \gamma+\zeta(3) \zeta(5)-\frac{54}{175} \zeta(2)^{4}, \\
\zeta_{\text {แt }}(1,1,6)= & \frac{4}{35} \zeta(2)^{3} \gamma^{2}+\left(\zeta(2) \zeta(5)+\frac{2}{5} \zeta(3) \zeta(2)^{2}-4 \zeta(7)\right) \gamma \\
& +\zeta(6,2)+\frac{19}{35} \zeta(2)^{4}+\frac{1}{2} \zeta(2) \zeta(3)^{2}-4 \zeta(3) \zeta(5), \\
\zeta_{\text {แt }}(1,1,1,5)= & \frac{3}{4} \zeta(6,2)-\frac{14}{3} \zeta(3) \zeta(5)+\frac{3}{4} \zeta(2) \zeta(3)^{2}+\frac{809}{1400} \zeta(2)^{4} \\
& -\left(2 \zeta(7)-\frac{3}{2} \zeta(2) \zeta(5)+\frac{1}{10} \zeta(3) \zeta(2)^{2}\right) \gamma \\
& +\left(\frac{1}{4} \zeta(3)^{2}-\frac{1}{5} \zeta(2)^{3}\right) \gamma^{2}+\frac{1}{6} \zeta(5) \gamma^{3} .
\end{array}
$$

### 2.2.3 Commutative generating series of polyzêtas

In Proposition 6, we explained how to extract the constant part of a noncommutative generating series of polyzêtas. Let us have a look now at following commutative generating series and corresponding to Ecalle's Zigmoulds [15] :

$$
\begin{align*}
\mathcal{Z}\left(t_{1}, \cdots, t_{r}\right) & =\sum_{s_{1}, \cdots, s_{r}>0} \zeta\left(s_{1}, \cdots, s_{r}\right) t_{1}^{s_{1}-1} \cdots t_{r}^{s_{r}-1}  \tag{34}\\
& =\sum_{n_{1}>\cdots>n_{r}>0} \frac{1}{\left(n_{1}-t_{1}\right) \cdots\left(n_{r}-t_{r}\right)} .
\end{align*}
$$

These commutative generating series can be encoded by series $\left\{S_{j}\right\}_{j=1, \ldots, r}$ (or their projection over the alphabet $Y$ ) of the form [1]

[^3]\[

$$
\begin{align*}
S_{j} & =\left(t_{j} x_{0}\right)^{*} x_{1} \ldots\left(t_{r} x_{0}\right)^{*} x_{1}  \tag{35}\\
& =\sum_{s_{j}, \ldots, s_{r}>0} x_{0}^{s_{j}-1} x_{1} \ldots x_{0}^{s_{r}-1} x_{1} t_{j}^{s_{j}-1} \ldots t_{r}^{s_{r}-1} \\
\pi_{Y} S_{j} & =\sum_{s_{j}, \ldots, s_{r}>0} y_{s_{j}} \ldots y_{s_{r}} t_{j}^{s_{j}-1} \ldots t_{r}^{s_{r}-1}  \tag{36}\\
& =\left(\sum_{s_{j} \geq 1} y_{s_{j}} t_{j}^{s_{j}-1}\right) \ldots\left(\sum_{s_{r} \geq 1} y_{s_{r}} t_{r}^{s_{r}-1}\right) .
\end{align*}
$$
\]

Moreover, let $S_{r+1}=1$. The series $\mathcal{Z}\left(t_{1}, \cdots, t_{r}\right)$ contain divergent terms of which we are looking for the constant part. We start from the following identity [1] due to convolution theorem [16]

$$
\begin{align*}
S_{1} & =x_{1}^{r}+\sum_{j=1}^{r} t_{j} \sum_{i=0}^{j-1} x_{1}^{i} ш x_{0}\left[\left(-x_{1}\right)^{j-1-i} ш S_{j}\right],  \tag{37}\\
\Rightarrow \quad \pi_{Y} S_{1} & =y_{1}^{r}+\sum_{j=1}^{r} t_{j}\left(\sum_{s_{j} \geq 2} y_{1}^{j-1} y_{s_{j}} t_{j}^{s_{j}-1}\right) \pi_{Y} S_{j+1} . \tag{38}
\end{align*}
$$

Proposition 7. In consequence,

$$
\begin{align*}
\zeta_{\amalg}\left(S_{1}\right)= & \sum_{j=1}^{r}(-1)^{j-1} t_{j} \zeta\left[x_{0}\left(x_{1}^{j-1} ш S_{j}\right)\right] .  \tag{39}\\
\zeta_{ \pm}\left(\pi_{Y} S_{1}\right)= & (-1)^{r} \sum_{\substack{s_{1}, \ldots, s_{r}>0 \\
s_{1}+\ldots+r_{r}=r}} \frac{(-\gamma)^{s_{1}}}{s_{1}!\ldots s_{r}!} \prod_{j=2}^{r}\left(-\frac{\zeta(j)}{j}\right)^{s_{j}}  \tag{40}\\
& +\sum_{j=1}^{r} \sum_{s_{j} \geq 2} t_{j} t_{j}^{s_{j}-1} \zeta_{ \pm \pm}\left(y_{1}^{j-1} y_{s_{j}} \pi_{Y} S_{j+1}\right) .
\end{align*}
$$

In the following part, iterated integrals associated with words $w \in X^{*}$, along the path $0 \rightsquigarrow z$ and over differential forms $\omega_{0}, \omega_{1}$, will be denoted, as in [1], by $\alpha_{0}^{z}(w)$.

Example 5. Since $\left(t x_{0}\right)^{*} x_{1}=x_{1}+t x_{0}\left(t x_{0}\right)^{*} x_{1}$,

$$
\alpha_{0}^{z}\left[\left(t x_{0}\right)^{*} x_{1}\right]=\alpha_{0}^{z}\left(x_{1}\right)+t \int_{0}^{z}\left(\frac{z}{s}\right)^{t} \operatorname{Li}_{1}(s) \frac{d s}{s}=\alpha_{0}^{z}\left(x_{1}\right)+t \sum_{n \geq 1} \frac{z^{n}}{n(n-t)}
$$

we get

$$
\left.\begin{array}{rl}
\sum_{s \geq 1} \zeta_{\amalg}(s) t^{s-1} & =\sum_{s \geq 2} \zeta(s) t^{s-1}
\end{array}=\sum_{n \geq 1}\left[\frac{1}{n-t}-\frac{1}{n}\right], ~ \$ \gamma+\sum_{s \geq 2} \zeta(s) t^{s-1}=\gamma+\frac{1}{n-t}-\frac{1}{n}\right] .
$$

Example 6. Identity (37) gives

$$
\begin{align*}
S= & x_{1}^{2}+t_{1} x_{0}\left(t_{1} x_{0}\right)^{*} x_{1}\left(t_{2} x_{0}\right)^{*} x_{1}+t_{2} x_{0}\left(-x_{1} ш\left(t_{2} x_{0}\right)^{*} x_{1}\right)  \tag{41}\\
& +t_{2} x_{1} ш x_{0}\left(t_{2} x_{0}\right)^{*} x_{1}
\end{align*}
$$

In the second member of the previous expression,

- we have $\zeta_{\amalg}\left(x_{1}^{2}\right)=0$,
- the first noncommutative rational series encodes, by convolution theorem [16], the following convergent integral

$$
\begin{aligned}
\alpha_{0}^{1}\left[\left(t_{1} x_{0}\right)^{*} x_{0} x_{1}\left(t_{2} x_{0}\right)^{*} x_{1}\right] & =\int_{0}^{1}\left(\frac{1}{s}\right)^{t_{1}} \frac{d s}{s} \int_{0}^{s} \frac{d r}{1-r} \sum_{n \geq 1} \frac{r^{n}}{n-t_{2}} \\
& =\sum_{n, m \geq 1} \frac{1}{(n+m)\left(n+m-t_{1}\right)\left(n-t_{2}\right)} \\
& =\sum_{n_{1}>n_{2} \geq 1} \frac{1}{n_{1}\left(n_{1}-t_{1}\right)\left(n_{2}-t_{2}\right)}
\end{aligned}
$$

- the following rational series encodes

$$
\begin{aligned}
\alpha_{0}^{1}\left[x_{0}\left(-x_{1} ш\left(t_{2} x_{0}\right)^{*} x_{1}\right)\right] & =-\int_{0}^{1} \frac{d s}{s} \sum_{m \geq 1} \frac{s^{m}}{m} \sum_{n \geq 1} \frac{s^{n}}{n-t_{2}} \\
& =-\sum_{n, m \geq 1} \frac{1}{\left(n-t_{2}\right)(n+m) n} \\
& =-\sum_{n_{1}>n_{2} \geq 1} \frac{1}{n_{1}\left(n_{1}-n_{2}\right)\left(n_{2}-t_{2}\right)},
\end{aligned}
$$

- the last noncommutative rational series corresponds to (but it has to be shuffled with $x_{1}$ for which $\zeta_{\amalg}\left(x_{1}\right)=0$ )

$$
\alpha_{0}^{1}\left[x_{0}\left(t_{2} x_{0}\right)^{*} x_{1}\right]=\int_{0}^{1} \frac{d s}{s} \sum_{n \geq 1} \frac{s^{n}}{n-t_{2}}=\sum_{n \geq 1} \frac{1}{n\left(n-t_{2}\right)}
$$

Thus,

$$
\begin{align*}
\sum_{s, r \geq 1} \zeta_{\amalg}(s, r) t_{1}^{s-1} t_{2}^{r-1}= & \sum_{n_{1}>n_{2} \geq 1} \frac{t_{1}}{n_{1}\left(n_{1}-t_{1}\right)\left(n_{2}-t_{2}\right)}  \tag{42}\\
& -\sum_{n_{1}>n_{2} \geq 1} \frac{t_{2}}{n_{1}\left(n_{1}-n_{2}\right)\left(n_{2}-t_{2}\right)} .
\end{align*}
$$

Projecting $S$ over alphabet $Y$, we get successively, since $y_{1} y_{s}=y_{1 \uplus} y_{s}-y_{s+1}-y_{s} y_{1}$

$$
\begin{aligned}
\pi_{Y} S= & y_{1}^{2}+\sum_{s, r \geq 2} y_{s} y_{r} t_{1}^{s-1} t_{2}^{r-1}+\sum_{s \geq 2} y_{1} y_{s} t_{2}^{s-1}+\sum_{s \geq 2} y_{s} y_{1} t_{1}^{s-1} \\
= & y_{1}^{2}+\sum_{s, r \geq 2} y_{s} y_{r} t_{1}^{s-1} t_{2}^{r-1}+y_{1} \uplus \sum_{s \geq 2} y_{s} t_{2}^{s-1}-\frac{1}{t_{2}}\left[y_{1}+\sum_{s \geq 2} y_{s} t_{2}^{s-1}\right] \\
& +\sum_{s \geq 2} y_{s} y_{1}\left[t_{1}^{s-1}-t_{2}^{s-1}\right] \\
= & y_{1}^{2}-y_{1} t_{2}^{-1}+\left(y_{1}-t_{2}^{-1}\right) \sum_{s \geq 2} y_{s} t_{2}^{s-1}+\sum_{s, r \geq 2} y_{s} y_{r} t_{1}^{s-1} t_{2}^{r-1} \\
& +\sum_{s \geq 2} y_{s} y_{1}\left[t_{1}^{s-1}-t_{2}^{s-1}\right] .
\end{aligned}
$$

In consequence,

$$
\begin{aligned}
\sum_{s, r \geq 1} \zeta_{\text {แ }}(s, r) t_{1}^{s-1} t_{2}^{r-1} & =\frac{\gamma^{2}-\zeta(2)}{2}-\frac{\gamma}{t_{2}}+\left(\gamma-t_{2}^{-1}\right) \sum_{n \geq 1}\left[\frac{1}{n-t_{2}}-\frac{1}{n}\right] \\
& +\sum_{n_{1}>n_{2} \geq 1}\left[\frac{1}{n_{1}-t_{1}}-\frac{1}{n_{1}}\right]\left[\frac{1}{n_{2}-t_{2}}-\frac{1}{n_{2}}\right] \\
& +\sum_{s \geq 2} \zeta(s, 1)\left[t_{1}^{s-1}-t_{2}^{s-1}\right] .
\end{aligned}
$$

The last sum can be encoded by $x_{0}\left(t_{1} x_{0}\right)^{*} x_{1}^{2}-x_{0}\left(t_{2} x_{0}\right)^{*} x_{1}^{2}$ and can be obtained from

$$
\alpha_{0}^{1}\left[x_{0}\left(t_{i} x_{0}\right)^{*} x_{1}^{2}\right]=\int_{0}^{1} \frac{d s}{s} \sum_{n_{1}>n_{2} \geq 1} \frac{s^{n_{1}}}{\left(n_{1}-t_{i}\right) n_{2}}=\sum_{n_{1}>n_{2} \geq 1} \frac{1}{n_{1}\left(n_{1}-t_{i}\right) n_{2}}
$$

## Appendix : application to polysystems [14]

Let $q_{1}, \ldots, q_{n}$ be commutative indeterminates over $\mathbb{C}$. We denote $Q=$ $\left\{q_{1}, \ldots, q_{n}\right\}$. The algebra of formal power series (resp. polynomials) over $Q$ with coefficients in $\mathbb{C}$ is denoted by $\mathbb{C}[[Q]]$ (resp. $\mathbb{C}[Q]$ ). An element of $\mathbb{C}[[Q]]$ is an infinite sum $f=\sum_{i_{1}, \ldots, i_{n} \geq 0} f_{i_{1}, \ldots, i_{n}} q_{1}^{i_{1}} \ldots q_{n}^{i_{n}}$.

Definition 3. Let $f \in \mathbb{C}[[Q]]$. We set

$$
\begin{aligned}
E(f)= & \left\{\rho \in \mathbb{R}_{+}^{n}: \exists C_{f \rho} \in \mathbb{R}_{+} \text {such that for all } i_{1}, \ldots, i_{n} \geq 0,\right. \\
& \left.\left|f_{i_{1}, \ldots, i_{n}}\right| \rho_{1}^{i_{1}} \ldots \rho_{n}^{i_{n}} \leq C_{f \rho}\right\} \\
\check{E}(f): & \text { interior of } E(f) \text { in } \mathbb{R}^{n} .
\end{aligned}
$$

$\mathrm{CV}(f)=$ convergence domain of $f=\left\{q \in \mathbb{C}^{n}:\left(\left|q_{1}\right|, \ldots,\left|q_{n}\right|\right) \in \check{E}(f)\right\}$.
The power series $f$ is to be said convergent if $\mathrm{CV}(f) \neq \emptyset$. Let $\mathcal{U}$ be an open of $\mathbb{C}^{n}$ and let $q \in \mathbb{C}^{n}$. The power series $f$ is to be said convergent on $q$ (resp. over $\mathcal{U}$ ) if $q \in \operatorname{CV}(f)$ (resp. $\mathcal{U} \subset \mathrm{CV}(f)$ ). We set $\mathbb{C}^{\mathrm{cv}}[[Q]]=\{f \in$ $\mathbb{C}[[Q]]: \operatorname{CV}(f) \neq \emptyset\}$. Let $q \in \operatorname{CV}(f)$. There exist some constants $C_{f \rho}, \rho$ and $\check{\rho}$ such that $\left|q_{1}\right|<\check{\rho}<\rho, \ldots,\left|q_{n}\right|<\check{\rho}<\rho$ and $\left|f_{i_{1}, \ldots, i_{n}}\right| \rho^{i_{1}+\ldots+i_{n}} \leq C_{f \rho}$, for $i_{1} \ldots, i_{n} \geq 0$. The convergence module of $f$ at $q$ is $\left(C_{f \rho}, \rho, \check{\rho}\right)$.

Recall $D_{1}^{j_{1}} \ldots D_{n}^{j_{n}} f$ is the partial derivation of order $j_{1}, \ldots, j_{n} \geq 0$ of $f$ and is given by

$$
\frac{D_{1}^{j_{1}} \ldots D_{n}^{j_{n}} f}{j_{1}!\ldots j_{n}!}=\sum_{i_{1} \geq j_{1}, \ldots, i_{n} \geq j_{n}} f_{i_{1}, \ldots, i_{n}} \prod_{l=1}^{n}\binom{i_{l}}{j_{l}} q_{n}^{i_{l}-j_{l}} .
$$

Definition 4. The polysystem $\left\{A_{i}\right\}_{i=0, \ldots, m}$ is defined by the Lie derivations $A_{i}=\sum_{j=1}^{n} A_{i}^{j} D_{j}$, where $A_{i}^{j} \in \mathbb{C}^{\mathrm{cv}}[[Q]]$. It is linear if there exist $\left\{M_{i}\right\}_{i=0, ., m} \in \mathcal{M}_{n, n}(\mathbb{C})$ s.t.

$$
A_{i}=\left(\begin{array}{lll}
q_{1} & \ldots & q_{n}
\end{array}\right) M_{i}\left(\begin{array}{c}
D_{1} \\
\vdots \\
D_{n}
\end{array}\right) .
$$

Let $f \in \mathbb{C}^{\text {cv }}[[Q]]$ and let $\left\{A_{i}\right\}_{i=0,1}$ be a polysystem. Let $\left(\rho, \check{\rho}, C_{f}\right)$ and let $\left(\rho, \check{\rho}, C_{i}\right)$, for $i=0,1$, be convergence modules of $f$ and $\left\{A_{i}^{j}\right\}_{j=1, ., n}$ respectively at $q \in \mathrm{CV}(f) \cap_{i=0,1, j=1, ., n} \mathrm{CV}\left(A_{i}^{J}\right)$. We denote by $\left(A_{i} f\right)_{\mid q}$ the evaluation at $q$ of $A_{i} f$. Let us consider the system

$$
\begin{equation*}
y(z)=f(q(z)), \text { where } d q(z)=A_{0}(q) \omega_{0}(z)+A_{1}(q) \omega_{1}(z) . \tag{43}
\end{equation*}
$$

Let us consider then the following generating series, $\sigma f_{\left.\right|_{q\left(z_{0}\right)}}$ and the Chen series $S_{z_{0} \rightsquigarrow z}$

$$
\begin{equation*}
\sigma f_{q_{q\left(z_{0}\right)}}=\sum_{w \in X^{*}} A_{w} f_{\left.\right|_{q\left(z_{0}\right)}} w \text { and } S_{z_{0} \rightsquigarrow z}=\sum_{w \in X^{*}} \alpha_{z_{0}}^{z}(w) w, \tag{44}
\end{equation*}
$$

where $A_{w}=\operatorname{Id}, \alpha_{z_{0}}^{z}(w)=1$ if $w=\epsilon$ and $A_{w}=A_{v} A_{i}, \alpha_{z_{0}}^{z}(w)=$ $\int_{z_{0} \rightsquigarrow z} \alpha_{z_{0}}^{t}(v) \omega_{i}(t)$ if $w=v x_{i}$.

Since $S_{z_{0} \rightsquigarrow z}$ and $\mathrm{L}(z) \mathrm{L}\left(z_{0}\right)^{-1}$ satisfy (22) taking the same value at $z_{0}$ then $S_{z_{0} \rightsquigarrow z}=\mathrm{L}(z) \mathrm{L}\left(z_{0}\right)^{-1}$. Hence, the asymptotic behaviour of L in (22) gives [6]

$$
\begin{equation*}
S_{\varepsilon \sim 1-\varepsilon} \sim e^{-x_{1} \log \varepsilon} Z e^{-x_{0} \log \varepsilon} \text { for } \varepsilon \rightarrow 0^{+}, \tag{45}
\end{equation*}
$$

and the output $y$ of (43) is given by $y(z)=\left\langle\sigma f_{\mid q\left(z_{0}\right)} \| S_{z_{0} \rightsquigarrow z}\right\rangle=$ $\sum_{w \in X^{*}} A_{w} f_{\left.\right|_{q\left(z_{0}\right)}} \alpha_{z_{0}}^{z}(w)[14]$.

Let $\eta=q\left(z_{0}\right)$ and suppose that $f(q)=\lambda q$ with $\lambda \in \mathcal{M}_{1, n}(\mathbb{C})$. If $\left\{A_{i}\right\}_{i=0,1}$ is linear, then, by Definition 4, let $M_{i}=\mu\left(x_{i}\right)$, for $i=0,1$. Thus, $\sigma f_{\mid q\left(z_{0}\right)}=$ $\sum_{w \in X^{*}}[\lambda \mu(w) \eta] w$ is a rational power series of representation $(\lambda, \mu, \eta)$ and it is a generating series of the differential system of rank $n$, or equivalently of the linear differential equation of order $n$ with singularities in $\{0,1, \infty\}$. Example 7 (hypergeometric equation).

$$
z(1-z) \ddot{y}(z)+\left[t_{2}-\left(t_{0}+t_{1}+1\right) z\right] \dot{y}(z)-t_{0} t_{1} y(z)=0 .
$$

Let $q_{1}(z)=y(z)$ and $q_{2}(z)=z(1-z) \dot{y}(z)$. One has

$$
\binom{d q_{1}}{d q_{2}}=\left[\left(\begin{array}{cc}
0 & 0 \\
-t_{0} t_{1} & -t_{2}
\end{array}\right) \omega_{0}-\left(\begin{array}{cc}
0 & 1 \\
0 & t_{2}-t_{0}-t_{1}
\end{array}\right) \omega_{1}\right]\binom{q_{1}}{q_{2}} .
$$

Here $y=\left(\begin{array}{ll}1 & 0\end{array}\right)\binom{q_{1}}{q_{2}}, M_{0}=-\left(\begin{array}{cc}0 & 0 \\ t_{0} t_{1} & t_{2}\end{array}\right), M_{1}=\left(\begin{array}{lc}0 & 1 \\ 0 & t_{2}-t_{0}-t_{1}\end{array}\right)$ and $\eta=\binom{q_{1}\left(z_{0}\right)}{q_{2}\left(z_{0}\right)}$.

Thus, the solution of these equations can be obtained by examining the linear representation of generating series. The Drinfel'd equation allows to study the asymptotic behaviour, the functional equations and to compute the mondromy groups, the Galois differential groups.
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#### Abstract

Lanczos created two problems for systems of partial differential equations in general relativity, first in 1949 and then later in 1962. In his 1962 paper he presented the WeylLanczos problem, where the Weyl conformal curvature tensor $C_{a b c d}$ is expressed by means of a third-order tensor potential $\tilde{L}_{a b c}$. This system of PDEs is in involution and $\tilde{L}_{a b c}$ satisfies a linear wave equation. In the next decade a second problem for systems of PDEs appeared in the relativity literature which is now called the Riemann-Lanczos problem. Here, the full Riemann curvature tensor $R_{a b c d}$ is determined from a three-index tensor potential $L_{a b c}$. This problem is not in involution and requires prolongation to achieve involutivity. We give a review of both problems, the integrability of one and the attainment of integrability by the other.
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## 1 Introduction

Lanczos $[10,11]$ made two attempts at deriving some or all of the Riemann curvature tensor $R_{a b c d}$ in general relativity from a three-index potential field
$L_{a b c}$. His first attempt in 1949 [10] to derive all of the Riemann tensor from a potential $L_{a b c}$ failed. So, in 1962, he modified the problem to deriving only the conformally invariant part of the curvature tensor, $C_{a b c d}$, or Weyl tensor from a potential tensor $\tilde{L}_{a b c}$. This problem was a success and is now called the Weyl-Lanczos problem. In the period from the death of Lanczos in 1974 to 1983 there appeared in the Italian relativity literature [17] a Lanczos style curvature tensor problem which was simpler to present than either of Lanczos' attempts in 1949 or 1962. This problem is now called the Riemann-Lanczos problem. In this problem a tensor potential $L_{a b c}$ was proposed from which to derive all the Riemann curvature tensor components $R_{a b c d}$. Lanczos' motivation in his 1962 paper [11] was a convincing set of analogies between electromagnetic field theory and gravitation in the form

$$
\begin{align*}
A_{a} & \longrightarrow \tilde{L}_{a b c},  \tag{1}\\
F_{a b}=2 A_{[a, b]} & \longrightarrow C_{a b c c}=W_{a b c d}\left(\tilde{L}_{f g h}\right),  \tag{2}\\
\square A_{a}+\cdots & \longrightarrow \square \tilde{L}_{a b c}+\cdots, \tag{3}
\end{align*}
$$

where the last line indicates an analogy between the electromagnetic potential wave equation and a 'gravitational' type wave equation. In 1960, Penrose [16] discovered a wave equation for the Weyl tensor to give an analogy with electromagnetism which Lanczos missed due to lack of interest in the current literature

$$
\begin{equation*}
\square F_{a b}+\cdots \longrightarrow \square C_{a b c d}+\cdots . \tag{4}
\end{equation*}
$$

In 1982 Bampi and Caviglia [1], using a combination of Cartan's exterior differential systems (EDS) approach [3] and Vessiot's dual approach of vector fields, showed that the Weyl-Lanczos problem is a system of PDEs in involution. But they also showed that the Riemann-Lanczos problem failed to be in involution. However, in the following year, Bampi and Caviglia [2] returned to the Riemann-Lanczos problem and showed how to construct a suitable prolongation for this problem. The introduction of the methods of Cartan [3] and Vessiot into the relativity literature was a great
mathematical advance for problems that needed the greatest amount of generality for their resolution. Any re-examination of the work by Bampi and Caviglia is therefore best done through the theory of jet bundles over the spacetime manifold.

In the application of the theory of jet bundles the notion of independent variables is allowed to be much wider than it is usual in the general relativity literature and there are standard procedures to further widen this notion so as to incorporate necessary prolongations needed to make the system of PDEs reach involutivity.

Up to now the Lanczos curvature tensor problems have given rise to two dissimilar literatures:
(I) The Weyl-Lanczos literature can be easily related to many standard mathematical techniques of general relativity. There is a linear wave equation in every spacetime for the Lanczos potential $\tilde{L}_{a b c}$ which becomes

$$
\begin{equation*}
\square \tilde{L}_{a b c}=0 \tag{5}
\end{equation*}
$$

in vacuo. This contrasts with Penrose's wave equation for the Weyl tensor which is always non-linear, even in empty space. In [7] Dolan and Kim derived Penrose's wave equation from Lanczos's wave equation inside matter in a manner which was completely general. However, the vacuum case given by (5) is of greater interest at present. References to the literature can be found in [15] of Dolan and Muratori.
(II) Since the pioneering papers of Bampi and Caviglia [1, 2] there was no jet bundle presentation of the Riemann-Lanczos problem until recently, when this subject was taken up again in articles such as $[4,5]$ or in $[9]$. This work, using the Lanczos potential tensor $L_{a b c}$ and its associated Monge variables, has shown that the Riemann-Lanczos system of PDEs is linear and remains linear after prolongation. The recent general theorem of Malgrange [12, 13] on prolongations tells us that at all generic points for the PDE system a finite number of prolongations will make the system attain
involutivity.
In papers by Massa and Pagani [14] and by Edgar [8], which is based on [14], there is a different approach which claims that non-linear 'constraints' arise in the Riemann-Lanczos problem. Their approaches, based on tensor calculus in local spacetime coordinate or frame methods, find the same 'non-linearities' which appear to make the Riemann-Lanczos problem insolvable in many general spacetimes. In [6] we show that the concept of 'partial derivative' that is used in such standard general relativity methods is inadequate for discussing existence problems of solutions for systems of PDEs, namely, whether the given system of PDEs is involutive or can be prolongated to involutivity.

## 2 The Weyl-Lanczos Problem

The Weyl conformal curvature tensor $C_{a b c d}$ has all the index symmetries of the Riemann tensor $R_{a b c d}$, namely,

$$
\begin{align*}
C_{a b c d} & =-C_{b a c d}=-C_{a b d c}=C_{c d a b}, \\
C_{a[b c d]} & =0 \tag{6}
\end{align*}
$$

as well as the vanishing of all its traces

$$
\begin{equation*}
C^{s}{ }_{a s b}=0 . \tag{7}
\end{equation*}
$$

A consequence of all these properties is the double-dual anti-symmetry

$$
\begin{equation*}
{ }^{*} C^{*}{ }_{a b c d}=-C_{a b c d} . \tag{8}
\end{equation*}
$$

In generating the Weyl tensor from a three-index tensor potential $\tilde{L}_{a b c}$, we can get the index symmetries of equations (6) from the combination $\tilde{L}_{[a b][c ; d]}+\tilde{L}_{[c d][a ; b]}$ but to get the symmetries (7) and (8) we need the combination

$$
\begin{equation*}
C_{a b c d}=\tilde{L}_{[a b][c ; d]}+\tilde{L}_{[c d][a ; b]}-{ }^{*} \tilde{L}_{[a b][c ; d]}^{*}-{ }^{*} \tilde{L}_{[c d][a ; b]}^{*} . \tag{9}
\end{equation*}
$$

It has become traditional to add in the index symmetries

$$
\begin{align*}
\tilde{L}_{a b c} & =\tilde{L}_{[a b] c}  \tag{10}\\
\tilde{L}_{[a b c]} & =0  \tag{11}\\
\tilde{L}_{a s}{ }^{s} & =0 \tag{12}
\end{align*}
$$

If we evaluate all the double dual tensors in equation (9) we get

$$
\begin{align*}
C_{a b c d}= & \tilde{L}_{a b c ; d}-\tilde{L}_{a b d ; c}+\tilde{L}_{c d a ; b}-\tilde{L}_{c d b ; a}+g_{b c} \tilde{L}_{(a d)}+g_{a d} \tilde{L}_{(b c)}  \tag{13}\\
& -g_{b d} \tilde{L}_{(a c)}-g_{a c} \tilde{L}_{(b d)}+\frac{2}{3} \tilde{L}_{s ; t}^{s t}\left(g_{a c} g_{b d}-g_{a d} g_{b c}\right),
\end{align*}
$$

where $\tilde{L}_{a d}:=\tilde{L}_{a s d ;}{ }^{s}-\tilde{L}_{a s}{ }^{s} ; d$. There are 10 independent equations in (14) but equations (10), (11) and (12) tell us that we could have 16 independent components of $\tilde{L}_{a b c}$.

The 6 differential gauge conditions

$$
\begin{equation*}
\tilde{L}_{a b s}{ }^{s}=0 \tag{14}
\end{equation*}
$$

allow us to simplify equations (14) to

$$
\begin{align*}
C_{a b c d}= & \tilde{L}_{a b c ; d}-\tilde{L}_{a b d ; c}+\tilde{L}_{c d a ; b}-\tilde{L}_{c d b ; a}+g_{b c} \tilde{L}_{s a d ;}^{s}+g_{a d} \tilde{L}_{s b c ;}{ }^{s}  \tag{15}\\
& -g_{b d} \tilde{L}_{s a c ;}{ }^{b}-g_{a c} \tilde{L}_{s b d ;}{ }^{s}
\end{align*}
$$

or

$$
\begin{equation*}
C_{a b c d}=W_{a b c d}\left(x^{e}, \tilde{L}_{f g h}, \tilde{L}_{i j k, l}\right) \tag{16}
\end{equation*}
$$

when the RHSs are now rewritten in terms of the partial derivatives $\tilde{L}_{i j k, l}$, the components of $\tilde{L}_{a b c}$ and the Christoffel symbols. To this latter form (16) of the Weyl-Lanczos equations (16) we can apply the Janet-Riquier theory for systems of PDEs or else rewrite it as an EDS in the Cartan approach. The latter approach was taken by Bampi and Caviglia [1], where they showed that equations (16) represent a system in involution.

In [7] Dolan and Kim showed that the Weyl-Lanczos potential tensor $\tilde{L}_{a b c}$ satisfies the linear tensor wave equation

$$
\begin{align*}
J_{a b c}= & \square \tilde{L}_{a b c}+2 R_{c}^{s} \tilde{L}_{a b s}-R_{a}{ }^{s} \tilde{L}_{b c s}-R_{b}{ }^{s} \tilde{L}_{c a s}-g_{a c} R^{l s} \tilde{L}_{l b s}  \tag{17}\\
& +g_{b c} R^{l s} \tilde{L}_{l a s}-\frac{1}{2} R \tilde{L}_{a b c},
\end{align*}
$$

where

$$
\begin{equation*}
J_{a b c}=\frac{1}{2} R_{c[a ; b]}-\frac{1}{6} g_{c[a} R_{; b]} \tag{18}
\end{equation*}
$$

and $\square \tilde{L}_{a b c}=g^{s m} \tilde{L}_{a b c ; s ; m}$. Penrose's wave equation for the Weyl tensor [16]

$$
\begin{gather*}
\square C_{a b c d}-C_{a b s m} C_{c d}{ }^{s m}-4 C_{a s m[c} C_{d]}{ }^{s m}{ }_{b}+\frac{1}{4} R C_{a b c d} \\
\quad=J_{[a b][c ; d]}+J_{[c d][a ; b]}-{ }^{*} J_{[a b][c ; d]}^{*}-{ }^{*} J_{[c d][a ; b]}^{*} \tag{19}
\end{gather*}
$$

was derived by Dolan and Kim in [7] from the Lanczos wave equation (18) above thus completing the formal analogy with classical electromagnetism in equations (1), (2), (3) and (4).

## 3 The Riemann-Lanczos Problem

The first Lanczos paper of 1949 [10] attempted to find a three-index potential tensor field for the double dual of the Riemann curvature tensor * $R_{a b c d}^{*}$ in order to generate a wave equation for the potential. The complexity of this theory and the strangeness of the tensor ${ }^{*} R_{a b c d}^{*}$ to most relativists and also the lack of physical motivation for it was to lead to its abandonment. After Lanczos' death in 1974 Brinis Udeschini [17] introduced what was essentially an improved version of the 1949 theory by postulating the Riemann-Lanczos equations

$$
\begin{equation*}
R_{a b c d}=L_{a b c ; d}-L_{a b d ; c}+L_{c d a ; b}-L_{c d b ; a} \tag{20}
\end{equation*}
$$

on the spacetime manifold M . We can rewrite this equation in the form

$$
\begin{equation*}
R_{a b c d}\left(x^{e}\right)=K_{a b c d}\left(x^{e}, L_{f g h}, L_{i j k, l}\right), \tag{21}
\end{equation*}
$$

where all the covariant derivatives have been written out in terms of partial derivatives $L_{i j k, l}$ and undifferentiated components of $L_{a b c}$. We note that we can separate $K_{a b c d}$ into two distinct groups of terms as follows

$$
\begin{equation*}
K_{a b c d}\left(x^{e}, L_{f g h}, L_{i j k, l}\right)=E_{a b c d}\left(x^{e}, L_{f g h}\right)+F_{a b c d}\left(L_{i j k, l}\right) \tag{22}
\end{equation*}
$$

where

$$
\begin{align*}
E_{a b c d}= & -\Gamma_{a d}^{n}\left(L_{n b c}+L_{n c b}\right)+\Gamma_{b d}^{n}\left(L_{n a c}+L_{n c a}\right)+\Gamma_{a c}^{n}\left(L_{n b d}+L_{n d b}\right) \\
& -\Gamma_{b c}^{n}\left(L_{n a d}+L_{n d a}\right) \tag{23}
\end{align*}
$$

and

$$
\begin{equation*}
F_{a b c d}=L_{a b c, d}-L_{a b d, c}+L_{c d a, b}-L_{c d b, a} \tag{24}
\end{equation*}
$$

The field components $L_{a b c}=-L_{b a c}$ give us 24 new independent field variables and the partial derivatives $L_{i j k, l}$ a further 96 new independent variables. Add to both of these new variables the 4 local coordinates $\left(x^{e}\right)$ to give a total of $4+24+96=124$ independent variables in the jet bundle approach to the analysis of the Riemann-Lanczos problem on a 124dimensional jet bundle. Bampi and Caviglia [1] showed that, in general, the Riemann-Lanczos PDE system cannot be in involution. However, a year later in 1983 they returned to the problem [2] and showed that, with a suitable prolongation, it could be made into a system in involution. Their work was based on Cartan's exterior differential systems (EDS) method with suitable Vessiot vector fields.

Using only essentially classical tensor calculus methods or their equivalent in terms of the covariant exterior differential operator Edgar [8] and Massa and Pagani [14] claimed to find non-linearities in the RiemannLanczos problem which made it inconsistent with general spacetime manifolds. An exhaustive analysis of the Riemann-Lanczos problem was recently made by Dolan and Gerber [6] using a jet bundle approach. Because of the splitting property of the quantities $K_{a b c d}$ given in equations $(22),(23)$ and (24), which persist in comparable form into higher-order derivatives, no place in the calculations could be found in which non-linearities could appear in the original Riemann-Lanczos problem or in any derivative of its equations during prolongation. A recent theorem of Malgrange shows that all prolongations to involutivity $[12,13]$ will terminate in a finite number of steps in giving an involutory system at all generic points or else no such points exist.

## 4 Discussion

We gave a historic survey of the two problems called the Weyl-Lanczos problem and the Riemann-Lanczos problem. Both problems can be recast as an exterior differential system. The Weyl-Lanczos problem is in involution and many exact solutions of it exist for various spacetimes, see for example [15]. By contrast the Riemann-Lanczos problem is not in involution and needs prolongation. Prolongations are best carried out using the standard jet bundle approach and Monge variables. The Riemann-Lanczos system of PDEs is a linear system of PDEs and clearly stays that way during prolongation. Classical tensor calculus cannot exceed its 4 independent local coordinates $\left(x^{e}\right)$. We pointed out that the jet bundle approach starts with 124 independent variables even before prolongation and the number of independent variables will increase considerably during prolongation. The alternative classical tensor-calculus-based approaches of the relativity literature $[14,8]$ miss (1) the linearity of the Riemann-Lanczos problem, which persists under all differentiations, and (2) the extra degrees of freedom which are necessary to locate integrability conditions.
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#### Abstract

We present two families of exterior differential systems (EDS) for non-isometric embeddings of orthonormal frame bundles over Riemannian spaces of dimension $q=2,3,4,5 \ldots$ into orthonormal frame bundles over flat spaces of sufficiently higher dimension. We have calculated Cartan characters showing that these EDS satisfy Cartan's test and are wellposed dynamical field theories. The first family includes a constant-coefficient (cc) EDS for classical Einstein vacuum relativity $(q=4)$. The second family is generated only by cc 2 -forms, so these are integrable (but nonlinear) systems of partial differential equations. These latter field theories apparently are new, although the simplest case $q=2$ turns out to embed a ruled surface of signature $(1,1)$ in flat space of signature $(2,1)$. Cartan forms are found to give explicit variational principles for all these dynamical theories.


## 1 Introduction

We discuss two families of geometric field theories. By "geometric" we mean that these theories are given as exterior differential systems (EDS) for embedding of q-dimensional submanifolds $R^{q}$ in flat homogeneous isotropic metric spaces $E^{N}$ of higher dimension, say $N$. To formulate these EDS we in fact embed the orthonormal frame bundles over the submanifolds into the orthonormal frame bundles over the flat spaces, that is, into the groups $\operatorname{ISO}(N)$, which have dimension $N(N+1) / 2$. E. g., the $q=4$
dimensional EDS are set using the 55 basis 1-forms of $\operatorname{ISO}(10)$. The fibers of the embedded bundles are subgroups of the $\mathrm{O}(N)$ fibers of $\operatorname{ISO}(N)$, thus inducing embedding maps of their q-dimensional bases $R^{q}$ into the $E^{N}$ bases of $\operatorname{ISO}(N)$.

By "field theories" we mean that each of these various EDS is shown, by an explicit numerical calculation of its Cartan characteristic integers [1] to have the property of being well-posed or, with the correct signature, of being "causal". This calculation uses a suite of Mathematica programs for EDS written by H. D. Wahlquist, and evaluates the Cartan characteristic integers with a Monte Carlo program to compute the ranks of the large matrices that arise [2]. The successive integers determine the dimension and well-posedness of the general solutions, and the Wahlquist programs also confirm the "involutory" property of certain fields in a solution, viz. those that can be adopted as independent variables.

A properly set EDS in a space with N variables is equivalent to a set of first order partial differential equations in $\mathrm{N}-\mathrm{q}$ dependent variables, functions of $q$ independent variables, and Cartan's technique of EDS is a deep approach to the Cauchy-Kowalewska analysis of such field theories.

Cartan's theory considers construction of a sequence of regular integral manifolds (of successively higher dimensions) of an EDS. His characteristic integers $s_{i}, i=0,1, . ., q-1$, are calculated from the ranks of matrices that arise, and are diagnostic; they must pass Cartan's test [1] if the EDS (or an equivalent set of partial differential equations) is well posed. Then the final construction of the solution is determined solely from gauge and boundary data, and, at least in the analytic category, Cauchy existence and uniqueness are proved. We believe that, with proper attention to signature, the sets of partial differential equations following from such a well-posed EDS are those of a canonical field theory. Non-trivial embedding EDS that are well-posed, or causal, are not common. A key to their existence may be that for all the EDS we consider here we are also able to find Cartan $q$-forms from which the EDS may be derived by arbitrary variation.

There is a large literature, beginning with Lepage and Dedecker, on the
use of Cartan $q$-forms and their closure $q+1$-forms ("multisymplectic" forms). These are respectively the multidimensional field-theoretic extensions of classical Hamiltonian theory (the Cartan 1-form $L d t$ ) and symplectic geometry. A short but essential bibliography can be found in Gotay [3]; cf. also Gotay et al [4], Bryant et al [5], Hermann [6] and Estabrook [7] [8]. The differential geometric setting for that work was for the most part (the structure equations of basis forms on) the first or second jet bundle over a base of $q$ independent variables. Our use instead of basis forms and structure equations for embedding geometry, orthonormal frame bundles over flat metric geometries, is more in the spirit of string theory. It allows application of the variational techniques of field theory to the movable frames of general relativity, and can lead to interesting extensions.

In both these families of EDS we adapt the method usually used in the mathematical literature for isometric embedding, cf. e.g. [9], [10], in that we do not begin with a prior framing of the solution and prolong to higher bundles, but rather only use the bases of the embedding bundle. Such EDS have also been used in the theory of calibrated subspaces [1]. Perhaps this generalization of the customary isometric embedding can be called "dynamic embedding". The EDS that naturally arise are considerably more elegant, interpretable as field theories.

The Lie group $\operatorname{ISO}(N)$ (or one of its signature siblings $\operatorname{ISO}(N-1,1)$ etc.) is the isometry group of $N$-dimensional flat space $E^{N}$ (or a signature sibling). The group space is spanned by $P=N(N+1) / 2$ canonical vector fields, and by a dual basis of left-invariant 1 -forms that we first denote by $\theta^{\mu}, \mu=1 \ldots N$, corresponding to translations, and $\omega^{\mu}{ }_{\nu}$, that will correspond to rotations. Now the structure equations for general movable frames over an N -dimensional manifold are usually written covariantly (on the second frame bundle) as

$$
\begin{align*}
d \theta^{\mu}+\omega^{\mu}{ }_{\nu} \wedge \theta^{\nu} & =0  \tag{1}\\
d \omega^{\mu}{ }_{\nu}+\omega^{\mu}{ }_{\sigma} \wedge \omega^{\sigma}{ }_{\nu}+R^{\mu}{ }_{\nu} & =0 . \tag{2}
\end{align*}
$$

These become the Cartan-Maurer equations of $\operatorname{ISO}(N)$ or one of its siblings when the curvature 2 -forms $R^{\mu}{ }_{\nu}$ are put equal to zero, and upper indices are systematically lowered using (for signature) a non-singular matrix of constants $\eta_{\mu \nu}$, after which imposing antisymmetry (orthonormality) $\omega_{\mu \nu}=-\omega_{\nu \mu}$. These structure equations then describe $N(N-1) / 2-$ dimensional rotation groups as fibers over $N$-dimensional homogeneous spaces $E^{N}$. (The $\eta_{\mu \nu}$, and other possible signatures in $E^{N}$, are often conveniently ignored in the following, and can be inserted later.)

We will write the two families of EDS using partitions $(n, m), n+m=$ $N$, of the basis forms of $\operatorname{ISO}(N)$ into classes labeled respectively by the first $n$ indices $i, j$, etc. $=1,2, \ldots n$ and the remaining indices $A, B$, etc. $=n+1, n+2, \ldots N$. So the basis forms are $\theta^{i}, \theta^{A}$, and, after lowering an index, $\omega_{i j}=-\omega_{j i}, \omega_{A B}=-\omega_{B A}, \omega_{i A}=-\omega_{A i}$. Summation conventions on repeated indices will be used separately on each partition. The structure equations (1) (2) before lowering become

$$
\begin{align*}
d \theta^{i}+\omega^{i}{ }_{j} \wedge \theta^{j} & =-\omega^{i}{ }_{A} \wedge \theta^{A}  \tag{3}\\
d \theta^{A}+\omega^{A}{ }_{B} \wedge \theta^{B} & =-\omega^{A}{ }_{i} \wedge \theta^{i}  \tag{4}\\
d \omega^{i}{ }_{j}+\omega^{i}{ }_{k} \wedge \omega^{k}{ }_{j} & =-\omega^{i}{ }_{A} \wedge \omega^{A}{ }_{j}  \tag{5}\\
d \omega^{A}{ }_{B}+\omega^{A}{ }_{C} \wedge \omega^{C}{ }_{B} & =-\omega^{A}{ }_{i} \wedge \omega^{i}{ }_{B}  \tag{6}\\
d \omega^{i}{ }_{A}+\omega^{i}{ }_{j} \wedge \omega^{j}{ }_{A}+\omega^{i}{ }_{B} \wedge \omega^{B}{ }_{A} & =0 . \tag{7}
\end{align*}
$$

The terms we have put on the right are interpreted as torsions and curvatures induced by an embedding; we will use them to set the EDS.

In Sections 2 and 3 we calculate the Cartan characteristic integers of the embedding EDS for the two families. We will report the results in a short tabular form: $P\left\{s_{0}, s_{1}, \ldots s_{q-1}\right\} q+C C$. This gives first the dimension $P$ of the space in which we set the EDS, i.e. the total number of basis forms with whose structure equations we begin, then the series of Cartan integers found, $\left\{s_{0}, s_{1}, \ldots s_{q-1}\right\} . q$ is the dimensionality of the base space of a general solution. Finally CC is the number of Cartan characteristic vectors (the number of auxiliary fields allowing us to write a cc system, fibers corresponding to variables that could in principle be eliminated from
the EDS). Cartan denotes $q+C C$ by $g$, the genus. The ultimately simple Cartan test showing the EDS to be well-posed and causal, calculated from these, is derived in [1] and the literature cited there. Here the test is simply that these integers satisfy $P-\sum_{i=0}^{q-1} s_{i}-q-C C:=s_{q} \geq 0$. We will always have $s_{q}=0$, which a physicist interprets as absence of a gauge group, and so according to Cartan solutions will depend on $s_{q-1}$ functions of $\mathrm{q}-1$ variables. We denote these theories as causal but that requires also adjusting the signatures, so that the final integration of solutions from this boundary data is hyperbolic.

It is a classic result [10] that smooth local embedding of Riemannian geometries of dimension $q=3,4,5 \ldots$ is always possible into flat spaces of dimension respectively $N=q(q+1) / 2=6,10,15 \ldots$, which motivates the partitions of our first family, viz. $(n, m)=(3,3),(4,6),(5,10), \ldots$ The causal EDS we give determine submanifolds of $\operatorname{ISO}(N)$ which are themselves $O(n) \otimes O(m)$ bundles fibered over $q=n$-dimensional base spaces, say $R^{q}$ and induce maps of these into $E^{N}$. The $n \theta_{i}$ remain independent ("in involution") when pulled back to a solution bundle, satisfying the structure equations of an orthonormal basis in any cross section, and Equations (5) and (7) express embedding relations that go back to Gauss and Codazzi. The solution bundle metric is the pullback of $\theta_{i} \theta_{i}$. We will present in Section 2 the family of Einstein-Hilbert Cartan forms from which the EDS of this first family are derived by variation. The EDS will require zero torsion for the $\theta_{i}$ but not insist on aligning the solutions with these orthonormal frames (the $\theta_{A}$ are not included in the EDS so it is not necessarily "isometric"), and from the induced map of bundle bases there is also a less interesting "ghost" metric which is the pullback of $\theta_{i} \theta_{i}+\theta_{A} \theta_{A}$. The induced curvature 2 -forms are required by the EDS to satisfy "horizontality" 3 -form conditions and also to have vanishing Ricci $n-1$-forms.

The field theories of our second family, of dimension $q=2,3,4,5 \ldots$ also arise from embeddings into flat spaces $E^{N}$ of dimension $N=3,6,10,15, \ldots$ but the EDS use different partitions, viz.., $(n, m)=(1,2),(2,4),(3,7)$, $(4,11)$, etc. Solutions are $(O(n) \otimes O(m)$ bundles over) geometries of di-
mension $q=n+1$ and can be called n-branes. They have rulings that are flat n-spaces. The EDS are generated only by cc sets of 2 -forms (for vanishing torsion of both partitions) and are so-called "integrable systems". Again the embedding is dynamic, the partitioned frames are not required to be an orthonormal framing of the solution manifolds. In Section 3 we give the EDS and report the calculated Cartan characters showing them to be causal. The $n \theta_{i}$ when pulled back into a solution both determine a Riemannian submersion and geodesic slicing. This is either a theory of relativistic rigidity or perhaps of a Kaluza-Klein gravitational field, depending on $N$ and the signature adopted. Cartan forms for those EDS are easily found.

As a sole illustration of introduction of explicit coordinates into such a frame bundle EDS, the simplest of these non-isometric geometric field theories, that based on partition $(1,2)$, is integrated in Section 4. Its solutions turn out to be classically known, in the guise of geodesically ruled surfaces in $E^{3}$. We have only changed signature to show it as a stringy field causally evolving in time.

## 2 Einstein-Hilbert Action

The EDS of our first family arise from Cartan $n$-forms on $\operatorname{ISO}(N)$ expressing the Ricci scalars of $q=n$ dimensional submanifolds of $E^{N}$,

$$
\begin{equation*}
\Lambda=R_{i j} \wedge \theta_{k} \wedge \ldots \theta_{p} \epsilon_{i j k \ldots p}, \tag{8}
\end{equation*}
$$

where from the Gauss structure equation, Eq. (5), $2 R_{i j}:=-\omega_{i A} \wedge \omega_{j A}$ is the induced Riemann 2-form. The exterior derivative of the $n$-form field $\Lambda$ on ISO( $N$ ), using Eq. (3) and (7), is quickly calculated to be the $n+1$-form (closed, multisymplectic)

$$
\begin{equation*}
d \Lambda=\theta_{A} \wedge \omega_{A i} \wedge R_{j k} \wedge \theta_{l} \wedge \ldots \theta_{p} \epsilon_{i j k l \ldots p} \tag{9}
\end{equation*}
$$

This $n+1$-form is a sum of products of the $m 1$-forms $\theta_{A}$ and the m $n$-forms $\omega_{A i} \wedge R_{j k} \wedge \theta_{l} \wedge \ldots \theta_{p} \epsilon_{i j k l \ldots p}$. A variational isometric embedding EDS
is generated by the $\mathrm{m} \theta_{A}$, their exterior derivatives for closure, and the $\mathrm{m} n$-forms, since any vector field contracted on $d \Lambda$ yields a form in the EDS. That is, up to boundary terms, the arbitrary variation of $\Lambda$ vanishes on solutions. We previously calculated Cartan's characteristic integers for these isometric embedding EDS showing them to be well set and causal [11] [12]. We denoted them as being "constraint free" geometries. Isometric embedding formulations of the Ricci-flat field equations then are obtained by adding in the closed $n-1$-forms for Ricci-flatness as constraints. The augmented EDS are again calculated to be causal. To be explicit, for partition $(4,6)$ the constraint-free Cartan character table was $55\{6,6,6,12\} q=4+21$ which, with the augumentation with four 3 -forms became $55\{6,6,10,8\} q=4+21$. We now see that formulation as nevertheless somewhat unsatisfactory as field theory, since the Einstein-Hilbert action appears to have lead to equations which in fact mostly follow from the imposed constraints.

We have however noticed that there is another variational EDS belonging to a different quadratic factoring of the multisymplectic forms $d \Lambda$, Eq. (9). The $\theta_{i}$ will frame a Riemannian metric on an embedded space of dimension $n$ so long as the induced torsion 2-forms of Eq.(2), $\omega_{i A} \wedge \theta_{A}$, vanish, and these factor Eq.(9) term-by-term, as products with the $\mathrm{n} n-1$ forms for Ricci-flatness. The exterior derivatives of the torsion terms must be included; these are sometimes called conditions for horizontality. In sum, we have considered the following closed EDS (which now do not include the mathematically customary isometric embedding 1-forms $\theta_{A}$ )

$$
\begin{equation*}
\left(\omega_{i A} \wedge \theta_{A}, R_{i j} \wedge \theta_{j}, R_{i j} \wedge \theta_{k} \wedge \ldots \theta_{l} \epsilon_{i j k \ldots l p}\right) \tag{10}
\end{equation*}
$$

When $\mathrm{n}=4$ this EDS is an exact parallel to the EDS for a moving frame formulation of vacuum relativity that used the 44 traditional intrinsic coordinates of tetrad frames and connections over 4 -space, and had 10 gauge freedoms [13]. It had the same Cartan character table but no CC. The present formulation is set with more variables, viz. 55, but its solutions have 21 CC fibers (since $\omega_{i j}$ and $\omega_{A B}$ do not enter explicitly) and no gauge freedom; moreover it has the elegance of a cc EDS (no coordinate functions
appear in the generating forms) [14] [15] [16].
The calculation shows the EDS Eq.(10) to be well set and causal systems for embedding of $O(n) \otimes O(m)$ bundles over $n$ space, for the partitions (3, $3),(4,6),(5,10)$ etc. as stated in the introduction. The embedding dimension, the computed Cartan characters, dimensionality and $O(n)+$ $O(m)$ fiber dimension (CC) of the solutions for these cases are respectively $21\{0,6,3\} 3+9,55\{0,4,12,14\} 4+21,120\{0,5,10,20,25\} 5+55$, etc. The base spaces of the fibered solution manifolds are spanned by the 1 -forms $\theta_{i}$; evidently a solution is a bundle of orthonormal frames belonging to the Ricci-flat Riemannian connection $\omega_{i j}$. The metric is $\theta_{i} \theta_{i}$. There is also present in the base space $R^{n}$ another metric pulled back from the induced embedding of it in the base space $E^{N}$ about which we know little: $\theta_{i} \theta_{i}+\theta_{A} \theta_{A}$. It is a ghost tensor field, perhaps with only indirect influence. The ideals we are writing are set on $\operatorname{ISO}(N)$, and their solutions are frame bundles embedded in $\operatorname{ISO}(N)$, and the induced embeddings of the base spaces seem to be of less interest.

The ideal Eq.(10) is contained in the augmented embedding ideal we have previously used, so solutions of the latter will be solutions of the former. This would seem to imply that our new dynamic embedding ideal will have additional solutions; indeed it implies fewer partial differential equations than does the isometric embedding ideal augmented with constraints for Ricci-flat geometry. Perhaps so-called singular solutions of the isometric embedding ideal-solutions which are not regular, that is, obtained by Cartan's sequential integrations-now appear as regular solutions, which could make this new formulation important for local numerical computation from boundaries.

## 3 Torsion-free n-brane Embedding

We have searched whether the torsion 2-forms induced in both the local partitions can together be taken as an EDS: $\left(\omega_{i A} \wedge \theta_{A}, \omega_{i A} \wedge \theta_{i}\right)$. It can easily be checked that it is closed, and calculation of the characteristic integers indeed showed that for just the values of ( $n, m$ ) of the second
family described in the introduction these EDS are causal, with $q=n+1$ and fibers $O(n) \otimes O(m)$, $\operatorname{dim} n(n-1) / 2+m(m-1) / 2$. The results for the first five EDS are: $(n, m)=(1,2), 6\{0,3\} 2+1 ;(2,4), 21\{0,6,5\} 3+7$; $(3,7), 55\{0,10,9,8\} 4+24 ;(4,11), 120\{0,15,14,13,12\} 5+61 ;(5,16)$, $231\{0,21,20,19,18,17] 6+130$; and the pattern seems evident.

Now well set EDS for geodesic flat dimension n submanifolds of flat N spaces are generated, using the partition $(n, m)$, by the closed ideal of 1forms $\left(\theta_{A}, \omega_{A i}\right)$. For example, if $N=3$ and $n=1$ and $m=2$, geodesic lines in flat 3 -space, the Cartan characteristic integers are $6\{4\} 1+1$. If $N=4$, for partition $(1,3)$ we find $10\{6\} 1+3$ (in all cases $\omega_{i j}$ and $\omega_{A B}$ give the Cauchy characteristic fibers). Similarly, the EDS for flat 2-dimensional submanifolds of flat $N$ spaces are generated by the 1-forms with partitions $(2, N-2)$. For example if $N=5,(n, m)=(2,3)$, and the character table is $15\{9,0\} 2+4$. When $N=6,(n, m)=(2,4)$ and $21\{12,0\} 2+7$. The zeros can be ascribed to a gauge freedom. These constructions clearly continue. Our new torsion-free EDS $\left(\omega_{i A} \wedge \theta_{A}, \omega_{A i} \wedge \theta_{i}\right)$ are contained in $\left(\theta_{A}, \omega_{A i}\right)$, so we see that the q-dimensional solutions of the torsion-free embedding theory must contain flat geodesic fibers of dimension $n=q-1$. Thus the solutions are ruled spaces,

In a solution the $\theta_{i}$ remain independent (are "in involution") but fall short by one of being a complete basis. In addition to the slicing, they define there a vector field, say $V$, of arbitrary normalization (a congruence), by the relations $V \cdot \theta_{i}=V \cdot \omega_{i j}=V \cdot \omega_{A B}=0$. Contracting $V$ on the second torsion 2 -form, since the $\theta_{i}$ remain linearly independent, gives also $V \cdot \omega_{i A}=0$. It follows that the Lie derivatives with respect to V of $\theta_{i}, \omega_{i j}$ and $R_{i j}$ vanish on solutions. They live in (and are lifted from) an n dimensional quotient space of the solution, with metric $\theta_{i} \theta_{i}$ and Riemann tensor $\omega_{i A} \wedge \omega_{A j}$. Cross sections of this quotient map are the rulings, geodesic n-dimensional subspaces calibrated by the volume form $\theta_{i} \wedge \theta_{j} \ldots \wedge \theta_{k}$.

In an earlier time we have discussed the problem of defining a rigid body in special and general relativity [17]. The kinematic quotient-space definition of rigidity due originally to Max Born (Riemannian submersion)
was shown by Herglotz and Noether to have only three degrees of freedom: the only Born-rigid congruences which were rotating ( had vorticity) in Minkowski space were isometries of the space-time without time evolution. We showed this to be the case also for kinematic or "test" rigid bodies moving in vacuum Einstein spaces. It seemed to be impossible then to sensibly discuss the so-called "dynamic" rigid bodies envisioned by Pirani, which were to carry their own 3-dimensional geometry while distorting space-time. We are charmed by having now arrived at space-times, using dynamic embedding in the $(3,7)$ partition, having the greater dynamical freedom allowed by separation of the rôles of the induced 3-metrics in the cross sections and quotient space of a solution.

In the $(4,11)$ partition, the solutions are five dimensional, with a dynamically rigid congruence that projects to a metric quotient 4 -space. This may be a well-posed causal variant of Kaluza-Klein theory, and merits further investigation.

Closed EDS generated only by cc 2 -forms have a special structure, inasmuch as they can be equivalent to dual infinite Lie algebras of Kaĉ-Moody type and lead to hierarchies of so-called integrable systems. Lie groups have a duality between 2-form Cartan-Maurer structure equations for basis 1 -forms and Lie commutator products of dual basis vector fields. This duality persists when the additional cc 2-forms of an EDS are imposed, but then the vector commutator table is incomplete. New vectors can be introduced in terms of the unknown commutators, and then more commutators calculated using the Jacobi identities. These allow adding 2 -form structure equations for new dual 1 -forms in higher dimensional spaces. If this expansion terminates, an embedding in a group has been found, the new 1 -forms being potentials that integrate the original EDS. If the expansion continues, it leads to a Kaĉ-Moody algebra of finite growth. Such EDS belong to so-called integrable systems of partial differential equations. The prototype of this is the well-known Korteweg-de Vries equation, which both leads to [18], and belongs to, the hierarchy of the infinite Lie algebra $A_{1}{ }^{(1)}$ derived from SL(2, R). The Kaĉ-Moody algebras dual to our embed-
ding EDS remain to be worked out.
Finally, although we did not derive these EDS variationally, Cartan forms are easily found, at least for even dimensions. In particular, in the $(3,7)$ theory either the 2-forms $\tau_{A}=\omega_{A i} \wedge \theta_{i}$ or $\sigma_{i}=\omega_{i A} \wedge \theta_{A}$ can be used to write a quadratic Cartan form as in some Yang-Mills theories:

$$
\begin{equation*}
\Lambda=\tau_{A} \wedge \tau_{A}, \text { so } d \Lambda=2 \tau_{A} \wedge \omega_{A i} \wedge \sigma_{i} \tag{11}
\end{equation*}
$$

Every term of $d \Lambda$ contains both a $\tau_{A}$ and a $\sigma_{i}$ so arbitrary variation yields the EDS. We also note that $\tau_{A} \wedge \tau_{A}+\sigma_{i} \wedge \sigma_{i}$ is exact.

## 4 The Partition (1, 2)

We will set this EDS on the frame bundle $\operatorname{ISO}(1,2)$ over a flat 3 -space with signature $(-,+,-)$, so the structure equations of the bases are

$$
\begin{align*}
d \theta_{1}+\omega_{12} \wedge \theta_{2}+\omega_{31} \wedge \theta_{3} & =0  \tag{12}\\
d \theta_{2}+\omega_{12} \wedge \theta_{1}-\omega_{23} \wedge \theta_{3} & =0  \tag{13}\\
d \theta_{3}-\omega_{31} \wedge \theta_{1}-\omega_{23} \wedge \theta_{2} & =0  \tag{14}\\
d \omega_{12}-\omega_{31} \wedge \omega_{23} & =0  \tag{15}\\
d \omega_{23}-\omega_{12} \wedge \omega_{31} & =0  \tag{16}\\
d \omega_{31}+\omega_{23} \wedge \omega_{12} & =0, \tag{17}
\end{align*}
$$

and the EDS to be integrated is generated by the three 2-forms $\omega_{i A} \wedge$ $\theta^{A}, \omega_{A i} \wedge \theta^{i}, i=1, A=2,3:$

$$
\begin{align*}
& \omega_{12} \wedge \theta_{2}+\omega_{31} \wedge \theta_{3}  \tag{18}\\
& \omega_{12} \wedge \theta_{1}  \tag{19}\\
& \omega_{31} \wedge \theta_{1} . \tag{20}
\end{align*}
$$

The characteristic integers are $6\{0,3\} \mathrm{q}=2$ and $\mathrm{CC}=1 ; \mathrm{O}(2)$ fiber (since $\omega_{23}$ is not present). To introduce coordinates - scalar fields - we will successively prolong the EDS with potentials or pseudopotentials, checking at each step that it remains well-set and causal.

First, it is obvious that there is a conservation law, a closed 2-form that is zero mod the EDS, viz. $d \theta_{1}$. So we adjoin the 1 -form

$$
\begin{equation*}
\theta_{1}+d v, \tag{21}
\end{equation*}
$$

introducing the scalar potential $v$. The characters are now $7\{1,3\} 2+1$. Next we specialize to a particular, convenient, fiber cross-section making a choice of frame: we introduce two new fields $\zeta$ and $\eta$ while prolonging with three 1-forms taken so that the original 2 -forms in the EDS vanish (they have been "factored")

$$
\begin{array}{r}
\omega_{12}-\zeta \theta_{1} \\
\omega_{13}-\eta \theta_{1} \zeta \\
\zeta \theta_{2}-\eta \theta_{3}+(\eta+\zeta) \theta_{1} . \tag{24}
\end{array}
$$

To maintain closure, however, three new 2-forms, exterior derivatives of these or algebraically equivalent, must also be adjoined:

$$
\begin{align*}
\left(d \zeta-\eta \omega_{23}\right) & \wedge d v  \tag{25}\\
\left(d \eta-\zeta \omega_{23}\right) & \wedge d v  \tag{26}\\
(\eta d \zeta-\zeta d \eta) & \wedge\left(\theta_{2}+\theta_{3}\right)-(\eta+\zeta) \omega_{23} \wedge\left(\eta \theta_{2}-\zeta \theta_{3}\right) \tag{27}
\end{align*}
$$

Now we have $9\{4,3\} 2$ with no CC. $\omega_{23}$ now appears in the EDS, but is conserved, $d \omega_{23}=0 \bmod$ EDS. Thus, we can introduce a pseudopotential variable $x$, and then further find another conserved 1 -form and a final pseudopotential $u$. Which is to say we can adjoin

$$
\begin{array}{r}
\omega_{23}-d x \\
\theta_{2}+\theta_{3}-e^{x} d u, \tag{29}
\end{array}
$$

without adding any 2 -forms to the EDS. We have a total of 11 basis 1-forms: six in $\theta_{i}, \theta_{A}, \omega_{A B}, \omega_{i A}$, plus $d \zeta, d \eta, d x, d u, d v$, and an EDS with $11\{6,3\} 2$. The pulled-back original six bases are now all solvable in terms of coordinate fields on the solutions, and can be eliminated: $5\{0,3\} 2$. We have
eliminated the CC. This is equivalent to a set of first order partial differential equations in 3 dependent variables and 2 independent variables. From the character table, we expect solutions to involve 3 arbitrary functions of 1 variable.

Taking $x$ and $v$ as independent in the solution, we can solve the first two 2-forms in Eq. (25) and (26) for $\eta$ and $\zeta$ :

$$
\begin{align*}
\eta & =a e^{x}+b e^{-x}  \tag{30}\\
\zeta & =a e^{x}-b e^{-x} \tag{31}
\end{align*}
$$

where $a$ and $b$ are arbitrary functions of $v$. The third 2-form then amounts to

$$
\begin{equation*}
e^{x}=1 / 2(b / a)^{\prime} \partial_{x} u \tag{32}
\end{equation*}
$$

which integrates to

$$
\begin{equation*}
e^{x}=1 / 2 B^{\prime}(u-A(v)) \tag{33}
\end{equation*}
$$

We have put $b / a=B(v)$ and prime is derivation with respect to $v$.
The three arbitrary functions of $v, a, b$ and $A$, give the general solution. On it the pulled-back bases of $E^{3}$ (no longer orthonormal or independent) are

$$
\begin{align*}
\theta_{1} & =-d v  \tag{34}\\
\theta_{2} & =d v+\frac{a e^{x}+b e^{-x}}{2 a} d u  \tag{35}\\
\theta_{3} & =-d v+\frac{a e^{x}-b e^{-x}}{2 a} d u \tag{36}
\end{align*}
$$

and the induced 2 -metric from $E^{3}$ is

$$
\begin{align*}
g & =-\theta_{1} \theta_{1}+\theta_{2} \theta_{2}-\theta_{3} \theta_{3}  \tag{37}\\
& =B d u^{2}+B^{\prime}(u-A) d v d u-d v^{2} \tag{38}
\end{align*}
$$

This is, up to signature, the metric found classically from the construction of geodesically ruled surfaces in $E^{3}$, cf, e.g., Eisenhardt [10]. The surfaces are intrinsically characterized by a "line of striction", the locus
$u-A(v)=0$, and a "parameter of distribution" $2 B / B^{\prime}$. The geodesic rulings, on which $\theta_{2}, \theta_{3}, \omega_{12}$, and $\omega_{13}$ pull back to vanish, are the set of lines $u=$ const. The rigid congruence is the set of lines on which V contracted with $\theta_{1}, \omega_{12}$ and $\omega_{13}$ vanishes, hence $v=$ const.
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#### Abstract

We provide a rigorous formulation of Vessiot's vector field approach to the analysis of general systems of partial differential equations and prove its equivalence to the formal theory.


Keywords: Vessiot distribution, integral element, involution

## 1 Introduction

Vessiot [13] proposed in the 1920s an approach to deal with general systems of partial differential equations which takes an intermediate position between the formal theory $[8,10]$ and the Cartan-Kähler theory of exterior differential systems $[1,4]$ : while still formulated in the language of differential equations (considered as submanifolds of a jet bundle), it represents essentially a dual, vector field based formulation of the Cartan-Kähler theory replacing exterior derivatives by Lie brackets.

[^4]The Vessiot theory has not attracted much attention. Presentations in a more modern language are contained in [2, 11]; applications have mainly appeared in the context of the Darboux method for solving hyperbolic equations, see e.g. [12]. While a number of textbooks provide a very rigorous analysis of the Cartan-Kähler theory, the above mentioned references (and also Vessiot's original work) are somewhat lacking in this respect. In particular, the question of what assumptions are needed has been ignored.

The purpose of the present article is to close this gap and simultaneously to relate the Vessiot theory with the key concepts of the formal theory like involution and formal integrability. We will show that the Vessiot construction succeeds, if and only if it is applied to an involutive system. This result is not surprising, given the well-known fact that the formal theory and the Cartan-Kähler theory are equivalent. However, to our knowledge an explicit proof has never been given. As a by-product, we will provide a new definition for integral elements based on the contact map making also the relations between the formal theory and the Cartan-Kähler theory more transparent.

## 2 Formal Theory

We cannot give here a detailed introduction into the formal theory. Our presentation and notations follow [10]; other general references are [5, 8]. For simplicity, we will mainly work in local coordinates, although the whole theory can be expressed in an intrinsic way.

Let $\pi: \mathcal{E} \rightarrow \mathcal{X}$ be a (smooth) fibred manifold. We call coordinates $\mathbf{x}=\left(x^{1}, \ldots, x^{n}\right)$ of $\mathcal{X}$ independent variables and fibre coordinates $\mathbf{u}=$ $\left(u^{1}, \ldots, u^{m}\right)$ in $\mathcal{E}$ dependent variables. Sections ${ }^{2} \sigma: \mathcal{X} \rightarrow \mathcal{E}$ correspond locally to functions $\mathbf{u}=\mathbf{s}(\mathbf{x})$. Derivatives are written in the form $u_{\mu}^{\alpha}=$ $\partial^{|\mu|} u^{\alpha} / \partial x_{1}^{\mu_{1}} \cdots \partial x_{n}^{\mu_{n}}$ where $\mu=\left[\mu_{1}, \ldots, \mu_{n}\right]$. Adding the derivatives $u_{\mu}^{\alpha}$ up to order $q$ (denoted by $\mathbf{u}^{(q)}$ ) defines a local coordinate system for the $q$-th order jet bundle $J_{q} \pi$ which may be considered as the space of truncated Taylor expansions.

[^5]The jet bundle $J_{q} \pi$ admits a number of fibrations. For us particularly important are $\pi_{q-1}^{q}: J_{q} \pi \rightarrow J_{q-1} \pi$ and $\pi^{q}: J_{q} \pi \rightarrow \mathcal{X}$. To each section $\sigma: \mathcal{X} \rightarrow \mathcal{E}$ locally defined by $\sigma(\mathbf{x})=(\mathbf{x}, \mathbf{s}(\mathbf{x}))$ we may associate its prolongation $j_{q} \sigma: \mathcal{X} \rightarrow J_{q} \pi$, a section of the fibration $\pi^{q}$ given by $j_{q} \sigma(\mathbf{x})=$ $\left(\mathrm{x}, \mathrm{s}(\mathrm{x}), \partial_{\mathrm{x}} \mathrm{s}(\mathrm{x}), \partial_{\mathrm{xx}} \mathrm{s}(\mathrm{x}), \ldots\right)$.
The geometry of $J_{q} \pi$ is to a large extent determined by its contact structure. It can be described in a number of ways. We will use three different approaches. The contact codistribution $\mathcal{C}_{q}^{0} \subseteq T^{*}\left(J_{q} \pi\right)$ consists of all oneforms such that their pull-back by a prolonged section vanishes. Locally, it is spanned by the contact forms ${ }^{3}$

$$
\omega_{\mu}^{\alpha}=d u_{\mu}^{\alpha}-u_{\mu+1_{i}}^{\alpha} d x^{i}, \quad 0 \leq|\mu|<q .
$$

Dually, we may consider the contact distribution $\mathcal{C}_{q} \subseteq T\left(J_{q} \pi\right)$ consisting of all vector fields annihilated by $\mathcal{C}_{q}^{0}$. One easily verifies that it is generated by the fields

$$
\begin{aligned}
C_{i}^{(q)} & =\partial_{i}+u_{\mu+1_{i}}^{\alpha} \partial_{u_{\mu}^{\alpha}}, & 1 \leq i \leq n \\
C_{\alpha}^{\mu} & =\partial_{u_{\mu}^{\alpha}}, & |\mu|=q
\end{aligned}
$$

Note that the latter fields span the vertical bundle $V \pi_{q-1}^{q}$ of the fibration $\pi_{q-1}^{q}$. Thus the contact distribution can be split as $\mathcal{C}_{q}=V \pi_{q-1}^{q} \oplus \mathcal{H}$. Here the complement $\mathcal{H}$ is an $n$-dimensional transversal subbundle of $T\left(J_{q} \pi\right)$ and obviously not uniquely determined (though any local coordinate chart induces via the span of the vectors $C_{i}^{(q)}$ one possible choice). Note that any such complement $\mathcal{H}$ may be considered as the horizontal bundle of a connection on the fibred manifold $\pi^{q}: J_{q} \pi \rightarrow \mathcal{X}$ ( $n o t$ for the fibration $\left.\pi_{q-1}^{q}!\right)$. Following Fackerell [2], we call any connection on $\pi^{q}$ whose horizontal bundle consists of contact fields a Vessiot connection ${ }^{4}$.

As a third approach to the contact structure we consider, following [7], the contact map. It is the unique map $\Gamma_{q}: J_{q} \pi \times{ }_{\mathcal{X}} T \mathcal{X} \rightarrow T\left(J_{q-1} \pi\right)$ such that the diagram

[^6]
commutes for any section $\sigma$. Because of its linearity over $\pi_{q-1}^{q}$, we may also consider it as a map $\Gamma_{q}: J_{q} \pi \rightarrow T^{*} \mathcal{X} \otimes_{J_{q-1} \pi} T\left(J_{q-1} \pi\right)$ with the local coordinate form:
\[

$$
\begin{equation*}
\Gamma_{q}:\left(\mathbf{x}, \mathbf{u}^{(q)}\right) \mapsto\left(\mathbf{x}, \mathbf{u}^{(q-1)} ; d x^{i} \otimes\left(\partial_{x^{i}}+u_{\mu+1_{i}}^{\alpha} \partial_{u_{\mu}^{\alpha}}\right)\right) . \tag{1}
\end{equation*}
$$

\]

Now one can see that $\operatorname{im} \Gamma_{q}=\mathcal{C}_{q-1}$ and hence $\mathcal{C}_{q}=\left(T \pi_{q-1}^{q}\right)^{-1}\left(\operatorname{im} \Gamma_{q}\right)$.
Proposition 2.1. A section $\gamma: \mathcal{X} \rightarrow J_{q} \pi$ is of the form $\gamma=j_{q} \sigma$ for $a$ section $\sigma: \mathcal{X} \rightarrow \mathcal{E}$, if and only if $\operatorname{im~} \Gamma_{q}(\gamma(x))=T_{\gamma(x)} \pi_{q-1}^{q}\left(T_{\gamma(x)}\right.$ im $\left.\gamma\right)$ for all points $x \in \mathcal{X}$ where $\gamma$ is defined.

Thus for any section $\sigma: \mathcal{X} \rightarrow \mathcal{E}$ the equality $\operatorname{im} \Gamma_{q+1}\left(j_{q+1} \sigma(x)\right)=$ $\operatorname{im} T_{x}\left(j_{q} \sigma\right)$ holds and we may say that knowing the $(q+1)$-jet $j_{q+1} \sigma(x)$ of a section $\sigma$ at some $x \in \mathcal{X}$ is equivalent to knowing its $q$-jet $\rho=j_{q} \sigma(x)$ at $x$ plus the tangent space $T_{\rho}\left(\operatorname{im} j_{q} \sigma\right)$ at this point. This observation will later be the key for the Vessiot theory.

A differential equation of order $q$ is a fibred submanifold $\mathcal{R}_{q} \subseteq J_{q} \pi$ locally described as the zero set of some smooth functions on $J_{q} \pi$ :

$$
\begin{equation*}
\mathcal{R}_{q}:\left\{\Phi^{\tau}\left(\mathbf{x}, \mathbf{u}^{(q)}\right)=0, \quad \tau=1, \ldots, t\right. \tag{2}
\end{equation*}
$$

(Note that we do not distinguish between scalar equations and systems.) We denote by $\iota: \mathcal{R}_{q} \hookrightarrow J_{q} \pi$ the canonical inclusion map. Differentiating every equation in (2) yields the prolonged equation $\mathcal{R}_{q+1} \subseteq J_{q+1} \pi$ defined by the equations $\Phi^{\tau}=0$ and $D_{i} \Phi^{\tau}=0$ with the formal derivative $D_{i}$, given by $D_{i} \Phi^{\tau}(\mathbf{x}, \mathbf{u})=\frac{\partial \Phi^{\tau}}{\partial x^{i}}(\mathbf{x}, \mathbf{u})+\frac{\partial \Phi^{\tau}}{\partial u_{\mu}^{\alpha}}(\mathbf{x}, \mathbf{u}) u_{\mu+1_{i}}^{\alpha}$. Iteration of this process gives the higher prolongations $\mathcal{R}_{q+r} \subseteq J_{q+r} \pi$. A subsequent projection leads to $\mathcal{R}_{q}^{(1)}=\pi_{q}^{q+1}\left(\mathcal{R}_{q+1}\right) \subseteq \mathcal{R}_{q}$ which is a proper submanifold, whenever integrability conditions appear. $\mathcal{R}_{q}$ is formally integrable, if at any prolongation order $r>0$ the equality $\mathcal{R}_{q+r}^{(1)}=\mathcal{R}_{q+r}$ holds.

A solution is a section $\sigma: \mathcal{X} \rightarrow \mathcal{E}$ such that its prolongation satisfies $\operatorname{im} j_{q} \sigma \subseteq \mathcal{R}_{q}$. In local coordinates, this coincides with the usual notion of a solution. For formally integrable equations it is straightforward to construct order by order formal power series solutions; otherwise it is very hard to find solutions. A key insight of Cartan was to introduce infinitesimal solutions or integral elements at a point $\rho \in \mathcal{R}_{q}$ as subspaces $\mathcal{U}_{\rho} \subseteq T_{\rho} \mathcal{R}_{q}$ which are potentially part of the tangent space of a prolonged solution.

Definition 2.2. Let $\mathcal{R}_{q} \subseteq J_{q} \pi$ be a differential equation. A linear subspace $\mathcal{U}_{\rho} \subseteq T_{\rho} \mathcal{R}_{q}$ is an integral element at the point $\rho \in \mathcal{R}_{q}$, if a point $\hat{\rho} \in \mathcal{R}_{q+1}$ exists such that $\pi_{q}^{q+1}(\hat{\rho})=\rho$ and $T \iota\left(\mathcal{U}_{\rho}\right) \subseteq \operatorname{im} \Gamma_{q+1}(\hat{\rho})$.

The above definition of an integral element is not the standard one. Usually, one considers the pull-back $\iota^{*} \mathcal{C}_{q}^{0}$ of the contact codistribution or more precisely the differential ideal $\mathcal{I}\left[\mathcal{R}_{q}\right]=\left\langle\iota^{*} \mathcal{C}_{q}^{0}\right\rangle_{\text {diff }}$ generated by it (recall that algebraically $\mathcal{I}\left[\mathcal{R}_{q}\right]$ is thus spanned by a basis of $\iota^{*} \mathcal{C}_{q}^{0}$ and the exterior derivatives of the forms in this basis) and an integral element is a subspace on which this ideal vanishes.

Proposition 2.3. Let $\mathcal{R}_{q}$ be a differential equation such that $\mathcal{R}_{q}^{(1)}=\mathcal{R}_{q}$. A linear subspace $\mathcal{U}_{\rho} \subseteq T_{\rho} \mathcal{R}_{q}$ is an integral element at $\rho \in \mathcal{R}_{q}$, if and only if $T \iota\left(\mathcal{U}_{\rho}\right)$ lies transversal to the fibration $\pi_{q-1}^{q}$ and every differential form $\omega \in \mathcal{I}\left[\mathcal{R}_{q}\right]$ vanishes on $\mathcal{U}_{\rho}$.

Proof. Assume first that $\mathcal{U}_{\rho}$ is an integral element. Thus there exists a point $\hat{\rho} \in \mathcal{R}_{q+1}$ such that $\pi_{q}^{q+1}(\hat{\rho})=\rho$ and $T \iota\left(\mathcal{U}_{\rho}\right) \subseteq \operatorname{im} \Gamma_{q+1}(\hat{\rho})$. This implies firstly that $T \iota\left(\mathcal{U}_{\rho}\right)$ is transversal to $\pi_{q-1}^{q}$ and secondly that every one-form $\omega \in \iota^{*} \mathcal{C}_{q}^{0}$ vanishes on $\mathcal{U}_{\rho}$, as $\operatorname{im} \Gamma_{q+1}(\hat{\rho}) \subset\left(\mathcal{C}_{q}\right)_{\rho}$. Thus there only remains to show that the same is true for the two-forms $d \omega \in \iota^{*}\left(d \mathcal{C}_{q}^{0}\right)$.

Choose a section $\gamma: \mathcal{R}_{q} \rightarrow \mathcal{R}_{q+1}$ such that $\gamma(\rho)=\hat{\rho}$ and define a distribution $\mathcal{D}$ of rank $n$ on $\mathcal{R}_{q}$ by setting $T \iota\left(\mathcal{D}_{\tilde{\rho}}\right)=\operatorname{im} \Gamma_{q+1}(\gamma(\tilde{\rho}))$ for any point $\tilde{\rho} \in \mathcal{R}_{q}$. Obviously, by construction $\mathcal{U}_{\rho} \subseteq \mathcal{D}_{\rho}$. It follows from the coordinate form (1) of the contact map that locally the distribution $\mathcal{D}$ is spanned by $n$ vector fields $X_{i}$ such that $\iota_{*} X_{i}=C_{i}^{(q)}+\gamma_{\mu+1 i}^{\alpha} C_{\alpha}^{\mu}$ where the
coefficients $\gamma_{\nu}^{\alpha}$ are the highest-order components of the section $\gamma$. Thus the commutator of two such vector fields satisfies
$\iota_{*}\left(\left[X_{i}, X_{j}\right]\right)=\left(C_{i}^{(q)}\left(\gamma_{\mu+1_{j}}^{\alpha}\right)-C_{j}^{(q)}\left(\gamma_{\mu+1_{i}}^{\alpha}\right)\right) C_{\alpha}^{\mu}+\gamma_{\mu+1_{j}}^{\alpha}\left[C_{i}^{(q)}, C_{\alpha}^{\mu}\right]-\gamma_{\mu+1_{i}}^{\alpha}\left[C_{j}^{(q)}, C_{\alpha}^{\mu}\right]$.
The commutators on the right side vanish whenever $\mu_{i}=0$ or $\mu_{j}=0$, respectively. Otherwise we obtain $-\partial_{u_{\mu-1}^{\alpha}}$ and $-\partial_{u_{\mu-1}^{\alpha}}^{\alpha}$, respectively. But this implies that the two sums on the right side cancel each other and we find that $\iota_{*}\left(\left[X_{i}, X_{j}\right]\right) \in \mathcal{C}_{q}$. Thus we find for any contact form $\omega \in \mathcal{C}_{q}^{0}$ that

$$
\begin{aligned}
\iota^{*}(d \omega)\left(X_{i}, X_{j}\right) & =d \omega\left(\iota_{*} X_{i}, \iota_{*} X_{j}\right) \\
& =\iota_{*} X_{i}\left(\omega\left(\iota_{*} X_{j}\right)\right)-\iota_{*} X_{j}\left(\omega\left(\iota_{*} X_{i}\right)\right)+\omega\left(\iota_{*}\left(\left[X_{i}, X_{j}\right]\right)\right)
\end{aligned}
$$

Each summand vanishes, as all appearing fields are contact fields. Hence any form $\omega \in \iota^{*}\left(d \mathcal{C}_{q}^{0}\right)$ vanishes on $\mathcal{D}$ and in particular on $\mathcal{U}_{\rho} \subseteq \mathcal{D}_{\rho}$.

For the converse, note that any subspace $\mathcal{U}_{\rho} \subseteq T_{\rho} \mathcal{R}_{q}$ satisfying the imposed conditions is spanned by linear combinations of vectors $v_{i}$ such that $T \iota\left(v_{i}\right)=\left.C_{i}^{(q)}\right|_{\rho}+\left.\gamma_{\mu, i}^{\alpha} C_{\alpha}^{\mu}\right|_{\rho}$ where $\gamma_{\mu, i}^{\alpha}$ are real coefficients. Now consider a contact form $\omega_{\nu}^{\alpha}$ with $|\nu|=q-1$. Then $d \omega_{\nu}^{\alpha}=d x^{i} \wedge d u_{\nu+1_{i}}^{\alpha}$. Evaluating the condition $\left.\iota^{*}\left(d \omega_{\nu}^{\alpha}\right)\right|_{\rho}\left(v_{i}, v_{j}\right)=d \omega\left(T \iota\left(v_{i}\right), T \iota\left(v_{j}\right)\right)=0$ yields the equation $\gamma_{\nu+1_{i}, j}^{\alpha}=\gamma_{\nu+1_{j}, i}^{\alpha}$. Hence the coefficients are of the form $\gamma_{\mu, i}^{\alpha}=\gamma_{\mu+1_{i}}^{\alpha}$ and a section $\sigma$ exists such that $\rho=j_{q} \sigma(x)$ and $T_{\rho}\left(\operatorname{im} j_{q} \sigma\right)$ is spanned by the vectors $T \iota\left(v_{1}\right), \ldots, T \iota\left(v_{n}\right)$. This implies that $\mathcal{U}_{\rho}$ is an integral element.

For many purposes the purely geometric notion of formal integrability is not sufficient and one needs the stronger algebraic concept of involution. This concerns e.g. the derivation of uniqueness results but also the numerical integration of overdetermined systems [9]. An intrinsic definition of involution requires the Spencer cohomology. We give here only a simplified coordinate version requiring that one works in "good", so-called $\delta$-regular, coordinates $\mathbf{x}$ (this is not a strong restriction, as generic coordinates are $\delta$-regular and there are possibilities to construct systematically "good" coordinates - see e. g. [3]).
The (geometric) symbol of a differential equation $\mathcal{R}_{q}$ is $\mathcal{N}_{q}=V \pi_{q-1}^{q} \mid \mathcal{R}_{q} \cap$ $T \mathcal{R}_{q}$, i. e. the vertical part of the tangent space to $\mathcal{R}_{q}$. Locally, $\mathcal{N}_{q}$ is the
solution space of the following linear system of (algebraic) equations in the unknowns $v_{\mu}^{\alpha}$ (coordinates on $\left.S_{q}\left(T^{*} \mathcal{X}\right) \otimes V \mathcal{E}\right)$ :

$$
\begin{equation*}
\mathcal{N}_{q}:\left\{\sum_{\alpha,|\mu|=q}\left(\frac{\partial \Phi^{\tau}}{\partial u_{\mu}^{\alpha}}\right) v_{\mu}^{\alpha}=0 .\right. \tag{3}
\end{equation*}
$$

The prolonged symbols $\mathcal{N}_{q+r}$ are simply the symbols of the prolonged equations $\mathcal{R}_{q+r}$.

The class of a multi-index $\mu=\left[\mu_{1}, \ldots, \mu_{n}\right]$ is the smallest $k$ for which $\mu_{k}$ is different from zero. The columns of the symbol matrix (3) are labelled by the $v_{\mu}^{\alpha}$. After ordering them by class, i. e. a column with a multi-index of higher class is always left of one with lower class, we compute a row echelon form. We denote the number of rows where the pivot is of class $k$ by $\beta_{q}^{(k)}$ and associate with each such row the multiplicative variables $x^{1}, \ldots, x^{k}$. Prolonging each equation only with respect to its multiplicative variables yields independent equations of order $q+1$, as each has a different leading term. If prolongation with respect to the non-multiplicative variables does not lead to additional independent equations of order $q+1$, i. e. if

$$
\begin{equation*}
\operatorname{rank} \mathcal{N}_{q+1}=\sum_{k=1}^{n} k \beta_{q}^{(k)}, \tag{4}
\end{equation*}
$$

then the symbol $\mathcal{N}_{q}$ is involutive (Cartan test).
The differential equation $\mathcal{R}_{q}$ is called involutive, if it is formally integrable and its symbol is involutive. Involutive equations possess a number of pleasant properties; for our purposes the most important one is the Cartan-Kähler theorem asserting the existence and uniqueness of analytic solutions for a formally well-posed initial value problem with an analytic involutive differential equation and analytic initial data.

For notational simplicity, we will consider in our subsequent analysis mainly first-order equations $\mathcal{R}_{1} \subseteq J_{1} \pi$. Furthermore, we will assume that any present algebraic (i. e. zeroth-order) equation has been explicitly solved, reducing thus the number of dependent variables. From a theoretical point of view this does not represent a restriction, as any differential
equation $\mathcal{R}_{q}$ can be transformed into an equivalent first-order one and under some mild regularity assumptions the algebraic equations can always be solved locally.

For later use, we define a local normal form, the Cartan normal form, for such a differential equation. It arises by solving each equation for a derivative $u_{j}^{\alpha}$, the principal derivative, and eliminating this derivative from all other equations. Furthermore, the principal derivatives are chosen in such a manner that their classes are as great as possible. All the remaining derivatives are called parametric. Ordering the obtained equations by their class, we can decompose them into subsystems:

$$
\begin{array}{cl}
u_{n}^{\alpha}=\phi_{n}^{\alpha}\left(\mathbf{x}, \mathbf{u}, u_{j}^{\gamma}\right) & \left\{\begin{array}{l}
1 \leq \alpha \leq \beta_{1}^{(n)} \\
1 \leq j \leq n \\
\beta_{1}^{(j)}<\gamma \leq m
\end{array}\right. \\
u_{n-1}^{\alpha}=\phi_{n-1}^{\alpha}\left(\mathbf{x}, \mathbf{u}, u_{j}^{\gamma}\right) & \left\{\begin{array}{l}
1 \leq \alpha \leq \beta_{1}^{(n-1)} \\
1 \leq j \leq n-1 \\
\beta_{1}^{(j)}<\gamma \leq m
\end{array}\right. \\
\vdots & \left\{\begin{array}{l}
1 \leq \alpha \leq \beta_{1}^{(1)} \\
1=j \\
\beta_{1}^{(j)}<\gamma \leq m
\end{array}\right.
\end{array}
$$

Note that the values $\beta_{1}^{(k)}$ are exactly those appearing in the Cartan test (4), as the symbol matrix of a differential equation in Cartan normal form is automatically triangular with the principal derivatives as pivots. The Cartan characters of $\mathcal{R}_{1}$ are defined as $\alpha_{1}^{(k)}=m-\beta_{1}^{(k)}$ and thus equal the number of parametric derivatives of class $k$.

For a differential equation $\mathcal{R}_{1}$ in Cartan normal form, it is possible to perform an involution analysis in closed form. We remark that an effective test of involution proceeds as follows. Each equation in (5) is prolonged with respect to each of its non-multiplicative variables. The arising second-order equations are simplified modulo the original system and the
prolongations with respect to the multiplicative variables. The symbol $\mathcal{N}_{1}$ is involutive, if and only if after the simplification none of the equations is of second-order any more. The equation $\mathcal{R}_{1}$ is involutive, if and only if all new equations simplify to zero, as any remaining first-order equation would be an integrability condition.

In order to apply this test, we set $\mathcal{B}:=\left\{(\alpha, i) \in \mathbb{N}^{m} \times \mathbb{N}^{n}: u_{i}^{\alpha}\right.$ is a principal derivative $\}$ and for each $(\alpha, i) \in \mathcal{B}$ we define $\Phi_{i}^{\alpha}:=u_{i}^{\alpha}-\phi_{i}^{\alpha}$. Now a straightforward calculation yields

$$
\begin{equation*}
D_{j} \Phi_{i}^{\alpha}=u_{i j}^{\alpha}-C_{j}^{(1)}\left(\phi_{i}^{\alpha}\right)-\sum_{h=1}^{i} \sum_{\gamma=\beta_{1}^{(h)}+1}^{m} u_{h j}^{\gamma} C_{\gamma}^{h}\left(\phi_{i}^{\alpha}\right) . \tag{6}
\end{equation*}
$$

For $j>i$, the prolongation $D_{j} \Phi_{i}^{\alpha}$ is non-multiplicative, otherwise it is multiplicative.

Now let $j>i$, so that (6) is a non-multiplicative prolongation. According to our test, the symbol $\mathcal{N}_{1}$ is involutive, if and only if it is possible to eliminate on the right hand side of (6) all second-order derivatives by adding multiplicative prolongations. As a first step we note the following result arising after a tedious but fairly straightforward computation.

Lemma 2.4. Expanding the formal derivatives and collecting all secondorder derivatives in the right hand side of (6) yields that the difference $D_{j} \Phi_{i}^{\alpha}-D_{i} \Phi_{j}^{\alpha}-\sum_{h=1}^{i} \sum_{\gamma=\beta_{1}^{(h)}+1}^{m} C_{\gamma}^{h}\left(\phi_{i}^{\alpha}\right) D_{h} \Phi_{j}^{\gamma}$ equals

$$
\begin{aligned}
& C_{i}^{(1)}\left(\phi_{j}^{\alpha}\right)-C_{j}^{(1)}\left(\phi_{i}^{\alpha}\right)-\sum_{h=1}^{i} \sum_{\gamma=\beta_{1}^{(h)}+1}^{m} C_{\gamma}^{h}\left(\phi_{i}^{\alpha}\right) C_{h}^{(1)}\left(\phi_{j}^{\gamma}\right) \\
& -\sum_{h=1}^{i-1} \sum_{\delta=\beta_{1}^{(h)}+1}^{m} u_{h h}^{\delta}\left[\sum_{\gamma=\beta_{1}^{(h)}+1}^{\beta_{1}^{(j)}} C_{\gamma}^{h}\left(\phi_{i}^{\alpha}\right) C_{\delta}^{h}\left(\phi_{j}^{\gamma}\right)\right] \\
& -\sum_{1 \leq h<k<i}\left\{\sum_{\delta=\beta_{1}^{(h)}+1}^{\beta_{1}^{(k)}} u_{h k}^{\delta}\left[\sum_{\gamma=\beta_{1}^{(k)}+1}^{\beta_{1}^{(j)}} C_{\gamma}^{k}\left(\phi_{i}^{\alpha}\right) C_{\delta}^{h}\left(\phi_{j}^{\gamma}\right)\right]\right.
\end{aligned}
$$

$$
\begin{aligned}
& \left.+\sum_{\delta=\beta_{1}^{(k)}+1}^{m} u_{h k}^{\delta}\left[\sum_{\gamma=\beta_{1}^{(h)}+1}^{\beta_{1}^{(j)}} C_{\gamma}^{h}\left(\phi_{i}^{\alpha}\right) C_{\delta}^{k}\left(\phi_{j}^{\gamma}\right)+\sum_{\gamma=\beta_{1}^{(k)}+1}^{\beta_{1}^{(j)}} C_{\gamma}^{k}\left(\phi_{i}^{\alpha}\right) C_{\delta}^{h}\left(\phi_{j}^{\gamma}\right)\right]\right\} \\
& -\sum_{h=1}^{i-1}\left\{\sum_{\delta=\beta_{1}^{(h)}+1}^{\beta_{1}^{(i)}} u_{h i}^{\delta}\left[-C_{\delta}^{h}\left(\phi_{j}^{\alpha}\right)+\sum_{\gamma=\beta_{1}^{(i)}+1}^{\beta_{1}^{(j)}} C_{\gamma}^{i}\left(\phi_{i}^{\alpha}\right) C_{\delta}^{h}\left(\phi_{j}^{\gamma}\right)\right]\right. \\
& \left.+\sum_{\delta=\beta_{1}^{(i)}+1}^{m} u_{h i}^{\delta}\left[-C_{\delta}^{h}\left(\phi_{j}^{\alpha}\right)+\sum_{\gamma=\beta_{1}^{(i)}+1}^{\beta_{1}^{(j)}} C_{\gamma}^{i}\left(\phi_{i}^{\alpha}\right) C_{\delta}^{h}\left(\phi_{j}^{\gamma}\right)+\sum_{\gamma=\beta_{1}^{(h)}+1}^{\beta_{1}^{(j)}} C_{\gamma}^{h}\left(\phi_{i}^{\alpha}\right) C_{\delta}^{i}\left(\phi_{j}^{\gamma}\right)\right]\right\} \\
& -\sum_{h=1}^{i-1} \sum_{i=\beta_{1}^{(k)}+1}^{m} u_{h k}^{\delta}\left[\sum_{\gamma=\beta_{1}^{(h)}+1}^{\beta_{1}^{(j)}} C_{\gamma}^{h}\left(\phi_{i}^{\alpha}\right) C_{\delta}^{k}\left(\phi_{j}^{\gamma}\right)\right] \\
& -\sum_{k=i}^{j-1} \sum_{\delta=\beta_{1}^{(k)}+1}^{m} u_{i k}^{\delta}\left[-C_{\delta}^{k}\left(\phi_{j}^{\alpha}\right)+\sum_{\beta_{1}^{(j)}} C_{\gamma}^{i}\left(\phi_{i}^{\alpha}\right) C_{\delta}^{k}\left(\phi_{j}^{\gamma}\right)\right] \\
& -\sum_{h=1}^{i-1} \sum_{\delta=\beta_{1}^{(j)}+1}^{m} u_{h j}^{\delta}\left[C_{\delta}^{h}\left(\phi_{i}^{\alpha}\right)+\sum_{\beta_{1}^{(j)}}\left[C_{\gamma}^{(h)}\left(\phi_{i}^{\alpha}\right) C_{\delta}^{j}\left(\phi_{j}^{\gamma}\right)\right]\right. \\
& -\sum_{\delta=\beta_{1}^{(j)}+1}^{m} u_{i j}^{\delta}\left[C_{\delta}^{i}\left(\phi_{i}^{\alpha}\right)-C_{\delta}^{j}\left(\phi_{j}^{\alpha}\right)+\sum_{\gamma=\beta_{1}^{(i)}+1}^{\beta_{1}^{(j)}} C_{\gamma}^{i}\left(\phi_{i}^{\alpha}\right) C_{\delta}^{j}\left(\phi_{j}^{\gamma}\right)\right.
\end{aligned}
$$

In the first line we collected all lower-order terms. Furthermore, none of the appearing second-order derivatives is of a form that it could be eliminated by adding some multiplicative prolongation. Hence the symbol $\mathcal{N}_{1}$ is involutive, if and only if all the expressions in square brackets vanish. The differential equation $\mathcal{R}_{1}$ is involutive, if and only if in addition the first line vanishes, as it represents an integrability condition. Thus Lemma 2.4 provides us with an explicit form of all obstructions to involution for $\mathcal{R}_{1}$.

## 3 The Vessiot distribution

By Proposition 2.1, the tangent spaces $T_{\rho}\left(\operatorname{im} j_{q} \sigma\right)$ of prolonged sections at points $\rho \in J_{q} \pi$ are always subspaces of the contact distribution $\left.\mathcal{C}_{q}\right|_{\rho}$. If the section $\sigma$ is a solution of $\mathcal{R}_{q}$, it furthermore satisfies by definition $\operatorname{im} j_{q} \sigma \subseteq \mathcal{R}_{q}$ and hence $T\left(\operatorname{im} j_{q} \sigma\right) \subseteq T \mathcal{R}_{q}$. These considerations motivate the following construction.

Definition 3.1. The Vessiot distribution of a differential equation $\mathcal{R}_{q} \subseteq$ $J_{q} \pi$ is the distribution $\mathcal{V}\left[\mathcal{R}_{q}\right] \subseteq T \mathcal{R}_{q}$ defined by

$$
T \iota\left(\mathcal{V}\left[\mathcal{R}_{q}\right]\right)=\left.T \iota\left(T \mathcal{R}_{q}\right) \cap \mathcal{C}_{q}\right|_{\mathcal{R}_{q}} .
$$

Again, this is not the usual definition found in the literature. But the equivalence to the standard approach is an elementary exercise in computing with pull-backs:
Proposition 3.2. The Vessiot distribution satisfies $\mathcal{V}\left[\mathcal{R}_{q}\right]=\left(\iota^{*} \mathcal{C}_{q}^{0}\right)^{0}$.
The Vessiot distribution is not necessarily of constant rank along $\mathcal{R}_{q}$; for simplicity, we will assume its rank does not vary over the differential equation. Note that the symbol $\mathcal{N}_{q}$ as the vertical part of $T \mathcal{R}_{q}$ is always contained in $\mathcal{V}\left[\mathcal{R}_{q}\right]$. In general, $\mathcal{V}\left[\mathcal{R}_{q}\right]$ is not involutive (an exception are formally integrable equations of finite type), but it may contain involutive subdistributions; among these, those of dimension $n$ which are transversal (to the fibration $\mathcal{R}_{q} \rightarrow \mathcal{X}$ ) are of special interest for us.
Lemma 3.3. If the section $\sigma: \mathcal{X} \rightarrow \mathcal{E}$ is a solution of the equation $\mathcal{R}_{q}$, then the tangent bundle $T\left(\operatorname{im} j_{q} \sigma\right)$ is an $n$-dimensional transversal involutive subdistribution of $\left.\mathcal{V}\left[\mathcal{R}_{q}\right]\right|_{\mathrm{im} j_{q} \sigma}$. Conversely, if $\mathcal{U} \subseteq \mathcal{V}\left[\mathcal{R}_{q}\right]$ is an $n$ dimensional transversal involutive subdistribution, then any integral manifold of $\mathcal{U}$ has locally the form $\operatorname{im} j_{q} \sigma$ for a solution $\sigma$ of $\mathcal{R}_{q}$.

This simple observation forms the basis of Vessiot's approach to the analysis of $\mathcal{R}_{q}$ : he proposed to search for all $n$-dimensional, transversal involutive subdistributions of $\mathcal{V}\left[\mathcal{R}_{q}\right]$. Before we do this, we first show how integral elements appear in this program.

Proposition 3.4. Let $\mathcal{U} \subseteq \mathcal{V}\left[\mathcal{R}_{q}\right]$ be a transversal subdistribution of the Vessiot distribution of constant rank $k$. Then the spaces $\mathcal{U}_{\rho}$ are $k$-dimensional integral elements for all points $\rho \in \mathcal{R}_{q}$ if, and only if, $[\mathcal{U}, \mathcal{U}] \subseteq \mathcal{V}\left[\mathcal{R}_{q}\right]$.

Proof. Let $\left\{\omega_{1}, \ldots, \omega_{r}\right\}$ be a basis of the codistribution $\iota^{*} \mathcal{C}_{q}^{0}$. Then an algebraic basis of the ideal $\mathcal{I}\left[\mathcal{R}_{q}\right]$ is $\left\{\omega_{1}, \ldots, \omega_{r}, d \omega_{1}, \ldots, d \omega_{r}\right\}$. Any vector field $X \in \mathcal{U}$ trivially satisfies $\omega_{i}(X)=0$ by Proposition 3.2. For arbitrary fields $X_{1}, X_{2} \in \mathcal{U}$, we have $d \omega_{i}\left(X_{1}, X_{2}\right)=X_{1}\left(\omega_{i}\left(X_{2}\right)\right)-X_{2}\left(\omega_{i}\left(X_{1}\right)\right)+$ $\omega_{i}\left(\left[X_{1}, X_{2}\right]\right)$. The first two summands on the right hand side vanish trivially and the remaining equation implies our claim.

We call a subdistribution $\mathcal{U} \subseteq \mathcal{V}\left[\mathcal{R}_{q}\right]$ satisfying the conditions of Proposition 3.4 an integral distribution ${ }^{5}$ for the differential equation $\mathcal{R}_{q}$. Note that generally an integral distribution is not integrable; the name only reflects the fact that it is composed of integral elements.

Since the symbol $\mathcal{N}_{q}$ of the equation $\mathcal{R}_{q}$ is contained in the Vessiot distribution, we can split the Vessiot distribution into $\mathcal{V}\left[\mathcal{R}_{q}\right]=\mathcal{N}_{q} \oplus \mathcal{H}$ where $\mathcal{H}$ is some complement. By analogy to the above discussed decomposition of the full contact distribution, this leads naturally to connections: provided $\operatorname{dim} \mathcal{H}=n$, it may be considered as the horizontal bundle of a connection of the fibred manifold $\mathcal{R}_{q} \rightarrow \mathcal{X}$ and we call any such connection a Vessiot connection for $\mathcal{R}_{q}$. The existence of $n$-dimensional complements is connected to the absence of integrability conditions.
Proposition 3.5. If the differential equation $\mathcal{R}_{q}$ satisfies $\mathcal{R}_{q}^{(1)}=\mathcal{R}_{q}$, then its Vessiot distribution possesses locally a decomposition $\mathcal{V}\left[\mathcal{R}_{q}\right]=\mathcal{N}_{q} \oplus \mathcal{H}$ with an $n$-dimensional complement $\mathcal{H}$.

Proof. The assumption $\mathcal{R}_{q}=\mathcal{R}_{q}^{(1)}$ implies that to every point $\rho \in \mathcal{R}_{q}$ at least one point $\hat{\rho} \in \mathcal{R}_{q+1}$ with $\pi_{q}^{q+1}(\hat{\rho})=\rho$ exists. We choose such a $\hat{\rho}$ and consider im $\Gamma_{q+1}(\hat{\rho}) \subset T_{\rho}\left(J_{q} \pi\right)$. By definition of the contact map $\Gamma_{q+1}$, this is an $n$-dimensional transversal subset of $\mathcal{C}_{q} \mid \rho$. Thus there only remains to show that it is also tangential to $\mathcal{R}_{q}$, as then we can define a complement

[^7]by $T \iota\left(\mathcal{H}_{\rho}\right)=\operatorname{im} \Gamma_{q+1}(\hat{\rho})$. But this tangency is a trivial consequence of $\hat{\rho} \in \mathcal{R}_{q+1}$; using for example the local coordinates expression (1) for $\Gamma_{q}$ and a local representation $\Phi^{\tau}=0$ of $\mathcal{R}_{q}$, one immediately sees that the vector $v_{i}=\Gamma_{q+1}\left(\hat{\rho}, \partial_{x^{i}}\right) \in T_{\rho}\left(J_{q} \pi\right)$ satisfies $d \Phi^{\tau}{ }^{\prime}\left(v_{i}\right)=D_{i} \Phi^{\tau}(\hat{\rho})=0$ and thus is tangential to $\mathcal{R}_{q}$.

Hence we have proven that it is possible to construct for each point $\rho \in \mathcal{R}_{q}$ a complement $\mathcal{H}_{\rho}$ such that $\mathcal{V}_{\rho}\left[\mathcal{R}_{q}\right]=\left(\mathcal{N}_{q}\right)_{\rho} \oplus \mathcal{H}_{\rho}$. Now we must show that these complements can be chosen in such a way that they form a distribution (which by definition is smooth). Our assumption $\mathcal{R}_{q}=\mathcal{R}_{q}^{(1)}$ implies that the restricted projection $\hat{\pi}_{q}^{q+1}: \mathcal{R}_{q+1} \rightarrow \mathcal{R}_{q}$ is a surjective submersion, i. e. it defines a fibred manifold. Thus if we choose a local section $\gamma: \mathcal{R}_{q} \rightarrow \mathcal{R}_{q+1}$ and then always take $\hat{\rho}=\gamma(\rho)$, it follows immediately that the corresponding complements $\mathcal{H}_{\rho}$ define a smooth distribution as required.

Any $n$-dimensional complement $\mathcal{H}$ is obviously a transversal subdistribution of $\mathcal{V}\left[\mathcal{R}_{q}\right]$, but not necessarily involutive. Conversely, any $n$-dimensional subdistribution $\mathcal{H}$ of $\mathcal{V}\left[\mathcal{R}_{q}\right]$ is a possible choice as a complement. Hence we may reformulate Vessiot's goal as the construction of all flat Vessiot connections. Choosing a "reference" complement $\mathcal{H}_{0}$ with a basis $\left(X_{1}, \ldots, X_{n}\right)$, a basis for any other complement $\mathcal{H}$ arises by adding some vertical fields to the vectors $X_{i}$. We will follow this approach in the next section. For the remainder of this section we turn our attention to the choice of a convenient basis of $\mathcal{V}\left[\mathcal{R}_{q}\right]$ that will facilitate our computations.

Since the symbol $\mathcal{N}_{q}$ is an involutive distribution, there exists a basis $\left(Y_{1}, Y_{2}, \ldots Y_{r}\right)$ for it with $r=\operatorname{dim} \mathcal{N}_{q}$ whose Lie brackets vanish: $\left[Y_{k}, Y_{\ell}\right]=0$ for all $1 \leq k, \ell \leq r$. Since the vertical bundle $V \pi_{q-1}^{q}$ is also involutive, we can decompose $V \pi_{q-1}^{q}=\mathcal{N}_{q} \oplus \mathcal{W}$ where $\mathcal{W}$ is again an involutive distribution. $\mathcal{W}$ can be spanned by vector fields $W_{1}, \ldots, W_{s}$ where $s=\sum_{k=1}^{n} \beta_{q}^{(k)}$ equals the number of principal derivatives which are chosen such that we have $\left[W_{a}, W_{b}\right]=0$ for all $1 \leq a, b \leq s$. In local coordinates, a particularly convenient choice for the fields $Y_{k}$ and $W_{a}$ exists. We choose for any $1 \leq k \leq r$ a parametric derivative $u_{\mu}^{\alpha}$, that is $(\alpha, \mu) \notin \mathcal{B}$, and
$Y_{k}:=Y_{\mu}^{\alpha}:=\iota_{*}\left(\partial_{u_{\mu}^{\alpha}}\right)$, and for any $1 \leq a \leq s$ a principal derivative $u_{\mu}^{\alpha}$ such that $(\alpha, \mu) \in \mathcal{B}$ and $W_{a}:=W_{\mu}^{\alpha}:=\partial_{u_{\mu}^{\alpha}}$.

The reference complement $\mathcal{H}_{0}$ is chosen as follows. Any basis of it must consist of $n$ transversal contact fields. Since the fields $C_{\alpha}^{\mu}$ are vertical, we can always use a basis $\left(\tilde{X}_{1}, \ldots, \tilde{X}_{n}\right)$ of the form $\tilde{X}_{i}=C_{1}^{(q)}+\xi_{i \mu}^{\alpha} C_{\alpha}^{\mu}$ with some coefficient functions $\xi_{i \mu}^{\alpha}$ chosen such that $\tilde{X}_{i}$ is tangential to $\mathcal{R}_{q}$. The fields $C_{\alpha}^{\mu}$ also span the vertical bundle $V \pi_{q-1}^{q}$ and hence we may exploit the above decomposition for a further simplification of the basis. By subtracting from each $\tilde{X}_{i}$ a suitable linear combination of the fields $Y_{k}$ spanning the symbol $\mathcal{N}_{q}$, we arrive at a basis $\left(X_{1}, \ldots, X_{n}\right)$ where $X_{i}=C_{i}^{(q)}+\xi_{i}^{\alpha} W_{a}$.

As already mentioned above, generally, the Vessiot distribution $\mathcal{V}\left[\mathcal{R}_{q}\right]$ is not involutive. Hence it is not surprising that its structure equations are going to be important later. Since the only non-vanishing Lie brackets of contact fields in $\mathcal{C}_{q}$ are

$$
\begin{equation*}
\left[C_{\alpha}^{\nu+1_{i}}, C_{i}^{(q)}\right]=\partial_{u_{\nu}^{\alpha}}, \quad|\nu|=q-1 \tag{7}
\end{equation*}
$$

we may extend the above chosen basis $\left(X_{i}, Y_{k}\right)$ of $\mathcal{V}\left[\mathcal{R}_{q}\right]$ to a basis of the derived Vessiot distribution $\mathcal{V}^{\prime}\left[\mathcal{R}_{q}\right]$ by adding vector fields $Z_{c}, 1 \leq c \leq$ $t=\operatorname{dim} \mathcal{V}^{\prime}\left[\mathcal{R}_{q}\right]-\operatorname{dim} \mathcal{V}\left[\mathcal{R}_{q}\right]$, where, using (7), for each $c$ we have some coefficients $\kappa_{c \nu}^{\alpha}$ such that $Z_{c}=\kappa_{c \nu}^{\alpha} \partial_{u_{\nu}^{\alpha}}$ with $|\nu|=q-1$. By construction, the non-vanishing structure equations of $\mathcal{V}\left[\mathcal{R}_{q}\right]$ take now the form

$$
\begin{equation*}
\left[X_{i}, X_{j}\right]=\Theta_{i j}^{c} Z_{c} \quad \text { and } \quad\left[X_{i}, Y_{k}\right]=\Xi_{i k}^{c} Z_{c} \tag{8}
\end{equation*}
$$

with smooth functions $\Theta_{i j}^{c}$ and $\Xi_{i k}^{c}$.
Remark 3.6. In the next section we will have to analyse certain matrices which are built out of the coefficients $\Theta_{i j}^{c}, \Xi_{i k}^{c}$. It will turn out that this analysis becomes simpler, if we pretend that all fields $\partial_{u_{\nu}^{\alpha}}$ with $|\nu|=q-1$ are contained in $\mathcal{V}^{\prime}\left[\mathcal{R}_{q}\right]$. Restricting to the first-order case $q=1$, we write the right hand sides of (8) as $\Theta_{i j}^{\alpha} \partial_{u^{\alpha}}$ and $\Xi_{i k}^{\alpha} \partial_{u^{\alpha}}$, respectively. The new and the old coefficients are then related by

$$
\begin{equation*}
\Theta_{i j}^{\alpha}=\Theta_{i j}^{c} \kappa_{c}^{\alpha}, \quad \Xi_{i k}^{\alpha}=\Xi_{i k}^{c} \kappa_{c}^{\alpha} . \tag{9}
\end{equation*}
$$

Knowing the (larger) sets of coefficients $\Theta_{i j}^{\alpha}$, $\Xi_{i k}^{\alpha}$, we can reconstruct the true structure coefficients $\Theta_{i j}^{c}, \Xi_{i k}^{c}$ by solving the overdetermined linear system of equations (9). This is always possible since the fields $Z_{c}$ are assumed to be linearly independent. Thus there exist some coefficents $\kappa_{\alpha}^{c}$ such that

$$
\Theta_{i j}^{c}=\Theta_{i j}^{\alpha} \kappa_{\alpha}^{c}, \quad \Xi_{i k}^{c}=\Xi_{i k}^{\alpha} \kappa_{\alpha}^{c} .
$$

For a first-order equation $\mathcal{R}_{1}$ with Cartan normal form (5) satisfying the assumptions of Proposition 3.5 it is possible to perform this process explicitly. We choose as a reference complement $\mathcal{H}_{0}$ the linear span of the vector fields

$$
X_{i}=C_{i}^{(q)}+\sum_{(\alpha, \mu) \in \mathcal{B}} C_{i}^{(q)}\left(\phi_{\mu}^{\alpha}\right) C_{\alpha}^{\mu}
$$

One easily verifies in a rather straightforward computation that this is a valid choice. Using this reference complement, we can explicitly evaluate the Lie brackets (8) on $\mathcal{R}_{1}$. As we are not able to determine a simple expression for the derived Vessiot distribution, we follow the approach taken in Remark 3.6 and obtain for the extended set of structure coefficients $\Theta_{i j}^{\alpha}, \Xi_{i k}^{\alpha}$ the following results: if $i<j$, then

$$
\Theta_{i j}^{\alpha}= \begin{cases}0 & :(\alpha, i) \notin \mathcal{B} \text { and }(\alpha, j) \notin \mathcal{B},  \tag{10}\\ C_{i}^{(1)}\left(\phi_{j}^{\alpha}\right) & :(\alpha, i) \notin \mathcal{B} \text { and }(\alpha, j) \in \mathcal{B}, \\ C_{i}^{(1)}\left(\phi_{j}^{\alpha}\right)-C_{j}^{(1)}\left(\phi_{i}^{\alpha}\right):(\alpha, i) \in \mathcal{B} \text { and }(\alpha, j) \in \mathcal{B},\end{cases}
$$

and if we assume that $Y_{k}=Y_{j}^{\beta}$, then

$$
\Xi_{i k}^{\alpha}= \begin{cases}0 & :(\alpha, i) \notin \mathcal{B} \text { and }(\alpha, i) \neq(\beta, j),  \tag{11}\\ -1 & :(\alpha, i) \notin \mathcal{B} \text { and }(\alpha, i)=(\beta, j), \\ -C_{\beta}^{j}\left(\phi_{i}^{\alpha}\right): & (\alpha, i) \in \mathcal{B} .\end{cases}
$$

We collect these coefficients into vectors $\Theta_{i j}$ and matrices $\Xi_{i}$ where the $m$ rows are ordered according to increasing $\alpha$, and the $r=\operatorname{dim} \mathcal{N}_{1}$ columns are ordered, according to increasing $j$, into $n$ blocks (empty for those $j$ with $m=\beta_{1}^{(j)}$ ) and within each block according to increasing $\beta$ (with $\beta_{1}^{(j)}<$
$\beta \leq m)$. Note that for a differential equation with constant coefficients all $\Theta_{i j}$ vanish and for a maximally overdetermined equation there are no $\Xi_{i}$.

The matrices $\Xi_{i}$ have a special form. For any class $i$, the matrix $\Xi_{i}$ has $\alpha_{1}^{(i)}$ rows where all entries are zero with only one exception: for each $1 \leq \ell_{i}<\alpha_{1}^{(i)}$ we have $\Xi_{i, k}^{\beta_{1}^{(i)}+\ell_{i}}=-\delta_{\ell k}$ where $\ell:=\sum_{h=1}^{i-1} \alpha_{1}^{(h)}+\ell_{i}$. The entries in the remaining $\beta_{1}^{(i)}$ rows are $-C_{\beta}^{j}\left(\phi_{i}^{\alpha}\right)$. Some of these vanish, too: all of the parametric derivatives on the right side of an equation in the Cartan normal form (5) are of a class lower than that of the equation's left side as otherwise we would solve this equation for the derivative of highest class. This means $-C_{\beta}^{j}\left(\phi_{i}^{\alpha}\right)=0$ whenever $j=\operatorname{class}\left(u_{j}^{\beta}\right)>\operatorname{class}\left(u_{i}^{\alpha}\right)=i$, and it follows that for each $i, 1 \leq i \leq n$ the matrix $\Xi_{i}$ looks like

$$
\Xi_{i}=\left(\begin{array}{ccccc}
-C_{\beta^{1}}^{1}\left(\phi_{i}^{\alpha}\right) & \cdots & -C_{\beta^{i-1}}^{i-1}\left(\phi_{i}^{\alpha}\right) & -C_{\beta^{i}}^{i}\left(\phi_{i}^{\alpha}\right) & 0 \cdots 0  \tag{12}\\
0 & \cdots & 0 & -\mathbb{1}_{\alpha_{1}^{(i)}}^{( } & 0 \cdots 0
\end{array}\right) .
$$

Here, for $1 \leq j \leq i$, we have $\beta_{1}^{(j)}+1 \leq \beta^{j} \leq m$. The unit block of $\alpha_{1}^{(i)}$ rows leads immediately to the estimate

$$
\alpha_{1}^{(i)} \leq \operatorname{rank} \Xi_{i} \leq \min \left\{m, \sum_{j=1}^{i} \alpha_{1}^{(j)}\right\}
$$

Since the matrices $\Xi_{i}$ are made up of block matrices and we are going to calculate with these blocks, we introduce the following notation: let for any $i, 1 \leq i \leq n,{ }_{a}^{b}\left[\Xi_{i}\right]_{c}^{d}$ denote the block in $\Xi_{i}$ consisting of the entries from the $a$ th row to the $b$ th row and from the $c$ th column to the $d$ th column.

## 4 Flat Vessiot connections

Recall that our goal is the construction of all $n$-dimensional transversal involutive subdistributions $\mathcal{U}$ within the Vessiot distribution $\mathcal{V}\left[\mathcal{R}_{1}\right]$. Taking $\left(X_{i}, Y_{k}\right)$ as a basis for $\mathcal{V}\left[\mathcal{R}_{1}\right]$, we make for the basis $\left(U_{1}, \ldots, U_{n}\right)$ of such a distribution $\mathcal{U}$ the ansatz $U_{i}=X_{i}+\zeta_{i}^{k} Y_{k}$ with yet undetermined coefficient functions $\zeta_{i}^{k}$. This ansatz follows naturally from our considerations above,
as the fields $X_{i}$ span a reference complement to $\mathcal{N}_{1}$ and all fields $Y_{k}$ are vertical. Since the fields $U_{i}$ are in triangular form, the distribution $\mathcal{U}$ is involutive, if and only if their Lie brackets vanish, and using (8) this means:

$$
\begin{align*}
{\left[U_{i}, U_{j}\right] } & =\left[X_{i}, X_{j}\right]+\zeta_{i}^{k}\left[Y_{k}, X_{j}\right]+\zeta_{j}^{k}\left[X_{i}, Y_{k}\right]+\left(U_{i}\left(\zeta_{j}^{k}\right)-U_{j}\left(\zeta_{i}^{k}\right)\right) Y_{k}  \tag{13}\\
& =\left(\Theta_{i j}^{c}-\Xi_{j k}^{c} \zeta_{i}^{k}+\Xi_{i k}^{c} \zeta_{j}^{k}\right) Z_{c}+\left(U_{i}\left(\zeta_{j}^{k}\right)-U_{j}\left(\zeta_{i}^{k}\right)\right) Y_{k}=0 .
\end{align*}
$$

By definition of the $Y_{k}$ and $Z_{a}$, these fields are linearly independent, so their coefficients must vanish for $\mathcal{U}$ to be involutive. Thus (13) yields two sets of conditions for the coefficient functions $\zeta_{i}^{k}$ : a system of algebraic equations

$$
\Theta_{i j}^{c}-\Xi_{j k}^{c} \zeta_{i}^{k}+\Xi_{i k}^{c} \zeta_{j}^{k}=0, \quad\left\{\begin{array}{l}
1 \leq c \leq t  \tag{14}\\
1 \leq i<j \leq n
\end{array}\right.
$$

and a system of differential equations

$$
U_{i}\left(\zeta_{j}^{k}\right)-U_{j}\left(\zeta_{i}^{k}\right)=0, \quad\left\{\begin{array}{l}
1 \leq k \leq r,  \tag{15}\\
1 \leq i<j \leq n
\end{array}\right.
$$

In (14) the true structure coefficients $\Theta_{i j}^{c}, \Xi_{j k}^{c}$ appear. For our subsequent analysis we follow Remark 3.6 and replace them by the extended set of coefficients $\Theta_{i j}^{\alpha}, \Xi_{j k}^{\alpha}$. This corresponds to replacing (14) by an equivalent but larger linear system of equations which is simpler to analyse.

Remark 4.1. The vector fields $Y_{k}$ lie in the Vessiot distribution $\mathcal{V}\left[\mathcal{R}_{1}\right]$. Thus, according to Proposition 3.4, $\mathcal{U}$ is an integral distribution, if and only if the coefficients $\zeta_{k}^{i}$ satisfy the algebraic conditions (14). This observation permits us immediately to reduce the number of unknowns in our ansatz. Assume that we have values $1 \leq i, j \leq n$ and $1 \leq \alpha \leq m$ such that both $(\alpha, i)$ and $(\alpha, j)$ are not contained in $\mathcal{B}$, i. e. $u_{i}^{\alpha}$ and $u_{j}^{\alpha}$ are both parametric derivatives (and thus obviously the second-order derivative $u_{i j}^{\alpha}$, too). Then there exist two symbol fields $Y_{k}=\iota_{*}\left(\partial_{u_{i}^{\alpha}}\right)$ and $Y_{l}=\iota_{*}\left(\partial_{u_{j}^{\alpha}}\right)$. Now it follows from the coordinate form (1) of the contact map that $\mathcal{U}$ can be an integral distribution, if and only if $\zeta_{j}^{k}=\zeta_{i}^{l}$.

As the unknowns $\zeta_{k}^{j}$ may be understood as labels for the columns of the matrices $\Xi_{h}$, this identification leads to a contraction of these matrices. We introduce now contracted matrices $\hat{\Xi}_{h}$ which arise as follows: whenever $\zeta_{j}^{k}=\zeta_{i}^{l}$ then the corresponding columns of $\Xi_{h}$ are added. Similarly, we introduce reduced vectors $\hat{\zeta}_{h}$ where the redundant components are left out. From now on we always understand that in the equations above this reduction has been performed.

Now the question arises, when the combined system $(14,15)$ has solutions. We begin by analysing the algebraic part (14). As a system for the vectors $\hat{\zeta}_{i}$, we seek to build a solution step by step with $i$ increasing. Thus we begin the construction of the integral distribution $\mathcal{U}$ by first choosing an arbitrary vector field $U_{1}$ and then aiming for another vector field $U_{2}$ such that $\left[U_{1}, U_{2}\right] \in \mathcal{V}\left[\mathcal{R}_{q}\right]$. During the construction of $U_{2}$ we regard the components of the vector $\hat{\zeta}_{1}$ as given parameters and the components of $\hat{\zeta}_{2}$ as the only unknowns of the system

$$
\begin{equation*}
\hat{\Xi}_{1} \hat{\zeta}_{2}=\hat{\Xi}_{2} \hat{\zeta}_{1}-\Theta_{12} \tag{16}
\end{equation*}
$$

Since the components of $\hat{\zeta}_{1}$ are not considered as unknowns, the system (16) must not lead to any restrictions for the coefficients $\hat{\zeta}_{1}^{k}$. Obviously, this is the case, if and only if

$$
\begin{equation*}
\operatorname{rank} \hat{\Xi}_{1}=\operatorname{rank}\left(\hat{\Xi}_{1} \quad \hat{\Xi}_{2}\right) \tag{17}
\end{equation*}
$$

Assuming that (17) holds, the system (16) is solvable, if and only if it satisfies the augmented rank condition

$$
\begin{equation*}
\operatorname{rank} \hat{\Xi}_{1}=\operatorname{rank}\left(\hat{\Xi}_{1} \quad \hat{\Xi}_{2}-\Theta_{12}\right) \tag{18}
\end{equation*}
$$

Now we proceed by iteration. Given $i-1$ vector fields $U_{1}, U_{2}, \ldots U_{i-1}$ of the required form spanning an involutive subdistribution of $\mathcal{V}\left[\mathcal{R}_{1}\right]$, we construct the next vector field $U_{i}$ by solving the system

$$
\begin{gather*}
\hat{\Xi}_{1} \hat{\zeta}_{i}=\hat{\Xi}_{i} \hat{\zeta}_{1}-\Theta_{1 i} \\
\vdots  \tag{19}\\
\hat{\Xi}_{i-1} \hat{\zeta}_{i}=\hat{\Xi}_{i} \hat{\zeta}_{i-1}-\Theta_{i-1, i}
\end{gather*}
$$

Again we consider only the components of the vector $\hat{\zeta}_{i}$ as unknowns and (19) must not imply any further restrictions on the components of the vectors $\hat{\zeta}_{j}$ for $1 \leq j<i$. The corresponding rank condition is

$$
\operatorname{rank}\left(\begin{array}{c}
\hat{\Xi}_{1}  \tag{20}\\
\hat{\Xi}_{2} \\
\vdots \\
\hat{\Xi}_{i-1}
\end{array}\right)=\operatorname{rank}\left(\begin{array}{ccccc}
\hat{\Xi}_{1} & \hat{\Xi}_{i} & & & \\
\hat{\Xi}_{2} & & \hat{\Xi}_{i} & & 0 \\
\vdots & 0 & & \ddots & \\
\hat{\Xi}_{i-1} & & & & \hat{\Xi}_{i}
\end{array}\right)
$$

Assuming that it holds, (19) is solvable for the components of $\hat{\zeta}_{i}$, if and only if it satisfies the augmented rank condition

$$
\operatorname{rank}\left(\begin{array}{c}
\hat{\Xi}_{1}  \tag{21}\\
\hat{\Xi}_{2} \\
\vdots \\
\hat{\Xi}_{i-1}
\end{array}\right)=\operatorname{rank}\left(\begin{array}{cccccc}
\hat{\Xi}_{1} & \hat{\Xi}_{i} & & & & -\Theta_{1 i} \\
\hat{\Xi}_{2} & & \hat{\Xi}_{i} & & 0 & -\Theta_{2 i} \\
\vdots & 0 & & \ddots & & \vdots \\
\hat{\Xi_{i-1}} & & & & \hat{\Xi}_{i} & -\Theta_{i-1, i}
\end{array}\right)
$$

The following theorem relates the satisfaction of these rank conditions and thus the solvability of the algebraic system (14) by the above described step by step process to intrinsic properties of the differential equation $\mathcal{R}_{1}$ and its symbol $\mathcal{N}_{1}$.

Theorem 4.2. Assume that $\delta$-regular coordinates have been chosen for the differential equation $\mathcal{R}_{1}$. The rank condition (20) is satisfied for all $1 \leq i \leq n$, if and only if the symbol $\mathcal{N}_{1}$ is involutive. The augmented rank condition (21) holds for all $1 \leq i \leq n$, if and only if the differential equation $\mathcal{R}_{1}$ is involutive.

Proof. In order to prove (20), we transform the matrices into row echelon form. Since each matrix $\hat{\Xi}_{i}$ contains a unit block, there is an obvious way to do this. We describe the procedure using the above introduced notation for subblocks. As we shall see, the relevant entries in this row echelon form are the coefficients of the second-order derivatives $u_{h k}^{\delta}$ in Lemma 2.4 and therefore their vanishing is equivalent to involution of the symbol $\mathcal{N}_{1}$.

We start with $i=1$, i. e. with (17). Since $\hat{\Xi}_{1}$ is a negative unity matrix of $\alpha_{1}^{(1)}$ rows with a $\beta_{1}^{(1)} \times \alpha_{1}^{(1)}$-matrix stacked upon it and only zeros for all other entries, we have $\operatorname{rank}\left(\hat{\Xi}_{1}\right)=\alpha_{1}$. Next, we transform the matrix ( $\hat{\Xi}_{1} \hat{\Xi}_{2}$ ) into row echelon form using the special structure of the matrices $\hat{\Xi}_{i}$ as given in (12); the blocks are replaced in this way:

$$
\begin{aligned}
& { }_{1}^{\beta_{1}^{(1)}}\left[\hat{\Xi}_{1}\right]_{1}^{\alpha_{1}^{(1)}} \leftarrow{ }_{1}^{\beta_{1}^{(1)}}\left[\hat{\bar{\Xi}}_{1}\right]_{1}^{\alpha_{1}^{(1)}}+{ }_{1}^{\beta_{1}^{(1)}}\left[\hat{\Xi}_{1}\right]_{1}^{\alpha_{1}^{(1)}} \cdot{ }_{\beta_{1}^{(1)}+1}^{m}\left[\hat{\bar{G}}_{1}\right]_{1}^{\alpha_{1}^{(1)}}, \\
& { }_{1}^{\beta_{1}^{(1)}}\left[\hat{\Xi}_{2}\right]_{1}^{\alpha_{1}^{(1)}} \leftarrow{ }_{1}^{\beta_{1}^{(1)}}\left[\hat{\Xi}_{2}\right]_{1}^{\alpha_{1}^{(1)}}+{ }_{1}^{\beta_{1}^{(1)}}\left[\hat{\Xi}_{1}\right]_{1}^{\alpha_{1}^{(1)}} \cdot{ }_{\beta_{1}^{(1)}+1}\left[\hat{\Xi}_{2}\right]_{1}^{\alpha_{1}^{(1)}}, \\
& { }_{1}^{\beta_{1}^{(1)}}\left[\hat{\Xi}_{2}\right]_{\alpha_{1}^{(1)}+1}^{(1)+\alpha_{1}^{(2)}} \leftarrow{ }_{1}^{\beta_{1}^{(1)}}\left[\hat{\Xi}_{2}\right]_{\alpha_{1}^{(1)}+1}^{\alpha_{1}^{(1)}+\alpha_{1}^{(2)}}+{ }_{1}^{\beta_{1}^{(1)}}\left[\hat{\Xi}_{1}\right]_{1}^{\alpha_{1}^{(1)}} \cdot{ }_{\beta_{1}^{(1)}+1}^{m}\left[\hat{\Xi}_{2}\right]_{\alpha_{1}^{(1)}+1}^{\alpha_{1}^{(1)}+\alpha_{1}^{(2)}} .
\end{aligned}
$$

If, for the sake of simplicity, we use the same names for the changed blocks, then we have

$$
\begin{aligned}
{ }_{1}^{\beta_{1}^{(1)}}\left[\hat{\Xi}_{2}\right]_{1}^{\alpha_{1}^{(1)}} & =\left(-C_{\delta}^{1}\left(\phi_{2}^{\alpha}\right)+\sum_{\gamma=\beta_{1}^{(1)}+1}^{\beta_{1}^{(2)}} C_{\gamma}^{1}\left(\phi_{1}^{\alpha}\right) C_{\delta}^{1}\left(\phi_{2}^{\gamma}\right)\right) \\
{ }_{1}^{\beta_{1}^{(1)}}\left[\hat{\Xi}_{2}\right]_{\substack{1 \leq \alpha \leq \beta_{1}^{(1)} \\
\alpha_{1}^{(1)}+1}}^{\alpha_{1}^{(1)}+\alpha_{1}^{(2)}} & ,\left(C_{\delta}^{1}\left(\phi_{1}^{\alpha}\right)-C_{\delta}^{2}\left(\phi_{2}^{\alpha}\right)+\sum_{\gamma=\beta_{1}^{(1)}+1}^{\beta_{1}^{(2)}} C_{\gamma}^{1}\left(\phi_{1}^{\alpha}\right) C_{\delta}^{2}\left(\phi_{2}^{\gamma}\right)\right)_{\substack{1 \leq \alpha \leq \beta_{1}^{(1)} \\
\beta_{1}^{(2)}+1 \leq \delta \leq m}}
\end{aligned}
$$

A comparison with the obstructions to involution obtained by applying Lemma 2.4 for $i=1$ and $j=2$ shows that all these entries vanish, if and only if the obstructions vanish. It follows that the first $\beta_{1}^{(1)}$ rows of the matrix ( $\hat{\Xi}_{1} \hat{\Xi}_{2}$ ) are zero. The last $\alpha_{1}^{(1)}$ rows begin with the block $-\mathbb{1}_{\alpha_{1}^{(1)}}$ and hence $\operatorname{rank}\left(\hat{\Xi}_{1} \hat{\Xi}_{2}\right)=\alpha_{1}^{(1)}=\operatorname{rank} \hat{\Xi}_{1}$. Thus we may conclude that the rank condition (17) holds, if and only if no non-multiplicative prolongation $D_{2} \Phi_{1}^{a}$ leads to an obstruction of involution.

The claim for the augmented condition (18) follows from the explicit expression (10) for the entries $\Theta_{i j}^{\alpha}$. Performing the same computations as above described with the augmented system yields as additional relevant
entries exactly the integrability conditions arising from Lemma 2.4 applied for $i=1$ and $j=2$. Hence (18) holds, if and only if no non-multiplicative prolongation $D_{2} \Phi_{1}^{a}$ yields an integrability condition.

As one might expect from the above considerations for $i=1$, the analysis of (20) for a general $1 \leq i \leq n$ will require the non-multiplicative prolongations $D_{i} \Phi_{1}^{\alpha}, D_{i} \Phi_{2}^{\alpha}, \ldots D_{i} \Phi_{i-1}^{\alpha}$. It follows trivially from the block form (12) of the matrices $\Xi_{i}$ that the rank of the matrix on the left hand side of (20) is $\sum_{k=1}^{i-1} \alpha_{1}^{(k)}$.

For lack of space we skip the details for the general case. We follow the same steps as in the case $i=1$. The transformation of the matrix on the right hand side of (20) can be described using block matrices, and the resulting matrix in row echelon form has as its entries in the rows where no unit block appears the coefficients of the second-order derivatives in Lemma 2.4. Thus we may conclude again that satisfaction of (20) is equivalent to the fact that in the non-multiplicative prolongations $D_{i} \Phi_{1}^{\alpha}, \ldots, D_{i} \Phi_{i-1}^{\alpha}$ no obstructions to involution arise. In the case of the augmented conditions (21), it follows again from the explicit expression (10) for the entries $\Theta_{i j}^{\alpha}$ that the additional relevant entries are identical with the potential integrability conditions produced by the non-multiplicative prolongations $D_{i} \Phi_{1}^{\alpha}, \ldots, D_{i} \Phi_{i-1}^{\alpha}$.

At this point it becomes apparent why we had to introduce the contracted matrices $\hat{\Xi}_{i}$. As all functions are assumed to be smooth, partial derivatives commute: $u_{i j}^{\alpha}=u_{j i}^{\alpha}$. In Lemma 2.4 each obstruction to involution actually consists of two parts: one arises as coefficient of $u_{i j}^{\alpha}$, the other one as coefficient of $u_{j i}^{\alpha}$. While this decomposition does not show in Lemma 2.4 because both derivatives are collected into one term, the two parts appear in different columns of the matrices $\Xi_{i}$ and in general the rank condition (20) will not hold, if we replace the contracted matrices $\hat{\Xi}_{i}$ by the original matrices $\Xi_{i}$ (see the example below). The effect of the contraction is to combine the two parts in order to obtain the right rank.

There remains to analyse the solvability, if we add the differential system (15). We first note that one can show in a straightforward computation
that (15) alone is again an involutive system. If the original equation $\mathcal{R}_{1}$ is analytic, then the quasi-linear system (15) is analytic, too. Thus we may apply the Cartan-Kähler theorem to it which guarantees the existence of solutions.

The problem is that the combined system $(14,15)$ is in general not involutive, as the prolongation of the algebraic equations (14) leads to additional differential equations. Instead of analysing the effect of these integrability conditions, we proceed as follows. If we assume that $\mathcal{R}_{1}$ is involutive, then we know from Theorem 4.2 that the algebraic equations (14) are solvable. In the proof of the theorem we even produced an explicit row echelon form of the system matrix which we can now exploit to eliminate some of the unknowns $\hat{\zeta}_{i}^{k}$ as a linear combinations of the remaining ones.

Theorem 4.3. Assume that $\delta$-regular coordinates have been chosen for the differential equation $\mathcal{R}_{1}$ and that $\mathcal{R}_{1}$ is analytic. Then the combined system $(14,15)$ is solvable.

Proof. Following the strategy outlined above, we eliminate some of the unknowns $\hat{\zeta}_{i}^{k}$. Because of the simple structure of (15), it turns out that we must take a closer look only at those equations where the leading derivative is of one of the unknowns we eliminate. A somewhat lengthy but straightforward computation shows that these equations actually vanish. The remaining equations still form an involutive system. Thus we eventually arrive at an analytic involutive differential equation for the coefficient functions $\hat{\zeta}_{i}^{k}$ which is solvable according to the Cartan-Kähler theorem.

Example 4.4. Consider the first-order equation

$$
\mathcal{R}_{1}:\left\{\begin{array}{l}
u_{t}=v_{t}=w_{t}=u_{s}=0, \quad v_{s}=2 u_{x}+4 u_{y}, \\
w_{s}=-u_{x}-3 u_{y}, \quad u_{z}=v_{x}+2 w_{x}+3 v_{y}+4 w_{y} .
\end{array}\right.
$$

It is formally integrable, and its symbol is involutive with $\operatorname{dim} \mathcal{N}_{1}=8$. Thus $\mathcal{R}_{1}$ is an involutive equation. For the matrices $\Xi_{i}$, all of which are
$3 \times 8$-matrices, we find

$$
\begin{aligned}
& \Xi_{1}=\left(\begin{array}{ccccccc}
-1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & -1 & 0 & 0 & 0 & 0 & 0 \\
0 \\
0 & 0 & -1 & 0 & 0 & 0 & 0
\end{array}\right), \quad \Xi_{2}=\left(\begin{array}{cccccccc}
0 & 0 & 0 & -1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & -1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & -1 & 0 & 0
\end{array}\right), \\
& \Xi_{3}=\left(\begin{array}{ccccccccc}
0 & -1 & -2 & 0 & -3 & -4 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & -1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & -1
\end{array}\right), \quad \Xi_{4}=\left(\begin{array}{ccccccc}
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
-2 & 0 & 0 & -4 & 0 & 0 & 0 \\
1 & 0 & 0 & 3 & 0 & 0 & 0 \\
0
\end{array}\right), \quad \Xi_{5}=0_{3 \times 8} .
\end{aligned}
$$

For the first two steps in the construction of the fields $U_{i}$, the rank conditions are trivially satisfied even for the non-contracted matrices. But not so in the third step where we have in the row echelon form of the arising $9 \times 32$-matrix in the 7th row zero entries throughout except in the 12th column (where we have -2) and in the 17th column (where we have 2). As a consequence, we obtain the equality $\zeta_{1}^{4}=\zeta_{2}^{1}$ and the rank condition for this step does not hold. However, since both $u_{x}$ and $u_{y}$ are parametric derivatives and in our ordering $Y_{1}=\iota_{*}\left(\partial_{u_{x}}\right)$ and $Y_{4}=\iota_{*}\left(\partial_{u_{y}}\right)$, this equality is already taken into account in our reduced ansatz and for the matrices $\hat{\Xi}_{i}$ the rank condition is satisfied.

Note that the rank condition is first violated when the rank reaches the symbol dimension (which is 8). From then on, the rank of the left matrix in (20) stagnates at $\operatorname{dim} \mathcal{R}_{1}$ while the rank of the augmented matrix may rise further. The entries breaking the rank condition differ by their sign, while their corresponding coefficients in Lemma 2.4 are collected into one sum and thus vanish.

## References

[1] R.L. Bryant, S.S. Chern, R.B. Gardner, H.L. Goldschmidt, and P.A. Griffiths. Exterior Differential Systems. Mathematical Sciences Research Institute Publications 18. Springer-Verlag, New York, 1991.
[2] E.D. Fackerell. Isovectors and prolongation structures by Vessiot's vector field formulation of partial differential equations. In R. Martini, editor, Geometric Aspects of the Einstein Equations and Integrable Systems, Lecture Notes in Physics 239, pages 303-321. Springer-Verlag, Berlin, 1985.
[3] M. Hausdorf, M. Sahbi, and W.M. Seiler. $\delta$ - and quasi-regularity for polynomial ideals. These proceedings.
[4] T.A. Ivey and J.M. Landsberg. Cartan for Beginners: Differential Geometry via Moving Frames and Exterior Differential Systems. Graduate Studies in Mathematics 61. American Mathematical Society, Providence, 2003.
[5] I.S. Krasilshchik, V.V. Lychagin, and A.M. Vinogradov. Geometry of Jet Spaces and Nonlinear Partial Differential Equations. Gordon \& Breach, New York, 1986.
[6] V.V. Lychagin. Homogeneous geometric structures and homogeneous differential equations. In V.V. Lychagin, editor, The Interplay between Differential Geometry and Differential Equations, Amer. Math. Soc. Transl. 167, pages 143-164. Amer. Math. Soc., Providence, 1995.
[7] M. Modugno. Covariant quantum mechanics. Unpublished manuscript, Dept. of Mathematics, University of Florence, 1999.
[8] J.F. Pommaret. Systems of Partial Differential Equations and Lie Pseudogroups. Gordon \& Breach, London, 1978.
[9] W.M. Seiler. Completion to involution and semi-discretisations. Appl. Num. Math., 42:437-451, 2002.
[10] W.M. Seiler. Involution - The Formal Theory of Differential Equations and its Applications in Computer Algebra and Numerical Analysis. Algorithms and Computation in Mathematics. Springer-Verlag, Berlin/Heidelberg, manuscript accepted for publication.
[11] O. Stormark. Lie's Structural Approach to PDE Systems. Encyclopedia of Mathematics and its Applications 80. Cambridge University Press, Cambridge, 2000.
[12] P.J. Vassiliou. Vessiot structure for manifolds of $(p, q)$-hyperbolic type: Darboux integrability and symmetry. Trans. Amer. Math. Soc., 353:1705-1739, 2001.
[13] E. Vessiot. Sur une théorie nouvelle des problèmes généraux d'intégration. Bull. Soc. Math. Fr., 52:336-395, 1924.

# Towards an algorithmisation of the Dirac constraint formalism 

Gerdt $\mathrm{V}^{1} \quad$ Khvedelidze A ${ }^{1,2,3} \quad$ Palii $\mathrm{Yu}^{1}$<br>${ }^{1}$ Laboratory of Information Technologies, Joint Institute for Nuclear Research, Dubna, 141980, Russia,[gerdt, palii]@jinr.ru<br>${ }^{2}$ Department of Theoretical Physics, A.M.Razmadze Mathematical Institute, Tbilisi, GE-0193, Georgia<br>${ }^{3}$ School of Mathematics and Statistics, University of Plymouth, Plymouth, PL4 8AA, United Kingdom, akhvedelidze@plymouth.ac.uk


#### Abstract

Cental issues of the Dirac constraint formalism are discussed in relation to the algorithmic methods of commutative algebra based on the Gröbner basis techniques. For a wide class of finite dimensional polynomial degenerate Lagrangian systems, we describe an algorithmic scheme of computation of the complete set of constraints, their separation into subsets of first and second class constraints as well as the construction of a generator of local symmetry transformations. The proposed scheme is exemplified by considering the so-called light-cone Yang-Mills mechanics with an $S U(2)$ gauge structure group.


Keywords: constrained Hamiltonian dynamics, commutative algebra, Gröbner basis.

## 1 Introduction

Lagrangians used for the description of fundamental particles, such as electrons and photons, as well as quarks and gluons have a degenerate Hessian functions. This rather unusual property, compared to standard Lagrangian mechanical models, profoundly modifies the whole mathematical description of classical evolution. It demands the physical interpretation of constrained variables (e.g. longitudinal components of the electromagnetic potential) and also requires the generalisation of the canonical quantisation scheme. From the mathematical point of view the new element of the Hamiltonian description of a degenerate Lagrangian system is the involution analysis of the differential equations of motion. Its pivotal ingredients in the generalized Hamiltonian dynamics [1]-[5] are realised in the form of the Dirac scheme to determine constraints. This is related to $[6,7,8]$ the formal theory of differential equations [9]. The process of the determining all the integrability conditions that can not be derived using only the algebraic operations with the existing differential equations is just the "reproduction" of constraints in the Dirac formalism. Having a complete set of constraints we are able to identify the set of "truly" dynamical equations for this involutive system and therefore finally provide a deterministic classical evolution of the physical observables and perform the subsequent quantization.

Effective completion to involution of systems of differential equations needed in field theories represents a very complicated challenge requiring sophisticated computer-algebraic methods [10]. Similarly the generalized Hamiltonian formalism also needs an efficient algorithmisation and implementation in a proper computer algebra software.

In the present paper we apply the most universal algorithmic tool of commutative algebra, the Gröbner bases [11], as the main algorithmic ingredient of the generalized Hamiltonian dynamics for degenerate mechanical models with polynomial Lagrangians. In [12] it was already suggested to use the Gröbner bases for the computation and separation of constrains for such models. The underlying Dirac-Gröbner algorithm is based on the
facility of the Gröbner bases method to manipulate with a polynomial in the phase variables modulo constraint manifold, and, in particular, to check whether the polynomial vanishes on the manifold. In the present note we propose some further algorithmic improvements and extensions aiming at the computational realization of the Hamiltonian reduction of degenerate mechanical system possessing local symmetries.

It should be noticed that constructive ideas of the involution analysis of differential equations combined with those from the Gröbner bases technique have culminated in the concept of involutive bases [13] as a special type of Gröbner bases providing the efficient involutive algorithms [14] for construction of the involutive as well as the reduced Gröbner bases.

The plan of this paper is as follows. We start (Section 2) with a brief description of the main issues in the Dirac constraint formalism that should be put into an algorithmic form suitable for effective calculations. In Section 3 the ways to achieve this goal for finite-dimensional mechanical systems with polynomial Lagrangians are described. Then (Section 4) we consider the so-called light-cone $S U(n)$ Yang-Mills mechanics as an interesting example of constrained model for which the first algorithmic issue of the Dirac formalism, namely, construction of the primary constraints, can be performed for arbitrary $n$. The remaining algorithmic issues of the Dirac formalism are illustrated in Section 4 for this model specified [15] to the simplest nontrivial structure group $S U(2)$. Finally, in Section 5 some conclusions are presented.

## 2 The issues requiring algorithmisation

Here we sketch briefly the basic notions and definitions from the Dirac constraint formalism for a finite dimensional degenerate Lagrangian system and make a list of the main procedures requiring an algorithmic reformulation.

Consider an $n$-dimensional mechanical system whose configuration space is $\mathbf{R}^{n}$ and the Lagrangian $L(q, \dot{q})$ is defined on a tangent space as a function of the coordinates $q:=q_{1}, q_{2}, \ldots, q_{n}$ and velocities $\dot{q}:=\dot{q}_{1}, \dot{q}_{2}, \ldots, \dot{q}_{n}$.

The Lagrangian system is called a regular one if the rank $r:=\operatorname{rank}\left\|H_{i j}\right\|$ of the corresponding Hessian function $H_{i j}:=\partial^{2} L / \partial \dot{q}_{i} \partial \dot{q}_{j}$ is maximal $(r=$ $n$ ). In this case the Euler-Lagrange equations

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t}\left(\frac{\partial L}{\partial \dot{q}_{i}}\right)-\frac{\partial L}{\partial q_{i}}=0, \quad 1 \leq i \leq n \tag{1}
\end{equation*}
$$

rewritten explicitly as

$$
H_{i j} \ddot{q}_{j}+\frac{\partial^{2} L}{\partial q_{j} \partial \dot{q}_{i}} \dot{q}_{j}-\frac{\partial L}{\partial q_{i}}=0
$$

can be resolved with respect to the accelerations ( $\ddot{q}$ ) and there is no hidden constraints. Otherwise, if $r<n$, the Euler-Lagrange equations are degenerate or singular. In this case not all differential equations (1) are of second order, namely there are $n-r$ independent equations, Lagrangian constraints, containing only coordinates and velocities. Passing to the Hamiltonian description via a Legendre transformation

$$
\begin{equation*}
p_{i}:=\frac{\partial L}{\partial \dot{q}_{i}} \tag{2}
\end{equation*}
$$

the degeneracy of the Hessian manifests itself in the existence of $n-r$ relations between coordinates and momenta, the primary constraints

$$
\begin{equation*}
\phi_{\alpha}^{(1)}(p, q)=0, \quad 1 \leq \alpha \leq n-r . \tag{3}
\end{equation*}
$$

Equations (3) define the so-called primary constraints subset $\Sigma_{1}$. This definition is implicit and therefore the first algorithmisation topic is:

Issue I: Find all primary constraints describing the subset $\Sigma_{1}$.
From (3) the dynamics is constrained by the set $\Sigma_{1}$ and by the Dirac prescription is governed by the total Hamiltonian

$$
\begin{equation*}
H_{T}:=H_{C}+U_{\alpha} \phi_{\alpha}^{(1)}, \tag{4}
\end{equation*}
$$

which differs from the canonical Hamiltonian $H_{C}(p, q)=p_{i} q_{i}-L$ by a linear combination of the primary constraints with the Lagrange multipliers $U_{\alpha}$.

The next step is to analyze the dynamical requirement that classical trajectories remain in $\Sigma_{1}$ during evolution,

$$
\begin{equation*}
\dot{\phi}_{\alpha}^{(1)}=\left\{H_{T}, \phi_{\alpha}^{(1)}\right\} \stackrel{\Sigma_{1}}{=} 0 . \tag{5}
\end{equation*}
$$

In (5) the evolutional changes are generated by the canonical Poisson brackets with the total Hamiltonian (4) and the abbreviation $\stackrel{\Sigma_{1}}{=}$ stands for a week equality, i.e., the right-hand side of (5) vanishes modulo the constraints.

The consistency condition (5), unless it is satisfied identically, may lead either to a contradiction or to a determination of the Lagrange multipliers $U_{\alpha}$ or to new constraints. The former case indicates that the given Hamiltonian system is inconsistent.

In the latter case when (5) is not satisfied identically and is independent of the multipliers $U_{\alpha}$ the left-hand side of (5) defines the new constraints. Otherwise, if the left-hand side depends on some Lagrange multipliers $U_{\alpha}$ the consistency condition determines these multipliers, and, therefore, the constraints set is not enlarged by new constraints. The subsequent iteration of this consistency check ends up with the complete set of constraints and/or determination of some/or all Lagrange multipliers.

The number of Lagrange multipliers $U_{\alpha}$ which can be found is determined by the so-called Poisson bracket matrix

$$
\begin{equation*}
\mathbf{M}_{\alpha \beta}:=\frac{\Sigma}{=}\left\{\phi_{\alpha}, \phi_{\beta}\right\}, \tag{6}
\end{equation*}
$$

where $\Sigma$ denotes the subset of a phase space defined by the all constraints including primary $\phi_{\alpha}^{(1)}$, secondary $\phi_{\alpha}^{(2)}$, ternary $\phi_{\alpha}^{(3)}$, etc., constraints, $\Phi:=$ $\left(\phi_{\alpha}^{(1)}, \phi_{\alpha}^{(2)}, \ldots, \phi_{\alpha}^{(k)}\right)$

$$
\begin{equation*}
\Sigma: \quad \phi_{\alpha}(p, q)=0, \quad 1 \leq \alpha \leq k . \tag{7}
\end{equation*}
$$

The co-rank $s:=k-\operatorname{rank}(\mathbf{M})$ of matrix $\mathbf{M}$ represent the number of firstclass constraints $\psi_{1}, \psi_{2}, \ldots, \psi_{s}$, linear combinations of constraints $\phi_{\alpha}$

$$
\begin{equation*}
\psi_{\alpha}(p, q)=\sum_{\beta} \mathrm{c}_{\alpha \beta}(p, q) \phi_{\beta} \tag{8}
\end{equation*}
$$

whose Poisson brackets are weakly zero

$$
\begin{equation*}
\left\{\psi_{\alpha}(p, q), \psi_{\beta}(p, q)\right\} \stackrel{\Sigma}{=} 0 \quad 1 \leq \alpha, \beta \leq s . \tag{9}
\end{equation*}
$$

The remaining functionally independent constraints form the subset of second-class constraints.

This method of constraints determination in the Dirac formalism represents the particular form of completion of the initial Hamiltonian equations to involution; the generated constraints are nothing else than the integrability conditions [6, 7, 8].

Therefore the second algorithmisation challenge can be formulated as
Issue II: Determine all integrability conditions and perform their separation into first and second class conditions.
First-class constraints play a very special role in the Hamiltonian description: they provide the basis for generators of local symmetry transformations. The knowledge of a local symmetry transformation is important because according to physical requirement the physical observables are singlets under the gauge symmetry transformations.

So the next important algorithmisation problem is
Issue III: Construct the generator of local symmetry transformation and find the basis for singlet observables.

The last problem has direct impact on the process of Hamiltonian reduction, that is a formulation of a new Hamiltonian system with a reduced number of degrees of freedom but equivalent to the initial degenerate one $[2,16,17]$. The presence of $s$ first-class constraints and $r:=k-s$ second-class constraints guarantees the possibility of local reformulation of the initial $2 n$ dimensional Hamiltonian system as a $2 n-2 s-r$ dimensional reduced Hamiltonian system (cf. [7]).

Therefore, the final fourth algorithmisation challenge we formulate here as

Issue IV: Construct an equivalent unconstrained Hamiltonian system on the reduced phase space.

## 3 How the algorithm works

Here we extend the main ideas of [12] and describe the algorithmic basics that can be used to solve the problems stated in the previous section. In doing so, we restrict our consideration to an arbitrary dynamical system with finitely many degrees of freedom whose Lagrangian is a polynomial in coordinates and velocities with rational (possibly parametric) coefficients ${ }^{1}$ $L(q, \dot{q}) \in \mathbf{Q}[q, \dot{q}]$.

### 3.1 Primary constraints

For degenerate systems the primary constraints (3) are consequences of the polynomial relations (2). These relations generate the polynomial ideal in $\mathbf{Q}[q, \dot{q}, p]$

$$
\begin{equation*}
I_{p, q, \dot{q}} \equiv \operatorname{Id}\left(\cup_{i=1}^{n}\left\{p_{i}-\partial L / \partial \dot{q}_{i}\right\}\right) \subset \mathbf{Q}[p, q, \dot{q}] . \tag{10}
\end{equation*}
$$

Thereby, primary constraints (3) belong to the radical $\sqrt{I_{p, q}}$ of the elimination ideal

$$
I_{p, q}=I_{p, q, \dot{q}} \cap \mathbf{Q}[p, q] .
$$

Correspondingly, for an appropriate term ordering which eliminates $\dot{q}$, a Gröbner basis of $I_{p, q}$ (denotation: $G B\left(I_{p, q}\right)$ ) is given by [11, 18]

$$
G B\left(I_{p, q}\right)=G B\left(I_{p, q, \dot{q}}\right) \cap \mathbf{Q}[p, q] .
$$

This means that construction of the Gröbner basis for the ideal (10) with omitting elements in the basis depending on velocities and then constructing of $G B\left(\sqrt{I_{p, q}}\right)$ allows us to compute the set of primary constraints. If $G B\left(\sqrt{I_{p, q}}\right)=\emptyset$ then the dynamical system is regular. Otherwise, the algebraically independent set $\Phi_{1}$ of primary constraints is the subset $\Phi_{1} \subset$ $G B\left(\sqrt{I_{p, q}}\right)$ such that

$$
\begin{equation*}
\forall \phi(p, q) \in \Phi_{1}: \phi(p, q) \notin \operatorname{Id}\left(\Phi_{1} \backslash\{\phi(p, q)\}\right) . \tag{11}
\end{equation*}
$$

1 Throughout this section we use some standard notions and definitions of commutative algebra (see, for example, [18]).

Verification of (11) is algorithmically done by computing the following normal form: $N F\left(\phi, G B\left(\operatorname{Id}\left(\Phi_{1} \backslash\{\phi\}\right)\right)\right.$.

Therefore, all the computational steps described above admit full algorithmisation by means of Gröbner bases. In addition, the canonical Hamiltonian $H_{c}(p, q)$ is computed as $N F\left(p_{i} q_{i}-L, G B\left(I_{p, q, \dot{q}}\right)\right)$.

### 3.2 Complete set of constraints and their separation

The dynamical consequences (5) of a primary constraint can also be algorithmically analyzed by computing the normal form of the Poisson brackets of the primary constraint and the total Hamiltonian modulo $G B\left(\sqrt{I_{p, q}}\right)$. Here the Lagrange multipliers $U_{\alpha}$ in (4) are treated as time-dependent functions. If the non-vanishing normal form does not contain $U_{\alpha}$, then it is nothing else than the secondary constraint. In this case the set of primary constraints is enlarged by the secondary constraint obtained and the process is iterated. At the end either the complete set $\Phi$ of constraints (7) is constructed or inconsistency of the dynamical system is detected. The detection holds when the intermediate Gröbner basis, whose computation is a part of the iterative procedure, becomes $\{1\}$.

To separate the set $\Phi=\left\{\phi_{1}, \ldots, \phi_{k}\right\}$ into of first and second class constraints the Poisson bracket $k \times k$ matrix $\mathbf{M}(6)$ is built. Its entries are computed as normal forms of the Poisson brackets of the constraints modulo a Gröbner basis of the ideal generated by set $\Phi$.

To construct $s:=k-r$; where $r=\operatorname{rank}(\mathbf{M})$ first-class constraints as linear combinations (8) of constraints (7) satisfying (9) it suffices to find the basis $P=\left\{p_{1}, \ldots, p_{k-r}\right\}$ of the null space (kernel) of the linear transformation defined by M. Every vector $p \in P$ generates the first-class constraint of form $p_{\alpha} \phi_{\alpha}$.

Now consider the $s \times k$ matrix $\left(p_{j}\right)_{\alpha}$ composed of components of vectors in $P$ and find a basis $T:=\left\{t_{1}, \ldots, t_{r}\right\}$ of the null space of the corresponding linear transformation. For every vector $t \in T$ the second-class constraint is constructed as $t_{\alpha} \phi_{\alpha}$.

Thus the constraints separation can be done using linear algebra operations with the matrix $\mathbf{M}$ alone. Together with the Gröbner bases technique this implies full algorithmisation for computing the complete set of algebraically independent constraints and their separation ( Issues I and II of Section 2).

### 3.3 Generator of local symmetry transformations

The local symmetries are generated by first-class constraints (cf. [5]) but the presence of the second-class constraints makes realization of the symmetry transformations very subtle. To overcome some of these difficulties one can effectively eliminate the second class constraints by changing the initial Poisson bracket to the new Dirac bracket defined as

$$
\{f, g\}_{D}:=\{f, g\}-\left\{f, \chi_{\alpha}\right\} \mathbf{C}_{\alpha \beta}^{-1}\left\{\chi_{\beta}, g\right\},
$$

where $\chi_{\alpha}(1 \leq \alpha \leq r)$ denotes the second-class constraints, and the invertible $r \times r$ matrix $\mathbf{C}_{\alpha \beta}$ is defined as

$$
\mathbf{C}_{\alpha \beta}: \stackrel{\Sigma}{=}\left\{\chi_{\alpha}, \chi_{\beta}\right\} .
$$

Since for an arbitrary function $f$ it follows that $\left\{f, \chi_{\alpha}\right\}_{D}=0$ the secondclass constraints can be set to zero either before or after evaluating a Dirac bracket. This last evaluation, modulo the constraint functions, can be performed algorithmically exploiting the Gröbner bases. After elimination of all second-class constraints follow to the Dirac conjecture [1] the generator $G$ of local transformations is expressed as a linear combination of all first-class constraints

$$
\begin{equation*}
G=\sum_{\beta=1}^{k_{1}} \varepsilon_{\beta}^{(1)} \phi_{\beta}^{(1)}+\sum_{\gamma=k_{1}+1}^{s} \varepsilon_{\gamma}^{(2)} \phi_{\gamma}^{(2)}, \tag{12}
\end{equation*}
$$

and its action on phase space coordinates $(q, p)$ is given now with the aid of the Dirac bracket

$$
\delta q_{i}=\left\{G, q_{i}\right\}_{D}, \quad \delta p_{i}=\left\{G, p_{i}\right\}_{D} .
$$

In (12) the coefficients $\varepsilon_{\beta}^{(1)}$ and $\varepsilon_{\gamma}^{(2)}$ are functions of time $t$ and the first sum includes $k_{1}$ primary first-class constraints while the second sum contains the all remaining first-class constraints. Not all of the functions $\varepsilon$ in (12) are independent ones. Here we briefly state how following the method suggested in [19] one can extract the irreducible set of functions from the set of $\varepsilon$. The total time derivative of the gauge-symmetry generator (12) is given in terms of the Dirac bracket of $G$ and the canonical Hamiltonian:

$$
\begin{equation*}
\frac{d G}{d t}=\frac{\partial G}{\partial t}+\left\{G, H_{C}\right\}_{D} \tag{13}
\end{equation*}
$$

Since the set of first-class constraints is complete, the Dirac bracket in the right-hand side of (13) is

$$
\begin{equation*}
\left\{\phi_{\mu}, H_{C}\right\}_{D}=\rho_{\mu \nu} \phi_{\nu} \tag{14}
\end{equation*}
$$

The unctions $\rho_{\mu \nu}$ can be algorithmically computed by using the Gröbner bases method. To perform this computation one can use, for example, the extended Gröbner basis algorithm [20]. Given a set of polynomials $F=\left\{f_{1}, \ldots, f_{m}\right\} \subset \mathbf{Q}[p, q]$ generating the polynomial ideal $\operatorname{Id}(F)$, this algorithm yields the explicit representation

$$
\begin{equation*}
g_{i}=h_{i j} f_{j} \tag{15}
\end{equation*}
$$

of elements in the Gröbner basis $\left\{g_{1} \ldots, g_{n}\right\}$ of this ideal in terms of the ideal generated by polynomials in $F$. Therefore, having computed a Gröbner basis for the ideal generated by the first-class constraints and the corresponding polynomial coefficients for the elements in the Gröbner basis as given in (15), the coefficients $\rho_{\mu \nu}$ are easily computed by reduction [11, 18, 20] of the Dirac bracket in (14) modulo the Gröbner basis expressed in terms of the first-class constraints $\phi_{\nu}$. Note that one can similarly compute the algebra of first-class constraints

$$
\left\{\phi_{\alpha}, \phi_{\beta}\right\}_{D}=\varrho_{\alpha \beta \gamma} \phi_{\gamma},
$$

if the structure functions $\varrho_{\alpha \beta \gamma}$ are polynomials in $p, q$.

The generator of local transformation is conserved modulo the primary constraints

$$
\begin{equation*}
\frac{d G}{d t} \stackrel{\Sigma_{1}}{=} 0 \Rightarrow \dot{\varepsilon}_{\gamma}^{(2)} \phi_{\gamma}^{(2)}+\varepsilon_{\beta}^{(1)} \rho_{\beta \gamma} \phi_{\gamma}^{(2)}+\varepsilon_{\delta}^{(2)} \rho_{\delta \gamma} \phi_{\gamma}^{(2)} \stackrel{\Sigma_{1}}{=} 0 . \tag{16}
\end{equation*}
$$

Since, by their construction, the constraints $\phi_{\gamma}^{(2)}$ do not vanish on the primaryconstraint manifold $\Sigma_{1}$, the relations (16) represent the following system of differential equations on the gauge functions $\varepsilon_{\beta}^{(1)}$ and $\varepsilon_{\gamma}^{(2)}$

$$
\begin{equation*}
\dot{\varepsilon}_{\gamma}^{(2)}+\varepsilon_{\beta}^{(1)} \rho_{\beta \gamma}+\varepsilon_{\delta}^{(2)} \rho_{\delta \gamma}=0, \quad\left(k_{1}+1 \leq \gamma \leq s\right), \tag{17}
\end{equation*}
$$

where the index $\beta$ runs from 1 to $k_{1}, \gamma$ runs from $k_{1}+1$ to $s$ and the functions $\rho_{\mu \nu}$ are projected on to the subset $\Sigma_{1}$.

Since the differential system (17) is underdetermined, one can express the functions $\varepsilon_{\beta}^{(1)}$ in terms of arbitrary functions $\varepsilon_{\gamma}^{(2)}(t)$ and their derivatives [19]. Since this last procedure is algorithmic, this completes the algorithmic construction of the generator of the local symmetry transformation.

The above described algorithmic procedures have been implemented as a Maple package (currently for Maple 10), and this package was used to perform the computations presented in the next section.

It is worth noting here that the remaining part of Issue III as well as Issue IV still require an algorithmisation.

## 4 Light-cone Yang-Mills mechanics

Now we discuss the application of the general scheme described above to a mechanical model originated from Yang-Mills gauge theory formulated on the light-cone under the assumption of spatial homogeneity of the gauge fields.

The standard action of Yang-Mills field theory with structure group $S U(n)$ in four-dimensional Minkowski space $M_{4}$, endowed with a metric $\eta$ is

$$
\begin{equation*}
S:=\frac{1}{g_{0}^{2}} \int_{M_{4}} \operatorname{tr} F \wedge * F, \tag{18}
\end{equation*}
$$

where $g_{0}$ is a coupling constant and the $S U(n)$ algebra valued curvature two-form

$$
F:=d A+A \wedge A
$$

is constructed from the connection one-form $A$. The connection and curvature, as Lie algebra valued quantities, are expressed in terms of the antihermitian algebra basis $T^{a}$,

$$
A=A^{a} T^{a}, \quad F=F^{a} T^{a} . \quad a=1,2, \ldots, n^{2}-1 .
$$

The metric $\eta_{\gamma \delta}$ enters the action through the dual field strength tensor defined in accordance with the Hodge star operation $* F_{\mu \nu}:=\frac{1}{2} \sqrt{\operatorname{det}(\eta)} \epsilon_{\mu \nu \alpha \beta} F^{\alpha \beta}$, with totally antisymmetric tensor $\epsilon_{\mu \nu \alpha \beta}$.

The light-cone version of the theory is formulated using the frame where two vectors $e_{ \pm}:=\frac{1}{\sqrt{2}}\left(e_{0} \pm e_{3}\right)$ tangent to the light-cone are combined with the orthogonal pair $e_{k}, k=1,2$. The corresponding coordinates are usually called (see, e.g. [21]) light-cone coordinates $x^{\mu}=\left(x^{+}, x^{-}, x^{\perp}\right)$

$$
x^{ \pm}:=\frac{1}{\sqrt{2}}\left(x^{0} \pm x^{3}\right), \quad x^{\perp}:=x^{k}, \quad k=1,2 .
$$

The non-zero components of the metric are $\eta_{+-}=\eta_{-+}=-\eta_{11}=-\eta_{22}=1$. The connection one-form in the light-cone basis is given as

$$
\begin{equation*}
A:=A_{+} d x^{+}+A_{-} d x^{-}+A_{k} d x^{k} . \tag{19}
\end{equation*}
$$

By definition, the Lagrangian of light-cone Yang-Mills mechanics follows from the corresponding Lagrangian of Yang-Mills theory if one supposes that the components of the connection one-form $A$ in (19) only depend on the light-cone "time variable" $x^{+}$

$$
A_{ \pm}=A_{ \pm}\left(x^{+}\right), \quad A_{k}=A_{k}\left(x^{+}\right) .
$$

Substitution of this ansatz into the classical action (18) defines the Lagrangian of light-cone Yang-Mills mechanics

$$
\begin{equation*}
L:=\frac{1}{2 g^{2}}\left(F_{+-}^{a} F_{+-}^{a}+2 F_{+k}^{a} F_{-k}^{a}-F_{12}^{a} F_{12}^{a}\right), \tag{20}
\end{equation*}
$$

where $g$ is the "renormalized" coupling constant $g^{2}=g_{0}^{2} /$ (Volume) and the light-cone components of the field-strength tensor are given by

$$
\begin{aligned}
& F_{+-}^{a}:=\frac{\partial A_{-}^{a}}{\partial x^{+}}+\mathrm{f}^{a b c} A_{+}^{b} A_{-}^{c}, \\
& F_{+k}^{a}:=\frac{\partial A_{k}^{a}}{\partial x^{+}}+\mathrm{f}^{a b c} A_{+}^{b} A_{k}^{c}, \\
& F_{-k}^{a}:=\mathrm{f}^{a b c} A_{-}^{b} A_{k}^{c}, \\
& F_{i j}^{a}:=\mathrm{f}^{a b c} A_{i}^{b} A_{j}^{c}, \quad i, j, k=1,2 .
\end{aligned}
$$

Therefore, (20) determines the $S U(n)$ Yang-Mills light-cone mechanics as $4\left(n^{2}-1\right)$ - dimensional system with configuration coordinates $A_{ \pm}, A_{k}$ evolving with respect to the light-cone time $\tau:=x^{+}$.

The Legendre transformation

$$
\begin{aligned}
\pi_{a}^{+} & :=\frac{\partial L}{\partial \dot{A_{+}^{a}}}=0, \\
\pi_{a}^{-} & :=\frac{\partial L}{\partial \dot{A_{-}^{a}}}=\frac{1}{g^{2}}\left(\dot{A_{-}^{a}}+\mathrm{f}^{a b c} A_{+}^{b} A_{-}^{c}\right), \\
\pi_{a}^{k} & :=\frac{\partial L}{\partial \dot{A_{k}^{a}}}=\frac{1}{g^{2}} \mathrm{f}^{a b c} A_{-}^{b} A_{k}^{c}
\end{aligned}
$$

gives the canonical Hamiltonian

$$
\begin{equation*}
H_{C}=\frac{g^{2}}{2} \pi_{a}^{-} \pi_{a}^{-}-\mathrm{f}^{a b c} A_{+}^{b}\left(A_{-}^{c} \pi_{a}^{-}+A_{k}^{c} \pi_{a}^{k}\right)+\frac{1}{2 g^{2}} F_{12}^{a} F_{12}^{a} \tag{21}
\end{equation*}
$$

The non-vanishing Poisson brackets between the fundamental canonical variables are

$$
\left\{A_{ \pm}^{a}, \pi_{b}^{ \pm}\right\}=\delta_{b}^{a}, \quad\left\{A_{k}^{a}, \pi_{b}^{l}\right\}=\delta_{k}^{l} \delta_{b}^{a}
$$

The Hessian of the Lagrangian system (20) is degenerate, $\operatorname{det}\left\|\frac{\partial^{2} L}{\partial \dot{A} \partial A}\right\|=$ 0 , and as a result there are primary constraints whose computation by the algorithm of Section 3.1 gives

$$
\begin{align*}
& \varphi_{a}^{(1)}:=\pi_{a}^{+}=0,  \tag{22}\\
& \chi_{k}^{a}:=g^{2} \pi_{k}^{a}+\mathrm{f}^{a b c} A_{-}^{b} A_{k}^{c}=0 . \tag{23}
\end{align*}
$$

The non-vanishing Poisson brackets between these constraints are

$$
\left\{\chi_{i}^{a}, \chi_{j}^{b}\right\}=2 \mathrm{f}^{a b c} \eta_{i j} A_{-}^{c} .
$$

According to the Dirac prescription, the presence of primary constraints affects the dynamics of the degenerate system. Now the generic evolution is governed by the total Hamiltonian

$$
H_{T}:=H_{C}+U_{a}(\tau) \varphi_{a}^{(1)}+V_{k}^{a}(\tau) \chi_{k}^{a},
$$

where the Lagrange multipliers $U_{a}(\tau)$ and $V_{k}^{a}(\tau)$ are unspecified functions of the light-cone time $\tau$. Using this Hamiltonian the dynamical self-consistence of the primary constraints may be checked. From the requirement of conservation of the primary constraints $\varphi_{a}^{(1)}$ it follows that

$$
\begin{equation*}
0=\dot{\varphi}_{a}^{(1)}=\left\{\pi_{a}^{+}, H_{T}\right\}=\mathrm{f}^{a b c}\left(A_{-}^{b} \pi_{c}^{-}+A_{k}^{b} \pi_{c}^{k}\right) . \tag{24}
\end{equation*}
$$

Therefore, there are three secondary constraints $\varphi_{a}^{(2)}$

$$
\begin{equation*}
\varphi_{a}^{(2)}:=\mathrm{f}_{a b c}\left(A_{-}^{b} \pi_{c}^{-}+A_{k}^{b} \pi_{c}^{k}\right)=0 \tag{25}
\end{equation*}
$$

which obey the $S U(n)$ algebra

$$
\left\{\varphi_{a}^{(2)}, \varphi_{b}^{(2)}\right\}=\mathrm{f}_{a b c} \varphi_{c}^{(2)}
$$

The same procedure for the primary constraints $\chi_{k}^{a}$ gives the following self-consistency conditions

$$
0=\dot{\chi}_{k}^{a}=\left\{\chi_{k}^{a}, H_{C}\right\}-2 g^{2} \mathrm{f}^{a b c} V_{k}^{b} A_{-}^{c} .
$$

A further issue, the identification of the first class constraints among the primary constraints $\chi_{k}^{a}$, depends on the rank of the structure group. Below we specify to the simplest special unitary group of rank one.

### 4.1 The $S U(2)$ structure group

Here we present the results of our computations performed for the case of $S U(2)$ algebra where the structure constants are given by the totally antisymmetric three dimensional Levi-Civita symbol, $\mathrm{f}^{a b c}=\epsilon^{a b c}$. Constraints and their separation. Computation of the complete set of constraints, as described in Section 3.2, gives nine primary constraints $\varphi_{a}^{(1)}, \chi_{k}^{a}$ and three secondary constraints $\varphi_{a}^{(2)}$, in accordance with (22) and (25). Performing the separation of the primary constraints (23) we find two additional first-class constraints

$$
\psi_{k}:=A_{-}^{a} \chi_{k}^{a},
$$

and four second class constraints

$$
\chi_{k \perp}^{a}:=\chi_{k}^{a}-\frac{\left(A_{-}^{b} \chi_{k}^{b}\right) A_{-}^{a}}{\left(A_{-}^{1}\right)^{2}+\left(A_{-}^{2}\right)^{2}+\left(A_{-}^{3}\right)^{2}} .
$$

The new first class constraints $\psi_{i}$ are abelian, $\left\{\psi_{i}, \psi_{j}\right\}=0$, and also have zero Poisson brackets with all other constraints, while the second class constraints $\chi_{k \perp}^{a}$ have the following non-zero Poisson bracket relations

$$
\begin{aligned}
& \left\{\chi_{i \perp}^{a}, \chi_{j \perp}^{b}\right\}=2 g^{2} \epsilon^{a b c} A_{-}^{c} \delta_{i j}, \\
& \left\{\varphi_{a}^{(2)}, \chi_{k \perp}^{b}\right\}=\epsilon^{a b c} \chi_{k \perp}^{c} .
\end{aligned}
$$

Summarizing, there are 8 first-class constraints $\varphi_{a}^{(1)}, \psi_{k}, \varphi_{a}^{(2)}$ and 4 secondclass constraints $\chi_{k \perp}^{a}$.
Generator of local symmetry transformations. The presence of two first class constraints $\psi_{i}$ raises the question of the existence of new local symmetries as well as the expected $S U(2)$ gauge symmetry. To clarify this point we construct the corresponding generator of local symmetry transformation following Section 3.2. We start from the expression

$$
\begin{equation*}
G=\sum_{a=1}^{3} \varepsilon_{a}^{(1)} \varphi_{a}^{(1)}+\sum_{i=1}^{2} \eta_{i} \psi_{i}+\sum_{a=1}^{3} \varepsilon_{a}^{(2)} \varphi_{a}^{(2)}, \tag{26}
\end{equation*}
$$

with the eight light-cone time-dependent functions $\varepsilon_{a}^{(1)}(\tau), \varepsilon_{a}^{(2)}(\tau)$ and $\eta_{i}(\tau)$, then compute the functions $\rho$ (see eq. (14)). Equation (16) reads now as

$$
\left(\dot{\varepsilon}_{a}^{(2)}+\varepsilon_{a}^{(1)}-\epsilon_{a b c} \varepsilon_{b}^{(2)} A_{+}^{c}-\eta_{i} A_{i}^{a}\right) \phi_{a}^{(2)} \stackrel{\Sigma_{1}}{=} 0 .
$$

Therefore expressing $\varepsilon_{a}^{(1)}$ in terms of the functions $\varepsilon_{a}^{(2)}$, the generator of local transformation takes the final form

$$
\begin{equation*}
G=\left(-\dot{\varepsilon}_{a}^{(2)}+\epsilon_{a b c} \varepsilon_{b}^{(2)} A_{+}^{c}+\eta_{i} A_{i}^{a}\right) \phi_{a}^{(1)}+\eta_{i} \psi_{i}+\varepsilon_{a}^{(2)} \phi_{a}^{(2)} . \tag{27}
\end{equation*}
$$

Analyzing the changes of the canonical coordinates $A^{a}$ and $\pi^{a}$ generated by (27) we find that the abelian subgroup of the 5 -parameter local symmetry is in some sense "inherited" from the rigid conformal symmetry of initial Yang-Mills theory. But now, instead of the conformal symmetry, the light-cone $S U(2)$ Yang-Mills mechanics has the $S L(2, R)$ dynamical group of symmetry. Moreover, the group action is accompanied by the abelian transformations generated by two constraints $\psi_{i}$. A detailed discussion of this symmetry realization will be given elsewhere.
Hamiltonian reduction to unconstrained system. Now that we have the generator of local transformation, we can address the question of finding a set of suitable coordinates part of which represent the invariants of these transformations. Solving this problem will let us project our system onto the constraint manifold and thus determine the unconstrained Hamiltonian system. We refer for details to [15], and here present the set of corresponding singlet variables (as an example of the solution of the second part of (Issue III ). We also give a result of subsequent implementation of a Hamiltonian reduction (Issue IV) of the "redundant" degrees of freedom associated to the symmetries generated by constraints $\varphi_{a}^{(1)}, \varphi_{a}^{(2)}$ and $\psi_{a}$.

Let us pass to a matrix notation: the $3 \times 3$ matrix $A_{a b}$ whose entries of the first two columns are $A_{i}^{a}$ and the third column is composed by the elements $A_{-}^{a}$. Now one can verify that the elimination of local degrees of freedom associated with the three constraints $\varphi_{a}^{(2)}$ can be achieved by using the polar representation [22]

$$
A=O S
$$

where $S$ is a positive definite $3 \times 3$ symmetric matrix and the orthogonal matrix $O$ is parameterized by three Euler angles. It turns out that these three angles represent the pure gauge degrees of freedom corresponding to the constraints $\varphi_{a}^{(2)}$.

To find the gauge degrees connected with the remaining two abelian constraints $\psi_{1}, \psi_{2}$ one can pass to a principal axes representation for the symmetric matrix $S$

$$
S=R^{T} \operatorname{diag}\left(q_{1}, q_{2}, q_{3}\right) R
$$

with the orthogonal matrix $R\left(\chi_{1}, \chi_{2}, \chi_{3}\right)$ given in terms of the Euler angles $\left(\chi_{1}, \chi_{2}, \chi_{3}\right)$. Now again it turns out that the two angles $\chi_{1}$ and $\chi_{2}$ are pure gauge degrees of freedom.
Solving for the remaining second class constraints $\chi_{i \perp}^{a}$ leads to an unconstrained system which represents a free particle or, considering the complex solutions to the second class constraints, to a more interesting model, the so-called conformal mechanics. In this case the diagonal variable $q_{1}$ and the angular variable $\chi_{3}$ together with the corresponding conjugate momenta $p_{1}$ and $p_{\chi_{3}}$ are two unconstrained canonical pairs and their dynamics is governed by the reduced Hamiltonian

$$
\begin{equation*}
H=\frac{g^{2}}{2}\left(p_{1}^{2}+\frac{p_{\chi_{3}}^{2}}{4} \frac{1}{q_{1}^{2}}\right), \tag{28}
\end{equation*}
$$

which is a projection of the canonical Hamiltonian (21) to the constraints shell. Finally, noting that $p_{\chi_{3}}$ is a constant of motion, the Hamiltonian (28) coincides with the Hamiltonian of conformal mechanics with the coupling constant $p_{\chi_{3}}^{2} / 4$.

## 5 Concluding comments

In this paper we have raised several issues for a constrained mechanical systems which require computational realization. We described how using the Gröbner basis technique the computation and separation of the complete
set of constraints as well as the construction of the local gauge transformations can be achieved in degenerate mechanical models whose Lagrangians are polynomials in coordinates and velocities. The remaining challenges, namely, the construction of a basis for singlet (gauge-invariant) variables as well as the subsequent Hamiltonian reduction still needs algorithmisation. However, a first step in this direction also has been performed. In systems with first-class constraints the configuration space should be factorized by the local symmetry group in order to find a gauge invariant basis. The infinitesimal structure of a local symmetry group is encoded in the generator of gauge transformations, and we have shown that its construction allows an effective algorithmisation.

As an example of the effectiveness of the proposed algorithms light-cone Yang-Mills mechanics with the $S U(2)$ structure group was analysed in details: we determined and separated constraints, constructed a local invariance transformation and found the equivalent unconstrained Hamiltonian system.

For the $S U(2)$ light-cone mechanics the computations with our implementation in Maple 10, which is an improved and extended version of that given in [12], takes about 1 minute on a machine with a 1.7 GHz processor. This uses the standard Gröbner package in the Maple library. Unfortunately, recent extensions of the Maple Gröbner bases facilities with the packages Gb and Fgb developed by J.C. Faugère [23] do not improve on the standard package. Gb is slower for our problems while Fgb cannot deal with the parametric coefficients. For the same reason we cannot use our software GINV [24] to implement the involutive algorithms [14] for involutive or/and Gröbner bases. Manipulation with parametric coefficients is essential for the Dirac formalism due to the presence of physical parameters (e.g. masses, coupling constants) in the initial Lagrangian, the Lagrange multipliers in the total Hamiltonian (4) and the time-dependent functions in the generator (12) of local symmetry transformations.

Consideration of light-cone mechanics with $n \geq 3$ is under current study. Here we note only that a recent paper [25] on geodesic motion on the
$S U(3)$ group provides us with a useful parametrization suitable for this investigation.

## Acknowledgments

The authors are indebted to M. Lavelle, D. McMullan and D. Mladenov for helpful discussions concerning this work. The presented research was partially supported by grant No.04-01-00784 from the Russian Foundation for Basic Research. One of the authors (V.G.) was also supported by grant 5362.2006.2 from the Ministry of Education and Science of the Russian Federation.

## References

[1] Dirac P.A.M.: Generalized Hamiltonian Dynamics, Canad. J. Math. 2, 129-148, 1950; Lectures on Quantum Mechanics, Belfer Graduate School of Science, Monographs Series, Yeshiva University, New York, 1964.
[2] Sundermeyer K.: Constrained Dynamics, Lecture Notes in Physics vol.169, SpingerVerlag, Berlin Heidelberg New York, 1982.
[3] Hanson E.J., Regge T. and Teitlboim C.: Constrained Hamiltonian Systems, Accademia Nazionale dei Lincei, 1976.
[4] Gitman D.M. and Tyutin I.V.: Quantization of Fields with Constraints, SpringerVerlag, Berlin Heidelberg, 1990.
[5] Henneaux M. and Teitelboim C.: Quantization of Gauge Systems, Princeton University Press, Princeton, New Jersey, 1992.
[6] Hurtley D.H., Tucker R.W. and Tuckey P.: Constrained Hamiltonian Dynamics and Exterior Differential Systems. J. Phys. A. 24, 5252-5265, 1991.
[7] Seiler W.M. and Tucker R.W.: Involution and Constrained Dynamics I: the Dirac Approach. J. Phys. A. 28, 4431-4451, 1995.
[8] Seiler W.M.: Involution and Constrained Dynamics. II: the Faddeev-Jackiw Approach, J. Phys. A. 28, 7315-7331, 1995.
[9] Pommaret J.F.: Partial Differential Equations and Group Theory. New Perspectives for Applications, Kluwer, Dordrecht, 1994.
[10] Calmet J., Hausdorf M. and Seiler W.M.: A Constructive Introduction to Involution, in: R.Akerkar (Ed.) International Symposium on Applications of Computer AlgebraISACA 2000, Allied Publishers, New Delhi, 33-50,2001.
[11] Buchberger B. and Winkler F. (Eds.): Gröbner Bases and Applications, Cambridge University Press, 1998.
[12] Gerdt V.P. and Gogilidze S.A.: Constrained Hamiltonian Systems and Gröbner Bases, in: V.G.Ganzha, E.W.Mayr and E.V.Vorozhtsov (Eds.), Computer Algebra in Scientific Computing, Springer-Verlag, Berlin, 138-146, 1999.
[13] Gerdt V.P., Blinkov Yu.A.: Involutive Bases of Polynomial Ideals. Math. Comp. Simul. 45, 519-542, 1998, arXiv:math.AC/9912027.
[14] Gerdt V.P.: Involutive Algorithms for Computing Gröbner Bases, in: S.Cojocaru, G.Pfister and V.Ufnarovski (Eds), Computational Commutative and Non-Commutative algebraic geometry, NATO Science Series, IOS Press, 199-225, 2005, arXiv:math.AC/0501111.
[15] Gerdt V.P., Khvedelidze A.M. and Mladenov D.M.: Light-cone $S U(2)$ Yang-Mills Theory and Conformal Mechanics, arXiv:hep-th/0210022.
[16] Gogilidze S.A, Pervushin V.N. and Khvedelidze A.M.: Reduction in Systems with Local Symmetry, Phys. Part. Nucl. 30, 160-208, 1999.
[17] Khvedelidze A.M.: On the Hamiltonian Formulation of Gauge Theories in Terms of Physical Variables, J. Math. Sci. 119, 513-555, 2004.
[18] Cox D., Little J. and O'Shea D.: Ideals, Varieties and Algorithms. 2nd Edition, Springer-Verlag, New York, 1996.
[19] Gogilidze S.A., Sanadze V.V., Surovtsev Y.S. and Tkebuchava F.G.: Local Symmetries in Systems with Constraints, J. Phys. A 27 6509-6524, 1994.
[20] Becker T. and Weispfenning V.: Gröbner Bases. A Computational Approach to Commutative Algebra. Graduate Texts in Mathematics 141, Springer-Verlag, New York, 1993.
[21] Brodsky S.J., Pauli H.-C. and Pinsky S.S.: Quantum Chromodynamics and Other Field Theories on the Light-cone, Phys. Rep. 301, 299-486, 1998.
[22] Zelobenko D.R.: Compact Lie Groups and Their Representations. Translations of Mathematical Monographs, Vol. 40, AMS, 1978.
[23] http://fgbrs.lip6.fr/salsa/Software/
[24] http://invo.jinr.ru
[25] Gerdt V., Horan R., Khvedelidze A., Lavelle M., McMullan D. and Palii Y.: On the Hamiltonian Reduction of Geodesic Motion on $S U(3)$ to $S U(3) / S U(2)$, J. Math. Phys. 47, 2006, arXiv:hep-th/0511245.

# The Electrodynamics of Charged Continua ${ }^{1}$ 

J Gratus, D A Burton, R W Tucker<br>Lancaster University and the Cockcroft Institute, UK


#### Abstract

The dynamic behaviour of a distribution of charged particles is explored in terms of a selfpermeable continuum model interacting self-consistently with the Maxwell field in vacuo. The model is developed using intrinsic tensor field theory and exploits to the full the relativistic structure of Minkowski spacetime. The model predicts the dynamic formation of domains that separate multi-component currents. To determine the location of such domains one is confronted with a new type of electrodynamic problem in which the number of charged current components is indefinite and the state of a finite bunch of charge may approach a highly mixed configuration reminiscent of turbulence. In this paper a formalism is established to describe such a multi-component system in terms of a flow map between 4 -manifolds. This map inter-relates a complex Euler description of electrodynamics on spacetime with a computational Lagrangian scheme on a 4 -dimensional body-time manifold, the domain of the flow map.
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## 1 Introduction

Modern theories regard matter as being composed of interacting particles. A fruitful way to formulate these interactions is in terms of fields whose sources are related to the particles themselves [1], [2]. In most classical and quantum descriptions the fields and sources are sections of bundles over spacetime that fulfil the requirements placed on them by physical

[^8]laws compatible with observation. Although the notion of a point particle is probably no more than a convenient idealisation in classical physics it forms the conceptual basis of many models of charged sources in electrodynamics [3], [5]. However the physical laws of electrodynamics sit uneasily in such a framework and require awkward manoeuvres to eliminate the self-interaction effects attributed to the fields produced by particles acting on themselves [4]. Models of matter that adopt charged continua as fundamental concepts can evade these issues [6], [7]. They have the advantage that notions of continuity and differentiability can then be controlled mathematically in the field equations that determine the dynamics of such continua. Furthermore by regarding the motion of charged continua as a subset of spacetime on which a smooth 4 -velocity vector field is defined [8], the notion of a particle history can be recovered by identifying it with a particular parameterised integral curve of such a vector field. The distribution of integral curves can be specified by a measure (the proper charge density) obtained in principle by solving Maxwell's equations in conjunction with a force law based on the vanishing of the divergence of the total stress-energy-momentum tensor of the complete system.
Although this program leads to a well defined differential system for the electromagnetic fields, source density and velocity field it is rare that initial conditions exist leading to a smooth vector field on spacetime. The existence of crossing integral curves after a finite time means that the premise on which the model is based breaks down. This is a common occurrence in many fluid models for flow fields. In neutral gas dynamics such occurrences are identified with the formation of shocks and appeal is made to dissipative effects to ameliorate singularities that arise as a result. Although energy dissipation can arise in many dynamic configurations of charged continua appeal to a similar amelioration is not available for systems controlled solely by electrodynamic forces and a new physical scenario must be accommodated in the model.
The approach adopted here is to regard a charged continuum subject to purely electrodynamic forces as a self-permeable structure that permits
self-penetration. It may be described as the continuum limit of a collection of dynamically interacting but non-colliding particles. Alternatively it may be regarded as a multi-component continuum described by a collection of vector fields on subsets of spacetime that have supports determined by the global dynamics of the entire system. At the interface of such subsets the measure describing the smooth source proper charge density may degenerate from a volume charge density to a surface or even line charge density. To determine the location of and interaction between these lower dimensional sources means that one is confronted with a new type of electrodynamic problem in which the number of charged current components is indefinite and the state of a finite bunch of charge may approach a highly mixed configuration reminiscent of turbulence.
In this paper a formalism is established to describe such a multi-component system in terms of a flow map whose properties follow from a generalisation of the single component scheme outlined above. This map inter-relates a complex Euler description of electrodynamics on spacetime with a computational Lagrangian scheme on a 4-dimensional body-time manifold, the domain of the flow map.

## 2 Fields over maps

To establish notation the reader is reminded about the notion of a section over a map. Let $\phi: \mathcal{B} \rightarrow \mathcal{M}$ be a continuous map between manifolds $\mathcal{B}$ and $\mathcal{M}$ (assumed orientable), and let $\pi_{\mathcal{E}}: \mathcal{E} \rightarrow \mathcal{M}$ be a bundle over $\mathcal{M}$. The notation

$$
f \in \Gamma(\phi, \mathcal{E})
$$

means that

$$
\begin{equation*}
f: \mathcal{B} \rightarrow \mathcal{E} \quad \text { and } \quad \pi_{\mathcal{E}} \circ f=\phi \tag{1}
\end{equation*}
$$

i.e. the following diagram commutes

The map $f$ may be referred to as a section of $\mathcal{E}$ over $\phi$ or an $\mathcal{E}$ field over $\phi$. Scalar fields over $\mathcal{B}$ may also be regarded as scalar fields over $\phi$ i.e.

$$
\begin{equation*}
\Gamma \Lambda^{0} \mathcal{B}=\Gamma\left(\phi, \Lambda^{0} \mathcal{M}\right) \tag{3}
\end{equation*}
$$

where $\Lambda^{p} \mathcal{M}$ is the bundle of exterior $p$-forms over $\mathcal{M}$ and in general $\Gamma \mathcal{E}$ denotes the space of sections of $\mathcal{E}$.
Let $\mathcal{M}$ be (Minkowski) 4-dimensional spacetime with metric tensor $g$ and associated Hodge map $\star$. The canonical measure on $\mathcal{M}$ is taken as $\star 1$. A general point in $\mathcal{M}$ will be written $p \in \mathcal{M}$. Denote $\mathcal{B}=\mathbb{R} \times \underline{\mathcal{B}}$ as the four dimensional body-time manifold, where $\underline{\mathcal{B}}$ is a three dimensional oriented body manifold. A general point in $\mathcal{B}$ will be written $P=(\tau, \underline{P}) \in \mathcal{B}$. Since $\mathcal{B}=\mathbb{R} \times \underline{\mathcal{B}}$, there exist projection maps

$$
\begin{equation*}
\tau: \mathcal{B} \rightarrow \mathbb{R}, \quad \tau\left(\tau^{\prime}, \underline{P}\right)=\tau^{\prime} \tag{4}
\end{equation*}
$$

and

$$
\begin{equation*}
\underline{\pi}: \mathcal{B} \rightarrow \underline{\mathcal{B}}, \quad \underline{\pi}\left(\tau^{\prime}, \underline{P}\right)=\underline{P} \tag{5}
\end{equation*}
$$

These give rise to a preferred vector field $\mathcal{T} \in \Gamma T \mathcal{B}$ which may be written

$$
\begin{equation*}
\mathcal{T}=\partial_{\tau} \tag{6}
\end{equation*}
$$

The model under consideration is constructed in terms of two fundamental fields: the flow field

$$
\begin{equation*}
C: \mathcal{B} \rightarrow \mathcal{M} \tag{7}
\end{equation*}
$$

and the electromagnetic field

$$
\begin{equation*}
F \in \Gamma \Lambda^{2} \mathcal{M} \tag{8}
\end{equation*}
$$

each assumed to be continuous with degrees of differentiability as required.

## 3 Generic and Critical points

In general the flow map $C: \mathcal{B} \rightarrow \mathcal{M}$ is assumed neither surjective (onto) nor injective (one-to-one). As a result, for any point $p \in \mathcal{M}$, there may exists none, one, many or even an infinite number of roots $P \in \mathcal{B}$ which solve the equation $C(P)=p$. The set inverse of $C$ is defined as

$$
\begin{equation*}
C^{-1}(U)=\{P \in \mathcal{B} \mid C(P) \in U\} \quad \text { for } \quad U \subset \mathcal{M} \tag{9}
\end{equation*}
$$

Thus

$$
\begin{equation*}
C^{-1}(\{p\})=\{P \in \mathcal{B} \mid C(P)=p\} \tag{10}
\end{equation*}
$$

Let the function $N: \mathcal{M} \rightarrow\{0,1,2, \ldots\} \cup\{\infty\}$,

$$
\begin{equation*}
N(p)=\text { number of elements of } C^{-1}(\{p\}) \tag{11}
\end{equation*}
$$

be the number of roots of $C$. If the number of roots is finite write

$$
\begin{equation*}
C^{-1}(\{p\})=\left\{P_{[1]}, \ldots, P_{[N(p)]}\right\} \tag{12}
\end{equation*}
$$

Square bracketed subscripts are used to label the roots and any structure associated with the root $P_{[i]}$.
Let $p \in \mathcal{M}$ and $\left\{P_{[1]}, \ldots, P_{[N(p)]}\right\}=C^{-1}(\{p\})$ with $0<N(p)<\infty$. The point $p$ is said to be generic if there exist open disjoint neighbourhoods $U_{[1]}^{\mathcal{B}}, \ldots, U_{[N(p)]}^{\mathcal{B}} \subset \operatorname{interior}(\mathcal{B})$ and $U^{\mathcal{M}} \subset \mathcal{M}$ such that $P_{[i]} \in U_{[i]}^{\mathcal{B}}, p \in U^{\mathcal{M}}$,

$$
\begin{equation*}
\bigcup_{i=1}^{N(p)} U_{[i]}^{\mathcal{B}}=C^{-1}\left(U^{\mathcal{M}}\right) \tag{13}
\end{equation*}
$$

and such that the maps

$$
\begin{equation*}
C_{[i]}=\left.C\right|_{U_{B}^{B}}: U_{[i]}^{\mathcal{B}} \rightarrow U^{\mathcal{M}} \tag{14}
\end{equation*}
$$

are diffeomorphisms, i.e. $C_{[i]}$ is differentiable and invertible and $C_{[i]}^{-1}$ is differentiable.

For $p \in \mathcal{M}$ such that $N(p)=0, p$ is defined as generic if $N$ is continuous at $p$. Recall that for integer valued functions, being continuous at a point is equivalent to being constant about that point.
It may be shown that a point $p \in \mathcal{M}$ is generic if and only if it obeys the following four conditions

- The set $\left\{P_{[1]}, \ldots, P_{[N(p)]}\right\}=C^{-1}(\{p\}) \quad$ is finite
- The Jacobian of $C$ at $\left.P_{[i]}\right) \neq 0$
- $\quad P_{[i]} \notin \partial \mathcal{B}$
- $N: \mathcal{M} \rightarrow\{0,1,2, \ldots\} \cup\{\infty\}$ is continuous at $p$

All points which are not generic are called critical. Denote the set of all critical points $p \in \mathcal{M}$ by $\mathcal{M}_{\text {crit }}$ and the set of all generic points $p \in \mathcal{M}$ by $\mathcal{M}_{\text {gen }}$. From the definition of generic points the function $N$ is continuous on $\mathcal{M}_{\text {gen }}$ but in general is not continuous on $\mathcal{M}$. For a given neighbourhood $U^{\mathcal{M}}$, all $p^{\prime} \in U^{\mathcal{M}}$ have the same number of pre-images, $N\left(p^{\prime}\right)$, so $N\left(U^{\mathcal{M}}\right)=$ $N\left(p^{\prime}\right)$ can be defined. The point $P \in \mathcal{B}$ will be called critical if it is the pre-image of a critical point $p \in \mathcal{M}$. Thus

$$
\begin{equation*}
P \text { is critical in } \mathcal{B} \text { if } C(P) \text { is critical in } \mathcal{M} \tag{19}
\end{equation*}
$$

yielding the corresponding sets $\mathcal{B}_{\text {crit }}$ and $\mathcal{B}_{\text {gen }}$. The sets $\mathcal{M}_{\text {gen }} \subset \mathcal{M}$ and $\mathcal{B}_{\text {gen }} \subset \mathcal{B}$ are open sets and $\mathcal{M}_{\text {crit }} \subset \mathcal{M}$ and $\mathcal{B}_{\text {crit }} \subset \mathcal{B}$ are closed sets.

## 4 Differential equations for the flow field

The map (7) and the preferred vector field $\mathcal{T}$ give rise to the vector valued map

$$
\begin{equation*}
\dot{C} \in \Gamma(C, T \mathcal{M}) ; \quad \dot{C}(P)=C_{\star}\left(\left.\mathcal{T}\right|_{P}\right) \in T_{C(P)} \mathcal{M} \tag{20}
\end{equation*}
$$

This is the push forward, under $C_{\star}$, of the vector $\mathcal{I}_{P}=\left.\mathcal{T}\right|_{P} \in T_{P} \mathcal{B}$ to the tangent fibre $T_{C(P)} \mathcal{M}$. In terms of coordinate maps $\left(x^{\mu}, \dot{x}^{\mu}\right)$ for $T \mathcal{M}$ the field $\dot{C}$ over $C$ is given by

$$
\begin{equation*}
x^{\mu}(\dot{C}(P))=x^{\mu}(C(P)) \quad \text { and } \quad \dot{x}^{\mu}(\dot{C}(P))=\mathcal{T}_{P}\left(x^{\mu} \circ C\right) \tag{21}
\end{equation*}
$$

The field $C$ also gives rise to a collection of curves given by

$$
\begin{equation*}
C_{\underline{P}}: \mathbb{R} \rightarrow \mathcal{M} \quad \text { for } \quad \underline{P} \in \underline{\mathcal{B}}, \quad C_{\underline{P}}(\tau)=C(\tau, \underline{P}) \tag{22}
\end{equation*}
$$

The total derivative of $C_{\underline{P}}$ is given by

$$
\begin{equation*}
\dot{C}_{\underline{P}} \in \Gamma\left(C_{\underline{P}}, T \mathcal{M}\right), \quad \dot{C}_{\underline{P}}\left(\tau^{\prime}\right)=\frac{d C_{\underline{P}}}{d \tau}\left(\tau^{\prime}\right)=C_{\underline{P_{\star}}}\left(\left.\partial_{\tau}\right|_{\tau^{\prime}}\right)=\dot{C}\left(\tau^{\prime}, \underline{P}\right) \tag{23}
\end{equation*}
$$

The coordinate $\tau$ is chosen so that $\dot{C}$ is a unit timelike field

$$
\begin{equation*}
g(\dot{C}, \dot{C})=-1 \tag{24}
\end{equation*}
$$

Furthermore let it be related to the Maxwell 2-form $F$ on $\mathcal{M}$ by the equation of motion

$$
\begin{equation*}
\nabla_{\dot{C}} \dot{C}=\widetilde{i_{\dot{C}} F} \tag{25}
\end{equation*}
$$

where for any vector field $X$ on $\mathcal{M}$, the 1 -form $\tilde{X} \equiv g(X,-)$.
The above yields an ordinary differential system for the curves $C_{\underline{P}}$ given by

In the coordinates $\left(x^{\mu}, \dot{x}^{\mu}\right)$ on $T \mathcal{M}$ this becomes

$$
\begin{equation*}
\ddot{C}_{\underline{P}}^{\mu}(\tau)+\Gamma^{\mu}{ }_{\alpha \beta}(p) \dot{C}_{\underline{P}}^{\alpha}(\tau) \dot{C}_{\underline{P}}^{\beta}(\tau)=F^{\mu \alpha}(p) \dot{C}_{\underline{P}}^{\beta}(\tau) g_{\alpha \beta}(p) \tag{27}
\end{equation*}
$$

where $p=C(\tau, \underline{P}), C_{\underline{P}}^{\mu}(\tau)=x^{\mu}\left(C_{\underline{P}}(\tau)\right)$

$$
\dot{C}_{\underline{\underline{ }}}^{\mu}(\tau)=\dot{x}^{\mu}\left(C_{\underline{P}}(\tau)\right)=\frac{d C_{\underline{P}}^{\mu}(\tau)}{d \tau}, \quad \ddot{C}_{\underline{P}}^{\mu}(\tau)=\frac{d \dot{C}_{\underline{P}}^{\mu}(\tau)}{d \tau}=\frac{d^{2} C_{\underline{P}}^{\mu}(\tau)}{d \tau^{2}}
$$

and where $\Gamma^{\mu}{ }_{\alpha \beta}(p)$ denote the coordinate components of the Levi-Civita connection $\nabla$ at $p$.

## 5 Proper Charge Density and the map $\Delta$

A Lagrangian current 3 -form $\mathcal{J}$ on $\mathcal{B}$ will be identified with a measure (non-vanishing 3 -form) $\underline{\mathcal{J}} \in \Gamma \Lambda^{3} \underline{\mathcal{B}}$ on $\underline{\mathcal{B}}$

$$
\begin{equation*}
\mathcal{J}=\underline{\pi}^{\star} \underline{\mathcal{J}} \in \Gamma \Lambda^{3} \mathcal{B} \tag{28}
\end{equation*}
$$

This induces a natural measure on $\mathcal{B}$ given by

$$
\begin{equation*}
d \tau \wedge \mathcal{J} \in \Gamma \Lambda^{4} \mathcal{B} \tag{29}
\end{equation*}
$$

Note that $d \mathcal{J}=d \underline{\pi}^{\star} \underline{\mathcal{J}}=\underline{\pi^{\star}} d \underline{\mathcal{J}}=0$ and $i_{\mathcal{I}} \mathcal{J}=i_{\mathcal{T}} \underline{\pi}^{\star} \underline{\mathcal{J}}=\underline{\pi}^{\star} i_{\underline{\pi}_{\star}} \mathcal{J} \underline{\mathcal{J}}=0$. The measure (29) enables us to define the map $\Delta$ related to the Jacobian of the flow field $C$

$$
\begin{equation*}
\Delta \in \Gamma \Lambda^{0} \mathcal{B}=\Gamma\left(\phi, \Lambda^{0} \mathcal{M}\right), \quad \Delta d \tau \wedge \mathcal{J}=C^{\star}(\star 1) \tag{30}
\end{equation*}
$$

Furthermore since $\tau$ is used to define the unit timelike field $C_{\star} \mathcal{T}$ this can be identified as the inverse of the partial proper charge density scalar, given by

$$
\begin{equation*}
\rho: \mathcal{B} \rightarrow \mathbb{R} \cup\{\infty\}, \quad \rho=\frac{1}{|\Delta|} \tag{31}
\end{equation*}
$$

It will be shown below that the pull back by $C$ of $i_{\dot{C}} \star 1$ is the pull back by $C$ of the total electric current 3 -form $\star \tilde{J}$ on $\mathcal{M}$. Regions on $\mathcal{B}$ where $\Delta=0$ and hence $\rho=\infty$ may be identified with loci having a finite surface or line charge density.

## 6 Example

Before considering a coupled problem in which the flow field depends on $F$ through Maxwell's equations it is of interest to examine an artificial but non-trivial flow field that exhibits features that may be expected to arise in the coupled situation.

Let $\underline{\mathcal{B}}=I \times \mathbb{R}^{2}$ with coordinates $(\sigma, Y, Z)$, where $\sigma \in I \subset \mathbb{R}$ is the closed-open interval $I=\{\sigma \mid 0 \leq \sigma<1\}$. This interval will demonstrate the various types of critical points that can arise ${ }^{2}$. Let spacetime $\mathcal{M}$ have Cartesian coordinates $(t, x, y, z)$ with metric $g=-d t \otimes d t+d x \otimes d x+d y \otimes$ $d y+d z \otimes d z$ and choose the measure on $\underline{\mathcal{B}}$ to be

$$
\begin{equation*}
\underline{\mathcal{J}}=K(\sigma) d \sigma \wedge d Y \wedge d Z \tag{32}
\end{equation*}
$$

where $K(\sigma)>0$. Define the flow map by

$$
\begin{align*}
& (t, x, y, z)=C(\tau, \sigma, Y, Z)=(\hat{t}(\tau, \sigma), \hat{x}(\tau, \sigma), Y, Z)  \tag{33}\\
& \text { where } \quad \hat{t}(\tau, \sigma)=\sinh \tau+\sigma, \quad \hat{x}(\tau, \sigma)=\cosh \tau
\end{align*}
$$

The map $\Delta$ then follows from

$$
\begin{aligned}
\Delta d \tau \wedge \pi^{\star} \underline{\mathcal{J}} & =\Delta d \tau \wedge K(\sigma) d \sigma \wedge d Y \wedge d Z=C^{\star}(\star 1) \\
& =(\cosh \tau d \tau+d \sigma) \wedge(\sinh \tau d \tau) \wedge d Y \wedge d Z
\end{aligned}
$$

Hence

$$
\begin{equation*}
\Delta=-\frac{\sinh \tau}{K(\sigma)} \quad \text { and } \quad \rho=\frac{K(\sigma)}{|\sinh \tau|} \tag{34}
\end{equation*}
$$

The map $C$ possesses various types of critical points which may be written

$$
\mathcal{M}_{\text {crit }}=\mathcal{M}_{\text {crit }}^{\text {degen }} \cup \mathcal{M}_{\text {crit }}^{\text {closed }} \cup \mathcal{M}_{\text {crit }}^{\text {open }}
$$

The set $\mathcal{M}_{\text {crit }}^{\text {degen }}$ correspond to the points where $\Delta=0$ i.e. $\tau=0$ and hence $x=1$ :

$$
\mathcal{M}_{\text {crit }}^{\text {degen }}=\{(t, x, y, z) \in \mathcal{M} \mid x=1 \text { and } 0 \leq t \leq 1\}
$$

The set $\mathcal{M}_{\text {crit }}^{\text {closed }}$ is the image of $\partial \mathcal{B}=\{(\tau, 0) \in \mathcal{B}\}$

$$
\mathcal{M}_{\text {crit }}^{\text {closed }}=\left\{(t, x, y, z) \in \mathcal{M} \mid x^{2}-t^{2}=1 \text { and } x \geq 1\right\}
$$
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Figure 1: Anatomy of $\mathcal{B}$ and $\mathcal{M}$ with the map $C$ between them. Coordinates $Y, Z$ and $y, z$ are suppressed.

The set $\mathcal{M}_{\text {crit }}^{\text {open }}$ must include the remaining critical points, i.e. those points where $N$ changes but which are not in $\mathcal{M}_{\text {crit }}^{\text {degen }}$ or $\mathcal{M}_{\text {crit }}^{\text {closed }}$.

$$
\begin{aligned}
\mathcal{M}_{\mathrm{crit}}^{\mathrm{open}} & =\left\{\lim _{\sigma \rightarrow 1}(C(\tau, \sigma, Y, Z)) \mid \tau, Y, Z \in \mathbb{R}\right\} \\
& =\left\{(t, x, y, z) \in \mathcal{M} \mid x^{2}-(t-1)^{2}=1 \text { and } x \geq 1\right\}
\end{aligned}
$$

Some of the points in $\mathcal{M}_{\text {crit }}^{\text {open }}$ have pre-images (e.g. given by $\mathcal{B}_{\text {crit }}^{\text {open }}$ below) while others do not. All critical points in $\mathcal{M}_{\text {crit }}$ are indicated on the right of figure 1 .
The generic points $\mathcal{M}_{\text {gen }}$ are then the remaining open sets. There are 5 disconnected components of $\mathcal{M}_{\text {gen }}$ shown in figure 1 labelled

$$
\mathcal{M}_{\text {gen }}=U_{[0, \text { left }]}^{\mathcal{M}} \cup U_{[0, \text { right }]}^{\mathcal{M}} \cup U_{[1, \text { low }]}^{\mathcal{M}} \cup U_{[1, \text { high }]}^{\mathcal{M}} \cup U_{[2, \text { cent }]}^{\mathcal{M}}
$$

The number in each case refers to the number of pre-images.

$$
\begin{gathered}
U_{[2, \text { cent }]}^{\mathcal{M}}=\left\{(t, x, y, z) \in \mathcal{M} \mid x<\sqrt{1+t^{2}}, x<\sqrt{1+(t-1)^{2}},\right. \\
x>1 \text { and } 0<t<1\}, \\
U_{[0, \text { left }]}^{\mathcal{M}}=\left\{(t, x, y, z) \in \mathcal{M} \mid x<\sqrt{1+t^{2}},\right. \\
\left.x<\sqrt{1+(t-1)^{2}} \text { and }(t, x, y, z) \notin U_{[2, \text { ent }]}^{\mathcal{M}}\right\}, \\
U_{[0, \text { right }]}^{\mathcal{M}}=\left\{(t, x, y, z) \in \mathcal{M} \mid x>\sqrt{1+t^{2}}, x>\sqrt{1+(t-1)^{2}}\right\}, \\
U_{[1, \text { high }]}^{\mathcal{M}}=\left\{(t, x, y, z) \in \mathcal{M} \mid x<\sqrt{1+t^{2}}, x>\sqrt{1+(t-1)^{2}}\right\}, \\
U_{[1, \text { low }]}^{\mathcal{M}}=\left\{(t, x, y, z) \in \mathcal{M} \mid x>\sqrt{1+t^{2}}, x<\sqrt{1+(t-1)^{2}}\right\}
\end{gathered},
$$

The critical points on $\mathcal{B}$ are given by

$$
\mathcal{B}_{\text {crit }}=\mathcal{B}_{\text {crit }}^{\text {degen }} \cup \mathcal{B}_{\text {crit }}^{\text {closed }} \cup \mathcal{B}_{\text {crit }}^{\text {open }}
$$

where

$$
\begin{aligned}
\mathcal{B}_{\text {crit }}^{\text {degen }} & =\{(\tau, \sigma, X, Y) \in \mathcal{B} \mid \tau=0\}, \\
\mathcal{B}_{\text {crit }}^{\text {clod }} & =\{(\tau, \sigma, X, Y) \in \mathcal{B} \mid \sigma=0\} \cup\{(\tau, \sigma, X, Y) \in \mathcal{B} \mid \sigma=-2 \sinh \tau\}, \\
\mathcal{B}_{\text {crit }}^{\text {open }} & =\{(\tau, \sigma, X, Y) \in \mathcal{B} \mid \sigma=1-2 \sinh \tau\}
\end{aligned}
$$

These are shown on the left of figure 1. Thus the generic points of $\mathcal{B}$ are given by

$$
\mathcal{B}_{\text {gen }}=U_{[1, \text { high }]}^{\mathcal{B}} \cup U_{[1, \text { low }]}^{\mathcal{B}} \cup U_{[2, \text { high }]}^{\mathcal{B}} \cup U_{[2, \text { low }]}^{\mathcal{B}}
$$

where

$$
\begin{aligned}
U_{[1, \text { high }]}^{\mathcal{B}} & =\{(\tau, \sigma, X, Y) \in \mathcal{B} \mid \sigma>1-2 \sinh \tau\}, \\
U_{[1, \text { low }]}^{\mathcal{B}} & =\{(\tau, \sigma, X, Y) \in \mathcal{B} \mid \sigma<-2 \sinh \tau\}, \\
U_{[2, \text { high }]}^{\mathcal{B}} & =\{(\tau, \sigma, X, Y) \in \mathcal{B} \mid \sigma<1-2 \sinh \tau \text { and } \tau>0\}, \\
U_{[2, \text { low }]}^{\mathcal{B}} & =\{(\tau, \sigma, X, Y) \in \mathcal{B} \mid \sigma>-2 \sinh \tau \text { and } \tau<0\}
\end{aligned}
$$

The diffeomorphisms from the components of $\mathcal{B}_{\text {gen }}$ to the components of $\mathcal{M}_{\text {gen }}$ are given by

$$
\begin{array}{ll}
C_{[1, \text { high }]}: U_{[1, \text { high }]}^{\mathcal{B}} \rightarrow U_{[1, \text { high }]}^{\mathcal{M}}, & C_{[1, \text { low }]}: U_{[1, \text { low }]}^{\mathcal{B}} \rightarrow U_{[11 \text { low }]}^{\mathcal{M}}, \\
C_{[2, \text { high }]}: U_{[2, \text { high }]}^{\mathcal{B}} \rightarrow U_{[2, \text { cent }]}^{\mathcal{M}}, & C_{[2, \text { low }]}: U_{[2, \text { low }]}^{\mathcal{B}} \rightarrow U_{[2, \text { cent }]}^{\mathcal{M}} \tag{35}
\end{array}
$$

If the Maxwell field generated by sources defined by $C$ is ignored one can readily find a background electromagnetic field that generates this flow. The $C$ given in (33) obeys the equations of motion with a prescribed constant electric field in the above frame. This follows since

$$
\begin{equation*}
\dot{C}(\tau, \sigma)=\left.\left(\cosh \tau \partial_{t}+\sinh \tau \partial_{x}\right)\right|_{C(\tau, \sigma)} \tag{36}
\end{equation*}
$$

so that $C$ generates a normalised timelike velocity field (24) and furthermore setting the prescribed (external) electromagnetic field to

$$
\begin{equation*}
F_{\mathrm{ext}}=d t \wedge d x \tag{37}
\end{equation*}
$$

confirms that

$$
\left.\ddot{\vec{C}}\right|_{C(\tau, \sigma)}=\left.\left(\sinh \tau \partial_{t}+\cosh \tau \partial_{x}\right)\right|_{C(\tau, \sigma)}=i_{\dot{C}(\tau, \sigma)} F_{\mathrm{e} x t}
$$

Thus $C$ is a flow field in the background external electromagnetic field (37).

## 7 Equations for the electromagnetic field.

In the coupled situation, where there is no external applied electromagnetic field on $\mathcal{M}$ then $F$ in a domain containing generic points obeys Maxwell's equations

$$
\begin{equation*}
d F=0 \tag{38}
\end{equation*}
$$

and

$$
\begin{equation*}
d \star F=-\star \widetilde{J} \tag{39}
\end{equation*}
$$

with a current vector field $J \in \Gamma T \mathcal{M}_{\text {gen }}$. At a generic point $p_{0} \in \mathcal{M}_{\text {gen }}$ let $C_{[i]}: U_{[i]}^{\mathcal{B}} \rightarrow U^{\mathcal{M}}$ be the diffeomorphism given in (14). The partial current $J_{[i]}$ associated with $C$ is defined by

$$
\begin{equation*}
J_{[i]} \in \Gamma T U^{\mathcal{M}}, \quad J_{[i]}=\left(\rho \circ C_{[i]}^{-1}\right)\left(\dot{C} \circ C_{[i]}^{-1}\right) \tag{40}
\end{equation*}
$$

that is for all $p \in U^{\mathcal{M}}$,

$$
\begin{equation*}
\left.J_{[i]}\right|_{p}=\rho\left(P_{[i]}\right) \dot{C}\left(P_{[i]}\right) \quad \text { where } \quad P_{[i]}=C_{[i]}^{-1}(p) \tag{41}
\end{equation*}
$$

The total current $J$ associated with $C$ at all generic points is defined to be the sum of the partial currents

$$
\begin{equation*}
\left.J\right|_{U^{\mathcal{M}}}=\sum_{i=1}^{N\left(U^{\mathcal{M}}\right)} J_{[i]} \in \Gamma T U^{\mathcal{M}} \tag{42}
\end{equation*}
$$

The field $F$ is then given at generic points by the Maxwell system above. Continuity conditions of $F$ must be used to define $F$ at critical points. For an equivalent definition of the partial current, let $p \in \mathcal{M}_{\text {gen }}, P_{[i]}=$ $C_{[i]}^{-1}(p)$ and observe that from (30)

$$
\left.\Delta\left(P_{[i]}\right)(d \tau \wedge \mathcal{J})\right|_{P_{[i]}}=C_{P_{[i]}}^{\star}(\star 1)
$$

where $C_{P}^{\star}: \Lambda_{C(P)}^{q} \mathcal{M} \rightarrow \Lambda_{P}^{q} \mathcal{B}$ is the pointwise pull back. Contracting with $i_{\left.\mathcal{T}\right|_{P_{[i]}}}$ gives

$$
\begin{aligned}
\left.\Delta\left(P_{[i]}\right) \mathcal{J}\right|_{P_{[i]}} & =i_{\mathcal{T}| |_{[i]}} C_{P_{[i]}}^{\star}(\star 1)=C_{P_{[i]}}^{\star}\left(i_{C_{[i]} \star\left(\mathcal{T} \mid P_{[i]}\right)} \star 1\right)=C_{P_{[i]}}^{\star}\left(i_{\dot{C}\left(P_{[i]}\right.} \star 1\right) \\
& \left.=C_{P_{[i]}}^{\star}\left(\star \underset{\dot{C}\left(P_{[i]}\right)}{ }\right)=C_{P_{[i]}}^{\star}\left(\star \stackrel{\dot{C}\left(P_{[i]}\right)}{ }\right)\left(P_{[i]}\right)\left|\Delta\left(P_{[i]}\right)\right|\right) \\
& =C_{P_{[i]}}^{\star}\left(\star \widetilde{\left.\left.J_{[i]}\right|_{p}\right)\left|\Delta\left(P_{[i]}\right)\right|}\right.
\end{aligned}
$$

Since $C_{[i]}$ is a diffeomorphism, so that $\left(C_{[i]}^{\star}\right)^{-1}=\left(C_{[i]}^{-1}\right)^{\star}$, one has the equivalent form

$$
\begin{equation*}
\left.\star \widetilde{J_{[i]}}\right|_{p}=\operatorname{sign}\left(\Delta\left(P_{[i]}\right)\right) C_{P_{[i]}}^{-1 \star}\left(\left.\mathcal{J}\right|_{P_{[i]}}\right) \tag{43}
\end{equation*}
$$

Since (43) is true for all $p \in U^{\mathcal{M}}$ write (43) in terms of the pull back $C_{[i]}^{-1 \star}: \Gamma \Lambda^{3} U_{[i]}^{\mathcal{B}} \rightarrow \Gamma \Lambda^{3} U^{\mathcal{M}}$

$$
\begin{equation*}
\left.\star \widetilde{J}_{[i]}\right|_{U \mathcal{M}}=\operatorname{sign}\left(\left.\Delta\right|_{U_{[i]}^{B}}\right) C_{[i]}^{-1 \star}(\mathcal{J}) \tag{44}
\end{equation*}
$$

From (44) it follows that the source of $F$ is closed:

$$
\left.d \star \widetilde{J_{[i]}}\right|_{U^{\mathcal{M}}}=\operatorname{sign}\left(\left.\Delta\right|_{U_{[B]}^{\mathcal{B}}}\right) d C_{[i]}^{-1 \star}(\mathcal{J})=\operatorname{sign}\left(\left.\Delta\right|_{U_{i 日 l}^{\mathcal{B}}}\right) C_{[i]}^{-1 \star}(d \mathcal{J})=0
$$

hence at generic points

$$
\begin{equation*}
d \star \widetilde{J}=0 \tag{45}
\end{equation*}
$$

There is also an integral relation which inter-relates (39), (42) and (44). Integral formulae offer a practical method to implement numerical discretisations of the above dynamical equations.
If $\phi: \mathcal{B} \rightarrow \mathcal{M}$ is a diffeomorphism, $S \subset \mathcal{M}$ a hypersurface of dimension $s$ and $\omega \in \Gamma \Lambda^{s} \mathcal{M}$, then the theory of integration gives

$$
\begin{equation*}
\int_{S} \omega=\kappa \int_{\phi^{-1} S} \phi^{\star} \omega \tag{46}
\end{equation*}
$$

where $\kappa=1$ if $\phi^{-1}$ preserves the orientation of $S$ and $\kappa=-1$ otherwise. Given a 3 -dimensional spatial hypersurface $S \subset \mathcal{M}$ such that the set $S \cap \mathcal{M}_{\text {crit }}$ has measure zero let $U_{[i]}^{\mathcal{B}}$ be one of the open sets in (13). Then from (46) and (44) the partial electric charge

$$
\begin{aligned}
Q_{[i]}\left[S \cap U^{\mathcal{M}}\right] & =\int_{S \cap U^{\mathcal{M}}} \star \widetilde{J_{[i]}}=\kappa \int_{C_{[i]}^{-1}\left(S \cap U^{\mathcal{M}}\right)} C_{[i]}^{\star}\left(\star \widetilde{J_{[i]}}\right) \\
& =\left.\operatorname{sign}\left(\left.\Delta\right|_{U_{[i]}^{\mathcal{B}}}\right) \kappa \int_{C_{[i]}^{-1}(S) \cap U_{i]}^{\mathcal{B}}} \mathcal{J}\right|_{U_{[i]}^{\mathcal{B}}}
\end{aligned}
$$

Since $Q_{[i]}\left[S \cap U^{\mathcal{M}}\right]$ cannot change sign under evolution one must choose

$$
\kappa=\operatorname{sign}\left(\left.\Delta\right|_{U_{[1]}^{\mathcal{R}}}\right)
$$

and so

$$
Q_{[i]}\left[S \cap U^{\mathcal{M}}\right]=\left.\int_{C_{[i]}^{-1}(S) \cap U_{[i]}^{\mathcal{B}}} \mathcal{J}\right|_{U_{[i]}^{\mathcal{B}}}=\int_{C_{[i]}^{-1}(S) \cap U_{[i]}^{\mathcal{B}}} \mathcal{J}
$$

Summing over all partial currents gives the total charge on $S \cap U^{\mathcal{M}}$

$$
\int_{S \cap U^{\mathcal{M}}} \star \widetilde{J}=\sum_{i=1}^{N\left(U^{\mathcal{M}}\right)} \int_{S \cap U^{\mathcal{M}}} \star \widetilde{J_{[i]}}=\sum_{i=1}^{N\left(U^{\mathcal{M}}\right)} Q_{[i]}\left[S \cap U^{\mathcal{M}}\right]=\sum_{i=1}^{N\left(U^{\mathcal{M}}\right)} \int_{C_{[i]}^{-1}(S) \cap U_{[i]}^{\mathcal{B}}} \mathcal{J}
$$

Since the disjoint union

$$
\bigcup_{i=1}^{N\left(U^{\mathcal{M}}\right)}\left(C_{[i]}^{-1}(S) \cap U_{[i]}^{\mathcal{B}}\right)=C^{-1}\left(S \cap U^{\mathcal{M}}\right)
$$

 $\int_{S \cap \mathcal{M}_{\mathrm{gen}}} \star \widetilde{J}=\int_{C^{-1}\left(S \cap \mathcal{M}_{\mathrm{gen}}\right)} \mathcal{J}$ and since $S \cap \mathcal{M}_{\text {crit }}$ has measure zero $\int_{S} \star \widetilde{J}=$ $\int_{C^{-1}(S)} \mathcal{J}$. But from (39) $\int_{\partial S} \star F=\int_{S} d \star F=-\int_{S} \star \widetilde{J}$. Hence

$$
\begin{equation*}
\int_{\partial S} \star F=-\int_{C^{-1}(S)} \mathcal{J} \tag{47}
\end{equation*}
$$

This is a global identification of the total electric charge (associated with $C$ ) with the integral of $\star F$ over a regular 3-dimensional spacelike hypersurface $S \subset \mathcal{M}$.

## 8 Example Continued

It is of interest to compute from Maxwell's equations the field $F$ for the flow field prescribed in the example in section 6 above. This of course ignores the back reaction of the electromagnetic field on the source which is taken into account in the fully coupled system.
The inverses of the maps (35) are given by

$$
\begin{align*}
C_{[1, \text { high }]}^{-1}(t, x, y, z) & =\left(\tau=\operatorname{arccosh}(x), \sigma=t-\sqrt{x^{2}-1}, Y=y, Z=z\right), \\
C_{[1, \text { low }]}^{-1}(t, x, y, z) & =\left(\tau=-\operatorname{arccosh}(x), \sigma=t+\sqrt{x^{2}-1}, Y=y, Z=z\right), \\
C_{[2, \text { high }]}^{-1}(t, x, y, z) & =\left(\tau=\operatorname{arccosh}(x), \sigma=t-\sqrt{x^{2}-1}, Y=y, Z=z\right), \\
C_{[2, \text { low }]}^{-1}(t, x, y, z) & =\left(\tau=-\operatorname{arccosh}(x), \sigma=t+\sqrt{x^{2}-1}, Y=y, Z=z\right) \tag{48}
\end{align*}
$$

The partial current $J_{[2, \text { high }]} \in \Gamma T U_{[2, \text { cent }]}^{\mathcal{M}}$ is given by (41), (48), (34) and (36) as

$$
\begin{aligned}
&\left.J_{[2, \text { high }]}\right|_{(t, x, y, z)} \\
&=\rho(\tau, \sigma, Y, Z) \dot{C}(\tau, \sigma, Y, Z) \\
&=\rho\left(\operatorname{arccosh}(x), t-\sqrt{x^{2}-1}, Y, Z\right) \dot{C}\left(\operatorname{arccosh}(x), t-\sqrt{x^{2}-1}, Y, Z\right) \\
&=\frac{K\left(t-\sqrt{x^{2}-1}\right)}{\sinh (\operatorname{arccosh}(x))}\left(\cosh (\operatorname{arccosh}(x)) \partial_{t}+\sinh (\operatorname{arccosh}(x)) \partial_{x}\right) \\
&=K\left(t-\sqrt{x^{2}-1}\right)\left(\frac{x}{\sqrt{x^{2}-1}} \partial_{t}+\partial_{x}\right)
\end{aligned}
$$

and likewise $J_{[2, \text { low }]} \in \Gamma T U_{[2, \text { cent }]}^{\mathcal{M}}$ is given by $\left.J_{[2, \text { low }]}\right|_{(t, x, y, z)}=K\left(t+\sqrt{x^{2}-1}\right)\left(\frac{x}{\sqrt{x^{2}-1}} \partial_{t}-\partial_{x}\right)$.
Also $J_{[1, \text { high }]} \in \Gamma T U_{[1, \text { high }]}^{\mathcal{M}}$ is $\left.J_{[1, \text { high }]}\right|_{(t, x, y, z)}=K\left(t-\sqrt{x^{2}-1}\right)\left(\frac{x}{\sqrt{x^{2}-1}} \partial_{t}+\partial_{x}\right)$ and $J_{[1, \text { low }]} \in \Gamma T U_{[1, \text { low }]}^{\mathcal{M}}$ is $\left.J_{[1, \text { low }]}\right|_{(t, x, y, z)}=K\left(t+\sqrt{x^{2}-1}\right)\left(\frac{x}{\sqrt{x^{2}-1}} \partial_{t}-\partial_{x}\right)$.

Summing the partial currents in the five domains of $\mathcal{M}_{\text {gen }}$ gives

$$
\left.J\right|_{(t, x, y, z)}= \begin{cases}K\left(t-\sqrt{x^{2}-1}\right)\left(\frac{x}{\sqrt{x^{2}-1}} \partial_{t}+\partial_{x}\right)+ \\ K\left(t+\sqrt{x^{2}-1}\right)\left(\frac{x}{\sqrt{x^{2}-1}} \partial_{t}-\partial_{x}\right) & \text { if }(t, x, y, z) \in U_{[2, \text { cent }]}^{\mathcal{M}} \\ K\left(t-\sqrt{x^{2}-1}\right)\left(\frac{x}{\sqrt{x^{2}-1}} \partial_{t}+\partial_{x}\right) & \text { if }(t, x, y, z) \in U_{[1, \text { high }]}^{\mathcal{M}} \\ K\left(t+\sqrt{x^{2}-1}\right)\left(\frac{x}{\sqrt{x^{2}-1}} \partial_{t}-\partial_{x}\right) & \text { if }(t, x, y, z) \in U_{[1, \text { low }]}^{\mathcal{M}} \\ 0 & \text { if }(t, x, y, z) \in U_{[0, \text { left }]}^{\mathcal{M}} \\ 0 & \text { if }(t, x, y, z) \in U_{[0, \text { right }]}^{\mathcal{M}}\end{cases}
$$

Maxwell's equations (38) and (39) are solved with

$$
\begin{equation*}
F=E(t, x) d t \wedge d x \tag{49}
\end{equation*}
$$

where
$E(t, x)= \begin{cases}k\left(t+\sqrt{x^{2}-1}\right)-k\left(t-\sqrt{x^{2}-1}\right)+E_{-\infty} \text { if }(t, x, y, z) \in U_{[2, \text { cent }]}^{\mathcal{M}} \\ k\left(t+\sqrt{x^{2}-1}\right)+E_{-\infty} & \text { if }(t, x, y, z) \in U_{[1, \text { high }]}^{M} \\ k(1)-k\left(t-\sqrt{x^{2}-1}\right)+E_{-\infty} & \text { if }(t, x, y, z) \in U_{[1, \text { low }]}^{M} \\ E_{-\infty} & \text { if }(t, x, y, z) \in U_{[0, \text { left }]}^{[ } \\ E=k(1)+E_{-\infty} & \text { if }(t, x, y, z) \in U_{[0, \text { right }]}^{M}\end{cases}$
with

$$
k(\sigma)=\int_{0}^{\sigma} K(\sigma)
$$

and $E_{-\infty}$ is a constant.

## 9 The Spherically Symmetric Coupled System

In this section the coupled system (24), (25), (38), (39) is explored where (40) and (42) define the dynamic sources. A spherically symmetric distribution of charge is considered to simplify the analysis. In spacetime $\mathcal{M}$
with standard spherical coordinates $(t, r, \theta, \phi)$ and metric $g=-d t \otimes d t+$ $d r \otimes d r+r^{2} d \theta \otimes d \theta+r^{2}(\sin \theta)^{2} d \phi \otimes d \phi$, write the electromagnetic field

$$
\begin{equation*}
\left.F\right|_{(t, r, r, \phi)}=\frac{\mathcal{Q}(t, r)}{r^{2}} d t \wedge d r \tag{50}
\end{equation*}
$$

for all $(t, r, \theta, \phi) \in \mathcal{M}$ with $r>0$.
Let $\underline{\mathcal{B}}=I \times S^{2}$ where $I \subseteq \mathbb{R}_{+}$, with coordinates $(\sigma, \Theta, \Phi)$. By spherical symmetry the solution can be described in terms of fields on and maps between 2 -dimensional manifold. These will be shown in bold font.
Let $\mathcal{B}=\mathbb{R} \times I$, coordinated by $(\tau, \sigma)$, be the projected body-time manifold and $\boldsymbol{\mathcal { M }}=\mathbb{R} \times \mathbb{R}_{+}$coordinated by $(t, r)$ be the projected spacetime manifold.
Let $\underline{\boldsymbol{\pi}}: \mathcal{B} \rightarrow I$ be the projection and $\underline{\mathcal{J}} \in \Gamma \Lambda^{1} I$ be the choice of measure, so that $d \tau \wedge \mathcal{J} \in \Gamma \Lambda^{2} \mathcal{B}$ is a measure on $\mathcal{B}$ where $\mathcal{J}=\underline{\pi}^{\star} \underline{\mathcal{J}}$.
On $\boldsymbol{\mathcal { M }}$ the induced metric is $\boldsymbol{g}=-d t \otimes d t+d r \otimes d r$. This induces the flat Levi-Civita connection $\boldsymbol{\nabla}$ and Hodge map $\star$ with $\star 1=d t \wedge d r$.
The projected flow map is

$$
\begin{equation*}
\boldsymbol{C}: \mathcal{B} \rightarrow \boldsymbol{\mathcal { M }} ; \quad \boldsymbol{C}(\tau, \sigma)=(\hat{t}(\tau, \sigma), \hat{r}(\tau, \sigma)) \tag{51}
\end{equation*}
$$

Thus the 4-dimensional spherically symmetrical flow map $C$ is given by

$$
\begin{align*}
& t \circ C(\tau, \sigma, \Theta, \Phi)=\hat{t}(\tau, \sigma), \quad r \circ C(\tau, \sigma, \Theta, \Phi)=\hat{r}(\tau, \sigma),  \tag{52}\\
& \theta \circ C(\tau, \sigma, \Theta, \Phi)=\Theta \quad \text { and } \quad \phi \circ C(\tau, \sigma, \Theta, \Phi)=\Phi
\end{align*}
$$

Substituting (50) and (52) into the equations of motion (24) and (25) yields

$$
\begin{align*}
& \boldsymbol{g}(\dot{\boldsymbol{C}}, \dot{\boldsymbol{C}})=-1  \tag{53}\\
& \left.\nabla_{\dot{C}} \tilde{\dot{\boldsymbol{C}}}\right|_{(\tau, \sigma)}=\frac{\mathcal{Q}(C(\tau, \sigma))}{\hat{r}(\tau, \sigma)^{2}} \star \stackrel{\widetilde{\boldsymbol{C}}(\tau, \sigma)}{ } \tag{54}
\end{align*}
$$

where

$$
\begin{equation*}
\dot{\boldsymbol{C}}(\tau, \sigma)=C_{\star}\left(\left.\partial_{\tau}\right|_{(\tau, \sigma)}\right) \in \Gamma(\boldsymbol{C}, T \boldsymbol{\mathcal { M }}) \tag{55}
\end{equation*}
$$

Here (53) is an equation over $\Gamma \Lambda^{0} \mathcal{B}$ and (54) is an equation over $\Gamma(\boldsymbol{C}, T \boldsymbol{\mathcal { M }})$. In terms of the component maps $\hat{t}_{\sigma}(\tau)=\hat{t}(\tau, \sigma)$ and $\hat{r}_{\sigma}(\tau)=\hat{r}(\tau, \sigma)$, (54) gives the ordinary differential system

$$
\begin{equation*}
\ddot{\hat{t}}_{\sigma}(\tau)=\frac{\mathcal{Q}\left(\hat{t}_{\sigma}(\tau), \hat{r}_{\sigma}(\tau)\right)}{\hat{r}_{\sigma}(\tau)^{2}} \dot{\hat{r}}_{\sigma}(\tau) \quad \text { and } \quad \ddot{\hat{r}}_{\sigma}(\tau)=\frac{\mathcal{Q}\left(\hat{t}_{\sigma}(\tau), \hat{r}_{\sigma}(\tau)\right)}{\hat{r}_{\sigma}(\tau)^{2}} \dot{\hat{t}}_{\sigma}(\tau) \tag{56}
\end{equation*}
$$

where $=d / d \tau$.
Maxwell's equations yield on $\boldsymbol{\mathcal { M }}$

$$
\begin{equation*}
d \mathcal{Q}=\sum_{i=1}^{N(p)} \boldsymbol{C}_{[i]}^{-1 \star}(\mathcal{J}) \tag{57}
\end{equation*}
$$

For a spherically symmetric charge distribution, the integral representation (47) reduces to

$$
\begin{equation*}
\int_{\partial S} \mathcal{Q}=\int_{C^{-1}(S)} \mathcal{J} \tag{58}
\end{equation*}
$$

where $\boldsymbol{S} \subset \boldsymbol{\mathcal { M }}$ is a curve and $\partial \boldsymbol{S}$ are its end points.
For $(t, r) \in \boldsymbol{\mathcal { M }}$ let $\boldsymbol{S}(t, r)=\left\{\left(t, r^{\prime}\right) \in \boldsymbol{\mathcal { M }} \mid 0<r^{\prime}<r\right\}$ then

$$
\mathcal{Q}(t, r)-\mathcal{Q}(t, 0)=\int_{C^{-1}(\boldsymbol{S}(t, r))} \mathcal{J}
$$

$S(t, r)$ represents a spherically symmetric ball of radius $r$ at time $t$. Since $\mathcal{J}$ is closed in regular domains $\mathcal{Q}(t, 0)=\mathcal{Q}_{0}$ must be independent of $t$ and hence

$$
\begin{equation*}
\mathcal{Q}(t, r)=\int_{C^{-1}(\boldsymbol{S}(t, r))} \mathcal{J}+\mathcal{Q}_{0} \tag{59}
\end{equation*}
$$

If $\mathcal{Q}_{0}$ is non zero one has a point charge fixed at the centre of the ball. For currents that are smooth in regular domains $\mathcal{Q}_{0}=0$. Since (59) involves a field $E$ at time $t$ one must express (56) as a system of o.d.e's with evolution
parameter $t$. Since $\dot{\boldsymbol{C}}$ is required to be unit future timelike, $\hat{t}_{\sigma}$ is strictly increasing so set

$$
\begin{equation*}
\check{\tau}_{\sigma}=\left(\hat{t}_{\sigma}\right)^{-1} \quad \text { and } \quad \check{r}_{\sigma}=\hat{r}_{\sigma} \circ \check{\tau}_{\sigma} \tag{60}
\end{equation*}
$$

Then, with $\boldsymbol{\prime}=d / d t$

$$
\begin{align*}
& \dot{\hat{t}}_{\sigma}\left(\check{\tau}_{\sigma}(t)\right)=\frac{1}{\check{\tau}_{\sigma}^{\prime}(t)}, \quad \ddot{\hat{t}}_{\sigma}\left(\check{\tau}_{\sigma}(t)\right)=-\frac{\check{\tau}_{\sigma}^{\prime \prime}(t)}{\left(\check{\tau}_{\sigma}^{\prime}(t)\right)^{3}}, \\
& \dot{\hat{r}}_{\sigma}\left(\check{\tau}_{\sigma}(t)\right)=\frac{\check{r}_{\sigma}^{\prime}(t)}{\check{\tau}_{\sigma}^{\prime}(t)} \quad \text { and } \quad \ddot{\hat{r}}_{\sigma}\left(\check{\tau}_{\sigma}(t)\right)=\frac{\check{r}_{\sigma}^{\prime \prime}(t)}{\left(\check{\tau}_{\sigma}^{\prime}(t)\right)^{2}}-\frac{\check{r}_{\sigma}^{\prime}(t) \check{\tau}_{\sigma}^{\prime \prime}(t)}{\left(\check{\tau}_{\sigma}^{\prime}(t)\right)^{3}} \tag{61}
\end{align*}
$$

and substituting (61) into (56) yields ordinary differential equations for $\check{\tau}_{\sigma}(t)$ and $\check{r}_{\sigma}(t)$. These equations involve $\mathcal{Q}$ so must be solved in conjunction with (59). To express (59) in terms of $\check{\tau}_{\sigma}(t)$ and $\check{r}_{\sigma}(t)$ observe that

$$
\begin{aligned}
\boldsymbol{C}^{-1}\left(\boldsymbol{S}\left(t, \check{r}_{\sigma}(t)\right)\right) & =\left\{\left(\tau, \sigma^{\prime}\right) \mid \hat{t}_{\sigma^{\prime}}(\tau)=t \quad \text { and } \quad \hat{r}_{\sigma^{\prime}}(\tau)<\check{r}_{\sigma}(t)\right\} \\
& =\left\{\left(\check{\tau}(t), \sigma^{\prime}\right) \mid \check{r}_{\sigma^{\prime}}(t)<\check{r}_{\sigma}(t)\right\}
\end{aligned}
$$

and, since $\underline{\boldsymbol{\pi}}$ is injective on the set $\left\{\left(\check{\tau}(t), \sigma^{\prime}\right) \mid \check{r}_{\sigma^{\prime}}(t)<\check{r}_{\sigma}(t)\right\}$

$$
\begin{aligned}
\int_{C^{-1}\left(\boldsymbol{S}\left(t, \check{r}_{\sigma}(t)\right)\right)} \mathcal{J} & =\int_{\left\{\left(\check{\tau}(t), \sigma^{\prime}\right) \mid \check{r}_{\sigma^{\prime}}(t)\left\langle\check{r}_{\sigma}(t)\right\}\right.} \mathcal{J}=\int_{\boldsymbol{\pi}\left\{\left(\tilde{\tau}^{( }(t), \sigma^{\prime}\right) \mid \check{r}_{\sigma^{\prime}}(t)<\check{r}_{\sigma}(t)\right\}} \boldsymbol{\pi}^{-1 \star}(\mathcal{J}) \\
& =\int_{\left\{\left(\sigma^{\prime}\right) \mid \check{r}_{\sigma^{\prime}}(t)<\check{r}_{\sigma}(t)\right\}} \mathcal{J}
\end{aligned}
$$

Therefore

$$
\begin{equation*}
\mathcal{Q}\left(t, \check{r}_{\sigma}(t)\right)=\int_{\left\{\sigma^{\prime} \mid \check{r}_{\sigma^{\prime}}(t)<\check{r}_{\sigma}(t)\right\}} \mathcal{J}+\mathcal{Q}_{0} \tag{62}
\end{equation*}
$$



Figure 2: History of a spherically symmetric Gaussian ball of charge evolving from rest. The discretisation used $\sigma_{i}=i / 40, i=1 \ldots 40$, with $Q_{i}=0.05 \exp \left(-\left(5 \sigma_{i}\right)^{2}\right), \mathcal{Q}_{0}=0, t_{\lambda}=\lambda / 20, \lambda=0 \ldots 40 . \check{\tau}_{i}\left(t_{0}\right)=0$, $\check{\tau}_{i}^{\prime}\left(t_{0}\right)=1, \check{r}_{i}\left(t_{0}\right)=\sigma_{i}$ and $\check{r}_{i}^{\prime}\left(t_{0}\right)=0$. Evidence for the multi-component nature of the evolution is clearly visible as charge initially closer to the centre overtakes more slowly moving charge in the expanding ball. The curve furthest left, at $r=0.025$, is vertical since it corresponds to the innermost discretised shell inside of which there is no charge.

Equations (56), (61) and (62) can now be integrated numerically by discretising $\sigma$ and $t$. Discretise $I$ by choosing $\sigma_{0}^{\prime}<\sigma_{1}<\sigma_{1}^{\prime}<\sigma_{2}<\sigma_{2}^{\prime}<\cdots<$ $\sigma_{m}<\sigma_{m}^{\prime} \in I$ with $\sigma_{0}^{\prime}=\inf (I)$ and $\sigma_{m}^{\prime} \overline{\overline{\sigma_{i}^{\prime}}} \sup (I)$. Let

$$
Q_{i}=\int_{\sigma_{i-1}^{\prime}}^{m} \underline{\mathcal{J}}
$$

Furthermore, since $\mathcal{Q}(t, r)$ will change with $t$, the o.d.e system generated from (56) and (61) will be integrated numerically in a series of time bands given by $t_{0}<t_{1}<\cdots<t_{\lambda}<\cdots<t_{\max }$. This yields the curves $\check{\tau}_{i}(t) \approx$ $\check{\tau}_{\sigma_{i}}(t)$ and $\check{r}_{i}(t) \approx \check{r}_{\sigma_{i}}(t)$ for some initial conditions for $\check{\tau}_{i}\left(t_{0}\right), \check{\tau}_{i}^{\prime}\left(t_{0}\right), \check{r}_{i}\left(t_{0}\right)$ and $\check{r}_{i}^{\prime}\left(t_{0}\right)$, where for each $t_{\lambda}$ and $\sigma_{i}, \mathcal{Q}(t, \check{r}(t))$ for the time interval $t_{\lambda}<$ $t<t_{\lambda+1}$ is replaced by

$$
\mathcal{Q}_{i}\left(t_{\lambda}\right)=\mathcal{Q}_{0}+\sum_{\left\{j \mid \dot{r}_{j}\left(t_{\lambda}\right)<\check{r}_{i}\left(t_{\lambda}\right)\right\}} Q_{j}
$$

## 10 Conclusion

A formalism has been established for the description of the motion of electric charge under the influence of both external and self electromagnetic fields. The laws of classical covariant electrodynamics have been expressed in terms of a flow map between a structured body-time manifold $\mathcal{B}$ and Minkowski spacetime. By assuming that this map is not necessarily either surjective or injective, distinct domains in spacetime may be associated with possibly more than one pre-image in the body-time manifold. These pre-images in turn give rise to a complex collection of electric currents that determine the structure of the flow map via Maxwell's equations. The total proper charge density is a dynamic scalar related to the Jacobian of the flow map and a Lagrangian measure on a 3-dimensional body manifold on $\mathcal{B}$.
A simple example of a non-trivial flow map is explicitly constructed corresponding to the plane symmetric motion of charge in a prescribed constant laboratory electric field. It is also demonstrated how Maxwell's equations are treated in the presence of a prescribed source corresponding to this non-trivial flow map. Finally a fully coupled system is considered in terms of the evolution of a spherically symmetric ball of charge from rest with an initially smooth gaussian distribution of charge. The evolution is calculated numerically by discretisising the coupled equations of motion and Maxwell's equations. The results of this simulation (figure 2) indicate that the integral curves $\boldsymbol{C}_{\sigma}$ cross and that the initial crossing occurs within the charge distribution. As expected the ball of charge explodes outward but with some of the inner spheres of charge overlapping the outer ones. An interesting feature of these solutions is that although $F$ is continuous across regions in spacetime where $\Delta=0$ (and hence $\rho=\infty$ ) it is not in general differentiable. This is a general property of solutions where the sources can change discontinuously during the evolution of the coupled system.
The techniques established here have immediate application in accelerator science particularly in devices where charged bunches with large laboratory charge densities in ultra-relativistic motion are demanded [9]. They extend
naturally to multi-component continua such as plasmas where the phenomena of "wave breaking" in wake-field accelerators and bubble regimes may benefit from an analysis in terms of relativistic flow maps with properties analogous to those presented in this paper.
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#### Abstract

We consider the effective construction of $\delta$-regular coordinates for polynomial ideals. Special attention is given to quasi-stable ideals, i. e. monomial ideals possessing a Pommaret basis. Finally, we show that $\delta$-regularity for an ideal $\mathcal{I}$ is equivalent to quasi-regularity for $\mathcal{P} / \mathcal{I}$ (in the sense of Serre).
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## 1 Introduction

Involutive bases $[3,5,9]$ are a special kind of Gröbner bases [1] with additional combinatorial properties. The underlying ideas originated in the theory of differential equations. In particular, Pommaret bases are closely related to the involution analysis of symbols in the formal theory of differential equations [11]. It is a well-known problem that a polynomial ideal $\mathcal{I}$ possesses only in suitable, so-called $\delta$-regular, coordinates a Pommaret basis (note, however, that generic coordinates are $\delta$-regular). In [10] it is

[^10]shown that coordinates regular in this sense are very useful for a number of applications; e.g. regular sequences or Noether normalisations of $\mathcal{P} / \mathcal{I}$ take a particularly simple form.

The traditional approach to obtain $\delta$-regular coordinates consists of applying a random transformation (see e.g. [13] for a discussion in the context of differential equations). This method has at least two disadvantages. While random coordinates are $\delta$-regular with probability 1 , they still may be singular. More importantly, random transformations usually destroy any sparsity present in a basis of the ideal $\mathcal{I}$ making any subsequent computation much more expensive.

In [8] we presented a deterministic solution for the related problem of $\delta$-regularity in partial differential equations based on a comparison of the Janet and Pommaret multiplicative variables. Here we first adapt this solution to polynomial ideals. Then we show that our criterion for singular coordinates is closely related to the algebraic theory of a class of monomial ideals studied by Bermejo and Gimenez [2]. Finally, we relate the theory of Pommaret bases to Serre's dual version of the Cartan test (see the letter by Serre appended to [7]). We prove that Serre's notion of quasi-regular coordinates for the factor ring $\mathcal{P} / \mathcal{I}$ coincides with $\delta$-regularity for $\mathcal{I}$.

## 2 Involutive Bases

Identifying the Abelian monoid $\left(\mathbb{N}_{0}^{n},+\right)$ with the set of terms $x^{\mu}$ in a polynomial ring $\mathcal{P}=\mathbb{k}\left[x_{1}, \ldots, x_{n}\right]$ over a field $\mathbb{k}$, we have the usual divisibility relation: $\mu \mid \nu$ if $\nu \in C(\mu):=\mu+\mathbb{N}_{0}^{n}$. An involutive division is a rule $L$ (satisfying certain conditions, see [9] for details) restricting this relation by assigning to each member $\mu$ of every finite subset $\mathcal{N} \in \mathbb{N}_{0}^{n}$ a set $N_{L, \mathcal{N}}$ of allowed (multiplicative) indices, resulting in restricted involutive cones $C_{L, \mathcal{N}}(\mu):=\mu+\left\{\nu \mid \nu_{i}=0\right.$ for $\left.i \notin N\right\}$. For this new relation, we write $\left.\mu\right|_{L, \mathcal{N} \nu}$ if $\nu \in C_{L, \mathcal{N}}(\mu)$ ( $\mu$ involutively divides $\nu$ ). In this article, we only need the following two involutive divisions which we denote by $P$ and $J$, respectively:

## Pommaret division:

$$
N_{P, \mathcal{N}}(\mu):=\{i \mid i \leq \operatorname{cls} \mu\} \text {, where cls } \mu:=\min \left\{i \mid \mu_{i} \neq 0\right\} .^{2}
$$

## Janet division:

$$
N_{J, \mathcal{N}}(\mu):=\left\{i \mid \mu_{i} \geq \nu_{i} \text { for all } \nu \in \mathcal{N} \text { with } \mu_{j}=\nu_{j} \text { for } j>i\right\} .
$$

The (involutive) $\operatorname{span}\langle\mathcal{N}\rangle$ (resp. $\left.\langle\mathcal{N}\rangle_{L}\right)$ of $\mathcal{N}$ is the union of the (involutive) cones of its elements. $\mathcal{N}$ is (involutively) autoreduced, if no member is contained in the (involutive) cone of another element. A finite subset $\hat{\mathcal{N}} \subset\langle\mathcal{N}\rangle$ is a weak involutive basis of $\langle\mathcal{N}\rangle$, if $\langle\hat{\mathcal{N}}\rangle_{L}=\langle\mathcal{N}\rangle$, and a (strong) involutive basis, if furthermore $\hat{\mathcal{N}}$ is autoreduced. We refer to $\hat{\mathcal{N}}$ as a (weak/strong) involutive completion of the set $\mathcal{N}$, if $\mathcal{N} \subseteq \hat{\mathcal{N}}$. One can show that to every finite set $\mathcal{N}$ there exists a Janet basis of $\langle\mathcal{N}\rangle$, but not necessarily a Pommaret basis. By contrast, a basis minimal among all the Pommaret bases of $\mathcal{N}$ is unique, whereas the same does not hold for the Janet division.

While the definitions of the Pommaret and Janet division, respectively, look very different, the two divisions are in fact closely related, as the following result demonstrates.

Proposition 2.1 ([4]). Let the finite set $\mathcal{N} \subset \mathbb{N}_{0}^{n}$ be involutively autoreduced with respect to the Pommaret division. Then $N_{P}(\nu) \subseteq N_{J, \mathcal{N}}(\nu)$ for all $\nu \in \mathcal{N}$.

An involutive basis $\mathcal{N}$ leads via the involutive cones to a disjoint decomposition of the ideal $\mathcal{I}=\langle\mathcal{N}\rangle$ as a $\mathbb{k}$-linear space (a so-called Stanley decomposition [12]). For many applications it is also of interest to decompose the complement $\mathcal{I}^{c}:=\mathbb{N}_{0}^{n} \backslash \mathcal{I}$; both Janet and Pommaret bases induce such complementary Stanely decompositions. In the latter case, we have the following result.

[^11]Proposition 2.2 ([10]). The monoid ideal $\mathcal{I} \subseteq \mathbb{N}_{0}^{n}$ possesses a weak Pommaret basis of degree $q$, if and only if the sets $\overline{\mathcal{N}}_{0}=\left\{\nu \in \mathcal{I}^{c}| | \nu \mid<q\right\}$ and $\overline{\mathcal{N}}_{1}=\left\{\nu \in \mathcal{I}^{c}| | \nu \mid=q\right\}$ define the complementary decomposition

$$
\begin{equation*}
\mathcal{I}^{c}=\overline{\mathcal{N}}_{0} \cup \bigcup_{\nu \in \overline{\mathcal{N}}_{1}} C_{P}(\nu) . \tag{1}
\end{equation*}
$$

The notion of an involutive basis can now be easily lifted to polynomial ideals. Choosing a term order $\prec$ determines for each $f \in \mathcal{P}$ its leading term $\mathrm{lt}_{\swarrow} f$ with leading exponent vector $\mathrm{l}_{\prec} f$. Let $\mathcal{F} \subset \mathcal{P}$ be a finite set. Then we assign to each element $f \in \mathcal{F}$ the multiplicative variables

$$
\begin{equation*}
X_{L, \mathcal{F}, \prec}(f)=\left\{x_{i} \mid i \in N_{L, \mathrm{le}_{\prec} \mathcal{F}}\left(\mathrm{le}_{\prec} f\right)\right\} ; \tag{2}
\end{equation*}
$$

the involutive span of $\mathcal{F}$ is then the set

$$
\begin{equation*}
\langle\mathcal{F}\rangle_{L, \prec}=\sum_{f \in \mathcal{F}} \mathbb{k}\left[X_{L, \mathcal{F}, \prec}(f)\right] \cdot f \subseteq\langle\mathcal{F}\rangle . \tag{3}
\end{equation*}
$$

A polynomial $g \in \mathcal{P}$ is involutively reducible with respect to $\mathcal{F}$, if it contains a term $x^{\mu}$ such that $\left.\operatorname{le}_{\ell_{\alpha} f}\right|_{L, \mathrm{e}_{\prec} \mathcal{F}} \mu$ for some $f \in \mathcal{F} ; g$ is involutively head reducible, if $x^{\mu}=\mathrm{lt}_{\prec} g$ in the previous definition. The set $\mathcal{F}$ is involutively autoreduced, if no polynomial $f \in \mathcal{F}$ contains a term $x^{\mu}$ such that another polynomial $f^{\prime} \in \mathcal{F} \backslash\{f\}$ exists with $\left.\mathrm{le}_{\prec} f^{\prime}\right|_{L, \mathrm{e}_{<} \mathcal{F}} \mu$; the definition of involutively head autoreduced is similar. A finite set $\mathcal{H} \subset \mathcal{P}$ is a weak involutive basis of $\mathcal{I}$ for an involutive division $L$ if $\mathrm{le}_{\prec} \mathcal{H}$ is a weak involutive basis of le $\mathcal{I}_{\mathcal{I}}$; it is a (strong) involutive basis, if le $\mathcal{L}_{\prec} \mathcal{H}$ is a strong involutive basis of $\mathrm{le}_{\prec} \mathcal{I}$ and no two elements of $\mathcal{H}$ have the same leading exponents. As above, any finite set $\mathcal{F}$ can be completed to a Janet basis of $\langle\mathcal{F}\rangle$, while this is not necessarily true for Pommaret bases.

For the remainder of the article, all ideals $\mathcal{I}$ considered will be homogeneous. If $\mathcal{M}$ is a graded $\mathcal{P}$-module, we write $\mathcal{M}_{q}$ for the homogeneous component of degree $q$ and $\mathcal{M}_{\geq q}:=\bigoplus_{q^{\prime} \geq q} \mathcal{M}_{q^{\prime}}$ for the truncated module (similar for $\mathcal{M}_{<q}$ ). As usual, we call $\mathcal{I}^{\text {sat }}:=\mathcal{I}:\left\langle x_{1}, \ldots, x_{n}\right\rangle$ the saturation of $\mathcal{I}$.

Remark 2.3. If a Pommaret basis $\mathcal{H}$ of the ideal $\mathcal{I}$ exists, then a number of important invariants of the factor algebra $\mathcal{P} / \mathcal{I}$ can be immediately read off of $\mathcal{H}$ [10]:

- If $\operatorname{deg} \mathcal{H}:=\max _{h \in \mathcal{H}} \operatorname{deg} h=q$, then the dimension $D$ of the algebra $\mathcal{P} / \mathcal{I}$ is given by $D=\min \left\{i \mid\left\langle\mathcal{H}, x_{1}, \ldots, x_{i}\right\rangle_{q}=\mathcal{P}_{q}\right\}$ and $\left\{x_{1}, \ldots, x_{D}\right\}$ is a maximal independent set modulo $\mathcal{I}$ (in fact, the complementary Stanley decomposition of Proposition 2.2 yields at once the whole Hilbert series of $\mathcal{P} / \mathcal{I})$.
- If $\operatorname{cls} \mathcal{H}:=\min _{h \in \mathcal{H}} \operatorname{cls} h=d$ (whith cls $\left.h:=\operatorname{cls}^{\operatorname{le}}{ }_{\prec} h\right)$, then $\operatorname{depth} \mathcal{P} / \mathcal{I}$ $=d-1$ and $\left(x_{1}, \ldots, x_{d-1}\right)$ is a maximal regular sequence for $\mathcal{P} / \mathcal{I}$ (combined with the result above, this observation yields a simple proof of the well-known Hironaka criterion for Cohen-Macaulay rings).
- If $\prec$ is the degree reverse lexicographic order ${ }^{3}$, then $\operatorname{deg} \mathcal{H}$ equals the Castelnuovo-Mumford regularity of $\mathcal{I}$ (this is a consequence of the interesting syzygy theory of Pommaret bases leading to a free resolution of minimal length).
- The isomorphism $\mathcal{P} / \mathcal{I} \cong \bigoplus_{\nu \in \bar{N}_{0}} \mathbb{k} \cdot x^{\nu} \oplus \bigoplus_{\nu \in \overline{\mathcal{N}}_{1}} \mathbb{k}\left[x_{1}, \ldots, x_{\mathrm{cls} \nu}\right] \cdot x^{\nu}$ as $\mathbb{k}_{\mathbf{k}}$-linear spaces is a Rees decomposition of $\mathcal{P} / \mathcal{I}$, where the sets $\overline{\mathcal{N}}_{0}$ and $\overline{\mathcal{N}}_{1}$ are defined for the Pommaret basis of $\mathrm{le}_{\prec} \mathcal{H}$ as in Proposition 2.2.

Together with Theorem 3.11 below, the first two items show that if a Pommaret basis exists, then the chosen coordinates are particularly adapted to the ideal $\mathcal{I}$ and considerably simplify the analysis of the algebra $\mathcal{P} / \mathcal{I}$. In the next section we will see how one can systematically construct such coordinates for any ideal $\mathcal{I}$.

## $3 \quad \delta$-Regularity and Systems of Parameters

An ideal $\mathcal{I} \subseteq \mathcal{P}$ may be interpreted as an ideal in the symmetric algebra $S \mathcal{V}$ over an $n$-dimensional $\mathbb{k}$-linear space $\mathcal{V} \cong \mathcal{P}_{1}$ after having chosen a basis $\left(x_{1}, \ldots, x_{n}\right)$ of $\mathcal{V}$. As we will show now, the existence of a Pommaret basis for $\mathcal{I}$ depends only on this choice.

[^12]Definition 3.1. The variables $\mathbf{x}=\left(x_{1}, \ldots, x_{n}\right)$ are $\delta$-regular for the ideal $\mathcal{I} \subseteq \mathcal{P}$ and the term order $\prec$, if $\mathcal{I}$ possesses a Pommaret basis for $\prec$.

As in practice one defines an ideal $\mathcal{I} \subseteq \mathcal{P}$ by some finite generating set $\mathcal{F} \subset \mathcal{I}$, we introduce a concept of $\delta$-regularity for such sets. Assume that $\mathcal{F}$ is involutively head autoreduced with respect to an involutive division $L$. We call the total number of multiplicative variables of its elements its involutive size and denote it by

$$
\begin{equation*}
|\mathcal{F}|_{L, \prec}=\sum_{f \in \mathcal{F}}\left|X_{L, \prec, \mathcal{F}}(f)\right| . \tag{4}
\end{equation*}
$$

Let $\tilde{\mathbf{x}}=A \mathbf{x}$ be a linear change of coordinates with a regular matrix $A \in \mathbb{k}^{n \times n}$, i.e. a change of basis in the vector space $\mathcal{V}$. It transforms each polynomial $f \in \mathcal{P}$ into a polynomial $\tilde{f} \in \tilde{\mathcal{P}}=\mathbb{k}\left[\tilde{x}_{1}, \ldots, \tilde{x}_{n}\right]$ of the same degree. Thus $\mathcal{F}$ is transformed into a set $\tilde{\mathcal{F}} \subset \tilde{\mathcal{P}}$ which generally is no longer involutively head autoreduced. ${ }^{4}$ Performing an involutive head autoreduction yields a set $\tilde{\mathcal{F}}^{\Delta}$. The leading exponents of $\tilde{\mathcal{F}}^{\Delta}$ may be very different from those of $\mathcal{F}$ and thus $|\mathcal{F}|_{L, \prec}$ may differ from $\left|\tilde{\mathcal{F}}^{\Delta}\right|_{L, \prec}$

Definition 3.2. Let the finite set $\mathcal{F} \subset \mathcal{P}$ be involutively head autoreduced with respect to the Pommaret division. The coordinates $\mathbf{x}$ are $\delta$-regular for $\mathcal{F}$, if after any linear change of coordinates $\tilde{\mathrm{x}}=A \mathrm{x}$ the inequality $|\mathcal{F}|_{P, \prec} \geq\left|\tilde{\mathcal{F}}^{\Delta}\right|_{P, \prec}$ holds.

Note that generally $\delta$-regularity of variables $\mathbf{x}$ for a set $\mathcal{F}$ according to Definition 3.2 and for the ideal $\mathcal{I}=\langle\mathcal{F}\rangle$ according to Definition 3.1 are independent properties.

Example 3.3. One of the simplest instances where the definitions differ is not for an ideal but for a submodule of the free $\mathbb{k}[x, y]$-module with basis $\left\{\mathbf{e}_{1}, \mathbf{e}_{2}\right\}$. Consider the set $\mathcal{F}=\left\{y^{2} \mathbf{e}_{1}, x y \mathbf{e}_{1}+\mathbf{e}_{2}, x \mathbf{e}_{2}\right\}$ and any term order for which $x y \mathbf{e}_{1} \succ \mathbf{e}_{2}$. The used coordinates are not $\delta$-regular for $\mathcal{F}$, as any transformation of the form $x=\bar{x}+a \bar{y}$ with $a \neq 0$ will increase the

[^13]involutive size. Nevertheless, the used coordinates are $\delta$-regular for the submodule $\langle\mathcal{F}\rangle$. Indeed, adding the generator $y \mathbf{e}_{2}$ (the $S$-"polynomial" of the first two generators) makes $\mathcal{F}$ to a reduced Gröbner basis which is simultaneously a minimal Pommaret basis. Examples of this type are critical for the algorithmic determination of Pommaret bases: although a finite basis exist, some completion algorithms may loop infinitely in such a situation, as they try to construct a Pommaret basis for $\left\langle\mathrm{le}_{\prec} \mathcal{F}\right\rangle$ as an intermediate step.

Proposition 3.4. Let $\mathcal{H}$ be a Pommaret basis of an ideal $\mathcal{I} \subseteq \mathcal{P}$. Then the given coordinates $\mathbf{x}$ are $\delta$-regular for $\mathcal{H}$.

Most coordinates are $\delta$-regular for a given set $\mathcal{F}$. Choosing an arbitrary reference coordinate system, we may identify every system of coordinates with the regular matrix $A \in \mathbb{k}^{n \times n}$ defining the linear transformation from our reference system to it.

Proposition 3.5. The coordinate systems that are $\delta$-singular for a given finite involutively head autoreduced set $\mathcal{F} \subset \mathcal{P}$ form a Zariski closed set in $\mathbb{k}^{n \times n}$.

Proof. We perform first a linear coordinate transformation with an undetermined matrix $A=\left(a_{i j}\right) \in \mathbb{k}^{n \times n}$, i. e. we treat its entries as parameters. This obviously leads to a $\delta$-regular coordinate system, as each polynomial in $\tilde{\mathcal{F}}^{\Delta}$ will get its maximally possible class. $\delta$-singular coordinates are defined by the vanishing of certain (leading) coefficients. Since these coefficients are polynomials in the entries $a_{i j}$ of $A$, the set of all $\delta$-singular coordinate systems can be described as the zero set of an ideal of $\mathbb{k}\left[a_{11}, \ldots, a_{n n}\right]$.

Theorem 3.6. Let the finite set $\mathcal{F} \subset \mathcal{P}$ be involutively head autoreduced for the Pommaret division and a class respecting term order ${ }^{5} \prec$. Furthermore assume that the underlying field $\mathfrak{k}$ is infinite. If $|\mathcal{F}|_{J, \prec}>|\mathcal{F}|_{P, \prec}$, then the coordinates $\mathbf{x}$ are $\delta$-singular for $\mathcal{F}$.

[^14]Proof. By Proposition 2.1, we have $X_{P}(f) \subseteq X_{J, \mathcal{F}}(f)$ for all $f \in \mathcal{F}$. Assume that for a polynomial $h \in \mathcal{F}$ the strict inclusion $X_{P}(h) \subset X_{J, \mathcal{F}}(h)$ holds. Thus at least one variable $x_{\ell} \in X_{J, \mathcal{F}}(h)$ with $\ell>k=\mathrm{cls} h$ exists. We perform the linear change of variables $x_{i}=\tilde{x}_{i}$ for $i \neq k$ and $x_{k}=\tilde{x}_{k}+a \tilde{x}_{\ell}$ with a yet arbitrary parameter $a \in \mathbb{k} \backslash\{0\}$. This induces the following transformation of the terms ${ }^{6}$ :

$$
\begin{equation*}
x^{\mu}=\sum_{j=0}^{\mu_{k}}\binom{\mu_{k}}{j} a^{j} \tilde{x}^{\mu-j_{k}+j_{\ell}} . \tag{5}
\end{equation*}
$$

Let $\mathrm{le}_{\prec} h=\mu$. Thus $\mu=\left[0, \ldots, 0, \mu_{k}, \ldots, \mu_{n}\right]$ with $\mu_{k}>0$. Consider the multi index $\nu=\mu-\left(\mu_{k}\right)_{k}+\left(\mu_{k}\right)_{\ell}$; obviously, cls $\nu>k$. Applying our transformation to $h$ leads to a polynomial $\tilde{h}$ containing the term $\tilde{x}^{\nu}$. Note that $\nu$ cannot be an element of $\mathrm{le}_{\prec} \mathcal{F}$. Indeed, if it was, it would be an element of the same set $\left(\mu_{\ell+1}, \ldots, \mu_{n}\right)$ as $\mu$. But this contradicts our assumption that $\ell$ is multiplicative for the multi index $\mu$ with respect to the Janet division, as by construction $\nu_{\ell}>\mu_{\ell}$.

Transforming all polynomials $f \in \mathcal{F}$ yields the set $\tilde{\mathcal{F}}$ on which we perform an involutive head autoreduction in order to obtain the set $\tilde{\mathcal{F}}^{\Delta}$. Since we assume that the gound field $\mathfrak{k}$ is infinite, we can always choose the parameter $a$ such that after the transformation each polynomial $\tilde{f} \in \tilde{\mathcal{F}}$ has at least the same class as the corresponding polynomial $f \in \mathcal{F}$, as our term order respects classes. This is a simple consequence of (5): cancellations of terms may occur only, if the parameter $a$ is a zero of some polynomial (possibly one for each member of $\mathcal{F}$ ) with a degree not higher than $\operatorname{deg} \mathcal{F}$. By the definition of the Pommaret division, if $\left.\mathrm{le}_{\prec} f_{2}\right|_{P} \mathrm{le}_{\prec} f_{1}$, then cls le $<f_{2} \geq$ clsle ${ }_{\prec} f_{1}$. Hence even after the involutive head autoreduction the involutive size of $\tilde{\mathcal{F}}^{\Delta}$ cannot be smaller than that of $\mathcal{F}$.

Consider again the polynomial $h$. The leading term of the transformed polynomial $\tilde{h}$ must be greater than or equal to $\tilde{x}^{\nu}$. Thus its class is greater than $k$. This remains true even after an involutive head autoreduction with all those polynomials $\tilde{f} \in \tilde{\mathcal{F}}$ that are of class greater than $k$, as $x^{\nu} \notin \mathrm{lt}_{\prec} \mathcal{F}$.

[^15]Hence the only possibility to obtain a leading term of class less than or equal to $k$ consists of an involutive reduction with respect to a polynomial $\tilde{f} \in \tilde{\mathcal{F}}$ with cls $f \leq k$. But this implies that clsle $e_{<} \tilde{f}>k$. So we may conclude that after the transformation we have at least one polynomial more whose class is greater than $k$. So the coordinates $\mathbf{x}$ cannot be $\delta$ regular.
Corollary 3.7. If the coordinates $\mathbf{x}$ are $\delta$-regular for the finite Pommaret head autoreduced set $\mathcal{F}$, then $\langle\mathcal{F}\rangle_{J, \prec}=\langle\mathcal{F}\rangle_{P, \prec}$ for any class respecting term order $\prec$.

It is important to note that this corollary provides us only with a necessary but not with a sufficient criterion for $\delta$-regularity. In other words, even if the Janet and the Pommaret size are equal for a given set $\mathcal{F} \subset \mathcal{P}$, this fact does not imply that the used coordinates are $\delta$-regular for $\mathcal{F}$.
Example 3.8. Let $\mathcal{F}=\left\{\underline{z^{2}}+y^{2}-2 x^{2}, \underline{x z}+x y, \underline{y z}+y^{2}+x^{2}\right\}$. The underlined terms are the leaders with respect to the degree reverse lexicographic order. One easily checks that the Janet and the Pommaret division yield the same multiplicative variables. If we perform the transformation $\tilde{x}=z, \tilde{y}=y+z$ and $\tilde{z}=x$, then we obtain after an autoreduction the set $\tilde{\mathcal{F}}^{\Delta}=\left\{\underline{\tilde{y}^{2}}, \underline{\tilde{y} \tilde{z}}, \underline{\tilde{z}^{2}}-\tilde{y} \tilde{x}\right\}$. Again the Janet and the Pommaret division yield the same multiplicative variables, but $\left|\tilde{\mathcal{F}}^{\Delta}\right|_{P, \prec}>|\mathcal{F}|_{P, \prec}$. Thus the coordinates $(x, y, z)$ are not $\delta$-regular for $\mathcal{F}$.

The explanation of this phenomenon is very simple. Our criterion depends only on the leading terms of the set $\mathcal{F}$; in other words, it analyses the monomial ideal $\left\langle\mathrm{lt}_{\prec} \mathcal{F}\right\rangle$. In Example $3.8\left\langle\mathrm{lt}_{\prec} \mathcal{F}\right\rangle=\left\langle x z, y z, z^{2}\right\rangle$ and one easily verifies that the used generating set is already a Pommaret basis. However, for $\mathcal{I}=\langle\mathcal{F}\rangle$ the leading ideal is $\mathrm{lt}_{\curvearrowright} \mathcal{I}=\left\langle x^{3}, x z, y z, z^{2}\right\rangle$ (one obtains a Janet basis for $\mathcal{I}$ by adding $x^{3}$ to $\mathcal{F}$ ) and obviously it does not possess a Pommaret basis, as such a basis would have to contain all monomials $x^{3} y^{k}$ with $k \in \mathbb{N}$ (or we exploit our criterion noting that $y$ is a Janet but not a Pommaret multiplicative variable for $x^{3}$ ). We have here just the opposite situation to Example 3.3: there $\mathrm{lt}_{\prec} \mathcal{I}$ had a Pommaret basis but $\left\langle\mathrm{lt}_{\prec} \mathcal{F}\right\rangle$ not.

Example 3.9. Even in the case that $\left\langle\mathrm{lt}_{\prec} \mathcal{F}\right\rangle=\left\langle\mathrm{lt}_{\prec} \mathcal{I}\right\rangle$ (i. e., $\mathcal{F}$ is a Gröbner basis), the notions of $\delta$-regularity for a set $\mathcal{F}$ and for an ideal $\mathcal{I}$ generated by it are not equivalent. Consider the monomial ideal spanned by $\left\{x^{2}, y^{2}, z^{2}\right\}$. A Pommaret basis is obtained by adding $\left\{y^{2} z, x^{2} y, x^{2} z, x^{2} y z\right\}$ and thus the coordinates are $\delta$-regular for the ideal. But for the subset $\left\{z^{2}, y^{2}, x^{2}, x^{2} z, x^{2} y\right\}$, the Janet and the Pommaret sizes differ (9 vs. 8), so the coordinates are not $\delta$-regular for this set. This shows that in general for an ideal and $\delta$-regular coordinates there may exist ideal bases for which the coordinates are not $\delta$-regular. Whether or not such a situation is encountered during the completion to an involutive basis cannot be recognised a priori and depends also for instance on the choice of the selection term order in the completion algorithm.

Theorem 3.10. In suitably chosen coordinates $\mathbf{x}$ every ideal $\mathcal{I} \subseteq \mathcal{P}$ has a Pommaret basis.
Proof. We only sketch a proof here, as a rigorous demonstration requires the detailed formulation of a completion algorithm for the construction of an involutive basis ([5, 6]), which we omit here for lack of space.

Each iteration of the completion algorithm consists of selecting an element from the current basis, multiplying it with one of its non-multiplicative variables, performing an involutive reduction and then adding the result (if it is different from zero) to the basis. Only if this action has enlarged the ideal spanned by the leading terms, a test for $\delta$-regularity and, if necessary, a coordinate change according to the proof of Theorem 3.6 are carried out. By regarding all the bases in a fixed reference coordinate system, the ideals spanned by the leading terms form an ascending chain that eventually becomes stationary at $\mathrm{lt}_{\prec} \mathcal{I}$. On the other hand, if the ideal spanned by the leading terms remains unchanged (which it does especially after we have reached $\mathrm{lt}_{\prec} \mathcal{I}$ ), we have performed one step in the monomial completion of this ideal, which has to terminate under the assumption that, after suitable transformations, we are in $\delta$-regular coordinates.

The search for $\delta$-regular coordinates corresponds to putting $\mathcal{I}$ in Noether position, as the following result shows:

Theorem 3.11. Under the assumptions of Remark 2.3 (in particular, if the coordinates $\mathbf{x}$ are $\delta$-regular for $\mathcal{I}$ ), the restriction of the canonical projection $\pi: \mathcal{P} \rightarrow \mathcal{P} / \mathcal{I}$ to $\mathbb{k}\left[x_{1}, \ldots, x_{D}\right]$ is a Noether normalisation of $\mathcal{P} / \mathcal{I}$ (or equivalently, $x_{1}, \ldots, x_{D}$ form a homogeneous system of parameters).

Proof. $\left\{x_{1}, \ldots, x_{D}\right\}$ is a maximal independent set modulo $\mathcal{I}$, so the restriction of the projection $\pi$ to $\mathbb{k}\left[x_{1}, \ldots, x_{D}\right]$ is injective. Proposition 2.2 gives the complementary decomposition for $\mathrm{le}_{\prec} \mathcal{I}$ which is defined by a finite set $\mathcal{N} \subset \mathbb{N}_{0}^{n}$. As for each generator in $\mathcal{N}$ the associated multiplicative indices form a subset of $\{1, \ldots, D\}$ and since the complement of $\operatorname{lt}_{\mathcal{L}} \mathcal{I}$ is a basis of $\mathcal{P} / \mathcal{I}$ as a vector space over $\mathbb{k}$, the finite set $\left\{\pi\left(x^{\nu}\right) \mid \nu \in \mathcal{N}\right\}$ generates $\mathcal{P} / \mathcal{I}$ as a $\mathbb{k}\left[x_{1}, \ldots, x_{D}\right]$-module.

The converse of this theorem is in general not true: even if the variables are chosen such that $\mathbb{k}\left[x_{1}, \ldots, x_{D}\right]$ defines a Noether normalisation of $\mathcal{P} / \mathcal{I}$, this is not sufficient to conclude that $\mathcal{I}$ possesses a Pommaret basis. In the next section, we will show (in the case that $\mathcal{I}$ is a monomial ideal) that the existence of a Pommaret basis is equivalent to a stronger property.

## 4 Quasi-stable Ideals

While a polynomial ideal $\mathcal{I}$ always possesses a Pommaret basis (after a suitable coordinate transformation), the same is not true for a monomial ideal, as the transformed ideal is in general no longer monomial. Hence we give the class of monomial ideal possessing a Pommaret basis a special name.

Definition 4.1. A monomial ideal $\mathcal{I} \subseteq \mathcal{P}$ is quasi-stable, if it has a Pommaret basis.

Remark 4.2. Recall that a (possibly infinite) set $\mathcal{N} \subseteq \mathbb{N}_{0}^{n}$ is called stable, if for each multi index $\nu \in \mathcal{N}$ all multi indices $\nu-1_{k}+1_{j}$ with $k=\operatorname{cls} \nu<$ $j \leq n$ are also contained in $\mathcal{N}$. A monomial ideal $\mathcal{I} \subseteq \mathcal{P}$ is stable, if the exponent vectors of the monomials contained in it form a stable set. If $\mathcal{I}$ is a quasi-stable ideal in the sense of the definition above, then one can
easily show that for a sufficiently high degree $q$ the truncated ideal $\mathcal{I}_{\geq q}$ is stable (one may e. g. take $q=\operatorname{deg} \mathcal{H}$ with $\mathcal{H}$ the Pommaret basis of $\mathcal{I}$ ).

Proposition 4.3. Let $\mathcal{I} \subseteq \mathcal{P}$ be a monomial ideal with $\operatorname{dim} \mathcal{P} / \mathcal{I}=D$. Then the following five statements are equivalent.
(i) $\mathcal{I}$ is quasi-stable.
(ii) The variable $x_{1}$ is not a zero divisor for $\mathcal{P} / \mathcal{I}^{\text {sat }}$ and for all $1 \leq j<D$ the variable $x_{j+1}$ is not a zero divisor for $\mathcal{P} /\left\langle\mathcal{I}, x_{1}, \ldots, x_{j}\right\rangle^{\text {sat }}$.
(iii) We have $\mathcal{I}:\left\langle x_{1}\right\rangle^{\infty} \subseteq \mathcal{I}:\left\langle x_{2}\right\rangle^{\infty} \subseteq \cdots \subseteq \mathcal{I}:\left\langle x_{D}\right\rangle^{\infty}$ and for all $D<j \leq n$ an exponent $k_{j} \geq 1$ exists such that $x_{j}^{k_{j}} \in \mathcal{I}$.
(iv) For all $1 \leq j \leq n$ the equality $\mathcal{I}:\left\langle x_{j}\right\rangle^{\infty}=\mathcal{I}:\left\langle x_{j}, \ldots, x_{n}\right\rangle^{\infty}$ holds.
(v) For every associated prime ideal $\mathfrak{p} \in \operatorname{Ass}(\mathcal{P} / \mathcal{I})$ an integer $1 \leq j \leq n$ exists such that $\mathfrak{p}=\left\langle x_{j}, \ldots, x_{n}\right\rangle$.

Proof. The equivalence of the statements (ii)-(v) was proven by Bermejo and Gimenez [2, Proposition 3.2] who called ideals satisfying one of these conditions monomial ideals of nested type. ${ }^{7}$ We now show that this concept is identical with quasi-stability by proving the equivalence of (i) and (iii).

Assume first that the ideal $\mathcal{I}$ is quasi-stable with Pommaret basis $\mathcal{H}$. The existence of a term $x_{j}^{k_{j}} \in \mathcal{I}$ for all $D<j \leq n$ follows then immediately from Remark 2.3. Consider a term $x^{\mu} \in \mathcal{I}:\left\langle x_{k}\right\rangle^{\infty} \backslash \mathcal{I}$ for some $1 \leq k \leq n$. There exists an integer $\ell$ such that $x_{k}^{\ell} x^{\mu} \in \mathcal{I}$ and hence a generator $x^{\nu} \in \mathcal{H}$ such that $\left.x^{\nu}\right|_{P} x_{k}^{\ell} x^{\mu}$. If cls $\nu>k$, then $\nu$ would also be an involutive divisor of $\mu$ contradicting the assumption $x^{\mu} \notin \mathcal{I}$. Thus we find cls $\nu \leq k$ and $\nu_{k}>\mu_{k}$. Next we consider for arbitrary exponents $m>0$ the terms $x_{k+1}^{m} x^{\nu} \in \mathcal{I}$. For each $m$ a generator $x^{\rho^{(m)}} \in \mathcal{H}$ exists which involutively divides $x_{k+1}^{m} x^{\nu}$. By the same reasoning as above, $\operatorname{cls} x^{\rho^{(m)}}>k+1$ is not possible for an involutively autoreduced basis $\mathcal{H}$ yielding the estimate $\operatorname{cls} \nu \leq \operatorname{cls} x^{\rho^{(m)}} \leq$ $k+1$.

We claim now that there exists an integer $m_{0}$ such that $\rho^{(m)}=\rho^{\left(m_{0}\right)}$ for all $m \geq m_{0}$ and cls $x^{\rho^{\left(m_{0}\right)}}=k+1$. Indeed, if $\operatorname{cls} x^{\rho^{(m)}}<k+1$, then we must have $\rho_{k+1}^{(m)}=v_{k+1}+m$, since $x_{k+1}$ is not multiplicative for $x^{\rho^{(m)}}$. Hence $x^{\rho^{(m)}}$

[^16]cannot be an involutive divisor of $x_{k+1}^{m+1} x^{\nu}$ and $\rho^{(m+1)} \notin\left\{\rho^{(1)}, \ldots, \rho^{(m)}\right\}$. As the Pommaret basis $\mathcal{H}$ is a finite set, $\operatorname{cls} x^{\rho^{\left(m_{0}\right)}}=k+1$ for some value $m_{0}>0$. But then $x_{k+1}$ is multiplicative for $x^{\rho^{\left(m_{0}\right)}}$ and thus $x^{\rho^{\left(m_{0}\right)}}$ is trivially an involutive divisor of $x_{k+1}^{m} x^{\nu}$ for all values $m \geq m_{0}$.

By construction, the generator $x^{\rho^{\left(m_{0}\right)}}$ is also an involutive divisor of $x_{k+1}^{m_{0}} x^{\mu}$, as $x_{k}$ is multiplicative for it. Hence this term must lie in $\mathcal{I}$ and consequently $x^{\mu} \in \mathcal{I}:\left\langle x_{k+1}\right\rangle^{\infty}$. Thus we can conclude that $\mathcal{I}:\left\langle x_{k}\right\rangle^{\infty} \subseteq \mathcal{I}$ : $\left\langle x_{k+1}\right\rangle^{\infty}$. This proves (iii).

For the converse assume that (iii) holds and let $\mathcal{B}$ be the minimal basis of the ideal $\mathcal{I}$. Let $x^{\mu} \in \mathcal{B}$ be an arbitrary term of class $k$. Then $x^{\mu} / x_{k} \in$ $\mathcal{I}:\left\langle x_{k}\right\rangle^{\infty}$. By assumption, this means that also $x^{\mu} / x_{k} \in \mathcal{I}:\left\langle x_{\ell}\right\rangle^{\infty}$ for any nonmultiplicative index $\ell$. Hence for each term $x^{\mu} \in \mathcal{B}$ and for each value cls $\left(x^{\mu}\right)<\ell \leq n$ there exists an integer $q_{\mu, \ell}$ such that $x_{\ell}^{q_{\mu, \ell}} x^{\mu} / x_{k} \notin \mathcal{I}$ but $x_{\ell}^{q_{\mu, \ell}+1} x^{\mu} / x_{k} \in \mathcal{I}$. For the values $1 \leq \ell \leq \operatorname{cls} x^{\mu}$ we set $q_{\mu, \ell}=0$. Observe that if $x^{\nu} \in \mathcal{B}$ is a minimal generator dividing $x_{\ell}^{q_{\mu, \ell}+1} x^{\mu} / x_{k}$, then $x^{\nu} \prec_{\text {invlex }} x^{\mu}$, since cls $\left(x^{\nu}\right) \geq \operatorname{cls}\left(x^{\mu}\right)$ and $\nu_{k}<\mu_{k}$.

Consider now the set

$$
\begin{equation*}
\mathcal{H}=\left\{x^{\mu+\rho} \mid x^{\mu} \in \mathcal{B}, \forall 1 \leq \ell \leq n: 0 \leq \rho_{\ell} \leq q_{\mu, \ell}\right\} \tag{6}
\end{equation*}
$$

We claim that it is a weak involutive completion of $\mathcal{B}$ and thus a weak Pommaret basis of $\mathcal{I}$. In order to prove this assertion, we must show that each term $x^{\lambda} \in \mathcal{I}$ lies in the involutive cone of a member of $\mathcal{H}$.

As $x^{\lambda}$ is assumed to be an element of $\mathcal{I}$, we can factor it as $x^{\lambda}=$ $x^{\sigma^{(1)}} x^{\rho^{(1)}} x^{\mu^{(1)}}$ where $x^{\mu^{(1)}} \in \mathcal{B}$ is a minimal generator, $x^{\sigma^{(1)}}$ contains only multiplicative variables for $x^{\mu^{(1)}}$ and $x^{\rho^{(1)}}$ only non-multiplicative ones. If $x^{\mu^{(1)}+\rho^{(1)}} \in \mathcal{H}$, then we are done, as obviously cls $\left(x^{\mu^{(1)}+\rho^{(1)}}\right)=\operatorname{cls}\left(x^{\mu^{(1)}}\right)$ and hence all variables contained in $x^{\sigma^{(1)}}$ are multiplicative for $x^{\mu^{(1)}+\rho^{(1)}}$, too.

Otherwise there exists a non-multiplicative variables $x_{\ell}$ such that $\rho_{\ell}^{(1)}>$ $q_{\mu^{(1)}, \ell}$. Any minimal generator $x^{\mu^{(2)}} \in \mathcal{H}$ dividing $x_{\ell}^{q_{\mu}{ }^{(1)}, \ell^{+1}} x^{\mu^{(1)}} / x_{k}$ is also a divisor of $x^{\lambda}$ and we find a second factorisation $x^{\lambda}=x^{\sigma^{(2)}} x^{\rho^{(2)}} x^{\mu^{(2)}}$ where again $x^{\sigma^{(2)}}$ consists only of multiplicative and $x^{\rho^{(2)}}$ only of non-multiplicative
variables for $x^{\mu^{(2)}}$. If $x^{\mu^{(2)}+\rho^{(2)}} \in \mathcal{H}$, then we are done by the same argument as above; otherwise we iterate.

According to the observation made above, the sequence $x^{\mu^{(1)}}, x^{\mu^{(2)}}, \ldots$ of minimal generators constructed this way is strictly descending with respect to the inverse lexicographic order. However, the minimal basis $\mathcal{B}$ is a finite set and thus the iteration cannot go on infinitely. As the iteration only stops, if there exists an involutive cone containing $x^{\lambda}$, the involutive span of $\mathcal{H}$ is indeed $\mathcal{I}$ and thus $\mathcal{I}$ quasi-stable.

Note that we actually proved that (iii) may be replaced by the equivalent statement $\mathcal{I}:\left\langle x_{1}\right\rangle^{\infty} \subseteq \mathcal{I}:\left\langle x_{2}\right\rangle^{\infty} \subseteq \cdots \subseteq \mathcal{I}:\left\langle x_{n}\right\rangle^{\infty}$ requiring no a priori knowledge of $D$ (the dimension $D$ arises then obviously as the smallest value $k$ such that $\mathcal{I}:\left\langle x_{k}\right\rangle^{\infty}=\mathcal{P}$ ). In this formulation it is straightforward to verify (iii) effectively: bases of the colon ideals $\mathcal{I}:\left\langle x_{k}\right\rangle^{\infty}$ are obtained by setting $x_{k}=1$ in a basis of $\mathcal{I}$ and for monomial ideals it is trivial to check inclusion.

For the sequel, we make the convention that the formal expression $\mathcal{I}: x_{0}^{\infty}$ equals $\mathcal{I}$. The following technical results will be useful later.

Lemma 4.4. For a quasi-stable ideal $\mathcal{I}$ and for all $0 \leq i \leq n$, we have:
(i) $\mathcal{I}:\left\langle x_{i}\right\rangle^{\infty}$ can be minimally generated by elements having class at least $i+1$.
(ii) $\left(\mathcal{I}:\left\langle x_{i}\right\rangle^{\infty}\right):\left\langle x_{j}\right\rangle^{\infty}=\mathcal{I}:\left\langle x_{j}\right\rangle^{\infty}$ for all $i<j \leq n$.

Proof. No element of a minimal basis of $\mathcal{H}$ of $\mathcal{I}:\langle x\rangle_{i}^{\infty}$ can depend on $x_{j}$. Now assume that $x^{\nu} \in \mathcal{H}$ satisfies $\operatorname{cls} \nu=\ell<k$. Then $x_{j}^{m} x^{\nu}$ is a minimal generator of $\mathcal{I}$ for some suitable exponent $m \in \mathbb{N}_{0}$. This in turn implies that $x_{j}^{m} x^{\nu} / x_{\ell}^{\nu_{\ell}} \in \mathcal{I}:\left\langle x_{\ell}\right\rangle^{\infty} \subseteq \mathcal{I}:\left\langle x_{j}\right\rangle^{\infty}$ and hence $x^{\nu} / x_{\ell}^{\nu_{\ell}} \in \mathcal{I}:\left\langle x_{j}\right\rangle^{\infty}$ which contradicts our assumption that $x^{\nu}$ was a minimal generator. This proves Part (i); Part (ii) follows directly from the definition of the saturation and Proposition 4.3 (iii).

From the next proposition it follows that for a monomial set $\mathcal{H}$, equality of the Pommaret and the Janet size entails quasi-stability of the ideal $\langle\mathcal{H}\rangle$;
thus in this case a converse to Theorem 3.6 can be obtained.
Proposition 4.5. Let $\mathcal{I} \subseteq \mathcal{P}$ be a monomial ideal and $\mathcal{H}$ a finite, Pommaret autoreduced monomial basis of it. If I is not quasi-stable, then $|\mathcal{H}|_{J}>|\mathcal{H}|_{P}$, i. e. for some generator in $\mathcal{H}$ a variable exists which is Janet but not Pommaret multiplicative.

Proof. By Proposition 2.1 we have $|\mathcal{H}|_{J} \geq|\mathcal{H}|_{P}$. As $\mathcal{I}$ is not quasi-stable, there exists a minimal value $k$ such that $\mathcal{I}:\left\langle x_{k}\right\rangle^{\infty} \nsubseteq \mathcal{I}:\left\langle x_{k+1}\right\rangle^{\infty}$. Let $x^{\mu}$ be a minimal generator of $\mathcal{I}:\left\langle x_{k}\right\rangle^{\infty}$ which is not contained in $\mathcal{I}:\left\langle x_{k+1}\right\rangle^{\infty}$. Then for a suitable exponent $m \in \mathrm{~N}_{0}$ the term $x^{\bar{\mu}}=x_{k}^{m} x^{\mu}$ is a minimal generator of $\mathcal{I}$ and hence contained in $\mathcal{H}$.

We claim now that $\mathcal{H}$ contains a generator for which $x_{k+1}$ is Janet but not Pommaret multiplicative. If $x_{k+1} \in X_{J, \mathcal{H}}\left(x^{\bar{\mu}}\right)$, then we are done, since according to Lemma 4.4 (i) cls $\bar{\mu}=k$ and hence $x_{k+1} \notin X_{P}\left(x^{\bar{\mu}}\right)$. Otherwise $\mathcal{H}$ contains a term $x^{\nu}$ such that $\nu_{\ell}=\mu_{\ell}$ for $k+1<\ell \leq n$ and $\nu_{k+1}>\mu_{k+1}$. If several generators with this property exist in $\mathcal{H}$, we choose one for which $\nu_{k+1}$ takes a maximal value so that we have $x_{k+1} \in X_{J, \mathcal{H}}\left(x^{\nu}\right)$ by definition of the Janet division. If $\operatorname{cls} \nu<k+1$, we are again done, since in this case $x_{k+1} \notin X_{P}\left(x^{\nu}\right)$. Finally assume that $\operatorname{cls} \nu=k+1$ and consider the term $x^{\rho}=x^{\nu} / x_{k+1}^{\nu_{k+1}}$. Obviously, $x^{\rho} \in \mathcal{I}:\left\langle x_{k+1}\right\rangle^{\infty}$ contradicting our assumption $x^{\mu} \notin \mathcal{I}:\left\langle x_{k+1}\right\rangle^{\infty}$ since $x^{\rho} \mid x^{\mu}$. Hence this case cannot arise.

From Condition (v) in Proposition 4.3 we see that (modulo a permutation of the variables) quasi-stable ideals are precisely those monomial ideals with a single minimal associated prime ideal. Going one step further, one can even read off a primary decomposition from the ascending chain of ideals in Condition (iii).

As above, let $D$ denote the dimension of $\mathcal{I}$. We restrict ourselves to the case that $x_{1}$ (and hence each variable) occurs in some minimal generator of $\mathcal{I}$; otherwise, we change $\mathcal{P}$ accordingly. $\mathcal{I}$ contains pure powers of exactly the variables $x_{D+1}, \ldots, x_{n}$; thus $\mathcal{I}:\left\langle x_{D}\right\rangle^{\infty}$ is $\left\langle x_{D+1}, \ldots, x_{n}\right\rangle$-primary. For $1 \leq i \leq D$, let $s_{i}:=\min \left\{s \mid \mathcal{I}:\left\langle x_{i}\right\rangle^{s}=\mathcal{I}:\left\langle x_{i}\right\rangle^{s+1}\right\}$; this is just the the maximal $x_{i}$-degree of a minimal generating set of $\mathcal{I}$. Furthermore, let $\mathcal{S}_{i}:=$
$\mathcal{I}+\left\langle x_{i+1}^{s_{i+1}}, \ldots, x_{D}^{s_{D}}\right\rangle$ and $\mathfrak{q}_{i}:=\mathcal{S}_{i}:\left\langle x_{i}\right\rangle^{\infty}=\mathcal{I}:\left\langle x_{i}\right\rangle^{\infty}+\left\langle x_{i+1}^{s_{i+1}}, \ldots, x_{D}^{s_{D}}\right\rangle$ for $0 \leq$ $i \leq D$. Because of Lemma 4.4, $\mathfrak{q}_{i}$ is $\left\langle x_{i+1}, \ldots, x_{n}\right\rangle$-primary. By repeatedly applying the well-known identity $\mathcal{I}=\mathcal{I}+\left\langle x^{s}\right\rangle \cap \mathcal{I}:\langle x\rangle^{s}$ (provided that $\left.\mathcal{I}:\langle x\rangle^{s}=\mathcal{I}:\langle x\rangle^{\infty}\right)$ and Lemma 4.4 (ii), we can decompose each ideal $\mathcal{I}:\left\langle x_{i}\right\rangle^{\infty}(0 \leq i \leq D)$ as:

$$
\begin{align*}
\mathcal{I}:\left\langle x_{i}\right\rangle^{\infty} & =\left(\mathcal{I}:\left\langle x_{i}\right\rangle^{\infty}+\left\langle x_{i+1}^{s_{i+1}}\right\rangle\right) \cap \underbrace{\left(\mathcal{I}:\left\langle x_{i}\right\rangle^{\infty}\right):\left\langle x_{i+1}\right\rangle^{\infty}}_{=\mathcal{I}:\left\langle x_{i+1}\right)^{\infty}} \\
& =\left(\mathcal{I}:\left\langle x_{i}\right\rangle^{\infty}+\left\langle x_{i+1}^{s_{i+1}}, x_{i+2}^{s_{i+2}}\right\rangle\right) \cap \underbrace{\left(\mathcal{I}:\left\langle x_{i}\right\rangle^{\infty}+\left\langle x_{i+1}^{s_{i+1}}\right\rangle\right):\left\langle x_{i+2}\right\rangle^{\infty}}_{=\mathcal{I}:\left\langle x_{i+2}\right\rangle^{\infty}+\left\langle x_{i+1}^{s_{i+1}}\right\rangle} \tag{7}
\end{align*}
$$

$$
\begin{aligned}
& \cap \mathcal{I}:\left\langle x_{i+1}\right\rangle^{\infty} \\
& \ldots \\
= & \mathfrak{q}_{i} \cap\left(\mathcal{I}:\left\langle x_{D}\right\rangle^{\infty}+\left\langle x_{i+1}^{s_{i+1}}, \ldots, x_{D-1}^{s_{D-1}}\right\rangle\right) \cap \ldots \cap \mathcal{I}:\left\langle x_{i+1}\right\rangle^{\infty}
\end{aligned}
$$

Because of the quasi-stability of $\mathcal{I}$, the last ideal in this decomposition is always contained in all the preceding ones except $\mathfrak{q}_{i}$, so these can be dropped. Since $\mathfrak{q}_{D}=\mathcal{I}:\left\langle x_{D}\right\rangle^{\infty}$, we thus get a primary decomposition $\mathcal{I}=\bigcap_{i=0}^{D} \mathfrak{q}_{i}$, where the radicals of the primary components are pairwise different.

Proposition 4.6. In the decomposition $\mathcal{I}=\bigcap_{i=0}^{D} \mathfrak{q}_{i}$, the primary component $\mathfrak{q}_{j}$ is redundant if and only if $\mathcal{I}:\left\langle x_{k}\right\rangle^{\infty}=\mathcal{I}:\left\langle x_{k+1}\right\rangle^{\infty}$.
Proof. The above construction immediately yields $\mathcal{I}: x_{k}^{\infty}=\bigcap_{i=k}^{D} \mathfrak{q}_{i}$. An elementary computation involving sums and intersection of ideals furthermore shows that $\mathcal{S}_{k}=\bigcap_{i=0}^{k} \mathfrak{q}_{i}$. Therefore, $\mathcal{I}=\mathcal{S}_{k-1} \cap \mathcal{I}: x_{k}^{\infty}$ (we set $\mathcal{S}_{-1}=$ $\mathcal{P})$. From that, we see at once that $\mathfrak{q}_{k}$ is redundant if $\mathcal{I}: x_{k}^{\infty}=\mathcal{I}: x_{k+1}^{\infty}$. For the other direction, assume that $\mathcal{I}: x_{k}^{\infty} \subsetneq \mathcal{I}: x_{k+1}^{\infty}$. For $k=0$, this immediately implies that $\mathfrak{q}_{0}$ cannot be redundant. For $k>0$, take a minimal generator $m$ of $\mathcal{I}:\left\langle x_{k+1}\right\rangle^{\infty}$ (having class at least $k+2$ ) which is not in $\mathcal{I}:\left\langle x_{k}\right\rangle^{\infty}$ and consider the monomial $x_{k}^{s_{k}} m$. It is obviously contained both in $\mathcal{S}_{k-1}$ and in $\mathcal{I}:\left\langle x_{k+1}\right\rangle^{\infty}$, but not in $\mathcal{I}:\left\langle x_{k}\right\rangle$ and thus also not in $\mathfrak{q}_{k}$ (since from $\mathcal{I}:\left\langle x_{k}\right\rangle^{\infty}=\mathfrak{q}_{k} \cap \mathcal{I}:\left\langle x_{k+1}\right\rangle^{\infty}$ we have that $\mathfrak{q}_{k} \cap\left(\mathcal{I}:\left\langle x_{k+1}\right\rangle^{\infty} \backslash \mathcal{I}:\left\langle x_{k}\right\rangle^{\infty}\right)=$ $\varnothing$ ); therefore, $\mathfrak{q}_{k} \nsupseteq \mathfrak{q}_{0} \cap \ldots \cap \mathfrak{q}_{k-1} \cap \mathfrak{q}_{k+1} \cap \ldots \cap \mathfrak{q}_{D}$.

The following result on the Nother normalisation of a quasi-stable ideal is also due to Bermejo and Gimenez [2, Proposition 3.6].
Corollary 4.7. Let $\mathcal{I} \subseteq \mathcal{P}$ be a monomial ideal with $\operatorname{dim} \mathcal{P} / \mathcal{I}=D$. Furthermore, let $\mathcal{I}=\mathfrak{q}_{1} \cap \cdots \cap \mathfrak{q}_{r}$ be an irredundant monomial primary decomposition with $D_{j}=\operatorname{dim} \mathcal{P} / \mathfrak{q}_{j}$ for $1 \leq j \leq r$. The ideal $\mathcal{I}$ is quasistable, if and only if $\mathbb{k}\left[x_{1}, \ldots, x_{D}\right]$ defines a Noether normalisation of $\mathcal{P} / \mathcal{I}$ and $\mathbb{k}\left[x_{1}, \ldots, x_{D_{j}}\right]$ one of $\mathcal{P} / \mathfrak{q}_{j}$ for each primary component $\mathfrak{q}_{j}$.
Proof. By assumption, each ideal $\mathfrak{q}_{j}$ is a monomial primary ideal. This implies that $\mathbb{k}\left[x_{1}, \ldots, x_{D_{j}}\right]$ defines a Noether normalisation of $\mathcal{P} / \mathfrak{q}_{j}$, if and only if the associated prime ideal is $\sqrt{\mathfrak{q}_{j}}=\left\langle x_{D_{j}+1}, \ldots, x_{n}\right\rangle$. Now the assertion follows from Condition (v) in Proposition 4.3.

## $5 \quad \delta$-Regularity vs. Quasi-Regularity

Definition 5.1 ([7]). A linear form $v=a_{1} x_{1}+\ldots a_{n} x_{n} \in \mathcal{P}_{1}$ is called quasi-regular at degree $q$ for the $\mathcal{P}$-module $\mathcal{M}$, if $v \cdot m=0$ entails $m \in$ $\mathcal{M}_{<q}$. A finite sequence ( $v_{1}, \ldots, v_{k}$ ) of linear forms in $\mathcal{P}$ is quasi-regular at degree $q$ for $\mathcal{M}$, if each $v_{i}$ is quasi-regular at degree $q$ for the factor module $\mathcal{M} /\left\langle v_{1}, \ldots, v_{i-1}\right\rangle \mathcal{M}$.

This generalisation of the classical notion of a regular sequence appears in the dual formulation of Cartan's test for an involutive polynomial module due to Serre (see his letter appended to [7]). Recall that a polynomial module $\mathcal{M}$ is involutive at a degree $q_{0}$, if no minimal generator of the Koszul homology $H_{\bullet}(\mathcal{M})$ has a symmetric degree greater than or equal to $q_{0}$.
Theorem 5.2 (Dual Cartan Test [7]). Let $\mathcal{M}$ be a polynomial module finitely generated in degree less than $q>0$. The module $\mathcal{M}$ is involutive at degree $q$, if and only if for generic coordinates $\left\{x_{1}, \ldots, x_{n}\right\}$ the maps

$$
\begin{equation*}
\mu_{k}: \mathcal{M}_{r} /\left\langle x_{1}, \ldots, x_{k-1}\right\rangle \mathcal{M}_{r-1} \longrightarrow \mathcal{M}_{r+1} /\left\langle x_{1}, \ldots, x_{k-1}\right\rangle \mathcal{M}_{r} \tag{8}
\end{equation*}
$$

induced by the multiplication with $x_{k}$ are injective for all $r \geq q$ and $1 \leq$ $k \leq n$, i. e. if and only if $\left(x_{1}, \ldots, x_{n}\right)$ is a quasi-regular sequence at degree $q$ for $\mathcal{M}$.

The goal of this section is to show that the notion of $\delta$-regularity for an ideal $\mathcal{I}$ as discussed in Section 3 is equivalent to the above introduced concept of quasi-regularity for the polynomial module $\mathcal{P} / \mathcal{I}$.

Lemma 5.3. Let $\mathcal{I} \subseteq \mathcal{P}$ be a homogeneous ideal and $\prec$ the degree reverse lexicographic order. The sequence $\left(x_{1}, \ldots, x_{n}\right)$ is quasi-regular at degree $q$ for the module $\mathcal{M}=\mathcal{P} / \mathcal{I}$, if and only if it is quasi-regular at degree $q$ for $\mathcal{M}^{\prime}=\mathcal{P} / \mathrm{lt}_{\prec} \mathcal{I}$.

Proof. Let $\mathcal{G}$ be a Gröbner basis of $\mathcal{I}$ for $\prec$, so that the normal form with respect to $\mathcal{G}$ defines an isomorphism between the vector spaces $\mathcal{M}$ and $\mathcal{M}^{\prime}$. One direction is trivial, as an obvious necessary condition for $m=[f] \in \mathcal{M}$ to satisfy $x_{1} \cdot m=0$ is that $x_{1} \cdot\left[\mathrm{lt}_{\alpha} f\right]=0$ in $\mathcal{M}^{\prime}$. Hence quasi-regularity of $x_{1}$ for $\mathcal{M}^{\prime}$ implies quasi-regularity of $x_{1}$ for $\mathcal{M}$ and by iteration the same holds true for the whole sequence.

For the converse let $r \geq q$ be an arbitrary degree. We may choose for the vector space $\mathcal{M}_{r}$ a basis where each member is represented by a monomial, i. e. the representatives simultaneously induce a basis of $\mathcal{M}_{r}^{\prime}$. Let $x^{\mu}$ be one of these monomials. As $x_{1}$ is quasi-regular for $\mathcal{M}$, we have $x_{1} \cdot\left[x^{\mu}\right] \neq 0$ in $\mathcal{M}$. Suppose that $x_{1} \cdot\left[x^{\mu}\right]=0$ in $\mathcal{M}^{\prime}$ so that $x_{1}$ is not quasi-regular for $\mathcal{M}^{\prime}$. Thus $x^{\mu+1_{1}} \in \mathrm{lt}_{\swarrow} \mathcal{I}$ and $\mathcal{G}$ contains a polynomial $g$ with $\mathrm{lt}_{\prec} g \mid x^{\mu+1_{1}}$. Because of the assumption $x^{\mu} \notin \mathrm{lt}_{\prec} \mathcal{I}$, we must have $\operatorname{cls}\left(\mathrm{lt}_{\prec} g\right)=1$. By definition of the reverse lexicographic order, this implies that every term in $g$ is of class 1. Iteration of this argument shows that the normal form of $x^{\mu+1_{1}}$ with respect to $\mathcal{G}$ is divisible by $x_{1}$, i. e. it can be written as $x_{1} f$ with $f \in \mathcal{P}_{r}$ and $\mathrm{lt}_{\alpha} f \prec x^{\mu}$. Consider now the polynomial $\bar{f}=x^{\mu}-f \in \mathcal{P}_{r} \backslash\{0\}$. As it consists entirely of terms not contained in $\mathrm{lt}_{\prec} \mathcal{I}$, we have $[\bar{f}] \neq 0$ in $\mathcal{M}_{r}$. However, by construction $x_{1} \cdot[\bar{f}]=0$ contradicting the injectivity of multiplication by $x_{1}$ on $\mathcal{M}_{r}$.

For the remaining elements of the sequence $\left(x_{1}, \ldots, x_{n}\right)$ we note for each $1 \leq k<n$ the isomorphism $\mathcal{M}^{(k)}=\mathcal{M} /\left\langle x_{1}, \ldots, x_{k}\right\rangle \mathcal{M} \cong \mathcal{P}^{(k)} / \mathcal{I}^{(k)}$ where $\mathcal{P}^{(k)}=\mathbb{k}\left[x_{k+1}, \ldots, x_{n}\right]$ and $\mathcal{I}^{(k)}=\mathcal{I} \cap \mathcal{P}^{(k)}$. It implies that we may iterate the arguments above so that indeed quasi-regularity of $\left(x_{1}, \ldots, x_{n}\right)$ for $\mathcal{M}^{\prime}$ is equivalent to quasi-regularity for $\mathcal{M}^{\prime}$.

Theorem 5.4. The coordinates $\mathbf{x}$ are $\delta$-regular for the homogeneous ideal $\mathcal{I} \subseteq \mathcal{P}$ in the sense that $\mathcal{I}$ possesses a Pommaret basis $\mathcal{H}$ for the degree reverse lexicographic term order with $\operatorname{deg} \mathcal{H}=q$, if and only if the sequence $\left(x_{1}, \ldots, x_{n}\right)$ is quasi-regular for the factor algebra $\mathcal{M}=\mathcal{P} / \mathcal{I}$ at degree $q$ but not at any lower degree.

Proof. By the definition of a Pommaret basis and by Lemma 5.3, it suffices to consider monomial ideals $\mathcal{I}$. Assume first that the basis $\left\{x_{1}, \ldots, x_{n}\right\}$ is $\delta$-regular. By Proposition 2.2 , the leading terms $\mathrm{lt}_{\prec} \mathcal{H}$ induce a complementary decomposition of $\mathcal{M}$ where all generators are of degree $q=\operatorname{deg} \mathcal{H}$ or less. Thus, if $\mathcal{M}_{q} \neq 0$ (otherwise there is nothing to show), then we can choose a vector space basis of it as part of the complementary decomposition and the variable $x_{1}$ is multiplicative for all its members. But this observation immediately implies that multiplication with $x_{1}$ is injective from degree $q$ on, so that $x_{1}$ is quasi-regular for $\mathcal{M}$ at degree $q$.

For the remaining elements of the basis $\left\{x_{1}, \ldots, x_{n}\right\}$ we proceed as in the proof of Lemma 5.3 and use the isomorphism $\mathcal{M}^{(k)} \cong \mathcal{P}^{(k)} / \mathcal{I}^{(k)}$. A Pommaret basis of $\mathcal{I}^{(k)}$ is obtained by setting $x_{1}=\cdots=x_{k}=0$ in the subset $\mathcal{H}^{(k)}=\{h \in \mathcal{H} \mid$ cls $h>k\}$. Thus we can again iterate for each $1<k \leq n$ the argument above so that indeed $\left(x_{1}, \ldots, x_{n}\right)$ is a quasi-regular sequence for $\mathcal{M}$ at degree $q$.

For the converse, we first show that quasi-regularity of $\left(x_{1}, \ldots, x_{n}\right)$ implies the existence of a Rees decomposition for $\mathcal{M}$. Exploiting again the isomorphism $\mathcal{M}^{(k)} \cong \mathcal{P}^{(k)} / \mathcal{I}^{(k)}$, one easily sees that a vector space basis of $\mathcal{M}_{q}^{(k)}$ is induced by all terms $x^{\mu} \notin \mathcal{I}$ with $|\mu|=q$ and $\operatorname{cls} \mu \geq k$. By the definition of quasi-regularity, multiplication with $x_{k}$ is injective on $\mathcal{M}^{(k)}$, hence we take $\left\{x_{1}, \ldots, x_{k}\right\}$ as multiplicative variables for such a term (which is exactly the assignment used in the Rees decomposition induced by a Pommaret basis according to Remark 2.3).

We claim now that this assignment yields a Rees decomposition of $\mathcal{M}_{\geq q}$ (and hence one of $\mathcal{M}$, since we only have to add all terms $x^{\mu} \notin \mathcal{I}$ with $|\mu|<q$ without any multiplicative variables). The only thing to prove is that our decomposition covers all of $\mathcal{M}_{\geq q}$. If $x^{\mu} \notin \mathcal{I}$ is an arbitrary term
with $|\mu|=q+1$ and $\operatorname{cls} \mu=k$, then we can write $x^{\mu}=x_{k} \cdot x^{\mu-1_{k}}$. Obviously, $x^{\mu} \notin \mathcal{I}$ implies $x^{\mu-1_{k}} \notin \mathcal{I}$ and $\operatorname{cls}\left(\mu-1_{k}\right) \geq k$ so that $x_{k}$ is multiplicative for it. Hence all of $\mathcal{M}_{q+1}$ is covered and an easy induction shows that we have indeed a decomposition of $\mathcal{M}_{\geq q}$.

Proposition 2.2 entails now that $\mathcal{I}$ has a weak Pommaret basis of degree $q$. As the autoreduction of a weak basis to a strong one can only decrease the degree, $\mathcal{I}$ has a strong Pommaret basis of degree at most $q$. However, if the degree of the basis actually decreased, then, by the converse statement already proven, $\left(x_{1}, \ldots, x_{n}\right)$ would be a quasi-regular sequence for $\mathcal{M}$ at a lower degree than $q$ contradicting our assumptions.

The same "reverse" argument shows that if $\mathcal{I}$ has a Pommaret basis of degree $q$, then the sequence $\left(x_{1}, \ldots, x_{n}\right)$ cannot be quasi-regular for $\mathcal{M}$ at a lower degree, as otherwise a Pommaret basis of lower degree would exist which is not possible by the uniqueness of strong Pommaret bases.

For monomial ideals $\mathcal{I} \subseteq \mathcal{P}$ a much stronger statement is possible. Using again the isomorphism $\mathcal{M}^{(k)} \cong \mathcal{P}^{(k)} / \mathcal{I}^{(k)}$, we may identify elements of $\mathcal{M}^{(k)}$ with linear combinations of the terms $x_{\nu} \notin \mathcal{I}$ satisfying cls $x_{\nu}>k$. Then we obtain the following simple relationship between the Pommaret basis of $\mathcal{I}$ and the kernels of the maps $\mu_{k}$ appearing in Theorem 5.2.

Proposition 5.5. Let $x_{1}, \ldots, x_{n}$ be $\delta$-regular coordinates for the quasistable ideal $\mathcal{I}$. Furthermore, let $\mathcal{H}$ be the Pommaret basis of $\mathcal{I}$ and set $\mathcal{H}_{k}=\left\{x_{\nu} \in \mathcal{H} \mid \operatorname{cls} \nu=k\right\}$ for any $1 \leq k \leq n$. Then the set $\left\{x_{\mu-1_{k}} \mid x^{\mu} \in\right.$ $\left.\mathcal{H}_{k}\right\}$ is a basis of $\operatorname{ker} \mu_{k}$.

Proof. Assume that $x_{\nu} \in \mathcal{H}_{k}$. Then $x_{\nu-1_{k}} \notin \mathcal{I}$, as otherwise the Pommaret basis $\mathcal{H}$ was not involutively autoreduced, and hence we find $x_{\nu-1_{k}} \in \operatorname{ker} \mu_{k}$.

Conversely, suppose that $x_{\nu} \in \operatorname{ker} \mu_{k}$. Obviously, this implies $x_{\nu+1_{k}} \in \mathcal{I}$ and the Pommaret basis $\mathcal{H}$ must contain an involutive divisor of $x_{\nu+1_{k}}$. If this divisor was not $x_{\nu+1_{k}}$ itself, the term $x_{\nu}$ would have to be an element of $\mathcal{I}$ which is obviously not possible. Since $x_{\nu} \in \operatorname{ker} \mu_{k}$ entails $\operatorname{cls}\left(\nu+1_{k}\right)=k$, we thus find $x_{\nu+1_{k}} \in \mathcal{H}_{k}$.

Remark 5.6. These results also lead to a simple proof of the characterisation (ii) of a quasi-stable ideal in Proposition 4.3. If $\mathcal{I}$ is quasi-stable, then the coordinates $x_{1}, \ldots, x_{n}$ are $\delta$-regular for it, hence by Theorem 5.4 they form a quasi-regular sequence for $\mathcal{P} / \mathcal{I}$ at a suitably chosen degree. By Proposition 4.3, Condition (iv), we have that $\mathcal{I}^{\text {sat }}=\mathcal{I}:\left\langle x_{1}\right\rangle^{\infty}$ and hence multiplication by $x_{1}$ is injective on $\mathcal{P} / \mathcal{I}^{\text {sat }}$. As obviously $\mathcal{P} /\left\langle\mathcal{I}, x_{1}, \ldots, x_{j}\right\rangle^{\text {sat }} \cong$ $\mathcal{P}^{(j)} /\left(\mathcal{I}^{(j)}\right)^{\text {sat }}$, we can apply the same argument also for all $1 \leq j<D$.

Conversely, if $x_{1} \cdot f \in \mathcal{I}$ for a polynomial $f \in \mathcal{P} \backslash \mathcal{I}$, then $f \in \mathcal{I}^{\text {sat }} \backslash \mathcal{I}$ and hence $\operatorname{deg} f<\operatorname{sat} \mathcal{I}$. Thus $x_{1}$ is quasi-regular for $\mathcal{P} / \mathcal{I}$ at the degree sat $\mathcal{I}$. Using again the isomorphisms $\mathcal{P} /\left\langle\mathcal{I}, x_{1}, \ldots, x_{j}\right)^{\text {sat }} \cong \mathcal{P}^{(j)} /\left(\mathcal{I}^{(j)}\right)^{\text {sat }}$, we can apply the same argument for all $1 \leq j<D$, so that $\left(x_{1}, \ldots, x_{D}\right)$ is a quasi-regular sequence for $\mathcal{P} / \mathcal{I}$ at a sufficiently high degree.

The characterisation (ii) of Proposition 4.3 obviously implies that the set $\left\{x_{1}, \ldots, x_{D}\right\}$ is maximally independent modulo $\mathcal{I}^{\text {sat }}$.
Hence $\operatorname{dim} \mathcal{P} /\left\langle\mathcal{I}^{\text {sat }}, x_{1}, \ldots, x_{D}\right\rangle=0$ entailing that $\left(x_{1}, \ldots, x_{n}\right)$ is a quasiregular sequence for the algebra $\mathcal{P} / \mathcal{I}$ at a sufficiently high degree. By Theorem 5.4, the ideal $\mathcal{I}$ is thus quasi-stable.
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# Theory of Laminated Wave Turbulence: Open Questions 
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#### Abstract

Theory of laminated wave turbulence developed recently allows to study at the same base both types of turbulent wave systems - statistical and discrete. The main novelty of the theory is the following: discrete effects do appear not only in the long-wave part of the spectral domain (corresponding to small wave numbers) but all through the spectra. One of the new problems put forth by the theory of laminated wave turbulence is construction of fast algorithms for computations in integers of order $10^{12}$ and more. In this paper we present the mathematical basics of this new theory in terms of integer points of resonant manifolds and formulate its open questions, both theoretical and computational, in order to attract "pure" mathematicians and specialists in computer algebra to work on the subject.
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## 1 Introduction

The roots of the theory of nonlinear dispersive waves date back to hydrodynamics of the 19th century. It was observed, both experimentally and theoretically, that, under certain circumstances, the dissipative effects in nonlinear waves become less important then the dispersive ones. In this way, balance between nonlinearity and dispersion gives rise to formation of stable patterns (solitons, cnoidal waves, etc.). Driven by applications in plasma physics, these phenomena were widely studied, both analytically
and numerically, starting from the middle of the 20th century. The main mathematical break-through in the theory of nonlinear evolutionary PDEs was the discovery of the phenomenon of their integrability that became the starting point of the modern theory of integrable systems with Kortewegde Vries equation being the first instance in which integrability appeared. But most evolutionary PDEs are not integrable, of course. As a powerful tool for numerical simulations, the method of kinetic equation has been developed in 1960-th and applied to many different types of dispersive evolutionary PDEs. The wave kinetic equation is approximately equivalent to the initial nonlinear PDE: it is an averaged equation imposed on a certain set of correlation functions and it is in fact one limiting case of the quantum Bose-Einstein equation while the Boltzman kinetic equation is its other limit. Some statistical assumptions have been used in order to obtain kinetic equations; the limit of their applicability then is a very complicated problem which should be solved separately for each specific equation.

The role of the nonlinear dispersive PDEs in the theoretical physics is so important that the notion of dispersion is used for "physical" classification of the equations in partial variables. On the other hand, the only mentioning of the notion "dispersion relation" in mathematical literature we have found in the book of V.I.Arnold [1] who writes about important physical principles and concepts such as energy, variational principle, the Lagrangian theory, dispersion relations, the Hamiltonian formalism, etc. which gave a rise for the development of large areas in mathematics (theory of Fourier series and integrals, functional analysis, algebraic geometry and many others). But he also could not find place for it in the consequent mathematical presentation of the theory of PDEs and the words "dispersion relation" appear only in the introduction.
In our paper we present wave turbulence theory as a base of the "physical" classification of PDEs, trying to avoid as much as possible specific physical jargon and give a "pure" mathematician a possibility to follow its general ideas and results. We show that the main mathematical object
of the wave turbulence theory is an algebraic system of equations called resonant manifolds. We also present here the model of the laminated wave turbulence that includes classical statistical results on the turbulence as well as the results on the discrete wave systems. It is shown that discrete characteristics of the wave systems can be described in terms of integer points on the rational manifolds which is the main novelty of the theory of laminated turbulence. Some applications of this theory for explanation of important physical effects are given. A few open mathematical and numerical problems are formulated at the end. Our purpose is to attract pure mathematicians to work on this subject.

## 2 General Notions

For the completeness of presentation we began this section with a very brief sketch of the traditional mathematical approach to the classification of PDEs.

### 2.1 Mathematical Classification

Well-known mathematical classification of PDEs is based on the form of equations and can be briefly presented as follows. For a bivariate PDE of the second order

$$
a \psi_{x x}+b \psi_{x y}+c \psi_{y y}=F\left(x, y, \psi, \psi_{x}, \psi_{y}\right)
$$

its characteristic equation is written as

$$
\frac{\boldsymbol{d} x}{\boldsymbol{d} y}=\frac{b}{2 a} \pm \frac{1}{2 a} \sqrt{b^{2}-4 a c}
$$

and three types of PDEs are defined:

- $b^{2}<4 a c$, elliptic PDE: $\psi_{x x}+\psi_{y y}=0$
- $b^{2}>4 a c$, hyperbolic PDE: $\psi_{x x}-\psi_{y y}-x \psi_{x}=0$
- $b^{2}=4 a c$, parabolic PDE: $\psi_{x x}-2 x y \psi_{y}-\psi=0$

Each type of PDE demands then special type of initial/boundary conditions for the problem to be well-posed. "Bad" example of Tricomi equation $y \psi_{x x}+\psi_{y y}=0$ shows immediately incompleteness of this classification even for second order PDEs because a PDE can change its type depending, for instance, on the initial conditions. This classification can be generalized to PDEs of more variables but not to PDEs of higher order.

### 2.2 Physical Classification

Physical classification of PDEs is based on the form of solution and is almost not known to pure mathematicians. In this case, a PDE is regarded in the very general form, without any restrictions on the number of variables or the order of equation. On the other hand, the necessary preliminary step in this classification is the division of all the variables into two groups - time- and space-like variables. This division originated from the special relativity theory where time and three-dimensional space are treated together as a single four-dimensional Minkowski space. In Minkowski space a metrics allowing to compute an interval $s$ along a curve between two events is defined analogously to distance in Euclidean space:

$$
\boldsymbol{d} s^{2}=\boldsymbol{d} x^{2}+\boldsymbol{d} y^{2}+\boldsymbol{d} z^{2}-c^{2} \boldsymbol{d} t^{2}
$$

where $c$ is speed of light, $x, y, z$ and $t$ denote respectively space and time variables. Notice that though in mathematical classification all variables are treated equally, obviously its results can be used in any applications only after similar division of variables have been done.

Suppose now that linear PDE with constant coefficients has a wave-like solution

$$
\psi(x, t)=A \exp i[k x-\omega t] \quad \text { or } \quad \psi(x, t)=A \sin (k x-\omega t)
$$

with amplitude $A$, wave-number $k$ and wave frequency $\omega$. Then the substitution of $\quad \partial_{t}=-i \omega, \quad \partial_{x}=i k \quad$ transforms LPDE into a polynomial
on $\omega$ and $k$, for instance:

$$
\begin{aligned}
\psi_{t}+\alpha \psi_{x}+\beta \psi_{x x x}=0 & \Rightarrow \omega(k)=\alpha k-\beta k^{3} \\
\psi_{t t}+\alpha^{2} \phi_{x x x x}=0 & \Rightarrow \omega^{2}(k)=\alpha^{2} k^{4} \\
\psi_{t t t t}-\alpha^{2} \psi_{x x}+\beta^{2} \psi=0 & \Rightarrow \omega^{4}(k)=\alpha^{2} k^{2}+\beta^{2}
\end{aligned}
$$

where $\alpha$ and $\beta$ are constants.

Definition Real-valued function $\quad \omega=\omega(k): \quad \mathrm{d}^{2} \omega / \mathrm{d} k^{2} \neq 0 \quad$ is called dispersion relation or dispersion function. A linear PDE with wave-like solutions are called evolutionary dispersive LPDE. A nonlinear PDE with dispersive linear part are called evolutionary dispersive NPDE.

This way all PDEs are divided into two classes - dispersive and nondispersive [2]. This classification is not complementary to a standard mathematical one. For instance, though hyperbolic PDEs normally do not have dispersive wave solutions, the hyperbolic equation $\psi_{t t}-\alpha^{2} \psi_{x x}+\beta^{2} \psi=0$ has them. Given dispersion relation allows to re-construct corresponding linear PDE. All definitions above could be easily reformulated for a case of more space variables, namely $x_{1}, x_{2}, \ldots, x_{n}$. Linear part of the initial PDE takes then form

$$
P\left(\frac{\partial}{\partial t}, \frac{\partial}{\partial x_{1}}, \ldots, \frac{\partial}{\partial x_{n}}\right)
$$

and correspondingly dispersion relation can be computed from

$$
P\left(-i \omega, i k_{1}, \ldots, i k_{n}\right)=0
$$

with the polynomial $P$. In this case we will have not a wave number $k$ but a wave vector $\vec{k}=\left(k_{1}, \ldots, k_{n}\right)$ and the condition of non-zero second derivative of the dispersion function takes a matrix form:

$$
\left|\frac{\partial^{2} \omega}{\partial k_{i} \partial k_{j}}\right| \neq 0
$$

### 2.3 Perturbation technique

Perturbation or asymptotic methods (see, for instance, [3]) are much in use in physics and are dealing with equations having some small parameter $\varepsilon>0$. To understand the results presentated in the next Section one needs to have some clear idea about the perturbation technique and this is the reason why we give here a simple algebraic example of its application. The main idea of a perturbation method is very straightforward - an unknown solution, depending on $\varepsilon$, is written out in a form of infinite series on different powers of $\varepsilon$ and coefficients in front of any power of $\varepsilon$ are computed consequently. Let us take an algebraic equation

$$
\begin{equation*}
x^{2}-(3-2 \varepsilon) x+2+\varepsilon=0 \tag{1}
\end{equation*}
$$

and try to find its asymptotic solutions. If $\varepsilon=0$ we get

$$
\begin{equation*}
x^{2}-3 x+2=0 \tag{2}
\end{equation*}
$$

with roots $x=1$ and $x=2$. Eq.(1) is called perturbed and Eq.(2) unperturbed. Natural suggestion is that the solutions of perturbed equation differ only a little bit from the solutions of unperturbed one. Let us look for solutions of Eq.(1) in the form

$$
x=x_{0}+\varepsilon x_{1}+\varepsilon^{2} x_{2}+\ldots
$$

where $x_{0}$ is a solution of Eq.(2), i.e. $x_{0}=1$ or $x_{0}=2$. Substituting this infinite series into Eq.(1), collecting all the terms with the same degree of $\varepsilon$ and consequent equaling to zero all coefficients in front of different powers of $\varepsilon$ leads to an algebraic system of equations

$$
\left\{\begin{array}{l}
\varepsilon^{0}: x_{0}^{2}-3 x_{0}+2=0  \tag{3}\\
\varepsilon^{1}: 2 x_{0} x_{1}-3 x_{1}-2 x_{0}+1=0, \\
\varepsilon^{2}: 2 x_{0} x_{2}+x_{1}^{2}-3 x_{2}-2 x_{1}=0, \\
\ldots
\end{array}\right.
$$

with solutions

$$
\begin{aligned}
& x_{0}=1, \quad x_{1}=-1, \quad x_{2}=3, \ldots \quad \text { and } \quad x=1-\varepsilon+3 \varepsilon^{2}+\ldots \\
& x_{0}=2, \quad x_{1}=3, \quad x_{2}=-3, \ldots \quad \text { and } \quad x=2+3 \varepsilon-3 \varepsilon^{2}+\ldots
\end{aligned}
$$

Notice that exact solutions of Eq.(1) are

$$
x=\frac{1}{2}\left[3+2 \varepsilon \pm \sqrt{1+8 \varepsilon+4 \varepsilon^{2}}\right]
$$

and the use of binomial representation for the expression under the square root

$$
\left(1+8 \varepsilon+4 \varepsilon^{2}\right)^{\frac{1}{2}}=1+\left(8 \varepsilon+4 \varepsilon^{2}\right)+\frac{\frac{1}{2}\left(\frac{-1}{2}\right)}{2!}\left(8 \varepsilon+4 \varepsilon^{2}\right)^{2}+\ldots=1+4 \varepsilon-6 \varepsilon^{2}+\ldots
$$

gives finally

$$
x=\frac{1}{2}\left(3+2 \varepsilon-1-4 \varepsilon+6 \varepsilon^{2}+\ldots\right)=1-\varepsilon+3 \varepsilon^{2}+\ldots
$$

and

$$
x=\frac{1}{2}\left(3+2 \varepsilon+1+4 \varepsilon-6 \varepsilon^{2}+\ldots\right)=2+3 \varepsilon-3 \varepsilon^{2}+\ldots
$$

as before. This example was chosen because the exact solution in this case is known and can be compared to the asymptotic one. The same approach is used for partial differential equations, also in the cases when exact solutions are not known. The only difference would be more elaborated computations resulting in some system of ordinary differential equations instead of Eqs.(3) (see next Section).

## 3 Wave Turbulence Theory

### 3.1 Wave Resonances

Now we are going to introduce the notion of the wave resonance which is the mile-stone for the whole theory of evolutionary dispersive NPDE and
therefore for the wave turbulence theory. Let us consider first a linear oscillator driven by a small force

$$
x_{t t}+p^{2} x=\varepsilon e^{i \Omega t} .
$$

Here $p$ is eigenfrequency of the system, $\Omega$ is frequency of the driving force and $\varepsilon>0$ is a small parameter. Deviation of this system from equilibrium is small (of order $\varepsilon$ ), if there is no resonance between the frequency of the driving force $\varepsilon e^{i \Omega t}$ and an eigenfrequency of the system. If these frequencies coincide then the amplitude of oscillator grows linearly with the time and this situation is called resonance in physics. Mathematically it means existence of unbounded solutions.

Let us now regard a (weakly) nonlinear PDE of the form

$$
\begin{equation*}
L(\psi)=\varepsilon N(\psi) \tag{4}
\end{equation*}
$$

where $L$ is an arbitrary linear dispersive operator and $N$ is an arbitrary nonlinear operator. Any two solutions of $L(\psi)=0$ can be written out as

$$
A_{1} \exp i\left[\vec{k}_{1} \vec{x}-\omega\left(\vec{k}_{1}\right) t\right] \quad \text { and } \quad A_{2} \exp i\left[\vec{k}_{2} \vec{x}-\omega\left(\vec{k}_{2}\right) t\right]
$$

with constant amplitudes $A_{1}, A_{2}$. Intuitively natural expectation is that solutions of weakly nonlinear PDE will have the same form as linear waves but perhaps with amplitudes depending on time. Taking into account that nonlinearity is small, each amplitude is regarded as a slow-varying function of time, that is $A_{j}=A_{j}(t / \varepsilon)$. Standard notation is $A_{j}=A_{j}(T)$ where $T=t / \varepsilon$ is called slow time. Since wave energy is by definition proportional to amplitude's square $A_{j}^{2}$ it means that in case of nonlinear PDE waves exchange their energy. This effect is also described as "waves are interacting with each other" or "there exists energy transfer through the wave spectrum" or similar.

Unlike linear waves for which their linear combination was also solution of $L(\psi)=0$, it is not the case for nonlinear waves. Indeed, substitution of two linear waves into the operator $\epsilon N(\psi)$ generates terms of the form $\exp i\left[\left(\vec{k}_{1}+\vec{k}_{2}\right) \vec{x}-\left[\omega\left(\vec{k}_{1}\right)+\omega\left(\vec{k}_{2}\right)\right] t\right.$ which play the role of a small driving
force for the linear wave system similar to the case of linear oscillator above. This driving force gives a small effect on a wave system till resonance occurs, i.e. till the wave number and the wave frequency of the driving force does not coincide with some wave number and some frequency of eigenfunction:

$$
\left\{\begin{array}{l}
\omega_{1}+\omega_{2}=\omega_{3}  \tag{5}\\
\vec{k}_{1}+\vec{k}_{2}=\vec{k}_{3}
\end{array}\right.
$$

where notation $\omega_{i}=\omega\left(\vec{k}_{i}\right)$ is used. This system describes so-called resonance conditions or resonance manifold.

The perturbation technique described above produces the equations for the amplitudes of resonantly interacting waves $A_{j}=A_{j}(T)$. Let us demonstrate it taking as example barotropic vorticity equation (BVE) on a sphere

$$
\begin{equation*}
\frac{\partial \triangle \psi}{\partial t}+2 \frac{\partial \psi}{\partial \lambda}+\varepsilon J(\psi, \triangle \psi)=0 \tag{6}
\end{equation*}
$$

where
$\triangle \psi=\frac{\partial^{2} \psi}{\partial \phi^{2}}+\frac{1}{\cos ^{2} \phi} \frac{\partial^{2} \psi}{\partial \lambda^{2}}-\tan \phi \frac{\partial \psi}{\partial \phi} \quad$ and $\quad J(a, b)=\frac{1}{\cos \phi}\left(\frac{\partial a}{\partial \lambda} \frac{\partial b}{\partial \phi}-\frac{\partial a}{\partial \phi} \frac{\partial b}{\partial \lambda}\right)$.
The linear part of spherical BVE has wave solutions in the form

$$
A P_{n}^{m}(\sin \phi) \exp i\left[m \lambda+\frac{2 m}{n(n+1)} t\right]
$$

where $A$ is constant wave amplitude, $\omega=-2 m /[n(n+1)]$ and $P_{n}^{m}(x)$ is the associated Legendre function of degree $n$ and order $m$.

One of the reasons to choose this equation as an example is following. Till now a linear wave was supposed to have much more simple form, namely, $A \exp i[\vec{k} \vec{x}-\omega(\vec{k}) t]$ without any additional factor of a functional form. For a physicist it is intuitively clear that if the factor is some oscillatory function of only space variables then we will still have a wave of a sort" "but it would be difficult to include it in an overall definition.

We seem to be left at present with the looser idea that whenever oscillations in space are coupled with oscillation in time through a dispersion relation, we expect the typical effects of dispersive waves" [2]. By the way, most physically important dispersive equations have the waves of this form.

Now let us keep in mind that a wave is something more complicated then just a sin but still smooth and periodic, and let us look where perturbation method will lead us. An approximate solution has a form

$$
\psi=\psi_{0}(\lambda, \phi, t, T)+\varepsilon \psi_{1}(\lambda, \phi, t, T)+\varepsilon^{2} \psi_{2}(\lambda, \phi, t, T)+\ldots
$$

where $T=t / \varepsilon$ is the slow time and the zero approximation $\psi_{0}$ is given as a sum of three linear waves:

$$
\begin{equation*}
\psi_{0}(\lambda, \phi, t, T)=\sum_{k=1}^{3} A_{k}(T) P^{(k)} \exp \left(i \theta_{k}\right) \tag{7}
\end{equation*}
$$

with notations $P^{(k)}=P_{n_{k}}^{m_{k}}$ and $\theta_{k}=m_{k} \lambda-\omega_{k} t$. Then

$$
\begin{cases}\varepsilon^{0}: & \partial \triangle \psi_{0} / \partial t+2 \partial \psi_{0} / \partial \lambda=0,  \tag{8}\\ \varepsilon^{1}: & \partial \triangle \psi_{1} / \partial t+2 \partial \psi_{1} / \partial \lambda=-J\left(\psi_{0}, \Delta \psi_{0}\right)-\partial \triangle \psi_{0} / \partial T, \\ \varepsilon^{2}: \ldots .\end{cases}
$$

and

$$
\begin{aligned}
\frac{\partial \triangle \psi_{0}}{\partial \lambda}= & i \sum_{k=1}^{3} P^{(k)} m_{k} N_{k}\left[A_{k} \exp \left(i \theta_{k}\right)-A_{k}^{*} \exp \left(-i \theta_{k}\right)\right] \\
\frac{\partial \triangle \psi_{0}}{\partial \phi}= & -\sum_{k=1}^{3} N_{k} \frac{d}{d \phi} P^{(k)} \cos \phi\left[A_{k} \exp \left(i \theta_{k}\right)+A_{k}^{*} \exp \left(-i \theta_{k}\right)\right] \\
J\left(\psi_{0}, \triangle \psi_{0}\right)= & -i \sum_{j, k=1}^{3} N_{k} m_{j} P^{(j)} \frac{d}{d \phi} P^{(k)}\left[A_{j} \exp \left(i \theta_{j}\right)-A_{j}^{*} \exp \left(-i \theta_{j}\right)\right] \\
& \cdot\left[A_{k} \exp \left(i \theta_{k}\right)+A_{k}^{*} \exp \left(-i \theta_{k}\right)\right]+i \sum_{j, k=1}^{3} N_{k} m_{k} P^{(k)} \frac{d}{d \phi} P^{(j)} \\
& \cdot\left[A_{j} \exp \left(i \theta_{j}\right)+A_{j}^{*} \exp \left(-i \theta_{j}\right)\right]\left[A_{k} \exp \left(i \theta_{k}\right)-A_{k}^{*} \exp \left(-i \theta_{k}\right)\right] \\
\frac{\partial \triangle \psi_{0}}{\partial T}= & \sum_{k=1}^{3} P^{(k)} N_{k}\left[\frac{d A_{k}}{d T} \exp \left(i \theta_{k}\right)+\frac{d A_{k}^{*}}{d T} \exp \left(-i \theta_{k}\right)\right]
\end{aligned}
$$

leads to the condition of unbounded growth of the left hand in the form

$$
J\left(\psi_{0}, \triangle \psi_{0}\right)=\frac{\partial \triangle \psi_{0}}{\partial T}
$$

with resonance conditions $\theta_{j}+\theta_{k}=\theta_{i} \quad \forall j, k, i=1,2,3$. Let us fix some specific resonance condition, say, $\theta_{1}+\theta_{2}=\theta_{3}$, then

$$
\begin{array}{r}
\frac{\partial \triangle \psi_{0}}{\partial T} \cong-N_{3} P^{(3)}\left[\frac{d A_{3}}{d T} \exp \left(i \theta_{3}\right)+\frac{d A_{3}^{*}}{d T} \exp \left(-i \theta_{3}\right)\right] \\
J\left(\psi_{0}, \triangle \psi_{0}\right) \cong-i\left(N_{1}-N_{2}\right)\left(m_{2} P^{(2)} \frac{d}{d \phi} P^{(1)}\right)-m_{1} P^{(1)} \frac{d}{d \phi} P^{(2)} \\
A_{1} A_{2} \exp \left[i\left(\theta_{1}+\theta_{2}\right)\right]-A_{1}^{*} A_{2}^{*} \exp \left[-i\left(\theta_{1}+\theta_{2}\right)\right]
\end{array}
$$

where notation $\cong$ means that only those terms are written out which can generate chosen resonance. Let us substitute these expressions into the coefficient by $\varepsilon^{1}$, i.e. into the equation

$$
\frac{\partial \triangle \psi_{1}}{\partial t}+2 \frac{\partial \psi_{1}}{\partial \lambda}=-J\left(\psi_{0}, \triangle \psi_{0}\right)-\frac{\partial \triangle \psi_{0}}{\partial T}
$$

multiply both parts of it by

$$
P^{(3)} \sin \phi\left[A_{3} \exp \left(i \theta_{3}\right)+A_{3}^{*} \exp \left(-i \theta_{3}\right)\right]
$$

and integrate all over the sphere with $t \rightarrow \infty$. As a result following equation can be obtained:

$$
N_{3} \frac{d A_{3}}{d T}=2 i Z\left(N_{2}-N_{1}\right) A_{1} A_{2},
$$

where

$$
Z=\int_{-\pi / 2}^{\pi / 2}\left[m_{2} P^{(2)} \frac{d}{d \phi} P^{(1)}-m_{1} P^{(1)} \frac{d}{d \phi} P^{(2)}\right] \frac{d}{d \phi} P^{(3)} d \phi .
$$

The same procedure obviously provides the analogous equations for $A_{2}$ and $A_{3}$ while fixing corresponding resonance conditions:

$$
\begin{align*}
& N_{1} \frac{d A_{1}}{d T}=-2 i Z\left(N_{2}-N_{3}\right) A_{3} A_{2}^{*}, \\
& N_{2} \frac{d A_{2}}{d T}=-2 i Z\left(N_{3}-N_{1}\right) A_{1}^{*} A_{3}, \tag{9}
\end{align*}
$$

In general, the simplest system of equations on the amplitudes of three resonantly interacting waves is often regarded in the form

$$
\left\{\begin{array}{l}
\dot{A}_{1}=\alpha_{1} A_{3} A_{2}^{*},  \tag{10}\\
\dot{A}_{2}=\alpha_{2} A_{1}^{*} A_{3}, \\
\dot{A}_{3}=\alpha_{3} A_{1} A_{2},
\end{array}\right.
$$

and is refereed to as a 3-wave system (keeping in mind that analogous system has to be written out for $A_{i}^{*}$ ). Coefficients $\alpha_{i}$ depend on the initial NPDE. Similar system of equations can be obtained for 4 -wave interactions, with the products of three different amplitudes on the right hand, and so on.

### 3.2 Zakharov-Kolmogorov energy spectra

The idea that a dispersive wave system contains many resonances and wave interactions are stochastic led to the statistical theory of wave turbulence. This theory is well developed [4] and widely used in oceanology and plasma physics describing a lot of turbulent transport phenomena. Avoiding the language of Hamiltonian systems, correlators of a wave field, etc., one can formulate its main results in the following way. Any nonlinearity in Eq.(4) can be written out as

$$
\begin{equation*}
\Sigma_{i} \frac{V_{(12 . . i)} \delta\left(\vec{k}_{1}+\vec{k}_{2}+\ldots+\vec{k}_{i}\right)}{\delta\left(\omega_{1}+\omega_{2}+\ldots+\omega_{i}\right)} A_{1} A_{2} \cdots A_{i} \tag{11}
\end{equation*}
$$

where $\delta$ is Dirac delta-function and $V_{(12 . . i)}$ is a vertex coefficient. This presentation, together with some additional statistical suggestions, is used then to construct a wave kinetic equation, with corresponding vertex coefficients and delta-functions in the under-integral expression, of the form

$$
\dot{A}_{1}=\int\left|V_{(123)}\right|^{2} \delta\left(\omega_{1}-\omega_{2}-\omega_{3}\right) \delta\left(\vec{k}_{1}-\vec{k}_{2}-\vec{k}_{3}\right)\left(A_{2} A_{3}-A_{1} A_{2}-A_{1} A_{3}\right) \mathbf{d} \vec{k}_{2} \mathbf{d} \vec{k}_{3}
$$

for 3 -waves interactions, and similar for $i$-waves interactions. One of the most important discoveries in the statistical wave turbulence theory are stationary exact solutions of the kinetic equations first found in [5]. These solutions are now called Zakharov-Kolmogorov (ZK) energy spectra and they describe energy cascade in the wave field. In other words, energy of the wave with wave vector $\vec{k}$ is proportional to $k^{\alpha}$ with $\alpha<0$ and magnitude of $\alpha$ depends on the specific of the wave system. Discovery of ZK spectra played tremendous role in the wave turbulence theory and till the works of last decade (e.g. [6]-[8]) it was not realized that some turbulent effects are not due to the statistical properties of a wave field and are not described by kinetic equations or ZK energy spectra.

### 3.3 Small Divisors Problem

In order to use presentation (11) one has to check whether so defined nonlinearity is finite. This problem is known as the small divisors problem
and its solution depends on whether wave vectors have real or integer coordinates.

Wave systems with continuous spectra were studied by Kolmogorov, Arnold and Moser [9]-[11] and main results of KAM-theory can be briefly formulated as follows. If dispersion function $\omega$ is defined on real-valued wave vectors and the ratio $\alpha_{i j}=\omega_{i} / \omega_{j}$ is not a rational number for any two wave vectors $\vec{k}_{i}$ and $\vec{k}_{j}$, then

- (1C) Wave system is decomposed into disjoint invariant sets (KAM tori) carrying quasi-periodic motions;
- (2C) If the size of the wave system tends to infinity, (1C) does not contradict ergodicity, random phase approximation can be assumed, kinetic equations and ZK energy spectra describe the wave system properly;
- (3C) Union of invariant tori has positive Liouville measure and $\mathbb{Q}$ has measure 0 , there exclusion of the waves with rational ratio of their dispersions is supposed to be not very important.

Wave systems with discrete spectra demonstrate [6]-[8] substantially different energetic behavior:

- (1D) Wave system is decomposed into disjoint discrete classes carrying periodic motions or empty; for any two waves with wave vectors $\vec{k}_{i}$ and $\vec{k}_{j}$ belonging to the same class, the ratio $\alpha_{i j}=\omega_{i} / \omega_{j}$ is a rational number;
- (2D) Energetic behavior of the wave system does not depend on its size, is not stochastic and is described by a few isolated periodic processes governed by Sys.(10);
- (3D) In many wave systems (for instance, with rational dispersion function, as spherical Rossby waves in the earth atmosphere) $K Z$ spectra do not exist and discrete classes describe the total energy transfer.


### 3.4 Laminated Wave Turbulence

The results formulated in the previous section gave rise to the model of laminated wave turbulence [12] which includes two co-existing layers of turbulence in a wave system - continuous and discrete layers, each demonstrating specific energetic behavior. In other words, KAM-theory describes the wave systems leaving some "holes" in the wave spectra which are "fullfilled" in the theory of laminated turbulence.

Continuous layer, with its kinetic equation, energy cascades, ZK spectra, etc. is well-studied while the existence of the discrete layer was realized quite recently. In order to understand which manifestations of the discrete layer are to be expected in numerical or laboratory experiments, let us regard an example with dispersion function $\omega=1 / \sqrt{m^{2}+n^{2}}$. First of all, it is important to realize: the fact that the ratio $\alpha_{i j}=\omega_{i} / \omega_{j}$ is a rational number does not imply that dispersion function $\omega$ is a rational function. Indeed, for $\omega=1 / \sqrt{m^{2}+n^{2}}$ we have

$$
\omega: \mathbb{Z} \times \mathbb{Z} \rightarrow \mathbb{R}
$$

and for wave vectors $\vec{k}_{1}=(2,1)$ and $\vec{k}_{2}=(9,18)$, the ratio $\omega_{1} / \omega_{2}=1 / 9$ is rational number though $\omega$ is irrational function of integer variables. Decomposition of all discrete waves into disjoint discrete classes $C l_{q}$ in this case has the form

$$
\left\{\vec{k}_{i}=\left(m_{i}, n_{i}\right)\right\} \in C l_{q} \text { if }\left|\vec{k}_{i}\right|=\gamma_{i} \sqrt{q}, \forall i=1,2, \ldots
$$

where $\gamma_{i}$ is some integer and $q$ is the same square-free integer for all wave vectors of the class $C l_{q}$. The equation $\omega_{1}+\omega_{2}=\omega_{3}$ has solutions only if

$$
\exists \tilde{q}: \vec{k}_{1}, \vec{k}_{2}, \vec{k}_{3} \in C l_{\tilde{q}}
$$

This is necessary condition, not sufficient. The use of this necessary condition allows to cut back substantially computation time needed to find solution of irrational equations in integers. Namely, one has to construct
classes first and afterwards look for the solutions among the waves belonging to the same class. In this way, instead of solving the irrational equation on 6 variables

$$
\begin{equation*}
1 / \sqrt{m_{1}^{2}+n_{1}^{2}}+1 / \sqrt{m_{2}^{2}+n_{2}^{2}}=1 / \sqrt{m_{3}^{2}+n_{3}^{2}} \tag{12}
\end{equation*}
$$

it is enough to solve the rational equation on 3 variables

$$
\begin{equation*}
1 / \gamma_{1}+1 / \gamma_{2}=1 / \gamma_{3} . \tag{13}
\end{equation*}
$$

There are few different reasons for a class $C l_{\tilde{q}}$ to be empty:

- Index $\tilde{q}$ has no representation as a sum of two squares of integer numbers. Example: $C l_{3}$.
All these indices are described by Euler's theorem: an integer can be represented as a sum of two squares if and only if its prime factorization contains every prime factor $p \equiv 4 u+3$ in an even degree.
- Index $\tilde{q}$ can be represented as a sum of two squares but Eq.(13) is not satisfied in the physically relevant finite domain $\left|m_{i}\right|,\left|n_{i}\right| \leq D \forall i=$ $1,2,3$. Example: $C l_{500009}$ in the domain $D=1000$.
The number $500009=325^{2}+628^{2}$ and the minimal possible form of Eq.(13) (that is, with minimal weights) is

$$
\frac{1}{2 \sqrt{500009}}+\frac{1}{2 \sqrt{500009}}=\frac{1}{\sqrt{500009}}
$$

which obviously can not be satisfied with all $m_{i}, n_{i} \leq 1000$.

- Index $\tilde{q}$ can be represented as a sum of two squares and Eq.(13) is satisfied but not linear equation $\vec{k}_{1}+\vec{k}_{2}=\vec{k}_{3}$, that is the second equation of Sys.(5), in finite domain. Example: $C l_{465881}$ in the domain $D=1000$.
The number $465881=59^{2}+680^{2}=316^{2}+605^{2}$ and Eq.(13) takes the form

$$
\frac{1}{2 \sqrt{465881}}+\frac{1}{2 \sqrt{465881}}=\frac{1}{\sqrt{465881}} \Rightarrow \frac{1}{2}+\frac{1}{2}=1 .
$$

There are reasons to suggest that in some cases the linear equation renders the solution set empty not only in a finite domain but generally, for example for $C l_{2}$, but at present we do not posses a rigorous prove of it. Obviously, each non-empty class has infinite number of elements due to the existence of proportional vectors so that $\vec{k}_{1}=(2,1)$ with the norm $\left|\vec{k}_{1}\right|=\sqrt{5}$ and its proportional $\vec{k}_{2}=(9,18)$ with the norm $\left|\vec{k}_{2}\right|=9 \sqrt{5}$ belong to the same class $C l_{5}$. On the other hand, not all the elements of a class are parts of some solution which means that not all waves take part in resonant interactions. Complete analysis of the properties of the classes is an important necessary step before performing any computer simulations, an example of the exhaustive analysis can be in [13] for the dispersion function $\omega=\left(m^{2}+n^{2}\right)^{1 / 4}$ and resonance conditions

$$
\left\{\begin{array}{l}
\left(m_{1}^{2}+n_{1}^{2}\right)^{1 / 4}+\left(m_{2}^{2}+n_{2}^{2}\right)^{1 / 4}=\left(m_{3}^{2}+n_{3}^{2}\right)^{1 / 4}+\left(m_{4}^{2}+n_{4}^{2}\right)^{1 / 4} \\
m_{1}+m_{2}=m_{3}+m_{4}, \quad n_{1}+n_{2}=n_{3}+n_{4} .
\end{array}\right.
$$

Let us come back to physical interpretation of these results. Resonantly interacting waves will change their amplitudes according to Sys.(10). In this case the role of ZK spectra $k^{\alpha}, \alpha<0$, is played by the interaction coefficient $Z \sim k^{\alpha}, \alpha>0$ (see Fig.1). Non-interacting waves will have constant amplitudes (they are not shown in Fig.1). In the next Section we demonstrate some examples of different wave systems whose behavior is explained by the theory of laminated turbulence.

## 4 Examples

- Ex. 1 Turbulence of capillary waves (dispersion function $\omega^{2}=k^{3}$, three-wave interactions) was studied in [14] in the frame of simplified dynamical equations for the potential flow of an ideal incompressible fluid. Coexistence of ZK energy spectra and a set of discrete waves with constant amplitudes was clearly demonstrated. The reason why


Figure 1: Two layers of turbulence are shown symbolically. Low panel: 2D-domain in spectral space, nodes of the integer lattice are connected with the lines which correspond to 3 -wave resonant interactions of the discrete layer. Middle panel: ZK energy spectrum $k^{-3 / 2}$ with "the holes" in the nodes of the integer lattice. Upper panel: Interaction coefficient $Z \sim k^{3 / 2}$ in the nodes of the integer lattice.
in this case the amplitudes are constant is following: equation

$$
k_{1}^{3 / 2}+k_{2}^{3 / 2}=k_{3}^{3 / 2}
$$

has no integer solutions [8]. It means that there exist no three-wave resonant interactions among discrete capillary waves, they take no part in the energy transfer through the wave spectrum and just keep their energy at the low enough level of nonlinearity.

- Ex. 2 Similar numerical simulations [15] with gravity waves on the surface of deep ideal incompressible fluid (dispersion function $\omega^{4}=$ $k^{2}$, four-wave interactions) show again coexistence of ZK energy spectra and a set of discrete waves. But in this case waves amplitudes are not constant any more, discrete waves do exchange their energy and in fact play major role in the energy transfer due to the fact that equation

$$
k_{1}^{1 / 2}+k_{2}^{1 / 2}=k_{3}^{1 / 2}+k_{4}^{1 / 2}
$$

has many non-trivial integer solutions [16] (it is important in this case that 2-dimensional waves are regraded, i.e. $k=|\vec{k}|=\sqrt{m^{2}+n^{2}}$ with integer $m, n$ ).

- Ex. 3 Some recurrent patterns were found in different atmospheric data sets (rawindsonde time series of zonal wind, atmospheric angular momentum, atmospheric pressure, etc.) These large-scale quasiperiodic patterns appear repeatedly at fixed geographic locations, have periods 10-100 days and are called intra-seasonal oscillations in the Earth atmosphere. In [17] Eq.(6) (dispersion function $\omega=$ $-2 m / n(n+1)$, three-wave interactions) is studied which is classically regarded as a basic model of climate variability in the Earth atmosphere. It is shown that a possible explanation of the intra-seasonal oscillations can be done in terms of a few specific, resonantly interacting triads of planetary waves, isolated from the system of all the rest planetary waves.

Remark In contrast to the first two examples, in this case only discrete layer of turbulence exists. Indeed, while $\omega=-2 m / n(n+1)$ is a rational function, any ratio $\omega\left(m_{i}, n_{i}\right) / \omega\left(m_{j}, n_{j}\right)$ is a rational number and KAM-theory is not applicable.

- Ex. 4 A very challenging idea indeed is to use the theory of laminated turbulence to explain so-called anomalous energy transport in tokamaks. Turbulent processes responsible for these effects are usually described as H - and L-modes and ELMs (high, low and edge localized modes consequently). Interpretation of the known experimental results in terms of non-resonant (H), resonant (L) and resonant with small non-zero resonance width (ELM) modes gives immediately a lot of interesting results. In this case non-resonant discrete waves are of major interest because they will keep their energy as in Ex.1, for a substantial period of time. This approach allows to get two kind of results: 1) to describe the set of the boundary conditions providing no resonances at all - say, if the ratio of the sides in the rectangular
domain is $2 / 7$, no exact resonances exist; or 2 ) to compute explicitly all the characteristics of the non-resonant waves (wave numbers, frequencies, etc.) for given boundary conditions. Some preliminary results are presented in [18], in the frame of Hasegawa-Mima equation in a plane rectangular domain with zero boundary conditions (dispersion function $\omega=1 / \sqrt{n^{2}+m^{2}}$, three-wave interactions).

It is important to remember that a choice of initial and/or boundary conditions for a specific PDE might lead to a substantially different form of dispersion function and consequently to the qualitatively different behavior of the wave system. For instance, Ex. 3 and Ex. 4 are described by the same Eq.(6) regarded on a sphere (rational dispersion function, only discrete layer of turbulence exists) and in a rectangular (irrational dispersion function, both layers exist) respectively. For some equations, a special choice of boundary conditions leads to transcendental dispersion functions.

## 5 Open Questions

We have seen that the main algebraic object of the wave turbulence theory is the equation

$$
\begin{equation*}
\omega\left(m_{1}, n_{1}\right)+\omega\left(m_{2}, n_{2}\right)+\ldots+\omega\left(m_{s}, n_{s}\right)=0 \tag{14}
\end{equation*}
$$

where dispersion function $\omega$ is a solution of a dispersive evolutionary LPDE with $\left|\frac{\partial^{2} \omega}{\partial k_{i} \partial k_{j}}\right| \neq 0$. So defined class of dispersion functions includes rational, irrational or transcendental function, for instance
$\omega(k)=\alpha k-\beta k^{3}, \quad \omega^{4}(k)=\alpha^{2} k^{2}+\beta^{2}, \omega=m /(k+1), \quad \omega=\tanh \alpha k, \cdots$
where $\alpha$ and $\beta$ are constants and $k=\sqrt{m^{2}+n^{2}}$. Continuous layer of the wave turbulence, that is, with $m_{i}, n_{i} \in \mathbb{R}$, is well studied. On the contrary, there are still a lot of unanswered questions concerning the discrete layer of turbulence, $m_{i}, n_{i} \in \mathbb{Z}$, and we formulated here just a few of them.

Eq.(14) can be regarded as a summation rule for the rational points of the manifold given by $\omega$. These manifolds have very special structure -
namely, they can be transformed into a one-parametric family of simpler manifolds, namely (12) into (13). This situation is general enough, the definition of classes can be generalized for a given $c \in \mathbb{N}, c \neq 0,1,-1$ considering algebraic numbers $k^{1 / c}, k \in \mathbb{N}$ and their unique representation

$$
k_{c}=\gamma q^{1 / c}, \gamma \in \mathbb{Z}
$$

where $q$ is a product

$$
q=p_{1}^{e_{1}} p_{2}^{e_{2}} \ldots p_{n}^{e_{n}},
$$

while $p_{1}, \ldots p_{n}$ are all different primes and the powers $e_{1}, \ldots e_{n} \in \mathbb{N}$ are all smaller than $c$. Then algebraic numbers with the same $q$ form the class $C l_{q}$ and the following statement holds:

The equation $a_{1} k_{1}+a_{2} k_{2} \ldots+a_{n} k_{n}=0, a_{i} \in \mathbb{Z}$ where each $k_{i}=\gamma_{i} q_{i}^{1 / c}$ belongs to some class $q_{i} \in q_{1}, q_{2} \ldots q_{l}, \quad l<n$ with $\ldots$ is equivalent to $a$ system

$$
\left\{\begin{array}{l}
a_{q_{1}, 1} \gamma_{q_{1}, 1}+a_{q_{1}, 2} \gamma_{q_{1}, 2}+\ldots+a_{q_{1}, n_{1}} \gamma_{q_{1}, n_{1}}=0  \tag{15}\\
a_{q_{2}, 1} \gamma_{q_{2}, 1}+a_{q_{2}, 2} \gamma_{q_{2}, 2}+\ldots+a_{q_{2}, n_{2}} \gamma_{q_{2}, n_{2}}=0 \\
\ldots \\
a_{q_{l}, 1} \gamma_{q_{l}, 1}+a_{q_{l}, 2} \gamma_{q_{l}, 2}+\ldots+a_{q_{l}, n l} \gamma_{q_{l}, n l}=0
\end{array}\right.
$$

The questions are: what is the geometry underlying this parametrization? What is known about these sort of manifolds? What other properties of the resonance manifold are defined by a given summation rule? What additional information about these manifolds gives us the fact that they have many (often infinitely many) integer points?

Another group of questions concerns transcendental dispersion functions. All our examples were constructed for rational and irrational dispersion functions and the theoretical results were based on some classical theorems on the linear independence of some sets of algebraic numbers. In the case of a transcendental dispersion function like $\omega=\tanh \alpha k$ similar reasoning
can be carried out using the theorem on the linear independence of the exponents but it is not done yet. The question about special functions in this context is completely unexplored though very important. For instance, a dispersion function for capillary waves in a circle domain is described by Bessel function. Any results on their resonant interactions will shed some light on the nature of Faraday instability.

One of the most interesting questions about the resonance manifolds would be to study their invariants, i.e. some new function $f=f(m, n, \omega)$ such that $\omega_{1}+\omega_{2}=\omega_{3}$ implies $f_{1}+f_{2}=f_{3}$. An example of this sort of analysis is given in [19] for 3 -wave interactions of drift waves with $\omega=\alpha x /\left(1+y^{2}\right)$ but for real-valued wave vectors, $x, y \in \mathbb{R}$. Existence of the invariants is important because it is directly connected with the integrability of corresponding nonlinear PDE. Coming back to the physical language this means that the wave system possesses some additional conservation law.

## 6 Summary

We formulated above some interesting questions of the theory of laminated wave turbulence in the terms of integer points on the resonant manifolds. A very important task would be to develop fast algorithms to compute these integer points. The parametrization property allows to construct specific algorithms for a given dispersion function as it was done in [16] for 4 -wave interactions of gravity waves, $\omega=\left(m^{2}+n^{2}\right)^{1 / 4}$. The work on the generic algorithm for a dispersion function $\omega=\omega(k)\left(k=\sqrt{m^{2}+n^{2}}\right.$ or $k=$ $\sqrt{m^{2}+n^{2}+l^{2}}$ with integer $\left.m, n, l\right)$ is on the way [13] but it does not cover even simple cases of rational dispersion functions like $\omega=m / n^{2}$ not mentioning transcendental dispersion functions.
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#### Abstract

We present invariant formulation of the Beals-Kartashova factorization procedure (BKfactorization) which allows to factorize simultaneously classes operators equivalent to the initial one under gauge transformations. We compare two factorization methods Hensel descent and Beals-Kartashova factorization procedure (BK-factorization) aiming to emphasize the constructiveness of BK-factorization. We also show the possibility to use the same procedure for the construction of the approximate factorization of LPDE in the case when corresponding LPDO is not exactly factorizable and point out the problems to solve while factoring approximately noncommutative polynomials.


Keywords: linear partial differential operator, Hensel descent, BKfactorization, invariant transformations, approximate factorization

## 1 Introduction

Factorization of ordinary and partial linear differential operators (LODOs and LPDOs) is a very well-studied problem and a lot of pure existence theorems are known. For LODOs it is proven that a factorization is unique up to factor permutation while for LPDOs even uniqueness is not true any more and in fact parametric families of factorizations can be constructed for a given LPDO as will be demonstrated below.
First constructive method of factoring second order hyperbolic LPDO
in the form

$$
\begin{equation*}
\partial_{x} \partial_{y}+a \partial_{x}+b \partial_{y}+c, \tag{1}
\end{equation*}
$$

belong to Laplace who formulated it in terms of invariants $\hat{a}=c-a b-$ $a_{x}$ and $\hat{b}=c-a b-b_{y}$ now called Laplace invariants. An operator (1) is factorizable if at least one of its Laplace invariants is equal to zero. Various algorithms are known now for factoring LPDOs over different differential fields beginning with the simplest field of rational functions [1].

Recently two papers ([2], [3]) on factoring arbitrary order LPDOs have been published. In [2] a modification of well-known Hensel lifting algorithm (see, for instance, [4]) is presented and sufficient conditions for the existence of intersection of principal ideals are given. These results are applied then to re-formulate the factorization formulae for second and third order operators from the ring $D=\mathbb{Q}(x, y)\left[\partial_{x}, \partial_{y}\right]$ obtained by Miller (1932) in terms of principal intersections.

In [3] necessary and sufficient conditions are given for factoring of bivariate LPDOs of arbitrary order with coefficients being arbitrary smooth functions. In [5] it was shown that this procedure called now BK-factorization principally can not be generalized on the case of more than two variables. In was also shown that conditions of factorization found in [3] are invariants under gauge transformation and classical Laplace invariants are particular case of this generalized invariants.

In this paper we re-formulate BK-factorization in more suitable for applications invariant form and illustrate it with a few examples, give a sample of the symbolical implementation of this method in MATHEMATICA and also discuss some possibilities to use this method for approximate factorization of LPDOs.

## 2 Hensel descent and BK-factorization

Hensel descent, the latest known to us new method published before BKfactorization, has been considered as constructive. There also exist an opinion that BK-factorization is a minor generalization of the Hensel de-
scent. To clarify the matter, we begin this paper with comparative analysis of these two methods in order to show merits and draw-backs of each of them.

- In [3] factorization of a bivariate LPDO is looked for in the form

$$
\begin{equation*}
A_{n}=\sum_{j+k \leq n} a_{j k} \partial_{x}^{j} \partial_{y}^{k}=\left(p_{1} \partial_{x}+p_{2} \partial_{y}+p_{3}\right)\left(\sum_{j+k<n} p_{j k} \partial_{x}^{k} \partial_{y}^{j}\right) \tag{2}
\end{equation*}
$$

and in [2] - operator of $m \geq 2$ independent variables is regarded and for $m=2$ factorization is looked for in the form

$$
\begin{equation*}
A_{n}=\sum_{j+k \leq n} a_{j k} \partial_{x}^{j} \partial_{y}^{k}=\left(\sum_{j+k \leq l} p_{j k} \partial_{x}^{k} \partial_{y}^{j}\right)\left(\sum_{j+k \leq r} p_{j k} \partial_{x}^{k} \partial_{y}^{j}\right) \text { with } l+r=n . \tag{3}
\end{equation*}
$$

- In [3] coefficients $a_{j k}$ are arbitrary smooth functions, for instance trigonometric functions; in [2] conditions for reducibility of an operator are studied when "coefficients are from a universal field of zero characteristic", while "studying factorization algorithms we will assume that the input operators are from the ring $\mathbb{Q}\left(x_{1}, \ldots, x_{m}\right)\left[\partial_{1}, \ldots, \partial_{m}\right]$ " This suggestion is necessary:" From now on the coefficients of a given second-order operator are assumed to be from the base field $\mathbb{Q}(x, y)$. This is necessary if the goal is to obtain constructive answers allowing to factorize large classes of operator" ([2], Sec.3);"In this section we study third-order LPDOs from the ring $D=\mathbb{Q}(x, y)\left[\partial_{x}, \partial_{y}\right]$." ([2], Sec.4).
- In [3] it was shown that in generic case factorization can be constructed explicitly and algebraically, while in [2] (Sec.5) it is concluded that "the factorization problem for second- and third-order differential operators in two variables has been shown to require the solution of a partial Riccati equation, which in turn requires to solve a general first-order ODE and possibly ordinary Riccati equation. The bottleneck for designing a factorization algorithm for a LPDO is
general first-order ODE which make the full problem intractable at present because in general there are no solution algorithm available"
- In [5] it is pointed out that BK-factorization procedure has to be modified in some way (presently unknown to authors) in order to proceed with operators of more than 2 independent variables, while in [2] (Sec.5) it is written that "some of the results described in this article may be generalized to any number of independent variables"
- In [5] it shown that BK-factorization procedure gives rise to construction of the whole class of generalized invariants particular case of them being classical Laplace invariants. This leads to a possibility to factorize simultaneously the whole class of operators equivalent under gauge transformation (see next Section) while Hensel descent is used for factoring of a one specific operator.

We summarize all this in the Table below.

| Property / Method | BK-factorization | Hensel descent |
| :---: | :---: | :---: |
| Order of operator | $n$ | $n$ |
| Coefficients of operator | arbitrary smooth functions | rational functions |
| Number of variables | 2 | possibly $>2$ |
| Conditions | necessary and sufficient | sufficient |
| Form of factors | of order 1 and $(n-1)$ | of order $k$ and $(n-k)$ |
| Formulated as | explicit formulae | ideals intersection |

In the next Sections we demonstrate some other interesting properties of BK-factorization - first of all, that it has invariant form and can be used therefore to factorize simultaneously the whole classes of equivalent LPDOs. Second, the use of this invariant form of BK-factorization for construction of approximate factorization for LPDEs to be solved numerically.

## 3 Invariant Formulation

We present here briefly main ideas presented in [3], [5] beginning with the definition of equivalent operators.

Definition. The operators $A, \tilde{A}$ are called equivalent if there is a gauge transformation that takes one to the other:

$$
\tilde{A} g=e^{-\varphi} A\left(e^{\varphi} g\right)
$$

BK-factorization is then pure algebraic procedure which allows to to construct explicitly a factorization of an arbitrary order LPDO $A$ in the form

$$
A:=\sum_{j+k \leq n} a_{j k} \partial_{x}^{j} \partial_{y}^{k}=L \circ \sum_{j+k \leq(n-1)} p_{j k} \partial_{x}^{j} \partial_{y}^{k}
$$

with first-order operator $L=\partial_{x}-\omega \partial_{y}+p$ where $\omega$ is an arbitrary simple root of the characteristic polynomial

$$
\begin{equation*}
\mathcal{P}(t)=\sum_{k=0}^{n} a_{n-k, k} t^{n-k}, \quad \mathcal{P}(\omega)=0 \tag{4}
\end{equation*}
$$

Factorization is possible then for each simple root $\tilde{\omega}$ of (4) iff
for $n=2 \quad \Rightarrow \quad l_{2}=0$,
for $n=3 \quad \Rightarrow l_{3}=0, \& l_{31}=0$,
for $n=4 \quad \Rightarrow l_{4}=0, \& l_{41}=0, \& l_{42}=0$,
and so on. All functions $l_{2}, l_{3}, l_{31}, l_{4} l_{41}, l_{42}, \ldots$ are explicit functions of $a_{i j}$ and $\tilde{\omega}$.

Theorem. All $l_{2}, l_{3}, l_{31}, \ldots$ are invariants under gauge transformations.
Definition. Invariants $l_{2}, l_{3}, l_{31}, \ldots$ are called generalized invariants of a bivariate operator of arbitrary order.

In particular case of the operator (1) its generalized invariants coincide with Laplace invariants.
Corollary. If an operator $A$ is factorizable, then all operators equivalent to it, are also factorizable.

As the first step of BK-factorization, coefficients $p_{i j}$ are computed as solutions of some system of algebraic equations. At the second step, equality to zero of all generalized invariants $l_{i j}=0$ has to be checked so that
no differential equations are to be solved in generic case. Generic case corresponds to a simple root of characteristic polynomial, and each simple root generates corresponding factorization. Moreover, putting some restrictions on the coefficients of the initial LPDO $a_{i, j}$ as functions of $x$ and $y$, one can describe all factorizable operators in a given class of functions (see Example 5.3 in [3]). The same keeps true for all operators equivalent to a given one. Equivalent operators are easy to compute:

$$
\begin{gathered}
e^{-\varphi} \partial_{x} e^{\varphi}=\partial_{x}+\varphi_{x}, \quad e^{-\varphi} \partial_{y} e^{\varphi}=\partial_{y}+\varphi_{y}, \\
e^{-\varphi} \partial_{x} \partial_{y} e^{\varphi}=e^{-\varphi} \partial_{x} e^{\varphi} e^{-\varphi} \partial_{y} e^{\varphi}=\left(\partial_{x}+\varphi_{x}\right) \circ\left(\partial_{y}+\varphi_{y}\right)
\end{gathered}
$$

and so on. Some examples:

- $A_{1}=\partial_{x} \partial_{y}+x \partial_{x}+1=\partial_{x}\left(\partial_{y}+x\right), \quad l_{2}\left(A_{1}\right)=1-1-0=0 ;$
- $A_{2}=\partial_{x} \partial_{y}+x \partial_{x}+\partial_{y}+x+1, \quad A_{2}=e^{-x} A_{1} e^{x} ; \quad l_{2}\left(A_{2}\right)=(x+1)-$ $1-x=0$;
- $A_{3}=\partial_{x} \partial_{y}+2 x \partial_{x}+(y+1) \partial_{y}+2(x y+x+1), \quad A_{3}=e^{-x y} A_{2} e^{x y}$; $l_{2}\left(A_{3}\right)=2(x+1+x y)-2-2 x(y+1)=0$;
- $A_{4}=\partial_{x} \partial_{y}+x \partial_{x}+(\cos x+1) \partial_{y}+x \cos x+x+1, \quad A_{4}=e^{-\sin x} A_{2} e^{\sin x}$; $l_{2}\left(A_{4}\right)=0$.

Generic case which can be treated pure algebraically by BK-factorization corresponds to a simple root of characteristic polynomial. Each multiple root leads to necessity of solving some Ricatti equation(s) (RE). If appeared RE happens to be solvable, such a root generates a parametric family of factorizations for a given operator. For instance, well-known Landau operator

$$
\partial_{x x x}^{3}+x \partial_{x x y}^{3}+2 \partial_{x x}+(2 x+2) \partial_{x y}^{2}+\partial_{x}+(2+x) \partial_{y}
$$

has characteristic polynomial with one distinct root $\omega_{1}=-x$ and one double root $\omega_{2,3}=0$. Factorization then has form

$$
\left(\partial_{x}+r\right)\left(\partial_{x}-r+2\right)\left(\partial_{x}+x \partial_{y}\right)
$$

where $r$ is a solution of Ricatti equation

$$
1-2 r+\partial_{x}(r)+r^{2}=0
$$

which is easily solvable:

$$
r=1+\frac{1}{x+Y(y)}
$$

with arbitrary smooth function $Y(y)$ of one variable $y$ so that factorization has form

$$
A=\left(\partial_{x}+1+\frac{1}{x+Y(y)}\right)\left(\partial_{x}+1-\frac{1}{x+Y(y)}\right)\left(\partial_{x}+x \partial_{y}\right) .
$$

Notice that to factorize an ordinary differential operator it is always necessary to solve some RE. Nevertheless, just formal application of BK-factorization will produce all the linear factors in the case when corresponding RE are solvable. For instance, the factorization has been constructed in [6]
$x \partial_{x x x}+\left(x^{2}-1\right) \partial_{x x}-x \partial_{x}+\frac{2}{x^{2}}-1=\left(\partial_{x}+\frac{x^{2}-1}{x}\right)\left(x \partial_{x}-\sqrt{2}\right)\left(\partial_{x}+\frac{\sqrt{2}-1}{x}\right)$. while both RE appearing at the intermediate steps are solvable.

These two last examples show the main difference between factorizing of ordinary and partial differential operators - LODO has always unique factorization while LPDO may have many. An interesting question here would be to compute the exact number of all possible factorizations of a given LPDO into all linear factors (its upper bound is, of course, trivial: $n!$ ). A really challenging task in this context would be to describe some additional conditions on the coefficients of an initial operator which lead to solvable RE.

## 4 Left and Right Factors

Factorization of an operator is the first step on the way of solving corresponding equation. But for solution we need right factors and BKfactorization constructs left factors which are easy to construct. On the
other hand, the existence of a certain right factor of a LPDO is equivalent to the existence of a corresponding left factor of the transpose of that operator. Moreover taking transposes is trivial algebraically, so there is also nothing lost from the point of view of algorithmic computation. In our paper [3] we just used the transpose in one example assuming that the operation is well known. Apparently, it is not, and some new works appeared quite recently on the construction of a complicated new right-factor algorithms (i.e. [7] and others) for bivariate operators of order 2 and 3 though our left-factor algorithm gives the explicit formulae for arbitrary order $n$. This is the reason why we decided to include the explicit formula for the adjoint in our present text.

Definition. The transpose $A^{t}$ of an operator $A=\sum a_{\alpha} \partial^{\alpha}, \partial^{\alpha}=\partial_{1}^{\alpha_{1}} \cdots \partial_{n}^{\alpha_{n}}$. is defined as

$$
A^{t} u=\sum(-1)^{|\alpha|} \partial^{\alpha}\left(a_{\alpha} u\right) .
$$

and the identity

$$
\partial^{\gamma}(u v)=\sum\binom{\gamma}{\alpha} \partial^{\alpha} u \partial^{\gamma-\alpha} v
$$

implies that

$$
A^{t}=\sum(-1)^{|\alpha+\beta|}\binom{\alpha+\beta}{\alpha}\left(\partial^{\beta} a_{\alpha+\beta}\right) \partial^{\alpha} .
$$

Now the coefficients are

$$
\begin{gathered}
A^{t}=\sum \widetilde{a}_{\alpha} \partial^{\alpha}, \\
\widetilde{a}_{\alpha}=\sum(-1)^{|\alpha+\beta|}\binom{\alpha+\beta}{\alpha} \partial^{\beta}\left(a_{\alpha+\beta}\right) .
\end{gathered}
$$

with a standard convention for binomial coefficients in several variables, e.g. in two variables

$$
\binom{\alpha}{\beta}=\binom{\left(\alpha_{1}, \alpha_{2}\right)}{\left(\beta_{1}, \beta_{2}\right)}=\binom{\alpha_{1}}{\beta_{1}}\binom{\alpha_{2}}{\beta_{2}} .
$$

In particular, for order 2 in two variables the coefficients are

$$
\begin{gathered}
\widetilde{a}_{j k}=a_{j k}, \quad j+k=2 ; \widetilde{a}_{10}=-a_{10}+2 \partial_{x} a_{20}+\partial_{y} a_{11}, \widetilde{a}_{01}=-a_{01}+\partial_{x} a_{11}+2 \partial_{y} a_{02}, \\
\widetilde{a}_{00}=a_{00}-\partial_{x} a_{10}-\partial_{y} a_{01}+\partial_{x}^{2} a_{20}+\partial_{x} \partial_{x} a_{11}+\partial_{y}^{2} a_{02} .
\end{gathered}
$$

For instance, the operator

$$
\begin{equation*}
\partial_{x x}-\partial_{y y}+y \partial_{x}+x \partial_{y}+\frac{1}{4}\left(y^{2}-x^{2}\right)-1 \tag{5}
\end{equation*}
$$

is factorizable as

$$
\left[\partial_{x}+\partial_{y}+\frac{1}{2}(y-x)\right][\ldots]
$$

and its transpose $A_{1}^{t}$ is factorizable then as

$$
[\ldots]\left[\partial_{x}-\partial_{y}+\frac{1}{2}(y+x)\right] .
$$

Implementation of the BK-factorization for bivariate operators of order $n \leq 4$ is therefore quite straightforward and has been done in MATHEMATICA while all roots of characteristic polynomial are known in radicals. For instance, for the operator (5) with 2 simple roots we get one factorization

$$
\left[\partial_{x}-\partial_{y}+\frac{1}{2}(y+x)\right]\left[\partial_{x}+\partial_{y}+\frac{1}{2}(y-x)\right] .
$$

corresponding to the first root while in the case of the second root, generalized invariant is equal to 2 .

If $n \geq 5$ the problem is generally not solvable in radicals and very simple example of non-solvable case is: $x^{5}-4 x-2=0$. Thus, to find solutions in radical for $n>4$ one needs some constructive procedure of finding solvable Galois group but this lies beyond the scope of the present paper.

## 5 Approximate Factorization

An interesting possible application of the invariant form of BK-factorization is to use it for construction of approximate factorization of a given LPDE,
in the case when exact factorization of corresponding LPDO does not exists. Indeed, as a results of BK-factorization one gets
(1) factorization coefficients $\left\{p_{i j}^{(i)}\right\}$ for the $i$-th factorization of a given operator, and
(2) generalized invariants $l_{2}^{(i)} p_{i j}^{(i)}$, with all $p_{i j}^{(i)}, l_{\left(k_{j}\right)}^{(i)}$ being explicit functions of the coefficients of initial operator $a_{i j}$.

In numerical simulations coefficients $a_{i j}$ of the equation are always given with some non-zero accuracy, say $\varepsilon>0$, which means that it is enough to construct an approximate factorization in the following sense. One has to find restrictions on the coefficients $a_{i j}$ of an initial LPDO which provide $\left|l_{k_{j}}^{(j)}\right|<\varepsilon$ with a given accuracy $0<\varepsilon \ll 1$. Many different strategies are possible here, we just give a brief sketch of two approaches we are working on right now:

### 5.1 Quantifier Elimination

We illustrate this idea on the simple example of a hyperbolic operator $\partial_{x x}-\partial_{y y}+a_{10} \partial_{x}+a_{01} \partial_{y}+a_{00}$ with linear polynomial coefficients.

What we have is:

$$
\begin{aligned}
& a_{00}(x, y)=b_{3} x+b_{2} y+b_{1}, \\
& a_{10}(x, y)=c_{3} x+c_{2} y+c_{1}, \\
& a_{01}(x, y)=d_{3} x+d_{2} y+d_{1} ;
\end{aligned}
$$

a function constructed from general invariants

$$
\mathcal{R}=\frac{s_{3}-s_{2}}{2}+\frac{\left(s_{3} x+s_{2} y+s_{1}\right)^{2}}{4}
$$

with $s_{i}=c_{i}-d_{i}$.
What we need is:
To find some function(s) $F=F\left(a_{i j}\right)$ such that if $F\left(a_{i, j}\right)=0$, then

$$
-\varepsilon<a_{00}-\mathcal{R}<\varepsilon, \text { for some constant } 0<\varepsilon \ll 1 \text {, }
$$

i.e. to find some conditions on the initial polynomials which provide that function $\mathcal{R}$ differs not too much from one these polynomials, namely $a_{00}$.

Notice that simple symmetry considerations allowed us to reduce number of variables needed for CAD calculations. Initially we had 9 variables $b_{3}, b_{2}, b_{1}, c_{3}, c_{2}, c_{1}, d_{3}, d_{2}, d_{1}$ but in fact it is enough to regard only 6 variables $s_{1}, s_{2}, s_{3}, b_{1}, b_{2}, b_{3}$. Nevertheless, the computation time may become crucial while using this approach due to the substantial number of variables. On the other hand, this approach allows us to work generally on the operator level including initial and/or boundary conditions first at some later stage.

### 5.2 Auxiliary Operator

Another approach is to construct a new auxiliary operator with coefficients $\left.\widetilde{a}_{i j}=f(x, y)\right) a_{i j}$ for all or for some of the coefficients $a_{i j}$ of the initial operator, keep invariants (almost) equal to zero and find function(s) $f(x, y)$ minimizing the differences between the coefficients of initial and new operators. In this way an auxiliary operator is constructed which can be regarded as an approximate operator for the initial operator. Of course, it does not mean that solutions of the initial and approximate operators will be also close but simple properties of linear operators show that it is necessary (but not sufficient!) step on the way of construction of a good approximate solution of a given LPDE - in the case of a well-posed problem, of course. In particularly, it means that one has to introduce proper metrics in the space of operators and in the space of solutions. Choice of the both metrics and of a function $f$ will depend on (1) coefficients of the initial operator; (2) class of functions in which we are looking for a solution; (3) initial and/or boundary conditions.

To demonstrate all this let us regard two different un-factorizable modifications of the operator (5):

$$
\begin{equation*}
A=\partial_{x x}-\partial_{y y}+y \partial_{x}+x \partial_{y}+\frac{1}{2}\left(y^{2}-x^{2}\right)-1 \tag{6}
\end{equation*}
$$

with $l_{2}(A)=\frac{1}{4}\left(y^{2}-x^{2}\right)$ and

$$
\begin{equation*}
B=\partial_{x x}-\partial_{y y}+\sin y \partial_{x}+\cos x \partial_{y}+\frac{1}{2}\left(\sin ^{2} y-\cos ^{2} x\right) \tag{7}
\end{equation*}
$$

with $l_{2}(B)=\frac{1}{2}(\cos y-\sin x)$ (see Fig.1). One can see immediately that $l_{2}(B)$ is a bounded function of two variables and $l_{2}(A)$ is an unbounded. This means that quite different choice of function $f$ is needed for these two cases in order to minimize the invariants. Influence of initial/boundary conditions is now also very clear - for instance, best approximation of $l_{2}(B)$ can be obtained in the narrow belts of the lines parallel to one of the coordinate axis while for $l_{2}(A)$ these directions are in no way special.


Figure 1: Invariant $l_{2}(A)=\frac{1}{4}\left(y^{2}-x^{2}\right)\left(\right.$ left ) and invariant $l_{2}(B)=\frac{1}{2}(\cos y-\sin x)$ (right), in the domain $-10 \leq x, y \leq 10$


Figure 2: Upper panel: $l_{2}(\tilde{B})$ (left) and $a_{10}-\tilde{a}_{10}$ (right); lower panel: $a_{01}-\tilde{a}_{01}$ (left) and $a_{00}-\tilde{a}_{00}$ (right); in the domain $10 \leq x, y \leq 100$

To construct a sample of such an approximate factorization for the operator (7) we just suppose intuitively that auxiliary operator $\tilde{B}$ is "good" if its coefficients differ from the coefficients of (7) not much, and its invariant is small. Our MATHEMATICA implementation of the BK-factorization includes simple graphic functions to display the differences between all the parameters of the initial and auxiliary operators. A choice of the function $f(x, y)=\sin \frac{1}{x y}$ gives an auxiliary operator $\tilde{B}$ of the form

$$
\begin{align*}
\tilde{B}= & \partial_{x x}-\partial_{y y}+\sin y \sin \frac{1}{x y} \partial_{x}+\cos x \sin \frac{1}{x y} \partial_{y}  \tag{8}\\
& +\frac{1}{2}\left(\sin ^{2} y-\cos ^{2} x\right) \sin \frac{1}{x y}
\end{align*}
$$

It is demonstrated at the Fig. 2 that for $10 \leq x, y \leq 100$ operator $\tilde{B}$ gives good enough approximation and correspondingly approximate factorization of the initial operator $B$ has form

$$
\begin{aligned}
B \sim & {\left[\frac{1}{2}\left(-\cos x \sin \frac{1}{x y}+\sin \frac{1}{x y} \sin y\right)+\partial_{x}+\partial_{y}\right] } \\
& \cdot\left[\frac{1}{2}\left(\cos x \sin \frac{1}{x y}+\sin \frac{1}{x y} \sin y\right)+\partial_{x}-\partial_{y}\right]
\end{aligned}
$$

with $\left|l_{2}(\tilde{B})\right| \sim 5 \cdot 10^{-4}$. On the other hand, in the domain $0.001 \leq x, y \leq$ 1 qualitatively different approximation is needed while in this domain $\left|l_{2}(\tilde{B})\right| \sim 10^{2}$ (see Fig. 3).


Figure 3: Invariant $l_{2}(\tilde{B})$ in the domain $0.0001 \leq x, y \leq 1$
Obviously, if we get enough approximate factorizations of the given LPDE with different solvable first-order factors we can write out explicitly general solution of the initial LPDE. Otherwise, one gets a chain of the linear first-order equations

$$
A_{i 0, n} \psi_{0}=0, A_{i 0, n-1} \psi_{1}=\psi_{0}, \ldots
$$

to be solved numerically which is a great numerical simplification, of course, specially for higher order LPDEs. On the other hand, while performing
numerical simulations, one has to take into account a lot of other factors, first of all, initial and boundary conditions. It would be a nontrivial task to include them into the exact formulae given by BK-factorization. In order to estimate usefulness of this approach from numerical point of view we still have to answer all the questions concerning computation time, stability, computation error, etc. For instance, coming back to the example of approximate factorization given in the previous section, one have to estimate what is numerically more reasonable for a given set on initial and boundary conditions - to solve numerically the system of equations

$$
\left\{\begin{array}{l}
{\left[\frac{1}{2}\left(\cos x \sin \frac{1}{x y}+\sin \frac{1}{x y} \sin y\right)+\partial_{x}-\partial_{y}\right] \circ \psi_{0}=0} \\
{\left[\frac{1}{2}\left(-\cos x \sin \frac{1}{x y}+\sin \frac{1}{x y} \sin y\right)+\partial_{x}+\partial_{y}\right] \circ \psi_{1}=\psi_{0}}
\end{array}\right.
$$

or one equation $B \circ \psi=0$. Some answers can be given by the method presented in [9] where a symbolic approach is used to generate automatically finite difference schemes for LPDEs and to check their von Neumann stability. Some preliminary steps to be taken in this direction might be following: (1) to take a non-factorizable but solvable operator, for instance, $A_{1}=\partial_{x} \partial_{y}+x \partial_{x}+2$, then LPDE $A_{1}(\psi)=0$, has general solution

$$
\psi=-\partial_{x}\left(X(x) e^{-x y}+\int e^{x\left(y^{\prime}-y\right)} Y\left(y^{\prime}\right) d y^{\prime}\right)
$$

with two arbitrary functions $X(x)$ and $Y(y) ;(2)$ to construct its approximate factorization $\widetilde{A}_{1}=L_{1} \circ L_{2} ;(3)$ to get computational schemes using [9] - for $A_{1}$ and $\widetilde{A}_{1}$; (4) compute both numerically; (5) to compare results for $A_{1}$ and $\widetilde{A}_{1}$ with the general solution for some classes of initial data and for a fixed choice of computational scheme.

## 6 Summary

We presented here invariant formulation of BK-factorization and formulated some ideas about using it for approximate factorization of LPDOs, i.e. non-commutative polynomials. The great number of results is known
on factorization of commutative polynomials (see, for instance, [10] and others) where measure of the difference between factorizable and nonfactorizable polynomials can be introduced as a function of the coefficients of a polynomial. It is not the case for non-commutative polynomials the reason being that infinitesimal changes in the coefficients can change drastically the solution of the corresponding LPDE, as well as changes of the initial and boundary conditions. The problem of defining a reasonable measure for non-commutative polynomials is under the study.
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Given a system of PDE, Riquier theory starts with answering the question: "Which coefficients of the Taylor expansion of a solution can be chosen arbitrarily (parametric derivatives) and which are then uniquely determined by the system (principal derivatives)?" The answer is given in two parts: prolongation, which says how to assign values to the principal derivatives, and completion, which says how to cope with possible conflicts.
Current developments are driven by computer algebra applications, such as symmetry analysis. Existing installations can deal with systems containing hundreds of equations, which means that efficiency is an important issue. In [4] we deal with the problem of finding a small sufficient subset of integrability conditions - a subset of integrability conditions which when satisfied imply satisfaction of all.
To be more specific, let symbols $u_{\mu}^{k}$ denote derivatives, where $u^{k}$ is a dependent variable and $\mu$ stands for a monomial over the set $X$ of independent variables. Let $\prec$ be a ranking of the set of derivatives, i.e., $u^{k} \prec u_{x}^{k}$, and $u_{\mu}^{k} \prec u_{\nu}^{k} \Rightarrow u_{x \mu}^{k} \prec u_{x \nu}^{k}$ for all $x \in X$ and monomials $\mu, \nu$.
Consider a system $\Sigma$ of PDE resolved with respect to certain derivatives,

$$
\Sigma=\left\{u_{\mu}^{k}=\Phi_{\mu}^{k}\right\}
$$

[^17]where $\Phi_{\mu}^{k}$ are functions of the other derivatives (including zeroth-order derivatives $u^{k}$ ) and independent variables $x_{i}$. Let dom $\Sigma$ denote the set of all derivatives $u_{\mu}^{k}$ on the l.h.s. of $\Sigma$. The system $\Sigma$ is said to be orthonomic with respect to the ranking $\prec$ if it is algebraically reduced, meaning that the r.h.s. $\Phi_{\mu}^{k}$ do not depend on derivatives from dom $\Sigma$; one-to-one, meaning that for every $u_{\mu}^{k} \in \operatorname{dom} \Sigma$ the system contains exactly one equation with $u_{\mu}^{k}$ on its l.h.s.; and normal, meaning that every $u_{\mu}^{k} \in \operatorname{dom} \Sigma$ is $\prec$-maximal in its equation.
Henceforth $\Sigma$ is assumed to be orthonomic. We consider the infinite prolongation
$$
\Sigma^{\infty}=\left\{u_{\mu \sigma}^{k}=D_{\sigma} \Phi_{\mu}^{k}\right\}
$$
where $\sigma$ is an arbitrary monomial over $\mathcal{X}$ and $D_{x}=\partial / \partial x+\sum_{k, \mu} u_{\mu x}^{k} \partial / \partial u_{\mu}^{k}$ is the usual total derivative. Derivatives from $\operatorname{dom} \Sigma^{\infty}$ are said to be principal, the others are said to be parametric.
In general, $\Sigma^{\infty}$ is not orthonomic even if $\Sigma$ is so. Deviations from being one-to-one are expressed by integrability conditions: all r.h.s for one and the same principal derivative have to reduce (see below) to one and the same expression. The above-mentioned completion procedure consists in augmenting the system with all its integrability conditions.
It is well known that it suffices to check a finite subset of integrability conditions. Classical Janet's method as well as Reid's method of minimal and supplementary conditions still leave considerable redundancy. In polynomial elimination theory (theory of Gröbner bases), substantial progress was due to exploatation of syzygy methods (Boulier [1]; Gebauer and Möller [3]; Carboara, Kreuzer and Robbiano [2]); to Riquier theory, syzygies were applied by Rust [6].
To introduce the results of [4], we first answer the question: "What is reduction?" An orthonomic $\Sigma^{\infty}$ determines a submanifold $\mathcal{E}_{\Sigma^{\infty}}$ in the jet space $J^{\infty}$ in a natural way (parametric derivatives become coordinates on $\left.\mathcal{E}_{\Sigma^{\infty}}\right)$. Then reduction is the restriction operator $S=\left.\right|_{\Sigma_{\Sigma \infty}}$. But what if $\Sigma^{\infty}$ is not orthonomic? We simply choose a subsystem $\Sigma^{\prime}$ of $\Sigma^{\infty}$ that is orthonomic and satisfies $\operatorname{dom} \Sigma^{\prime}=\operatorname{dom} \Sigma^{\infty}$; then reduction is $S=\left.\right|_{\Sigma^{\prime}}$.

There are usually plenty of ways to choose $\Sigma^{\prime}$. A purely theoretical construction is possible by transfinite induction in the well-ordered set dom $\Sigma^{\infty}$. It is also quite easy to write a reduction algorithm working on a compute-on-demand basis. There are essentially two rules to be followed when computing the reduction $S u_{\mu}^{k}$ of a principal derivative $u_{\mu}^{k}$ : (a) if the system contains an equation $u_{\mu}^{k}=\Phi_{\mu}^{k}$, then $S u_{\mu}^{k}:=\Phi_{\mu}^{k}$; (b) if we already know $S u_{\mu / x}^{k}$ for some independent variable $x$, then $S u_{\mu}^{k}:=S D_{x} S u_{\mu / x}^{k}$.
Henceforth we fix an orthonomic subsystem $\Sigma^{\prime}$ of $\Sigma^{\infty}$ such that dom $\Sigma^{\prime}=$ $\operatorname{dom} \Sigma^{\infty}$. Let $S$ denote the reduction $\left.\right|_{\Sigma_{\Sigma^{\prime}}}$. For every derivative $u_{\mu}^{k} \in \operatorname{dom} \Sigma^{\infty}$ we introduce the set of all independent variables $x$ such that $u_{\mu / x}^{k} \in \operatorname{dom} \Sigma^{\infty}$ and denote it by $X_{\mu}^{k}$. Elements of this set can be interpreted as "directions" leading to $u_{\mu}^{k}$ from another principal derivative.
If in $\Sigma$ there is an equation of the form $u_{\mu}^{k}=\Phi_{\mu}^{k}$ such that the set $X_{\mu}^{k}$ is nonempty and $x \in X_{\mu}^{k}$, then $\Phi_{\mu}^{k}=S D_{x} S u_{\mu / x}^{k}$ is an integrability condition of the first kind at the point $u_{\mu}^{k}$, meaning that prolongation by rule (a) and rule (b) coincide. If $x, y \in \mathcal{X}_{\mu}^{k}$, then $S D_{x} S u_{\mu / x}^{k}=S D_{y} S u_{\mu / y}^{k}$ is an integrability condition of the second kind at the point $u_{\mu}^{k}$, meaning that prolongations by rule (b) coincide for any two directions.

Construction 1. (sufficient set of integrability conditions) For every principal derivative $u_{\mu}^{k}$, let $\sim$ denote the symmetric relation in the set $X_{\mu}^{k}$ given by

$$
x \sim y \Leftrightarrow u_{\mu / x y}^{k} \in \operatorname{dom} \Sigma^{\infty} .
$$

Let $\approx$ denote the equivalence relation obtained as the reflexive and transitive closure of the relation $\sim$.
For every $u_{\mu}^{k} \in \operatorname{dom} \Sigma$ with nonempty $X_{\mu}^{k}$, choose one integrability condition of the first kind $\Phi_{\mu}^{k}=S D_{x} S u_{\mu / x}^{k}$, where $x \in X_{\mu}^{k}$ is arbitrary.
For every $u_{\mu}^{k} \in \operatorname{dom} \Sigma^{\infty}$ such that the set $X_{\mu}^{k}$ contains $s$ equivalence classes $\left[x_{1}\right]_{\approx}, \ldots,\left[x_{s}\right]_{\approx}$ with $s>1$, choose arbitrary representatives $x_{1}, \ldots, x_{s}$ of these classes and consider integrability condition of the second kind in the form of a chain of equations

$$
S D_{x_{1}} S u_{\mu / x_{1}}^{k}=S D_{x_{2}} S u_{\mu / x_{2}}^{k}=\ldots=S D_{x_{s}} S u_{\mu / x_{s}}^{k}
$$

Theorem 2. Suppose that an orthonomic system $\Sigma$ satisfies some sufficient set of integrability conditions as above. Then the system $\Sigma^{\infty}$ is equivalent to the system $\Sigma^{\prime}$ and the manifolds $\mathcal{E}_{\Sigma^{\infty}}$ and $\mathcal{E}_{\Sigma^{\prime}}$ coincide.

An integrability condition of the second kind is said to be trivial whenever $x \approx y$. Trivial integrability condition is redundant and may be omitted. In particular, a nontrivial integrability condition of the second kind at a point $u_{\mu}^{k}$ exists iff there are at least two distinct equivalence classes in $X_{\mu}^{k} / \approx$. Any such point is the least common multiple $\operatorname{lcm}(\alpha, \beta)$ with $u_{\alpha}^{k}, u_{\beta}^{k} \in \operatorname{dom} \Sigma$ (cardinal point), but not the converse.
It is easy to write an algorithm to find all cardinal derivatives and compute the relation $\approx$ to select nontrivial among them. In the old and recent literature we were unable to find any example (unless very special ones, such as linear systems with constant coefficients) with a result better than that given by our algorithm. This leads us to the conjecture that the set of integrability conditions found by the algorithm is irredundant.
Given an orthonomic system $\Sigma$, let $P_{\Sigma}$ denote the poset of nontrivial cardinal derivatives under the ordering by divisibility. Minimal cardinal points belong to $P_{\Sigma}$ and harbour minimal integrability conditions in Reid's [5] sense. In generic case, $P_{\Sigma}$ is an antichain. For every number $n>2$ of independent variables, examples exist of $P_{\Sigma}$ being a chain of length $n-1$.

Proposition 3. The poset $P_{\Sigma}$ does not contain a chain of length $n$, where $n$ is the number of independent variables.

For every fixed $k$, derivatives $u_{\mu}^{k}$ can be visualized as points in the $n$ dimensional grid $\mathbb{N}^{n} \subset \mathbb{R}^{n}$. Integrability conditions of the second kind then have a rather transparent geometric interpretation, at least in low dimensions.

Example 4. Considering a system of equations $u_{x x y}=f, u_{y z}=g, u_{x z}=h$, nontrivial integrability conditions (of the second kind only) are visualized by bold dots on the following geometric scheme:


Of them, $u_{x y z}$ is minimal and $u_{x x y z}$ is supplementary in Reid's [5] sense.
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Given a dynamical system,

$$
\begin{equation*}
\dot{z}=X(z), \tag{1}
\end{equation*}
$$

and a particular integral curve of it, $z=z(t)$, at the end of the XIX century Poincaré proposed the variational equation along $z=z(t)$,

$$
\begin{equation*}
\dot{\xi}=\frac{\partial X}{\partial x}(z(t)) \xi, \tag{2}
\end{equation*}
$$

as the fundamental tool to study the behavior of $(1)$ in a neighborhood $z(t)$ [5]. The equation (2) gives the linear part of the flow of (1) along $z=z(t)$. So, we have the following General Principle:

[^18]If we assume that the dynamical system (1) is "integrable" in any reasonable sense, then it is natural to conjecture that the linearized differential equation (2) must be also "integrable".

It seems clear that in order to convert this principle in a true conjecture it is necessary to clarify what kind of "integrability" is considered for equations (1) and (2).

As (2) is a linear differential equation, it is natural to consider the integrability of this equation in the context of the Galois theory of linear differential equations [6]. In order to do that, for technical reasons it is convenient to move to the complex analytical category, i.e., all the equations are complex analytical and defined over complex analytical spaces, fiber bundles, etc. Then we can define the integrability of a linear differential equation: a linear differential equation is integrable if it can be solved by a combination of algebraic functions, quadratures, and exponential of quadratures (the classical terminology is that the general solution is obtained by Liouvillian extensions over the field of coefficients). Moreover, the equation (2) is integrable if and only if it has a Galois group with a solvable identity component.

For complex analytical hamiltonian systems the General Principle works very well and in a joint work with Ramis we obtained the following result [3] (see also [2]), that in some sense can be considered as a generalization of a result by Ziglin in 1982 [7].

Theorem 1 Assume that a complex analytical hamiltonian system is completely integrable by means of meromorphic first integrals in a neighborhood of the integral curve $z=z(t)$. Then the identity component of the Galois group of the (2) is a commutative group.

We remark that this theorem is a typical version of several possible theorems and it has been applied by several authors to the study of the non-integrability of a wide range of systems (see [4] for concrete references):
a) N-body problems, problems with homogeneous potentials and cosmological models.
b) Some physical problems .
c) Other mechanical problems (rigid body, spring-pendulum,...).
d) Systems with some chaotic behaviour (splitting of asymptotic surfaces).

One of the essential points in the proof of the above theorem is the following lemma (this lemma is called in the reference [1] the Key Lemma):
Key Lemma ([3], see also [2]) Let $f$ be a meromorphic first integral of the dynamical system (1). Then the Galois group of (2) has a non-trivial rational invariant .

Theorem 1 has been generalized recently to higher order variational equations (the solutions of these equations are the quadratic, cubic, etc. contributions to the flow of the Hamiltonian system along the particular solution $z=z(t))$ [4].

In this talk I will try to point out some recent works and works in progress about applications of Theorem 1 or some extensions based on the General Principle and the Key Lemma: applications to celestial mechanics and homogeneous potentials, non-holonomic dynamics, variational equations over invariant manifolds, newtonian homogeneous fields (see the work by Maciejewsky and Przybylska in this conference), connections with Lie symmetries, connection with the Malgrange Galois theory, etc.
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#### Abstract

We study the ordinary differential equation $y y^{(n+1)}+\alpha y^{\prime} y^{(n)}=0$ and show that this equation is always integrable for a certain value of $\alpha$. We also note that $\alpha=0$ is a special case for which this equation has a nonlocal symmetry which enables one to reduce it to an equation of maximal symmetry. Different features of the differential equation and its intrinsic connection to the $s l(2, R)$ subalgebra are illustrated including the connection to integrating factors. In this paper, we look at the reduction properties of these equations from an algebraic point of view.
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## 1 Introduction

Our original motivation comes from the Ermakov-Pinney equation $[1,2]$ which in its simplest form is

$$
\begin{equation*}
w^{\prime \prime}+\frac{K}{w^{3}}=0, \tag{1}
\end{equation*}
$$

where $K$ is a constant. In theoretical discussions the sign of the constant $K$ is immaterial and in fact it is often rescaled to unity. In practical applications it would be negative to avoid 'collapse into the origin' due to its interpretation as the square of angular momentum $[3,4]$.

The general form of (1), videlicet

$$
\begin{equation*}
\ddot{\rho}+\omega^{2}(t) \rho=\frac{1}{\rho^{3}} \tag{2}
\end{equation*}
$$

occurs in the study of the time-dependent linear oscillator, be it the classical or the quantal problem, as the differential equation which determines the time-dependent rescaling of the space variable and the definition of 'new time'. In this context we mention the references $[5,6,7,8,9,10,11]$.

The same form is one of the basic equations of Ermakov systems which, with their generalisations, have been the subject of an extensive literature over the last thirty years. Some references are $[12,13,14,15,16,17]$.

Another origin of (1) - of particular interest in this work - is as an integral of the third-order equation of maximal symmetry which in its elemental form is

$$
\begin{equation*}
y^{\prime \prime \prime}=0 . \tag{3}
\end{equation*}
$$

The integration of this equation, which is a feature of the calculation of the symmetries of all linear ordinary differential equations of maximal symmetry [18], by means of an integrating factor gives a variety of results depending upon the integrating factor used. Including the one relevant to (1) some obvious integrating factors give

$$
\begin{array}{rl}
1 \cdot y^{\prime \prime \prime}=0 \\
x \cdot y^{\prime \prime \prime}=0 & \longrightarrow \\
\frac{1}{2} x^{2} \cdot y^{\prime \prime \prime}=0 &  \tag{4}\\
y_{3}=y^{\prime \prime} \\
y_{2}^{\prime \prime} \cdot y^{\prime \prime \prime}=0 & I_{1}=\frac{1}{2} x^{\prime \prime}-y^{\prime \prime}-x y^{\prime}+y \\
y \cdot y^{\prime \prime \prime}=0 & J=\frac{1}{2} y^{\prime \prime 2} \text { ie } \frac{1}{2} I_{3}^{2} \\
& y^{\prime \prime} y^{3}+K=0
\end{array}
$$

and the last of these is to (1) when the integral is interpreted as an equation. (The numbering of the fundamental first integrals follows the convention given in Flessas et al [19, 20].)

To illustrate the point on integrating factors we consider the equation of maximal symmetry (3) which has seven Lie point symmetries. These are

$$
\begin{aligned}
G_{1} & =\partial_{y} \\
G_{2} & =x \partial_{y} \\
G_{3} & =x^{2} \partial_{y}+2 x \partial_{y^{\prime}} \\
G_{4} & =y \partial_{y}+y^{\prime} \partial_{y^{\prime}} \\
G_{5} & =\partial_{x} \\
G_{6} & =x \partial_{x}+y \partial_{y} \\
G_{7} & =x^{2} \partial_{x}+2 x y \partial_{y} .
\end{aligned}
$$

The algebra is $3 A_{1},\left\{s l(2, R) \oplus_{s} A_{1}\right\}$ and $3 A_{1}$. The autonomous integrating factors for (3) are $y^{\prime \prime}$ and $y$ as mentioned above. We list the symmetries and algebra when each of the integrating factors is treated as an equation and as a function.

When we multiply $y^{\prime \prime \prime}=0$ by the integrating factor $y^{\prime \prime}$ we obtain $y^{\prime \prime} y^{\prime \prime \prime}=$ 0 . Integrating this expression gives $\frac{1}{2} y^{\prime \prime 2}=k$, where $k$ is a constant of integration. This may be rewritten as $y^{\prime \prime}=k$ without loss of generality. This may be treated as the function $y^{\prime \prime}$ or as an equation $y^{\prime \prime}-k=0$ in which $k$ is a parameter. We then have three cases for which we list the symmetries as follows:

$$
\begin{array}{lll}
y^{\prime \prime}=0 & y^{\prime \prime}=k & y^{\prime \prime} \\
G_{1}=\partial_{y} & G_{1}=\partial_{y} & G_{1}=\partial_{y} \\
G_{2}=x \partial_{y} & G_{2}=x \partial_{y} & G_{2}=x \partial_{y} \\
G_{3}=y \partial_{y} & G_{3}=\left(\frac{1}{2} x^{2} k-y\right) \partial_{y} & G_{3}=\partial_{x} \\
G_{4}=\partial_{x} & G_{4}=\partial_{x}+2 x k \partial_{y} & G_{4}=x \partial_{x}+2 y \partial_{y} \\
G_{5}=x \partial_{x} & G_{5}=x \partial_{x}+x^{2} k \partial_{y} & \\
G_{6}=x^{2} \partial_{x}+x y \partial_{y} & G_{6}=x^{2} \partial_{x}+\left(x y+\frac{1}{2} x^{3} k\right) \partial_{y} & \\
G_{7}=y \partial_{x} & G_{7}=\left(y-\frac{3}{2} x^{2} k\right) \partial_{x}-x^{3} k^{2} \partial_{y} & \\
G_{8}=x y \partial_{x}+y^{2} \partial_{y} & G_{8}=\left(x y-\frac{1}{2} x^{3} k\right) \partial_{x}+\left(y^{2}-\frac{1}{4} x^{4} k^{2}\right) \partial_{y} .
\end{array}
$$

## Remark

- The algebra of the symmetries listed in columns one and two is $s l(3, R): 2 A_{1} \oplus_{s}\left\{s l(2, R) \oplus A_{1}\right\} \oplus 2 A_{1}$ whereas that for the third column is $A_{4,9}^{1}: A_{2} \oplus_{s} 2 A_{1}$.
- This is a clear indication of the distinction of the algebraic properties between first integrals, that is the function of column three, and configurational invariants, that the equations of columns one and two.

If $y$ is used an the integrating factor we obtain $y y^{\prime \prime \prime}=0$. Integrating this equation gives

$$
\begin{equation*}
y y^{\prime \prime}-\frac{1}{2} y^{\prime 2}=k \tag{6}
\end{equation*}
$$

which can be written as

$$
\begin{equation*}
\left(y^{1 / 2}\right)^{\prime \prime}=\frac{k}{\left(y^{1 / 2}\right)^{3}} \tag{7}
\end{equation*}
$$

and is the simplest form of the Ermakov-Pinney equation [1, 2]. As before we write down the point symmetries corresponding to the three cases of the differential equation $u^{\prime \prime}=k / u^{3}$ where $u=y^{1 / 2}$. We have the following:

$$
\begin{array}{lll}
u^{\prime \prime}=0 & u^{\prime \prime}=k / u^{3} & u^{\prime \prime} u^{3} \\
G_{1}=\partial_{u} & G_{1}=\partial_{u} & G_{1}=\partial_{u} \\
G_{2}=x \partial_{u} & G_{2}=2 x \partial_{x}+u \partial_{u} & G_{2}=2 x \partial_{x}+u \partial_{u} \\
G_{3}=u \partial_{u} & G_{3}=x^{2} \partial_{x}+x u \partial_{u} & G_{3}=x^{2} \partial_{x}+x u \partial_{u} . \\
G_{4}=\partial_{x} & & \\
G_{5}=x \partial_{x} & & \\
G_{6}=x^{2} \partial_{x}+x u \partial_{u} & & \\
G_{7}=u \partial_{x} & & \\
G_{8}=x u \partial_{x}+u^{2} \partial_{u} & &
\end{array}
$$

The transformation of $y y^{\prime \prime}-\frac{1}{2} y^{\prime 2}=k$ to $u^{\prime \prime}=k / u^{3}$ does not make a difference in terms of the symmetries as we just have a point transformation in this case.

The characteristic feature of the Ermakov-Pinney equation, (1), is that it possesses the three-element algebra of Lie point symmetries $s l(2, R)$ which in itself is characteristic of all scalar ordinary differential equations of maximal symmetry. One of the purposes of this paper is to investigate higherorder analogues of the Ermakov-Pinney equation. The basic criterion is algebraic.

In investigations of the Emden-Fowler equation [21, 22, 23, 24] the existence of a Lie point symmetry for certain indices ${ }^{1}$ is intimately connected [ $25,26,27]$ with the solution of the fourth-order equation

$$
\begin{equation*}
2 y y^{\prime \prime \prime \prime}+5 y^{\prime} y^{\prime \prime \prime}+\alpha y^{\prime \prime \prime}=0, \tag{9}
\end{equation*}
$$

where $\alpha$ is a parameter which occurs in both the Emden-Fowler equation and in the symmetry $[26,27,28,29,30,31]$. The determination of the first integral associated with the symmetry is not possible in closed-form for nonzero $\alpha$. When $\alpha=0$, the Lie symmetry becomes a Noether symmetry and the associated integral follows directly from an application of Noether's theorem [32]. Equation (9) possesses just two Lie point symmetries. However, in the case that $\alpha=0$, $i e$, when the equation has the form

$$
\begin{equation*}
2 y y^{\prime \prime \prime \prime}+5 y^{\prime} y^{\prime \prime \prime}=0, \tag{10}
\end{equation*}
$$

there are the three Lie point symmetries

$$
\begin{equation*}
\Gamma_{1}=\partial_{x}, \quad \Gamma_{2}=x \partial_{x} \quad \text { and } \quad \Gamma_{3}=y \partial_{y} . \tag{11}
\end{equation*}
$$

Reduction by $\Gamma_{1}$ leads to a third-order equation which also has three Lie point symmetries. Two of these are the descendants of $\Gamma_{2}$ and $\Gamma_{3}$ as one would expect since $\Gamma_{1}$ is the normal subgroup in both cases. The third symmetry of the reduced equation,

$$
\begin{equation*}
\Lambda_{4}=2 u^{2} \partial_{u}+u v \partial_{v} \tag{12}
\end{equation*}
$$

[^19](the variables of the reduced equation are $u=y$ and $v=y^{\prime}$ ) is a hidden symmetry of Type II $[33,34,35]$ and has its origin in the nonlocal symmetry of the fourth-order equation,
\[

$$
\begin{equation*}
\Gamma_{4}=3\left(\int y \mathrm{~d} x\right) \partial_{x}+2 y^{2} \partial_{y} . \tag{13}
\end{equation*}
$$

\]

When the symmetry (12) is used to reduce the third-order equation to a second-order equation, the resulting equation is of maximal symmetry and so linear when expressed in the correct coordinates [25]. Without this hidden symmetry the reduction by the three symmetries given in (11) leads to an Abel's equation of the second kind of particularly daunting aspect.

Equation (10) was used by Euler et al [36] as an example in their study of the integrability properties of equations of the form

$$
\begin{equation*}
y^{(n+1)}=h\left(y, y^{(n)}\right) y^{\prime} \tag{14}
\end{equation*}
$$

and they showed that the equation could be reduced to $\mathrm{d}^{4} Y / \mathrm{d}^{4}=0$, that is the fourth-order equation of maximal symmetry, by means of a complex sequence of nonlocal transformations which by most curious happenstance included the very Emden-Fowler equation from which it arose.

In this paper we draw together various features to which we have alluded above to make a coherent study. We commence with first integrals which possess three Lie point symmetries with the algebra $s l(2, R)$ and have a structure resembling that of (1). The associated differential equation is of the form of (14) with an explicit form of the function $h$, that is the imposition of the algebraic constraint provides a precise definition of the associated differential equation. Equation (10) does not fit into this structure. Equation (10) is a particular case of the two-parameter family of differential equations,

$$
\begin{equation*}
y y^{(n+1)}+\alpha y^{\prime} y^{(n)}=0, \tag{15}
\end{equation*}
$$

and we make a study of the point symmetries for general values of the parameter $\alpha$ using the parameter-testing facility of Program LIE [37, 38]. We find that there is a value of the parameter, $\alpha$, for which (15) is always integrable. We see that (10) and its useful nonlocal symmetry is peculiar.

## 2 Higher-order analogues of the Ermakov-Pinney equation

As we indicated above, there are several approaches which may be taken. Here we assume that the integral has the same structure as (1) and possesses the Lie algebra $s l(2, R)$ of point symmetries.

Suppose that there exists an integral of the form

$$
\begin{equation*}
I=y^{(n)} y^{\alpha}, \tag{16}
\end{equation*}
$$

when $\alpha$ is a parameter to be determined, with the associated $(n+1)$ th-order equation

$$
\begin{equation*}
y y^{(n+1)}+\alpha y^{\prime} y^{(n)}=0 \tag{17}
\end{equation*}
$$

such that the integral, $I$, has the $s l(2, R)$ symmetries appropriate [18] to the $n$ th-order equation of maximal symmetry, $y^{(n)}=0$, ie

$$
\begin{align*}
& \Gamma_{1}=\partial_{x} \\
& \Gamma_{2}=x \partial_{x}+\frac{1}{2}(n-1) y \partial_{y}  \tag{18}\\
& \Gamma_{3}=x^{2} \partial_{x}+(n-1) x y \partial_{y} .
\end{align*}
$$

The first symmetry, $\Gamma_{1}$, is implied by the autonomy of (16). Since the Lie Bracket, $\left[\Gamma_{1}, \Gamma_{3}\right]_{L B}=2 \Gamma_{1}$, we need use only $\Gamma_{1}$ and $\Gamma_{3}$. The $(n+1)$ th extension of $\Gamma_{3}$ is

$$
\begin{align*}
\Gamma_{3}^{[n+1]}= & x^{2} \partial_{x}+(n-1) x y \partial_{y}+\left[(n-1) y+(n-3) x y^{\prime}\right] \partial_{y^{\prime}}  \tag{19}\\
& \left.+\left[2(n-2) y^{\prime}+(n-5) x y^{\prime \prime}\right] \partial_{y^{\prime \prime}}+\left[3(n-3) y^{\prime \prime}+(n-7) x y^{\prime \prime \prime}\right] \partial_{y^{\prime \prime \prime}}\right) \\
& +\ldots+[n-(2 n+1)] x y^{(n)} \partial_{y^{(n)}}-\left[(n+1) y^{(n)}+(n+3) x y^{(n+1)}\right] \\
& . \partial_{y^{(n+1)}} .
\end{align*}
$$

Since both integral and equation are autonomous, (20) may be split into an $x$-free part and an $x$-dependent part. The former does not contain any operators of relevance to the integral and so gives zero automatically. In the case of the latter we obtain

$$
\begin{equation*}
-(n+1) x y^{(n)} y^{\alpha}+(n-1) \alpha x y y^{(n)} y^{\alpha-1} \tag{20}
\end{equation*}
$$

which is zero provided the parameter $\alpha$ takes the value $(n+1) /(n-1)$. Evidently $n \neq 1$, ie there does not exist a first-order Ermakov-Pinney equation.

We recall that the Ermakov-Pinney equation has the form

$$
\begin{equation*}
w^{\prime \prime}=\frac{K}{w^{3}} \tag{21}
\end{equation*}
$$

in the notation adopted above whereas its primitive form is

$$
\begin{equation*}
y y^{\prime \prime}-\frac{1}{2} y^{\prime 2}=\frac{1}{2} K \tag{22}
\end{equation*}
$$

as the direct integral of $y^{\prime \prime \prime}=0$ in association with the integrating factor $y$. The transformation is $y=\frac{1}{2} w^{2}$. Does a similar property persist at the higher order?

Consider the general equation (17) constrained to possess the representation of the $\operatorname{sl}(2, R)$ subalgebra given in $(18)^{2}$,

$$
\begin{equation*}
y y^{(n+1)}+\frac{n+1}{n-1} y^{\prime} y^{(n)}=0, \tag{23}
\end{equation*}
$$

which is the derivative of the Ermakov-Pinney equation

$$
\begin{equation*}
y^{(n)}+\frac{K}{y^{(n+1) /(n-1)}}=0 . \tag{24}
\end{equation*}
$$

For the purposes of this treatment equation (24) defines the general ErmakovPinney equation for $n>1$. The property holds for $n=2$. For $n=3$ the Ermakov-Pinney equation is

$$
\begin{equation*}
y^{\prime \prime \prime}+\frac{K}{y^{2}}=0 \tag{25}
\end{equation*}
$$

and the corresponding fourth-order equation is

$$
\begin{equation*}
y y^{\prime \prime \prime \prime}+2 y^{\prime} y^{\prime \prime \prime}=0 . \tag{26}
\end{equation*}
$$

[^20]To see if this equation has a simple form we set $y=w^{\alpha}$, where $\alpha$ is a parameter to be determined. The fourth-order equation becomes, after a modicum of simplification,

$$
\begin{align*}
& w^{3} w^{\prime \prime \prime \prime}+2(3 \alpha-1) w^{2} w^{\prime} w^{\prime \prime \prime}+3(\alpha-1) w^{2} w^{\prime \prime 2}  \tag{27}\\
& +12(\alpha-1)^{2} w w^{\prime 2} w^{\prime \prime}+3(\alpha-1)^{2}(\alpha-2) w^{\prime 4}=0 .
\end{align*}
$$

It is evident that the original form of the equation is the simplest available under this class of transformations. In the case of $n=2$ the ability to reduce the nonlinear equation obtained by differentiation of the secondorder Ermakov-Pinney equation to the third-order equation of maximal symmetry was accidental and not an intrinsic property of Ermakov-Pinney equations.

## 3 The structure of Euler et al

A second approach to the investigation of equations of the structure of the Ermakov-Pinney equation is to begin from the structure treated by Euler et al [36]. The model equation which they treated had the general form

$$
\begin{equation*}
y^{(n+1)}=h\left(y, y^{(n)}\right) y^{\prime} . \tag{28}
\end{equation*}
$$

We impose an $s l(2, R)$ algebraic structure on this equation. We take the structure to be

$$
\begin{align*}
\Gamma_{1} & =\partial_{x} \\
\Gamma_{2} & =x \partial_{x}+m y \partial_{y}  \tag{29}\\
\Gamma_{3} & =x^{2} \partial_{x}+2 m x y \partial_{y}
\end{align*}
$$

where the parameter $m$ is at our disposal.
The structure assumed for (28) makes the possession of $\Gamma_{1}$ automatic. The action of the $(n+1)$ th extension of $\Gamma_{2}$ leads to

$$
\begin{array}{r}
m y \frac{\partial h}{\partial y}+(m-n) y^{(n)} \frac{\partial h}{\partial y^{(n)}}=-n h \\
\frac{\mathrm{~d} y}{m y}=\frac{\mathrm{d} y^{(n)}}{(m-n) y^{(n)}}=\frac{\mathrm{d} h}{-n h} \tag{31}
\end{array}
$$

and from the associated Lagrange's system, (31), we find that the characteristics of the first-order linear partial differential equation, (30), are

$$
\begin{equation*}
u=h y^{n / m} \quad \text { and } \quad v=\frac{y^{(n)}}{y^{(m-n) / m}} \tag{32}
\end{equation*}
$$

so that the form of (28) invariant under the actions of $\Gamma_{1}$ and $\Gamma_{2}$ is

$$
\begin{equation*}
y^{n / m} y^{(n+1)}=g\left(\frac{y^{(n)}}{y^{(m-n) / m}}\right) y^{\prime} . \tag{33}
\end{equation*}
$$

We now turn to $\Gamma_{3}$. The $(n+1)$ th extension is

$$
\begin{aligned}
\Gamma_{3}^{[n+1]} & =x^{2} \partial_{x}+2 m x y \partial_{y}+2\left[m y+(m-1) x y^{\prime}\right) \partial_{y^{\prime}} \\
& +2\left[(2 m-1) y^{\prime}+(m-2) x y^{\prime \prime}\right] \partial_{y^{\prime \prime}}+\ldots \\
& +2\left\{\left[n m-\frac{1}{2} n(n-1)\right] y^{(n-1)}+(m-n) x y^{(n)}\right\} \partial_{y^{(n)}} \\
& +2\left\{\left[(n+1) m-\frac{1}{2} n(n+1)\right] y^{(n)}+(m-n-1) x y^{(n+1)}\right\} \\
& \cdot \partial_{y^{(n+1)} .}
\end{aligned}
$$

When this is applied to (33), there is no need to consider the part which has $x$ as coefficient since the actions of $\Gamma_{1}$ and $\Gamma_{2}$ have already done that. The effective part of the operator gives

$$
\begin{align*}
& y^{n / m}\left[(n+1) m-\frac{1}{2} n(n+1)\right] y^{(n)} \\
& =g m y+\frac{g^{\prime}}{y^{(m-n) / m}}\left[n m-\frac{1}{2} n(n-1)\right] y^{(n-1)} y^{\prime} . \tag{34}
\end{align*}
$$

However, $y^{(n-1)}$ is not permitted. The coefficient of $y^{(n-1)}$ must be zero, ie $m=\frac{1}{2}(n-1)$. With this restriction on the value of $m$ we find from (34) that

$$
g=-\frac{n+1}{n-1} y^{\frac{n+1}{n-1}} y^{(n)}
$$

and the equation is specifically (23). Thus the $s l(2, R)$ equation in combination with the constraint of Euler et al is unique at all orders.

## 4 Conclusion

We have studied the differential equation $y y^{(n+1)}+\alpha y^{\prime} y^{(n)}=0$ and shown that this equation is always integrable for a certain value of $\alpha$. The value of $\alpha=0$ is a special case for which this equation has a nonlocal symmetry which enables one to reduce it to an equation of maximal symmetry. Different features of the differential equation and its intrinsic connection to the $s l(2, R)$ subalgebra are illustrated including the connection to integrating factors. We have shown how the integrating factors, for example, of the third ordinary differential equation give different symmetry properties depending on which integrating factor is used. It is important to mention that if $y$ is an integrating factor of $y^{(n)}=0$, then the integral obtained by using this integrating factor always has the $s l(2, R)$ subalgebra.

In the case that $n=1$ in (20) the representation of $s l(2, R),(18)$, takes a form for which there is no second-order equation. There is an equation of the third order which has these symmetries. Indeed the third-order equation with a double set of these symmetries, one in $x$ and the other in $y$, is the Kummer-Schwarz equation which is a nonlinear representation of a third-order equation of maximal symmetry when one admits contact symmetries.

There are still some additional questions which still to be answered like why is there a difference in reduction properties in reduced equations when moving from 6 th, $5 t h, 4 t h, 3 r d$ and $2 n d$ order and a rigorous look into the reduction properties of these equations from an algebraic point of view.
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#### Abstract

We report our recent results concerning the integrability of two classes of equations: natural Hamiltonian systems with homogeneous potentials and Newton's equations with homogeneous right-hand sides. Our approach combines the methods of differential Galois theory and a certain kind of the global analysis of the investigated systems. We show that among the methods known till now, our approach gives the strongest necessary conditions for the integrability.


Keywords: integrability, non-integrability criteria, differential Galois group, hypergeometric equation, Hamiltonian equations, Newton equations

## 1 Introduction

During the last two decades analytical methods used to study differential equations have been considerably developed. In the integrability theory, after the epoch of the Painlevé analysis, rigorous methods of proving the non-integrability appeared. Now, it is commonly accepted (but in the

[^21]whole generality not proved) that a 'generic' system of differential equations is not integrable. Having this fact in mind, all efforts to find integrable systems or to prove the non-integrability of the given system, can be considered as an exotic curiosity. However, it is not like that. First of all, integrable systems are interesting as such, not only from the mathematical point of view. Furthermore, many physical systems depend on parameters. For such systems there is an interesting question how to find values of parameters for which the system is integrable. Obviously, numerical methods cannot answer this question. On the contrary, applying analytical methods we can distinguish a low dimensional set in the parameters' space such that for the parameters from this set all necessary conditions for the integrability are satisfied. If the distinguished set consists of a finite number of points, then we can apply a direct method for searching first integrals. It is also possible to apply numerical methods to check if for prescribed parameters' values the system behaves regularly. Moreover, even if we know that the considered system is not integrable, it is of great importance to gain information about the reason and mechanisms of the non-integrability.

The meaning of the integrability depends on the context, or, more precisely, on a class of the investigated systems. All accepted definitions of the integrability follow the same philosophy: a system is integrable iff it possesses such a number of first integrals (and/or other tensor invariants) that it is solvable by quadratures. For example, the integrability of a Hamiltonian system in the Liouville sense implies that solutions of Hamilton's equations can be expressed by quadratures.

Generally, only few methods for proving the non-integrability are known. Let us mention here three of them.
a) The Lagutynskii-Levelt method, see [1, 2] This is an algebraic version of the Kovalevskaya analysis. It can be used for proving the non-existence of one or more polynomial or rational first integrals of general homogeneous or qusi-homogeneous polynomial systems. In the cited references it was formulated in the form applicable for ho-
mogeneous systems. In [3] we generalised this simple but effective method for quasi-homogeneous systems.
b) The Ziglin method $[4,5]$ is applied to Hamiltonian systems. It can be used for proving the non-integrability in the Liouville sense. It is less known that it can also be applied for proving the non-existence of a certain number of additional meromorphic first integrals which do not necessarily commute.
c) The Morales-Ramis method is, in some sense, a purely algebraic version of the Ziglin method. It applies for proving the meromorphic non-integrability in the Liouville sense. In [6] we extended the application of the Morales-Ramis approach for proving the nonintegrability in the non-commutative sense.

All the above methods are based on a linearisation of the investigated system around a particular solution. Among them the most powerfull is the Morales-Ramis method.

The aim of this paper is to show the main results of the integrability studies of two classes of polynomial systems applying the Morales-Ramis theory. The first of them are natural Hamiltonian systems

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t} \boldsymbol{q}=\boldsymbol{p}, \quad \frac{\mathrm{d}}{\mathrm{~d} t} \boldsymbol{p}=-V^{\prime}(\boldsymbol{q}), \quad V^{\prime}(\boldsymbol{q})=\operatorname{grad} V(\boldsymbol{q}) \tag{1}
\end{equation*}
$$

with Hamilton function

$$
\begin{equation*}
H=\frac{1}{2} \sum_{i=1}^{n} p_{i}^{2}+V(\boldsymbol{q}) \tag{2}
\end{equation*}
$$

where $V=V(\boldsymbol{q}) \in \mathbb{C}[\boldsymbol{q}]$ is a homogeneous polynomial of degree $k>2$. The second class is a direct generalisation of (1), namely, the class of autonomous Newton equations

$$
\begin{equation*}
\ddot{\boldsymbol{q}}=-\boldsymbol{F}(\boldsymbol{q}), \quad \boldsymbol{q}=\left(q_{1}, \ldots, q_{n}\right)^{T} \in \mathbb{C}^{n} \tag{3}
\end{equation*}
$$

with homogeneous polynomials $F_{i}=F_{i}\left(q_{1}, \ldots, q_{n}\right)$ of degree $k-1>1$. Obviously, the Hamilton equations (1) are a special case of the Newton equations with $\boldsymbol{F}=V^{\prime}$.

For Hamiltonian systems of the form (1) the Morales-Ramis theory is directly applicable. As a matter of fact, J.J. Morales-Ruiz and J.-P. Ramis formulated a theorem, see $[7,8]$, which gives the necessary conditions for the integrability of such systems. Thus, our aim was to improve this result. We observed that it is important to take into account globally all the implications of the Morales-Ramis theorem applied for all accessible particular solutions. As an outcome, we obtain a 'finiteness' theorem. Roughly speaking: for a fixed $k$ among Hamiltonian systems (1) there is at most a finite number of the ones satisfying the necessary conditions for the integrability.

For the Newton equations, the Morales-Ramis theory is not applicable directly, as such systems are not Hamiltonian. Nevertheless, we show that it is possible to use the differential Galois theory for the integrability study of such systems. Then we follow the ideas which appeared to be so fruitfull in our investigations of Hamiltonian systems.

The idea of this paper is to give a guide-book presenting main ideas, results and open problems. An interested reader can find all the details in cited publications. We present also completely new results contained in papers which are under preparations.

## 2 Sketch of the applied theory

All the methods mentioned in the introduction arose as developments of an idea due to Weierstrass and Kovalevskaya that solutions of an integrable system considered as functions of the complex time should be single valued. Of course, in applications, the independent variable, or the time is real, so the solutions are functions of a real variable. Nevertheless, to understand all properties of functions of a real variable it is fruitfull to investigate them in a complex domain.

Thus let us consider a complex analytic manifold $M^{n}$, a holomorphic vector field $\boldsymbol{v}$ on $M^{n}$ and the following dynamical system generated by this field

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t} \boldsymbol{x}=\boldsymbol{v}(\boldsymbol{x}), \quad \boldsymbol{x} \in M^{n}, \quad t \in \mathbb{C} . \tag{4}
\end{equation*}
$$

All the mentioned methods are based on the linearisation of the original system around a particular non-equilibrium solution $\boldsymbol{\varphi}(t)$ of (4), thus we introduce variational variables $\boldsymbol{\xi}$ as

$$
\begin{equation*}
\boldsymbol{x}(t)=\boldsymbol{\varphi}(t)+\boldsymbol{\xi}(t) . \tag{5}
\end{equation*}
$$

The linearisation of equation (4) along $\varphi(t)$ has the form

$$
\begin{equation*}
\dot{\boldsymbol{\xi}}=A(t) \boldsymbol{\xi}, \quad A(t)=\frac{\partial \boldsymbol{v}}{\partial \boldsymbol{x}}(\boldsymbol{\varphi}(t)), \quad \boldsymbol{\xi} \in T_{\Gamma} M^{n} \tag{6}
\end{equation*}
$$

The particular solution $\varphi(t)$ defines a Riemann surface $\Gamma$ with $t$ as a local coordinate. We can consider the entries of matrix $A$ as elements of field $\mathcal{K}:=\mathcal{M}(\Gamma)$ of meromorphic functions on $\Gamma$. This field with differentiation with respect to $t$ as a derivation is a differential field. Only constant functions from $\mathcal{K}$ have a vanishing derivative, so the subfield of constants of $\mathcal{K}$ is $\mathbb{C}$.

It is obvious that solutions of (6) are not necessarily elements of $\mathcal{K}^{n}$. The fundamental theorem of the differential Galois theory guarantees that there exists a differential field $\mathcal{F} \supset \mathcal{K}$ such that it contains $n$ linearly independent (over $\mathbb{C}$ ) solutions of (6). The smallest differential extension $\mathcal{F} \supset \mathcal{K}$ with this property is called the Picard-Vessiot extension. A group $\mathcal{G}$ of differential automorphisms of $\mathcal{F}$ which does not change $\mathcal{K}$ is called the differential Galois group of equation (6). It can be shown that $\mathcal{G}$ is a linear algebraic group. Thus, it is a union of disjoint connected components. One of them containing the identity is called the identity component $\mathcal{G}^{\circ}$.
But for us more important is the fact that the differential Galois group of variational equations has a close connection with the integrability of variational equations (6) as well as (4).

Now we explain why the differential Galois group of variational equations is important in a study of the integrability. At first, we introduce a few definitions. Let us consider a holomorphic function $F$ defined in a certain connected neighbourhood of solution $\varphi(t)$. In this neighbourhood we have the expansion

$$
\begin{equation*}
F(\boldsymbol{\varphi}(t)+\boldsymbol{\xi})=F_{m}(\boldsymbol{\xi})+O\left(\|\boldsymbol{\xi}\|^{m+1}\right), \quad F_{m} \neq 0 . \tag{7}
\end{equation*}
$$

Then the leading term $f$ of $F$ is the lowest order term of the above expansion i.e., $f(\boldsymbol{\xi}):=F_{m}(\boldsymbol{\xi})$. Note that $f(\boldsymbol{\xi})$ is a homogeneous polynomial of variables $\boldsymbol{\xi}=\left(\xi_{1}, \ldots, \xi_{n}\right)$ of degree $m$; its coefficients are polynomials in $\varphi(t)$. If $F$ is a meromorphic function, then it can be written as $F=P / Q$ for certain holomorphic functions $P$ and $Q$. Then the leading term $f$ of $F$ is defined as $f=p / q$, where $p$ and $q$ are leading terms of $P$ and $Q$, respectively. In this case $f(\boldsymbol{\xi})$ is a homogeneous rational function of $\boldsymbol{\xi}$.

One can prove that if $F$ is a meromorphic (holomorphic) first integral of equation (4), then its leading term $f$ is a rational (polynomial) first integral of variational equations (6). Moreover, if system (4) has $k \geq 2$ functionally independent meromorphic first integrals $F_{1}, \ldots, F_{k}$, then by the Ziglin Lemma [4, 9, 10] one can assume that the leading terms of $F_{1}, \ldots, F_{k}$, are functionally independent rational first integrals of (6).

Additionally, if $\mathcal{G} \subset \operatorname{GL}(n, \mathbb{C})$ is the differential Galois group of (6), and $f$ is its rational first integral, then $f(g(\boldsymbol{\xi}))=f(\boldsymbol{\xi})$ for every $g \in \mathcal{G}[11,7]$ (see also [9]). This means that $f$ is a rational invariant of group $\mathcal{G}$. Thus we have a correspondence between the first integrals of the system (4) and invariants of $\mathcal{G}$.

Lemma 1. If equation (4) has $k$ functionally independent first integrals which are meromorphic in a connected neighbourhood of a non-equilibrium solution $\varphi(t)$, then the differential Galois group $\mathcal{G}$ of the variational equations along $\varphi(t)$ has $k$ functionally independent rational invariants.

As mentioned, a differential Galois group is an algebraic group, thus in particular it is a Lie group, and one can consider its Lie algebra.

This Lie algebra reflects only the properties of the identity component of the group. It is easy to show that if a Lie group has an invariant, then also its Lie algebra has an integral. Let us explain what the last expression means. Let $\mathfrak{g} \subset \operatorname{GL}(n, \mathbb{C})$ denotes the Lie algebra of $\mathcal{G}$. Then an element $Y \in \mathfrak{g}$ can be considered as a linear vector field: $\boldsymbol{x} \mapsto Y(\boldsymbol{x}):=Y \boldsymbol{x}$, for $\boldsymbol{x} \in \mathbb{C}^{n}$. We say that $f \in \mathbb{C}(\boldsymbol{x})$ is an integral of $\mathfrak{g}$, iff $Y(f)(\boldsymbol{x})=$ $\mathrm{d} f(\boldsymbol{x}) \cdot Y(\boldsymbol{x})=0$, for all $Y \in \mathfrak{g}$.

Proposition 1. If $f_{1}, \ldots, f_{k} \in \mathbb{C}(\boldsymbol{x})$ are algebraically independent invariants of an algebraic group $\mathcal{G} \subset \mathrm{GL}(n, \mathbb{C})$, then they are algebraically independent first integrals of the Lie algebra $\mathfrak{g}$ of $\mathcal{G}$.

The above facts are the starting points for applications of differential Galois methods to integrability studies. If the considered system is Hamiltonian, then we have additional constrains. First of all, the differential Galois group of variational equations is a subgroup of the symplectic group. Secondly, commutation of first integrals imposed by the Liouville integrability implies commutation of variational first integrals. Using all these facts Morales and Ramis proved the following theorem [7, 11].

Theorem 1. Assume that a Hamiltonian system is meromorphically integrable in the Liouville sense in a neighbourhood of a phase curve $\Gamma$, and that variational equations along $\Gamma$ are Fuchsian. Then the identity component of the differential Galois group of the variational equations is Abelian.

It can happen that a considered system satisfies all conditions of the above theorem, but nevertheless it is not integrable. It is nothing strange as this theorem gives only necessary conditions for the integrability, for examples of such systems see e.g [7, 12, 13]. Such examples show a need of stronger necessary conditions for the integrability. As far as we know, there is only one method which gives effectively such conditions. It was developed by C. Simo, J.J Morales and J.-P. Ramis [7, 14] and is based on higher order variational equations. The simplest way to derive the higher order variational equations is following. Instead of (5) we introduce a
formal series

$$
\begin{equation*}
\boldsymbol{x}=\varphi(t)+\sum_{i=1}^{\infty} \varepsilon^{i} \boldsymbol{\xi}_{i}, \tag{8}
\end{equation*}
$$

where $\varepsilon$ is a formal parameter. Inserting the above series into both sides of (4) and comparing terms of the same order with respect to $\varepsilon$ we obtain an infinite chain of linear non-homogeneous equations of the form

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t} \boldsymbol{\xi}_{k}=A(t) \boldsymbol{\xi}_{k}+\boldsymbol{X}_{k}\left(\boldsymbol{\xi}_{1}, \ldots, \boldsymbol{\xi}_{k-1}\right), \quad \boldsymbol{X}_{1} \equiv 0, \quad k=1,2, \ldots \tag{9}
\end{equation*}
$$

The first of the above equations coincides with (6). Although for $k>1$ equations (9) are non-homogeneous, there exists an appropriate framework allowing to define the differential Galois group for such equations, for details see [7, 14]. The following theorem was announced in [7], and in [14] the reader can find its proof with the detailed theoretical exposition.

Theorem 2. Assume that a Hamiltonian system is meromorphically integrable in the Liouville sense in a neighbourhood of the analytic phase curve $\Gamma$, and variational equations along $\Gamma$ are Fuchsian. Then the identity component of the differential Galois group of $k$-th variational equations along $\Gamma$ is Abelian for all $k \geq 1$.

For applications of the above theorem see $[7,14,12,15,13]$.

## 3 Particular solutions and variational equations

Let $\boldsymbol{F}=\left(F_{1}, \ldots, F_{n}\right) \in \mathbb{C}[\boldsymbol{q}]^{n}$, and all $F_{i}$ be homogeneous polynomials of the same degree. Assume that for a non-zero $\boldsymbol{d} \in \mathbb{C}^{n}, \boldsymbol{F}(\boldsymbol{d})$ is parallel to $\boldsymbol{d}$. Then the same property has $\tilde{\boldsymbol{d}}=\gamma \boldsymbol{d}$ for an arbitrary $\gamma \in \mathbb{C}^{\star}$. Thus such vectors lie on a line. This line is called a Darboux point (or a radial direction) of the force $F$ provided that $\boldsymbol{F}$ does not vanish on it. If $\boldsymbol{F}=V^{\prime}$ for a homogeneous potential $V \in \mathbb{C}[\boldsymbol{q}]$ we talk about a Darboux point of the potential. In other words, a Darboux point is a point $\left[d_{1}: \cdots: d_{n}\right]$ in projective space $\mathbb{C P}^{n-1}$ such that $\boldsymbol{F}(\boldsymbol{d})=\gamma \boldsymbol{d}$ for a certain $\gamma \in \mathbb{C}^{\star}$. In
practice Darboux points of a force are given by solutions of the non-linear equation

$$
\begin{equation*}
\boldsymbol{F}(\boldsymbol{d})=\boldsymbol{d} \tag{10}
\end{equation*}
$$

however, we must remember that different solutions of the above equation can give the same Darboux point.

Darboux points are important because they give particular solutions of Newton's equations (3) (and also for Hamilton's equations (1) when $\left.\boldsymbol{F}=V^{\prime}\right)$. In fact, if $\boldsymbol{d}$ is a Darboux point satisfying (10), then

$$
\begin{equation*}
\boldsymbol{q}(t)=\varphi(t) \boldsymbol{d}, \quad \boldsymbol{p}(t):=\dot{\boldsymbol{q}}(t)=\dot{\varphi}(t) \boldsymbol{d}, \tag{11}
\end{equation*}
$$

is a solution of (3) provided $\varphi(t)$ satisfies the equation

$$
\begin{equation*}
\ddot{\varphi}=-\varphi^{k-1} . \tag{12}
\end{equation*}
$$

This equation determines a family of elliptic (for $k=3$ ) or hyperelliptic curves (for $k>3$ )

$$
\begin{equation*}
\dot{\varphi}^{2}=\frac{2}{k}\left(\varepsilon-\varphi^{k}\right), \tag{13}
\end{equation*}
$$

depending on a parameter $\varepsilon$.
The variational equations along solution (11) have the form

$$
\begin{equation*}
\ddot{\boldsymbol{x}}=-\varphi(t)^{k-2} \boldsymbol{F}^{\prime}(\boldsymbol{d}) \boldsymbol{x} \tag{14}
\end{equation*}
$$

where $\boldsymbol{F}^{\prime}(\boldsymbol{d})$ is the Jacobi matrix calculated at the Darboux point $\boldsymbol{d}$. In the case of Hamiltonian systems the Jacobi matrix of $\boldsymbol{F}$ is the Hessian $V^{\prime \prime}$ of the potential $V$.

Let us assume that the Jacobi matrix is diagonalizable, thus in a certain basis equations (14) take the simple form

$$
\begin{equation*}
\ddot{\eta}_{i}=-\lambda_{i} \varphi(t)^{k-2} \eta_{i}, \quad i=1, \ldots, n, \tag{15}
\end{equation*}
$$

where $\left(\lambda_{1}, \ldots, \lambda_{n}\right)$ are eigenvalues of $\boldsymbol{F}^{\prime}(\boldsymbol{d})$. By homogeneity of $\boldsymbol{F}$ one of eigenvalues, e.g. $\lambda_{n}$, is $\lambda_{n}=k-1$.

Since variational equations split into a system of independent second order variational equations, their differential Galois group is a direct product of differential Galois groups for these particular equations

$$
\begin{equation*}
\mathcal{G}=\mathcal{G}_{1} \times \cdots \times \mathcal{G}_{n} \tag{16}
\end{equation*}
$$

Let us note that by the absence in (15) terms proportional to the first order derivative $\dot{\eta}_{i}$ every $\mathcal{G}_{i}$ is an algebraic subgroup of $\operatorname{Sp}(2, \mathbb{C})$ for $i=1, \ldots, n$ and $\mathcal{G} \subset \operatorname{Sp}(2 n, \mathbb{C})$. Here we underline that this statement is valid for Hamilton's as well as for Newton's equations. Changing the independent variable $t \longrightarrow z:=\varphi(t)^{k} / \varepsilon$, as it was proposed by Yoshida [16], we transform every equation (15) into a very particular linear equation with rational coefficients

$$
\begin{equation*}
z(1-z) \eta_{i}^{\prime \prime}+\left(\frac{k-1}{k}-\frac{3 k-2}{2 k} z\right) \eta_{i}^{\prime}+\frac{\lambda_{i}}{2 k} \eta_{i}=0, \quad i=1, \ldots, n . \tag{17}
\end{equation*}
$$

One can recognise immediately that the above equation is the Gauss hypergeometric equation [17]

$$
\begin{equation*}
z(1-z) \eta_{i}^{\prime \prime}+[c-(a+b+1) z] \eta_{i}^{\prime}-a b \eta_{i}=0, \tag{18}
\end{equation*}
$$

with parameters

$$
\begin{equation*}
a+b=\frac{k-2}{2 k}, \quad a b=-\frac{\lambda_{i}}{2 k}, \quad c=1-\frac{1}{k} . \tag{19}
\end{equation*}
$$

Properties of this equation are characterised by the differences of exponents at singularities $z=0,1, \infty$, that are

$$
\begin{equation*}
\lambda=1-c=\frac{1}{k}, \quad \mu=c-a-b=\frac{1}{2}, \quad \nu=a-b=\frac{1}{2 k} \sqrt{(k-2)^{2}-8 k \lambda_{i}}, \tag{20}
\end{equation*}
$$

respectively. Transformation to the hypergeometric equation is crucial for further considerations, because for this equation its differential Galois group was analysed in detail by Kimura [18]. However, to make this fact useful, we should know a relation between differential Galois groups of
equations (15) and (18). It can be shown, see e.g. [7, 10], that the identity components of these groups are isomorphic.

The well known Kimura theorem [18] specifies all cases when all solutions of the hypergeometric equation (18) are Liouvillian. In these cases, by the Lie-Kolchin theorem the identity component of the differential Galois group is solvable. Kimura gave the complete list of hypergeometric equations with Liouvillian solutions in the form of a table with admissible differences of exponents. Application of this result to our hypergeometric equation with differences of exponents given by (20) yields the following result.

Lemma 2. The identity component $\mathcal{G}(\lambda)^{\circ}$ of the differential Galois group of equation (18) with parameters $a, b$ and $c$ given by (19) is solvable if and only if ( $k, \lambda$ ) belong to the following list

1. $\left(k, p+\frac{k}{2} p(p-1)\right)$,
2. $\left(k, \frac{1}{2}\left[\frac{k-1}{k}+p(p+1) k\right]\right)$,
3. $\left(3,-\frac{1}{24}+\frac{1}{6}(1+3 p)^{2}\right)$,
4. $\left(3,-\frac{1}{24}+\frac{3}{32}(1+4 p)^{2}\right)$,
5. $\left(3,-\frac{1}{24}+\frac{3}{50}(1+5 p)^{2}\right)$,
6. $\left(3,-\frac{1}{24}+\frac{3}{50}(2+5 p)^{2}\right)$,
7. $\left(4,-\frac{1}{8}+\frac{2}{9}(1+3 p)^{2}\right)$,
8. $\left(5,-\frac{9}{40}+\frac{5}{18}(1+3 p)^{2}\right)$,
9. $\left(5,-\frac{9}{40}+\frac{1}{10}(2+5 p)^{2}\right)$.

Here $p$ is an integer.

## 4 Hamiltonian systems with homogeneous potentials. Results and open problems

For Hamiltonian systems we have a standard definition of the integrability in the Liouville sense and one can use directly the main theorem of the Morales-Ramis theory, namely Theorem 1. Considering systems with homogeneous potentials we divide all potentials of the same degree
into equivalence classes. Two potentials $V(\boldsymbol{q})$ and $V_{A}(\boldsymbol{q})$ are equivalent iff there exists a matrix $A \in \operatorname{PO}(n, \mathbb{C}) \subset \mathrm{GL}(n, \mathbb{C})$ such that $V_{A}(\boldsymbol{q}):=V(A \boldsymbol{q})$. Here by $\mathrm{PO}(n, \mathbb{C})$ we denote a group of $n \times n$ complex matrices $A$ such that $A A^{T}=\alpha E$ where $\alpha \in \mathbb{C}^{\star}$ and $E$ is the identity matrix.

For Hamiltonian systems with homogeneous potentials necessary integrability conditions obtained from the analysis of differential Galois group of the hypergeometric equation were formulated by Morales and Ramis in $[7,8]$. They are expressed by means of eigenvalues $\lambda_{1}, \ldots, \lambda_{n}$ of the Hessian $V^{\prime \prime}$ of potential $V$ calculated at a Darboux point.

Theorem 3. If Hamiltonian system (1) with a polynomial homogeneous potential $V(\boldsymbol{q})$ of degree $k>2$ is meromorphically integrable in the Liouville sense, then at a Darboux point values of $\left(k, \lambda_{i}\right)$ for $i=1, \ldots, n$ belong to the list given in Lemma 2.

One can observe that the last eigenvalue $\lambda_{n}=k-1$ does not give any restriction for the integrability. The remaining eigenvalues yield the strongest known necessary integrability conditions. But still, for potentials depending on some parameters, generally these conditions distinguish only infinite families of parameters for which the system can be integrable.

Theorem 3 was a starting point of our analysis. It is clear that the more Darboux points we have, the more constrains for the integrability follow from this theorem. Thus, it is reasonable to consider simultaneously all Darboux points for a given potential. With each Darboux point $\boldsymbol{d}$ we have associated $n-1$ non-trivial eigenvalues $\left\{\lambda_{1}, \ldots, \lambda_{n-1}\right\}$ of Hessian $V^{\prime \prime}(\boldsymbol{d})$. Our basic observation was that these eigenvalues taken at different Darboux points are not arbitrary.

We investigated in detail the case of two degrees of freedoms. In this case a homogeneous potential of degree $k$ has at most $k$ Darboux points (except the case of radial potential). For a Darboux point $\boldsymbol{d}_{i}$ there exists only one non-trivial eigenvalue of $V^{\prime}\left(\boldsymbol{d}_{i}\right)$ which we denoted by $\lambda_{i}$. In [13] we proved the following theorems.
Theorem 4. Assume that a homogeneous polynomial potential $V\left(q_{1}, q_{2}\right)$ of degree $k>2$

- has $0<l \leq k$ simple Darboux points with corresponding eigenvalues $\lambda_{i}$, and
- if $\left(q_{2} \pm \mathrm{i} q_{1}\right)$ is a linear factor of $V$, then it has multiplicity 1 .

Then the shifted eigenvalues $\Lambda_{i}=\lambda_{i}-1$ satisfy the following relation

$$
\begin{equation*}
\sum_{i=1}^{l} \frac{1}{\Lambda_{i}}=-1 \tag{21}
\end{equation*}
$$

Theorem 5. Let a homogeneous polynomial potential $V\left(q_{1}, q_{2}\right)$ of degree $k>2$

- have $0<l \leq k$ simple Darboux points, and
- if $\left(q_{2} \pm \mathrm{i} q_{1}\right)$ is a linear factor of $V$, then its multiplicity $r_{ \pm} \neq k / 2$.

Then

$$
\begin{equation*}
\sum_{i=1}^{l} \frac{1}{\Lambda_{i}}=-1-\theta_{r_{+}, 2} \frac{r_{+}}{k-2 r_{+}}-\theta_{r_{-}, 2} \frac{r_{-}}{k-2 r_{-}} \tag{22}
\end{equation*}
$$

In (22) we used the step function

$$
\theta_{x, y}:=\left\{\begin{array}{lll}
0 & \text { for } & x<y  \tag{23}\\
1 & \text { for } & x \geq y
\end{array}\right.
$$

These relations were obtained from the Global Residue Theorem [19] applied to an appropriate meromorphic one-form on $\mathbb{C P}^{1}$.

Let us explain why the above theorems are important. If the considered system is integrable, then all $\Lambda_{i}=\lambda_{i}-1$ belong to sets of rational numbers determined by Lemma 2. In [13] we proved that there is at most a finite number of such $\Lambda_{i}$ satisfying the conditions of Theorem 3 and relation (21) or (22) . As for a given set of $\lambda_{i}$ there is at most a finite number of nonequivalent potentials which take these eigenvalues at Darboux points, we have the following result.

Theorem 6. For a fixed $k>2$, among homogeneous potentials of degree $k$ satisfying the assumptions of Theorem 5, at most a finite number of non-equivalent potentials is integrable.

A weak point of the above theorem is that we have to assume a kind of genericity of the potential, i.e. that Darboux points are simple. But the integrability is not a generic property, so we cannot discard non-generic potentials. Another type of the degeneracy appears when the potential does not have the maximal number of Darboux points. The lowest degenerations of this type are however tractable. A given potential does not have the maximal number of Darboux points iff it has a factor $\left(\alpha q_{1}+\beta q_{2}\right)$, $\alpha^{2}+\beta^{2} \neq 0$ with multiplicity greater than one. When this multiplicity is two, we have the following.

Theorem 7. Assume that a homogeneous potential $V \in \mathbb{C}\left[q_{1}, q_{2}\right]$ of degree $k>2$ has a linear factor $\left(\alpha q_{1}+\beta q_{2}\right), \alpha^{2}+\beta^{2} \neq 0$ with the multiplicity 2. Then, Hamilton's equations (1) does not admit an additional rational first integral.

For details see [13].
There exist homogeneous potentials without Darboux points. For them Theorem 3 is not applicable. In spite of the fact that such potentials are very special, we cannot discard them from investigations. In fact, using the direct method we have found one new, according to our knowledge, integrable potential [20]

$$
\begin{equation*}
V=\left(q_{2}-\mathrm{i} q_{1}\right)^{2}\left(q_{2}+\mathrm{i} q_{1}\right)^{5}, \quad \mathrm{i}=\sqrt{-1}, \tag{24}
\end{equation*}
$$

with an additional first integral quartic in momenta

$$
\begin{align*}
F= & 4\left(p_{1}-\mathrm{i} p_{2}\right)^{4} z_{1}+4\left(p_{1}-\mathrm{i} p_{2}\right)^{3}\left(p_{1}+\mathrm{i} p_{2}\right) z_{2}-4\left(p_{1}-\mathrm{i} p_{2}\right)^{2} z_{1}^{2} z_{2}^{6} \\
& -8\left(p_{1}^{2}+p_{2}^{2}\right) z_{1} z_{2}^{7}-\left(p_{1}+\mathrm{i} p_{2}\right)^{2} z_{2}^{8}-4 z_{1}^{3} z_{2}^{12}, \quad z_{1}=q_{2}-\mathrm{i} q_{1},  \tag{25}\\
& z_{2}=q_{2}+\mathrm{i} q_{1} .
\end{align*}
$$

In the case of potentials possessing only one Darboux point when the only non-trivial $\Lambda=\lambda-1$ belongs to one of the appropriate sets from Lemma 2,
the additional integrability conditions can be only obtained from an analysis of higher order variational equations along the considered particular solution.

If a potential possesses a multiple Darboux point, then at this point always $\Lambda=0$ and there is no relation of the type (21). In such a case, we can apply the higher order variational equations corresponding to the particular solution generated by this multiple Darboux point. It is interesting that an application of the higher order variational equations in this case is quite easy - namely, in calculations only the first terms of solutions of variational equations play a role. The calculations up to order $k=11$ suggest the hypothesis that the only integrable potentials with multiple Darboux points exist for $k$ even and they are radial potentials $V=\left(q_{1}^{2}+q_{2}^{2}\right)^{k / 2}$.

The described procedure yields the opportunity to classify all integrable polynomial homogeneous potentials of a given degree $k$ possessing at least one Darboux point. In [15] it was shown that there is no another meromorphically integrable Hamiltonian systems with homogeneous potentials of degree 3 except these already known and collected in [21, 22]. For potentials with $k=4$ the integrability problem was definitively solved for all potentials except one one-parameter family

$$
\begin{equation*}
V_{2}=\frac{1-\alpha}{2} q_{1}^{2}\left(q_{1}+\mathrm{i} q_{2}\right)^{2}+\frac{1}{4}\left(q_{1}^{2}+q_{2}^{2}\right)^{2}, \quad \alpha \in \mathbb{C}^{\star} \tag{26}
\end{equation*}
$$

In this case, using the Morales-Ramis theory, one can only prove that the necessary condition of the integrability for $V_{2}$ is

$$
\begin{gathered}
\alpha \in\{p+2 p(p-1) \mid p \in \mathbb{Z}\} \cup\left\{\left.\frac{3}{8}+2 p(p+1) \right\rvert\, p \in \mathbb{Z}\right\} \\
\cup\left\{\left.-\frac{1}{8}+\frac{2}{9}(1+3 p)^{2} \right\rvert\, p \in \mathbb{Z}\right\}
\end{gathered}
$$

For all details see [13].
For $k=5$ the situation becomes more complicated. For the first time appear potentials with a non-maximal number Darboux points and these
factorisable by term $\left(q_{2} \pm \mathrm{i} q_{1}\right)$ with the multiplicity greater than one. Application of the higher order variational equations is more complicated because our particular solution becomes a hyperelliptic curve. Thus variational equations no more transform into the product of Lamé equations. The absence of logarithmic terms in solutions of higher order variational equations still yields very strong obstructions, but it is not clear if its presence implies that the identity component of a differential Galois group of higher order variational equations is not Abelian. Under the assumption that this hypothesis is valid, one can solve the integrability problem for all potentials possessing at least one Darboux point except

$$
\begin{equation*}
V_{14}=\frac{1}{15}\left(q_{2}-\mathrm{i} q_{1}\right)^{2}\left(3 q_{2}^{3}+6 \mathrm{i} q_{1} q_{2}^{2}-9 q_{1}^{2} q_{2}-2 \mathrm{i} q_{1}^{3}\right), \tag{27}
\end{equation*}
$$

corresponding to $\left(\Lambda_{1}, \Lambda_{2}, \Lambda_{3}\right)=(-1,-1,-1)$ [23].
Starting from $k=6$ at first sight the problem of seeking the sets of admissible $\Lambda_{i}$ seems to simplify. Indeed, now $\lambda_{i}=\Lambda_{i}+1$ can belong only to the first or the second family of rational numbers given in Lemma 2. One can observe that for any $k \geq 6$ there are two admissible families of $\Lambda_{i}$

$$
\begin{equation*}
\mathcal{I}_{k}^{(I)}=\{-1,-1, \underbrace{k-2, \ldots, k-2}_{k-2 \text { times }}\}, \quad \mathcal{I}_{k}^{(I I)}=\{-\frac{k+1}{2 k}, \underbrace{k+1, \ldots, k+1}_{k-1 \text { times }}\} . \tag{28}
\end{equation*}
$$

The reconstruction of the potential made for $\mathcal{I}_{k}^{(I I)}$ yields the known integrable potential with binomial coefficients introduced in paper [24]

$$
\begin{equation*}
V_{k}=\sum_{i=0}^{[k / 2]} 2^{-2 i}\binom{k-i}{i} q_{1}^{2 i} q_{2}^{k-2 i}=\frac{1}{r}\left[\left(\frac{r+q_{2}}{2}\right)^{k+1}+(-1)^{k}\left(\frac{r-q_{2}}{2}\right)^{k+1}\right] \tag{29}
\end{equation*}
$$

Here $[x]$ denotes the integer part of $x$ and $r=\sqrt{q_{1}^{2}+q_{2}^{2}}$.
Potentials corresponding to $\mathcal{I}_{k}^{(I)}$ are give by polynomial solutions of the second order differential equation

$$
\begin{equation*}
v^{\prime \prime}(z)+\frac{1-k}{z-\alpha} v^{\prime}(z)+k(k-1) \frac{\alpha}{(z-\alpha)\left(z^{2}+1\right)} v(z)=0 \tag{30}
\end{equation*}
$$

as $V\left(q_{1}, q_{2}\right)=q_{1}^{k} v\left(q_{2} / q_{1}\right)$. Here $\alpha \in \mathbb{C}$ is a free parameter. One can observe that the case $\alpha=0$ corresponds to the separable in the Cartesian coordinates potential $V\left(q_{1}, q_{2}\right)=q_{1}^{k}+a q_{2}^{k}$, where $a \in \mathbb{C}^{\star}$.

But, unfortunately, families $\mathcal{I}_{k}^{(I)}$ and $\mathcal{I}_{k}^{(I I)}$ are not the only ones satisfying relation (21). For $k \in\{14,17,19,26,32,34,37,71, \ldots\}$ other sets of $\left\{\Lambda_{i}\right\}$ satisfying (21) exist. The similar situation takes place for the generalised relation (22) for potentials factorisable by $\left(q_{2} \pm \mathrm{i} q_{1}\right)^{r_{ \pm}}$. Except for a family which exists for all $k$, we have found 'sporadic' sets of $\Lambda_{i}$ satisfying (22) which exist for a certain $k$ and $r_{ \pm}$.

Obviously, for a fixed $k$ one can try to repeat all calculations similar to those made for $k=3,4,5$, but it seems that there is no chance to obtain a general integrability result valid for any $k>5$ without other stronger necessary conditions for the integrability.

The natural question appears about the extension of this analysis for Hamiltonian systems with a greater number of degrees of freedom. Theorem 3 is formulated for any number of degrees of freedom, thus only the extensions of relations (21) and (22) are necessary. Such relations connecting $n-1$ non-trivial eigenvalues of the Hessian matrix calculated at all Darboux points really exist and are now under consideration.

## 5 Newton homogeneous equations. Results and open problems

We did not find in the literature works devoted to a systematic study of the integrability of Newton's equations. Thus, we start our investigation from finding a proper notion of the integrability of such systems. Since for the vector field

$$
\begin{equation*}
\boldsymbol{v}(\boldsymbol{q}, \boldsymbol{p}):=\sum_{i=1}^{n}\left(p_{i} \frac{\partial}{\partial q_{i}}-F_{i}(\boldsymbol{q}) \frac{\partial}{\partial p_{i}}\right), \quad \boldsymbol{p}:=\dot{\boldsymbol{q}}, \tag{31}
\end{equation*}
$$

defined by the right hand sides of Newton's equation (3) we have

$$
\begin{equation*}
\operatorname{div}(\boldsymbol{v}):=\sum_{i=1}^{n} \frac{\partial v_{i}}{\partial x_{i}}=0, \quad \boldsymbol{x}=(\boldsymbol{q}, \boldsymbol{p}) \tag{32}
\end{equation*}
$$

thus

$$
\begin{equation*}
\mu=\mathrm{d} q_{1} \wedge \cdots \wedge \mathrm{~d} q_{n} \wedge \mathrm{~d} p_{1} \wedge \cdots \wedge \mathrm{~d} p_{n} \tag{33}
\end{equation*}
$$

is an invariant $2 n$-form. According to the Jacobi theorem [25], if a system of $m$ first order autonomous differential equations has $m-2$ functionally independent first integrals and an invariant $m$-form (the Jacobi Last Multiplier), then it is integrable by quadratures. Thus, we adopt the following definition.

Definition 1. We say that a system of $n$ Newton's equations of the form (3) is integrable in the Jacobi sense iff it admits $2 n-2$ functionally independent first integrals.

It is convenient to divide the Newton equations into equivalence classes. We say that forces $\boldsymbol{F}$ and $\widetilde{\boldsymbol{F}}$ are equivalent if there exists a non-singular matrix $A \in \operatorname{GL}(n, \mathbb{C})$ such that $\widetilde{\boldsymbol{F}}(\boldsymbol{q})=A^{-1} \boldsymbol{F}(A \boldsymbol{q})$. Obviously, if Newton's equations with force $\boldsymbol{F}$ are integrable in the Jacobi sense, then Newton's equations with forces equivalent to $\boldsymbol{F}$ are also integrable in the Jacobi sense. It should be mentioned that the set of all Newton's systems with homogeneous forces of degree $k-1$ contains all Hamiltonian systems with homogeneous potentials of degree $k$. Hence analysing Newton's equations we have to distinguish clearly the non-Hamiltonian class of such equations.

Our main effort was to find the necessary conditions for the integrability in the Jacobi sense. More precisely, we wanted to find such conditions applying the main ideas of the Morales-Ramis theory.

As was shown in Section 3 for the Newton homogeneous equations particular solutions related to Darboux points also exist. If Jacobi matrix $\boldsymbol{F}^{\prime}(\boldsymbol{d})$ at a Darboux point $\boldsymbol{d}$ is diagonalisable, then variational equations have the form of a product of second order equations, and their differential Galois group is a direct product

$$
\begin{equation*}
\mathcal{G}=\mathcal{G}_{1} \times \cdots \times \mathcal{G}_{n} \subset \operatorname{Sp}(2 n, \mathbb{C}), \tag{34}
\end{equation*}
$$

with $\mathcal{G}_{i} \subset \operatorname{Sp}(2, \mathbb{C})$, for $i=1, \ldots, n$. It should be remarked here that, generally, a differential Galois group of variational equations along a particular
solution is a subgroup of $\operatorname{GL}(2 n, \mathbb{C})$. Only the specific form of particular solutions corresponding to Darboux points guarantees that it is a subgroup of $\operatorname{Sp}(2 n, \mathbb{C})$.

The starting point is Lemma 1 which applied to the considered system implies that if it is integrable in the Jacobi sense, then the differential Galois group of the variational equations possesses $2 n-2$ rational invariants. To find explicit obstructions for the integrability from this implication it is useful to consider the Lie algebra of the differential Galois group. Decomposition (34) implies that the Lie algebra $\mathfrak{g}$ of $\mathcal{G}$ is a direct sum

$$
\begin{equation*}
\mathfrak{g}=\mathfrak{g}_{1} \oplus \cdots \oplus \mathfrak{g}_{n}, \quad \mathfrak{g}_{i} \subset \operatorname{sp}(2, \mathbb{C}) \tag{35}
\end{equation*}
$$

Now, we can apply Proposition 1. Considering first integrals of a Lie subalgebra $\mathfrak{g}$ of $\operatorname{sp}(2, \mathbb{C})$ it is convenient to use the following facts. An element $Y$ of Lie algebra $\operatorname{sp}(2 n, \mathbb{C})$, considered as a linear vector field, is a global Hamiltonian vector field with a quadratic polynomials homogeneous Hamiltonian $H: \mathbb{C}^{2 n} \rightarrow \mathbb{C}$. In this way we can identify $\operatorname{sp}(2 n, \mathbb{C})$ with a $\mathbb{C}$-linear vector space of homogeneous polynomials of degree 2 with the canonical Poisson bracket as the Lie bracket. Thus for a Lie algebra $\mathfrak{g} \subset$ $\operatorname{sp}(2 n, \mathbb{C})$, a rational function is a first integral of $\mathfrak{g}$, iff $\{H, f\}=0$, for all $H \in \mathfrak{g}$. In the considered case Lie algebra $\mathfrak{g}$ is a direct sum and this allows us to show the following.

Theorem 8. Assume that the Newton system (3) with polynomial homogeneous right-hand sides of degree $l \geq 2$ is integrable in the Jacobi sense. Then if $\boldsymbol{d}$ is a Darboux point such that $\boldsymbol{F}^{\prime}(\boldsymbol{d})$ is semi-simple, then the identity component of the differential Galois group of variational equations along a particular solution defined by d is Abelian.

Using the above theorem and Lemma 2 we obtained a result similar to Theorem 3.

Theorem 9. Assume that the Newton system (3) with polynomial homogeneous right-hand sides of degree $k-1 \geq 2$ is integrable in the Jacobi sense. Then if $\boldsymbol{d}$ is a Darboux point such that $\boldsymbol{F}^{\prime}(\boldsymbol{d})$ is semi-simple and
$\lambda_{1}, \ldots, \lambda_{n}$ are the corresponding eigenvalues, then $\left(k, \lambda_{i}\right)$ for $i=1, \ldots, n$ belong to the list from Lemma 2.

It is remarkable that the necessary conditions for the Liouville integrability of Hamiltonian systems with a homogeneous potential and the integrability in the Jacobi sense are the same.

Then we focused our attention on the case $n=2$. Our aim was to perform a global analysis similar to that we did for Hamiltonian systems. The obtained result is the following.

Theorem 10. Let us assume that $\boldsymbol{F}=\left(F_{1}, F_{2}\right)$ is a homogeneous polynomial force of degree $k-1$, and moreover
a) $\boldsymbol{F}$ admits $0<l \leq k$ simple Darboux points $\boldsymbol{d}_{i}$ with non-trivial eigenvalues $\lambda_{i}$ of $\boldsymbol{F}^{\prime}\left(\boldsymbol{d}_{i}\right)$, for $i=1, \ldots, l$;
b) if polynomials $G\left(q_{1}, q_{2}\right):=F_{2}\left(q_{1}, q_{2}\right)-q_{2} F_{1}\left(q_{1}, q_{2}\right)$ and $F_{1}\left(q_{1}, q_{2}\right)$ have a common linear factor $\left(q_{2}-s_{i} q_{1}\right)$, then

$$
\operatorname{mult}\left(G, q_{2}-s_{i} q_{1}\right)=\operatorname{mult}\left(F_{1}, q_{2}-s_{i} q_{1}\right) .
$$

Under the above assumptions $\Lambda_{i}:=\lambda_{i}-1$ satisfy

$$
\begin{equation*}
\sum_{i=1}^{l} \frac{1}{\Lambda_{i}}=-1 \tag{36}
\end{equation*}
$$

We proved this theorem as in the Hamiltonian case, i.e. we applied the Global Residue Theorem to an appropriately defined differential one-form $\omega$ on $\mathbb{C P}^{1}$. A Darboux point $\boldsymbol{d}_{i}$ is a simple pole of this form with residue $1 / \Lambda_{i}$. In a case when $\operatorname{mult}\left(G, q_{2}-s_{i} q_{1}\right) \neq \operatorname{mult}\left(F_{1}, q_{2}-s_{i} q_{1}\right)$ relation among $\Lambda_{i}$ becomes more involved. The differential form $\omega$ has additional poles at $s_{i}$ with non-vanishing residues which depend on coefficients of $\left(F_{1}, F_{2}\right)$. For these residues we have no restrictions and this leads to considerable complications.

We performed a complete analysis for the non-factorisable Newton equations of homogeneity degree 2,3 and 4 , except for certain cases of forces
which do not admit Darboux points. Among this class we also found one superintegrable system with three first integrals

$$
\begin{align*}
& \ddot{q}_{1}=-q_{2}^{k-1}, \quad \ddot{q}_{2}=0 \\
& I_{1}=p_{2}, \quad I_{2}=\frac{1}{k+1} q_{2}^{k+1}+p_{2}\left(q_{2} p_{1}-q_{1} p_{2}\right), \quad I_{3}=p_{1} p_{2}+\frac{1}{k} q_{2}^{k} \tag{37}
\end{align*}
$$

Let us note that almost all obtained integrable systems are Hamiltonian. This is related to the fact that most of the integrable systems possess first integrals quadratic in velocities. If the quadratic form of velocities in this first integral is non-degenerated, then system is Hamiltonian and this first integral becomes the Hamilton function. All details of the integrability analysis of Newton's equations will be published in [26].
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#### Abstract

In this paper, a program computing spectral sequences is reported. The theoretical algorithm supporting this program is based on effective homology and homological perturbation techniques. We illustrate the fundamental ideas of this algorithm by means of an example related to the famous Serre spectral sequence.
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## 1 Introduction

Homological methods are important in the field of formal integrability of PDE systems. In particular, Spencer cohomology is a tool which can be used to determine the involutivity of a system (see [1] and [2]). Recently, Sergeraert has developed some programs computing the Koszul homology of polynomial ideals ${ }^{2}$, a notion closely connected to Spencer cohomology. This program is based on his theory of effective homology and, in particular, uses intensively homological perturbation techniques.

In parallel, the author of the present paper has obtained algorithms computing spectral sequences of filtered chain complexes, even when the

[^22]original chain complex is not of finite type, on condition that this chain complex is an object with effective homology. The aim of this paper is to illustrate, by means of a significant example, the corresponding computer program which has been written down to implement this algorithm, in order to facilitate its further application to reach more knowledge in the case of the Koszul homology and the Spencer cohomology.

The organization of the paper is the following. In Section 2 we introduce an example of application of the Serre spectral sequence, showing the nonconstructive nature of this spectral sequence and comparing this method with the effective homology one. Then, in the next section, some necessary definitions and results about spectral sequences and effective homology are explained. Sections 4 and 5 show two important examples of application of the effective homology technique, including as a particular case the example presented before. In Section 6 we explain how the effective homology method can also be used to compute spectral sequences, and we illustrate it again by means of our particular case study. Finally, the paper ends with a section of conclusions and further work.

## 2 An example of spectral sequence

A Spectral Sequence is a family of "pages" $\left\{E_{p, q}^{r}, d_{p, q}^{r}\right\}$ of differential bigraded modules, each page being made of the homology groups of the preceding one. If we know the stage $r$ in the spectral sequence ( $E^{r}, d^{r}$ ) we can build the bigraded module at the stage $r+1, E^{r+1}$, but this cannot define the next differential $d^{r+1}$ which therefore must be independently defined too.

One of the first examples of spectral sequence is due to Serre (using previous work of Leray), involving the fibrations $G \hookrightarrow E \rightarrow B$, where $G$ is the fiber space, $B$ the base space and $E$ the total space. The three spaces were initially topological spaces, but this notion of fibration can be generalized to many other situations, in particular the case where $B$ is a simplicial set and $F$ is a simplicial group. The total space $E$ can be considered as a twisted product of $B$ and $G$, and the underlying twisting
operator $\tau: B \rightarrow G$ explains how the twisted product $E=B \times_{\tau} G$ is different from the trivial product $B \times G$. The definition of the associated spectral sequence is given by the following theorem, and it can be found in [3].

Theorem. Let $G \hookrightarrow E \rightarrow B$ be a fibration with a base space $B$ simply connected. Then a first quadrant spectral sequence $\left\{E_{p, q}^{r}, d_{p, q}^{r}\right\}_{r \geq 2}$ is defined with $E_{p, q}^{2}=H_{p}\left(B, H_{q}(G)\right)$ and $E_{p, q}^{r} \Rightarrow H_{p+q}(E)$.
It is frequently thought this spectral sequence is a process allowing one to compute the groups $H_{*}(E)$ when the groups $H_{*}(B)$ and $H_{*}(G)$ are known. But in general this is false, because the differentials $d_{p, q}^{r}$ are unknown and in many cases we do not have the necessary information to compute them. And even if we know all the differentials $d_{p, q}^{r}$ and we can reach the limit groups $E_{p, q}^{\infty}$, we must deal with a (not always solvable) extension problem to determine the homology groups $H_{*}(E)$. This means that the Serre spectral sequence is not an algorithm that allows us to compute the homology groups of the total space of the fibration, but in fact it is a (rich and interesting) set of relations between the groups $H_{*}(G), H_{*}(E)$ and $H_{*}(B)$. Moreover, we must emphasize here that in many cases this spectral sequence can not be determined. To illustrate this non-constructive nature, we include here one of the initial examples of Serre, considering the beginning of his calculations.

The computation of sphere homotopy groups is known as a difficult problem in algebraic topology. It is not hard to prove that $\pi_{n}\left(S^{k}\right)=0$ for $n<k$ and $\pi_{k}\left(S^{k}\right)=\mathbb{Z}$. Furthermore, in 1937 Freudenthal proved that $\pi_{4}\left(S^{2}\right)=\mathbb{Z}_{2}$, and at the beginning of the fifties Serre computed many sphere homotopy groups, being his famous spectral sequence the main tool to obtain these calculations. In particular, Serre proved $\pi_{6}\left(S^{3}\right)$ has 12 elements, but he was unable to choose between the two possible options $\mathbb{Z}_{12}$ and $\mathbb{Z}_{2}+\mathbb{Z}_{6}$.

For instance, how can we use the Serre spectral sequence to determine the homotopy groups of $S^{3}$ ? It is well-known that $\pi_{n}\left(S^{3}\right)=0$ for $n<3$ and $\pi_{3}\left(S^{3}\right)=\mathbb{Z}$. To compute $\pi_{4}\left(S^{3}\right)$, we consider a fibration $F_{2} \hookrightarrow X_{4} \rightarrow S^{3}$,
where $F_{2}=K(\mathbb{Z}, 2)$ is an Eilenberg-MacLane space. The beginning of the spectral sequence (that is, the groups $E_{p, q}^{2}$ ) is determined by means of the well-known homology groups of $S^{3}$ and $F_{2}$; the result is shown in the next figure.


We observe that all the arrows $d_{p, q}^{2}: E_{p, q}^{2} \rightarrow E_{p-2, q+1}^{2}$ are necessarily null so that the groups $E_{p, q}^{3}$ are equal to the corresponding $E_{p, q}^{2}$. But problems arise when trying to determine the differential maps $d_{p, q}^{3}$. The arrow $d_{3,0}^{3}$ must be an isomorphism, but to know the arrows $d_{3,2 q}^{3}$ some other (extra) information than which is given by the spectral sequence itself is necessary. In this particular case, a specific tool (the multiplicative structure of the cohomology) gives the solution, the arrow $d_{3,2 q}^{3}: \mathbb{Z} \rightarrow \mathbb{Z}$ is the multiplication by $q+1$. This implies the $E_{3,2 q}^{3}$ die and $E_{0,2 q}^{r}=\mathbb{Z}_{q}$ for $4 \leq r \leq \infty$ and $q \geq 2$. In this way, the Serre spectral sequence entirely gives the homology groups $H_{0}\left(X_{4}\right)=\mathbb{Z}, H_{2 n}\left(X_{4}\right)=\mathbb{Z}_{n}$ for $n \geq 2$ and the other $H_{n}\left(X_{4}\right)$ are null. In particular, the Hurewicz theorem and the long exact sequence of homotopy imply that $\pi_{4}\left(S^{3}\right)=\pi_{4}\left(X_{4}\right)=H_{4}\left(X_{4}\right)=\mathbb{Z}_{2}$, a result known by Freudenthal.

Then, a new fibration $F_{3} \hookrightarrow X_{5} \rightarrow X_{4}$ is considered to determine $\pi_{5}\left(S^{3}\right)$, where $F_{3}=K\left(\mathbb{Z}_{2}, 3\right)$ is chosen because $\pi_{4}\left(X_{4}\right)=\mathbb{Z}_{2}$. In this case Serre was also able to obtain all the necessary ingredients to compute the maps $d_{p, q}^{r}$ which play an important role in the beginning of the associated spectral sequence. The main tool (extra information) are the multiplicative structure in cohomology and more generally the module structure with respect to the Steenrod algebra $\mathcal{A}_{2}$. The final groups $E_{p, q}^{\infty}$ (with $p+q \leq 8$ ) of this
spectral sequence are showed in the following figure.


Again the Hurewicz theorem and the long homotopy exact sequence imply $\pi_{5}\left(S^{3}\right)=\pi_{5}\left(X_{4}\right)=\pi_{5}\left(X_{5}\right)=H_{5}\left(X_{5}\right)=\mathbb{Z}_{2} ;$ it was the first important result obtained by Serre.

These two examples illustrate the fact that the computation of the Serre spectral sequence is not an easy task and in some situations some other information than which is given by the spectral sequence itself is needed. In other cases, the computation of the Serre spectral sequence is in fact not possible, since some differentials $d_{p, q}^{r}$ can not be determined by any other mean (we do not have the necessary extra information). Therefore, as we have said, the Serre spectral sequence is not an algorithm that allows us to compute $H_{*}(E)$ if $H_{*}(B)$ and $H_{*}(G)$ are known.

On the contrary, the method based on the notion of object with effective homology provides real algorithms for the computation of homology groups of many complicated spaces. In particular, this technique can be applied to compute the homology groups of the total space of fibrations when the base and fiber spaces are objects with effective homology, replacing in this way the Serre spectral sequence.

Based on the effective homology method, the Kenzo system [4] was developed. Kenzo is a Common Lisp program devoted to Symbolic Computation in Algebraic Topology that works with rich and complex algebraic structures (chain complexes, differential graded algebras, simplicial sets, simplicial groups, morphisms between these objects, etc). It implements the effective homology method for the computation of homology groups of different spaces. As an example, we show in the following lines how this program can be used to compute the homology groups of the space $X_{5}$ introduced in this section.

First of all, the object $X_{5}$ must be built, and we can do it by means of the following instructions. We do not explain the Lisp functions that appear here but most of them are self-explanatory.

```
> (setf s3 (sphere 3))
[K1 Simplicial-Set]
> (setf f3 (z-whitehead s3 (chml-clss s3 3)))
[K37 Fibration K1 -> K25]
> (setf x4 (fibration-total f3))
[K43 Simplicial-Set]
> (setf f4 (z2-whitehead x4 (chml-clss x4 4)))
[K292 Fibration K43 -> K278]
> (setf x5 (fibration-total f4))
[K298 Simplicial-Set]
```

The result of the last evaluation is the object $K_{298}$, which is an instance of the class Simplicial-Set, and is located through the symbol $x 5$. We can ask for the effective homology of $X_{5}$ :

```
> (efhm x5)
```

[K608 Homotopy-Equivalence K298 <= K598 => K594]
We will see in the following section what a homotopy equivalence is. The homology groups of $X_{5}$ are then easily computable using its effective homology, for example, in degrees 5 and 6 the known results $H_{5}\left(X_{5}\right)=\mathbb{Z}_{2}$ and $H_{6}\left(X_{5}\right)=\mathbb{Z}_{6}$ are obtained.

```
> (homology x5 5)
Homology in dimension 5 :
Component Z/2Z
---done---
> (homology x5 6)
Homology in dimension 6 :
Component Z/6Z
---done---
```

But although the effective homology method allows us to compute the homology groups of the total space of a fibration (in our example, $X_{5}$ ), the structure of the Serre spectral sequence can also give useful informations about the involved construction, sometimes even more interesting than the final homology groups. In fact, both techniques can be combined and it can be seen the effective homology method can also be applied to obtain an algorithm that compute, as a by-product, the relevant spectral sequence (with the whole set of its components).

This algorithm combining both spectral sequence and effective homology methods has been concretely implemented as an extension of the Kenzo program, allowing the user to compute in an easy way spectral sequences associated with filtered complexes, and as a particular case, Serre spectral sequences. For example, as we will see in Section 6, with these programs all the ingredients of the spectral sequence associated with the fibration $F_{3} \hookrightarrow X_{5} \rightarrow X_{4}$ introduced in this section (groups, differential maps, convergence...) are easily obtained by means of simple instructions, without needing any extra information.

## 3 Preliminaries

In this section, some necessary concepts about spectral sequences and effective homology are presented. First of all, we include here some basic definitions and results of Algebraic Topology that can be found, for instance, in [5].

Definition 1. A chain complex is a pair $(C, d)$ where $C=\left\{C_{n}\right\}_{n \in \mathbb{Z}}$ is a graded Abelian group and $d=\left\{d_{n}: C_{n} \rightarrow C_{n-1}\right\}_{n \in \mathbb{Z}}$ (the differential map) is a graded group homomorphism of degree -1 such that $d_{n-1} d_{n}=0 \forall n \in \mathbb{Z}$. The graded homology group of the chain complex $C$ is $H(C)=\left\{H_{n}(C)\right\}_{n \in \mathbb{N}}$, with

$$
H_{n}(C)=\operatorname{Ker} d_{n} / \operatorname{Im} d_{n+1}
$$

A chain complex homomorphism $f:\left(A, d_{A}\right) \rightarrow\left(B, d_{B}\right)$ between two chain complexes $\left(A, d_{A}\right)$ and $\left(B, d_{B}\right)$ is a graded group homomorphism (degree $0)$ such that $f d_{A}=d_{B} f$.
Definition 2. A filtration $F$ of a chain complex $(C, d)$ is a family of subchain complexes $F_{p} C \subset C$ such that

$$
\cdots \subset F_{p-1} C_{n} \subset F_{p} C_{n} \subset F_{p+1} C_{n} \subset \cdots \quad \forall n \in \mathbb{Z}
$$

Note 1. A filtration $F$ on $C$ induces a filtration on the graded homology group $H(C)$. Let $i_{p}: F_{p} C \hookrightarrow C$ the $p$-injection, then $F_{p}(H(C))=$ $H\left(i_{p}\right)\left(H\left(F_{p}(C)\right)\right)$.
Definition 3. A filtration $F$ of a chain complex $C$ is said to be bounded if for each degree $n$ there are integers $s=s(n)<t=t(n)$ such that $F_{s} C_{n}=0$ and $F_{t} C_{n}=C_{n}$.
Definition 4. A $\mathbb{Z}$-bigraded module is a family of $\mathbb{Z}$-modules $E=\left\{E_{p, q}\right\}_{p, q \in \mathbb{Z}}$. A differential $d: E \rightarrow E$ of bidegree $(-r, r-1)$ is a family of homomorphisms of $\mathbb{Z}$-modules $d_{p, q}: E_{p, q} \rightarrow E_{p-r, q+r-1}$ for each $p, q \in \mathbb{Z}$, with $d_{p, q} \circ d_{p+r, q-r+1}=0$. The homology of E under this differential is the bigraded module $H(E) \equiv H(E, d)=\left\{H_{p, q}(E)\right\}_{p, q \in \mathbb{Z}}$ with $H_{p, q}(E)=$ Ker $d_{p, q} / \operatorname{Im} d_{p+r, q-r+1}$
Definition 5. A spectral sequence $E=\left\{E^{r}, d^{r}\right\}$ is a family of $\mathbb{Z}$-bigraded modules $E^{1}, E^{2}, \ldots$, each provided with a differential $d^{r}=\left\{d_{p, q}^{r}\right\}$ of bidegree $(-r, r-1)$ and with isomorphisms $H\left(E^{r}, d^{r}\right) \cong E^{r+1}, r=1,2, \ldots$
Definition 6. A spectral sequence $E=\left\{E^{r}, d^{r}\right\}$ is said to be convergent if for every $p, q \in \mathbb{Z}$ there exists $r_{p, q} \in \mathbb{N}$ such that $d_{p, q}^{r}=0=d_{p+q, q-r+1}^{r}$ for all $r \geq r_{p, q}$.

If $E=\left\{E^{r}, d^{r}\right\}$ is convergent, then $E_{p, q}^{r}=E_{p, q}^{r_{p, q}} \forall r \geq r_{p, q}$. We define $E_{p, q}^{\infty}=E_{p, q}^{r_{p, q}}$, which can be seen as the "limit" of the groups $E_{p, q}^{r}$ when $r \rightarrow \infty$.

Definition 7. A spectral sequence ( $E^{r}, d^{r}$ ) is said to converge to a graded module $H$ (denoted by $E^{1} \Rightarrow H$ ) if there is a filtration $F$ of $H$ and for each $p$ isomorphisms $E_{p}^{\infty} \cong F_{p} H / F_{p-1} H$ of graded modules.
Theorem 1. (Theorem 3.1, Chapter XI, in [5]) Each filtration F of a chain complex $(C, d)$ determines a spectral sequence $\left(E^{r}, d^{r}\right)$, defined by

$$
E_{p, q}^{r}=\frac{Z_{p, q}^{r} \cup F_{p-1} C_{p+q}}{d Z_{p+r-1, q-r+2}^{r-1} \cup F_{p-1} C_{p+q}}
$$

where $Z_{p, q}^{r}$ is the submodule $\left[a \mid a \in F_{p} C_{p+q}, d(a) \in F_{p-r} C_{p+q-1}\right]$, and the differential map d $d^{r}: E_{p, q}^{r} \rightarrow E_{p-r, q+r-1}^{r}$ is the homomorphism induced on these subquotients by the differential on $C, d: C \rightarrow C$.
If $F$ is bounded, $E^{1} \Rightarrow H(C)$; more explicitly,

$$
E_{p, q}^{\infty} \cong F_{p}\left(H_{p+q} C\right) / F_{p-1}\left(H_{p+q} C\right)
$$

(with $F_{p}(H C)$ induced by the filtration $F$, as explained in Note 1).
On the other hand, we also include here some definitions and fundamental ideas about the effective homology method. More details can be found in [6].

Definition 8. A reduction $\rho: D \Rightarrow C$ between two chain complexes is a triple ( $f, g, h$ ) where
a) the components $f: D \rightarrow C$ and $g: C \rightarrow D$ are chain complex morphisms;
b) the component $h: D \rightarrow D$ is a graded group homomorphism of degree +1 ;
c) the following relations are satisfied

$$
f g=\operatorname{id}_{C} ; g f+d_{D} h+h d_{D}=\operatorname{id}_{D} ; f h=0 ; h g=0 ; h h=0
$$

Remark 1. These relations express that $D$ is the direct sum of $C$ and a contractible (acyclic) complex. This decomposition is simply $D=\operatorname{Ker} f \oplus$ $\operatorname{Im} g$, with $\operatorname{Im} g \cong C$ and $H_{*}(\operatorname{Ker} f)=0$. In particular, this implies that the graded homology groups $H_{*}(D)$ and $H_{*}(C)$ are canonically isomorphic.

Definition 9. A (strong chain) equivalence between the complexes $C$ and $E$ (denoted by $C \Longleftrightarrow E$ ) is a triple $\left(D, \rho, \rho^{\prime}\right)$ where $D$ is a chain complex, and $\rho$ and $\rho^{\prime}$ are reductions from $D$ over $C$ and $E$ respectively:


Note 2. An effective chain complex is essentially a free chain complex $C$ where each group $C_{n}$ is finitely generated, and there is an algorithm that returns a $\mathbb{Z}$-base in each degree $n$ (for details, see [6]).

Definition 10. An object with effective homology is a triple ( $X, H C, \varepsilon$ ) where $H C$ is an effective chain complex and $\varepsilon$ is an equivalence between a free chain complex canonically associated with $X$ and $H C$.

Note 3. It is important to understand that in general the $H C$ component of an object with effective homology is not made of the homology groups of $X$; this component $H C$ is a free $\mathbb{Z}$-chain complex of finite type, in general with a non-null differential, allowing to compute the homology groups of $X$; the justification is the equivalence $\varepsilon$.

In this way, the notion of object with effective homology makes it possible to compute homology groups of complicated spaces by means of homology groups of effective complexes (which can easily be obtained using some elementary operations).

The next theorem is a very useful tool that will be considered to obtain the effective homology of several spaces. In particular, it is one of the main ingredients for the proof of the effective homology version of the Serre spectral sequence, explained in Section 5. The general idea of this theorem is that given a reduction, if we perturb the big complex then it
is possible to perturb the small one so that we obtain a new reduction between the perturbed complexes. A reference where this theorem can be found is [7].
Theorem 2 (Basic Perturbation Lemma, BPL). Let $\rho=(f, g, h)$ be a reduction $\rho: C \Rightarrow D$ and $\delta$ a perturbation of $d_{C}$, that is, an operator defined on $C$ of degree -1 satisfying the relation $\left(d_{C}+\delta\right) \circ\left(d_{C}+\delta\right)=0$. Furthermore, the composite function $h \circ \delta$ is assumed locally nilpotent, that is, $\forall x \in C$, there exists $n \in \mathbb{N}$ such that $(h \circ \delta)^{n} x=0$. Then a new reduction $\rho^{\prime}: C^{\prime} \Rightarrow D^{\prime}, \rho^{\prime}=\left(f^{\prime}, g^{\prime}, h^{\prime}\right)$, can be constructed where:
a) $C^{\prime}$ is the chain complex obtained from $C$ by replacing the old differential $d_{C}$ by $\left(d_{C}+\delta\right)$,
b) the new chain complex $D^{\prime}$ is obtained from the chain complex $D$ by replacing the old differential $d_{D}$ by $\left(d_{D}+\bar{\delta}\right)$, with $\bar{\delta}=f \circ \delta \circ \phi \circ g=$ $f \circ \psi \circ \delta \circ g$,
c) $f^{\prime}=f \circ \psi=f \circ(I d-\delta \circ \phi \circ h)$,
d) $g^{\prime}=\phi \circ g$,
e) $h^{\prime}=\phi \circ h=h \circ \psi$,
where the operators $\phi$ and $\psi$ are defined by

$$
\phi=\sum_{i=0}^{\infty}(-1)^{i}(h \circ \delta)^{i} ; \quad \psi=\sum_{i=0}^{\infty}(-1)^{i}(\delta \circ h)^{i}=I d-\delta \circ \phi \circ h
$$

(the series are convergent thanks to the locally nilpotency of $h \circ \delta$ )
In Sections 4 and 5, we present two important examples of application of this theorem.

## 4 Effective homology of a bicomplex

The computation of the effective homology of a bicomplex (double complex) is a very simple example where the BPL can be applied. First of all, let us recall the definition of a bicomplex.

Definition 11. A bicomplex (or double complex) is a bigraded module $C=\left\{C_{p, q}\right\}_{p, q \in \mathbb{Z}}$ provided with morphisms $d_{p, q}^{\prime}: C_{p, q} \rightarrow C_{p-1, q}$ and $d_{p, q}^{\prime \prime}$ : $C_{p, q} \rightarrow C_{p, q-1}$ satisfying $d^{\prime} d^{\prime}=0, d^{\prime \prime} d^{\prime \prime}=0$ and $d^{\prime} d^{\prime \prime}+d^{\prime \prime} d^{\prime}=0$. Then, we define the totalization $(T(C), d)$ of the bicomplex $C$ as the chain complex given by

$$
T_{n}(C)=\bigoplus_{p+q=n} C_{p, q}
$$

and differential map $d=d^{\prime}+d^{\prime \prime}$.
This notion is easy to understand by means of the following diagram, where the horizontal arrows are the maps $d_{p, q}^{\prime}$ and the vertical arrows are the differentials $d_{p, q}^{\prime \prime}$. The totalization is represented by the diagonals.


From now on, we consider $C$ to be a first quadrant bicomplex, that is, such that $C_{p, q}=0$ if $p<0$ or $q<0$.

The identity $d^{\prime \prime} d^{\prime \prime}=0$ implies that for a fixed $i \in \mathbb{N}$ the column $C^{i}=$ $\left\{C_{i, n}\right\}_{n \in \mathbb{N}}$ is a chain complex, so it makes sense to look for the relation between the homologies of the columns $C^{i}$ and that of the totalization $T(C)$. Let us suppose that the columns $C^{i}$ are objects with effective homology, in particular such that there exist reductions $C^{i} \Rightarrow H C^{i}$ with $H C^{i}$ an effective complex for all $i \in \mathbb{N}$. Then we are going to construct a new effective complex $H C$ which provides us the effective homology of the totalization $T(C)$.

As a first step, we build a chain complex $\left(T(C), d^{\prime}\right)$ totalization of the bicomplex $C$, but where only the vertical arrows are considered. Using the reductions of each $C^{i}$ over $H C^{i}$, it is easy to construct a reduction of
$\left(T(C), d^{\prime}\right)$ over a new chain complex $\left(T(H C), \overline{d^{\prime}}\right)$ which is the totalization of a new double complex with columns $H C^{i}$ (and where all the horizontal arrows are null). It is clear that in each degree the component $T_{i}(H C)$ is a sum of finite type groups, so that the chain complex $T(H C)$ is an effective complex.

The reduction $\left(T(C), d^{\prime}\right) \Rightarrow\left(T(H C), \bar{d}^{\prime}\right)$ is the first ingredient for the application of the BPL. Then, we also need a perturbation of the differential $d^{\prime}$, which is defined by the horizontal arrows, $\delta=d^{\prime \prime}$. It is not difficult to see that the composition $h \circ \delta$ is locally nilpotent, so that the conditions of the BPL are satisfied. In this way, we deduce a reduction from the complex $(T(C), d)$ (the initial one, where now all the arrows are considered) over a finite type complex, obtaining the looked-for effective homology of $(T(C), d)$.

A natural generalization of double complexes are multicomplexes, where, in addition to horizontal and vertical arrows, morphisms $d_{p, q}^{r}: C_{p, q} \rightarrow$ $C_{p-r, q+r-1}$ are considered for each $r \in \mathbb{N}$. The totalization is obtained in the same way, with differential map defined as the sum of all the components, $d=\sum d^{r}$.

Again, if for each column $C^{i}$ there exists a reduction $C^{i} \Rightarrow H C^{i}$ where the $H C^{i}$ are effective complexes, then using the BPL as before it is possible to construct a new effective complex $H C$ and a reduction $T(C) \Rightarrow H C$ that provides us the effective homology of the multicomplex $C$.

## 5 Effective homology of a fibration

Given a fibration

$$
G \hookrightarrow E \rightarrow B
$$

with fiber $G$ and base $B$, where $G$ and $B$ are objects with effective homology, in this section we explain how to determine the effective homology of the total space $E=B \times{ }_{\tau} G$.

From now on, all the chain complexes canonically associated with simplicial sets are normalized, that is, only the non-degenerate $n$-simplices of
$X$ are considered to be generators of $C_{n}(X)$.
Let us suppose there exist two homotopy equivalences

where $H G$ and $H B$ are effective complexes. How can we obtain a new equivalence between $C\left(B \times_{\tau} G\right)$ and an effective chain complex?

The starting point is the Eilenberg-Zilber reduction $C(B \times G) \Rightarrow C(B) \otimes$ $C(G)$ (see [8]), that relates the cartesian product of two simplicial sets with the tensorial product of the associated chain complexes. In our case, we must also take account of the torsion $\tau$, that does not change the underlying graded group, only the differential is modified (by a perturbation $\delta(b, g)=$ $\left.\left(\partial_{0} b, \partial_{0} g \cdot \tau(b)\right)-\left(\partial_{0} b, \partial_{0} g\right)\right)$. We could try to apply the BPL; for this, the nilpotency condition must be satisfied.

In both chain complexes $C(B \times G)$ and $C(B) \otimes C(G)$ it is possible to define the following filtrations. First of all, $C(B \times G)$ is filtered through the degeneracy degree with respect to the base space: a generator $\left(x_{n}, y_{n}\right) \in$ $C_{n}(B \times G)$ has a filtration degree less or equal to $q$ if $\exists \bar{x}_{q} \in B_{q}$ such that $x_{n}=\eta_{i_{n-q}} \cdots \eta_{i_{1}} \bar{x}_{q}$. On the other hand, the filtration on $C(B) \otimes C(G)$ is defined through the dimension of the base component,

$$
F_{p}(C(B) \otimes C(G))=\bigoplus_{m \leq p} C(B)_{m} \otimes C(F)
$$

It is not difficult to see that the three operators involved in the EilenbergZilber reduction (that is, the three components $f, g$ and $h$ ) are compatible with these filtrations. On the contrary, the perturbation $\delta$ decreases the filtration degree on $C(B \times G)$ by one unit, so that the composition $h \circ \delta$ is locally nilpotent and the hypothesis of the BPL are satisfied. In this way, a new reduction $C\left(B \times_{\tau} G\right) \Rightarrow C(B) \otimes_{t} C(G)$ is obtained, where the symbol $\otimes_{t}$ represents a twisted (perturbed) tensor product, induced by $\tau$.

On the other hand, with the effective homologies of $B$ and $G$, it is easy to build a new equivalence


Let us consider now the necessary perturbation $\bar{\delta}$ of $C(B) \otimes C(G)$ to obtain the twisted cartesian product $C(B) \otimes_{t} C(G)$ (this perturbation $\bar{\delta}$ has been obtained when applying the BPL to the Eilenberg-Zilber reduction). If the base space $B$ is 1 -reduced then it can be seen that $\bar{\delta}$ decreases the filtration degree at least by 2 . This perturbation can be transferred to the top chain complex $D B \otimes D G$, obtaining a twisted product $D B \otimes_{t} D G$, modified by a perturbation on $D B \otimes D G$ with the same property about the filtration degree. Finally, the homotopy operator of the reduction $D B \otimes D G \Rightarrow H B \otimes H G$ increases the filtration degree at most by one, and therefore the Basic Perturbation Lemma can be applied to the right reduction and an equivalence is obtained as follows.


The chain complex $H B \otimes_{t} H G$ is an effective complex, so that the composition of the two equivalences

is the effective homology of $B \times{ }_{\tau} G$.
We consider now our particular example $X_{5}$ introduced in Section 2, which is the total space of the fibration $F_{3} \hookrightarrow X_{5} \rightarrow X_{4}$, where $F_{3}=$ $K\left(\mathbb{Z}_{2}, 3\right)$. The object $X_{4}$ is again the total space of a fibration $F_{2} \hookrightarrow X_{4} \rightarrow S^{3}$ with $F_{2}=K(\mathbb{Z}, 2)$.

To compute the effective homology of $X_{5}$, we need the effective homologies of the fiber and base spaces, $F_{3}$ and $X_{4}$. First, the simplicial group $F_{3}=K\left(\mathbb{Z}_{2}, 3\right)$ is of finite type and therefore its effective homology is trivial. To compute the effective homology of $X_{4}$, which is the total space of another fibration, we must apply again the same method, so that the effective homologies of $F_{2}$ and $S^{3}$ are necessary. On one hand, the simplicial set $S^{3}$ is already of finite type and therefore its effective homology presents no problem. And finally, the difficult part is the computation of the effective homology of $F_{2}=K(\mathbb{Z}, 2)$.

The computation of the effective homology of Eilenberg-MacLane spaces $K(\pi, n)$ 's is in general a difficult problem (especially in what regards to the algorithmic complexity), but in the case $\pi=\mathbb{Z}$ it can be solved as follows. First, the space $K(\mathbb{Z}, 0)$ is considered to be the simplicial group with all the components equal to $\mathbb{Z}$ and with the identity map as faces and degeneracies. Then, the simplicial group $K(\mathbb{Z}, n)$ can be recursively defined as the classifying space of $K(\mathbb{Z}, n-1)$, that is, $K(\mathbb{Z}, n)=\mathcal{W}(K(\mathbb{Z}, n-1))$. In our case, $F_{2}=K(\mathbb{Z}, 2)=\mathcal{W}(K(\mathbb{Z}, 1))=\mathcal{W}(\mathcal{W}(K(\mathbb{Z}, 0)))$.

It is well known $K(\mathbb{Z}, 1)$ has the homotopy type of the circle $S^{1}$. Moreover, although we are not going to give the details about this construction, it can be seen that there exist a mechanism (similar to that of the fibration) for the computation of the effective homology of the classifying space of a simplicial group with effective homology. Therefore we can apply this method to compute the effective homology of $F_{2}$.

In this way, we have the necessary ingredients to obtain the effective homology of $X_{4}$, and recursively, that of $X_{5}$. With this effective homology we can easily compute, as we have seen in Section 2, the homology groups of this space.

As we have showed in this section, the effective homology method applied to a fibration $G \hookrightarrow E \rightarrow B$ (with base space $B$ 1-reduced) gives in particular to its user an algorithm to compute the homology groups of the total space $E$, replacing in this way the Serre spectral sequence technique. But anyway, even if the homology groups of $E$ are known, this spectral
sequence has a great interest by itself and therefore it also would be interesting to compute the whole set of its elements. As we see in the next section, the effective homology method can also be useful for this task.

## 6 Computing spectral sequences

The next theorem combines both spectral sequence and effective homology concepts and is the main result that allows us to use the effective homology method to compute spectral sequences of filtered complexes. The proof is straightforward and is not included here.

Theorem 3. Let $C$ be a filtered chain complex with effective homology $(H C, \varepsilon)$, with $\varepsilon=\left(D, \rho, \rho^{\prime}\right), \rho=(f, g, h)$, and $\rho^{\prime}=\left(f^{\prime}, g^{\prime}, h^{\prime}\right)$. Let us suppose that filtrations are also defined on the chain complexes $H C$ and $D$. If the maps $f, f^{\prime}, g$, and $g^{\prime}$ are morphisms of filtered complexes (i.e., they are compatible with the filtrations) and both homotopies $h$ and $h^{\prime}$ have order $\leq t$ (i.e. they increase the filtration degree at most by $t$ ), then the spectral sequences of the complexes $C$ and $H C$ are isomorphic for $r>t$ :

$$
E(C)_{p, q}^{r} \cong E(H C)_{p, q}^{r} \quad \forall r>t
$$

This theorem provides us an algorithm to compute spectral sequences of (complicated) filtered complexes with effective homology. If a filtered complex is effective, then its spectral sequence (that of Theorem 1) can be computed by means of elementary operations with matrices (in a similar way to the computation of homology groups); otherwise, the effective homology is needed to compute the $E_{p, q}^{r}$ by means of an analogous spectral sequence deduced of an appropriate filtration on the associated effective complex, which is isomorphic to the spectral sequence of the initial complex after some level $r$. In particular, we can apply this result to compute the Serre spectral sequence, as we explain in the following paragraph.

The Serre spectral sequence associated with a fibration $G \hookrightarrow E \rightarrow B$ can be defined as the spectral sequence of the total space $E$, with the natural filtration of cartesian products. The space $E$ is not effective in most
situations, so in general it is not possible to compute directly its spectral sequence. However, as we have seen in Section 5, provided that the spaces $B$ and $G$ are spaces with effective homology (and $B$ is 1-reduced) we can also build the effective homology of the total space $E$, which allows us to determine the homology groups of $E$. Moreover, the natural filtration of tensor products can be defined on the effective complex and we have already seen that all the homotopies involved in the equivalence have order $\leq 1$. Applying Theorem 3, the spectral sequence of $E$ and that of the effective complex are isomorphic after level $r=2$, and in this way we can compute the Serre spectral sequence associated with the fibration by means of the spectral sequence of an effective complex (which can easily be computed).

Using these results, we have developed a set of programs enhancing the Kenzo system that allow computations of spectral sequences of filtered complexes when the effective homology of this complex is available. The programs determine not only the groups, but also the differential maps $d^{r}$ in the spectral sequence, as well as the stage $r$ on which the convergence has been reached and the filtration of the homology groups by the spectral sequence. As a particular case, the computation of Serre spectral sequences where the base and the fiber spaces are objects with effective homology is possible.

We consider again the example $X_{5}$ introduced in Section 2, total space of the fibration $F_{3} \hookrightarrow X_{5} \rightarrow X_{4}$. As we have seen, the effective homology of $X_{5}$ can be determined by means of the effective homology of $F_{3}$ and $X_{4}$, and in fact the Kenzo program implements this computation and uses it to determine the homology groups $H_{*}\left(X_{5}\right)$. This effective homology is also necessary to compute the corresponding Serre spectral sequence with our new programs.

First of all, the space $X_{5}$ and its effective equivalent object must be filtered with the natural filtrations of cartesian products and tensor products respectively, as follows.

```
>(change-chcm-to-fltrchcm x5 fbrt-flin '(fbrt-flin))
[K298 Filtered-Simplicial-Set]
>(change-chcm-to-fltrchcm (rbcc (efhm x5)) tnpr-flin
'(tnpr-flin))
[K594 Filtered-Chain-Complex]
```

Then, the whole set of the Serre spectral sequence can easily be obtained. We show here the computation of some groups.
>(print-spct-sqn-cmpns x5 260 )
Spectral sequence E^2_\{6,0\}
Component Z/3Z
>(print-spct-sqn-cmpns x5 480 )
Spectral sequence E^4_\{8,0\}
Component Z/4Z
>(print-spct-sqn-cmpns x5 44 3)
Spectral sequence E^4_\{4,3\}
Component Z/2Z
The differential maps $d_{p, q}^{r}$ can also be determined for every $r$. For example, $d_{8,0}^{4}: E_{8,0}^{4}=\mathbb{Z}_{4} \rightarrow E_{4,3}^{4}=\mathbb{Z}_{2}$ sends the generator of $E_{8,0}^{4}=\mathbb{Z}_{4}$ to the generator of $E_{4,3}^{4}=\mathbb{Z}_{2}$.

```
>(spct-sqn-dffr x5 4 8 0 '(1))
```

The convergence level of the spectral sequence for $p+q=8$ is $r=9$.

```
>(spct-sqn-cnvg-level x5 8)
```
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And finally, we can determine the filtration of the homology groups by the spectral sequence. For instance, for $H_{6}\left(X_{5}\right) \equiv H_{6}=\mathbb{Z}_{6}$, we obtain $F_{0} H_{6}=F_{1} H_{6}=\ldots=F_{5} H_{6}=\mathbb{Z}_{2}, F_{6} H_{6}=H_{6}=\mathbb{Z}_{6}$.

```
>(homology-fltr x5 6 0)
Filtration F_0 H_6
Component Z/2Z
>(homology-fltr x5 6 5)
Filtration F_5 H_6
Component Z/2Z
>(homology-fltr x5 6 6)
Filtration F_6 H_6
Component Z/6Z
```


## 7 Conclusions and further work

In this paper, a program computing spectral sequences of filtered complexes has been presented. It is based on the effective homology method and in particular allows its user to compute the Serre spectral sequence associated with a fibration where the base and fiber space are objects with effective homology. For a better understanding of the fundamental ideas on which this program is based, we have considered a particular example of application.

At this point, new goals appear. First of all, one of our next aims is the application of our program to the computation of the Koszul homology and the Spencer cohomology ([2]), enriching in this way the program developed by Sergeraert. On the other hand, we are planning to extend our programs to the case of spectral sequences which are not necessarily associated with a filtered complex. Concretely, we focus on the Bousfield-Kan spectral sequence [9], used to compute homotopy groups of simplicial sets.
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#### Abstract

Homological Algebra provides tools and concepts that are at the merging of important problems in Formal Theory of Differential Equations and Commutative Algebra. As was pointed in [1], using a result by Serre, the knowledge of the vanishing of a certain Tor gives some computational insight in the completion of general systems of partial differential equations and is also useful for the concrete determination of formal power series of solutions. A good way to compute Tor is to use Koszul homology of ideals of the polynomial ring, a central issue in Commutative Algebra strongly related to the most important homological invariants of these rings, such as minimal resolutions, Betti numbers, Hilbert function, Castelnuovo-Mumford regularity, etc. Using tools coming from Algebraic Topology, namely the Mayer-Vietoris sequences, we compute the Koszul homology of ideals of the polynomial ring. We focus on the computations for monomial ideals and the results achieved can be used to compute the Koszul homology of general polynomial ideals making use of Gröbner basis techniques and Homological Perturbation.
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## 1 Introduction

Given a differential system, we can associate to it a symbol comodule $N$ which is dual to a module $M$ over the polynomial algebra. A criterion for an involutive symbol in terms of this module $M$ is provided by the Cartan Test, see the details of all these considerations in [1]. A result by Serre

[^23]relates the Cartan criterion to the vanishing of certain Tor modules of the module $M$ dual to the symbol comodule $N$ or equivalently, to the vanishing of certain Cotor modules of the symbol comodule itself.

For computing Cotor one can use Spencer Cohomology and dually, for computing Tor one uses Koszul homology. In the sequel we will focus on the Koszul homology side. Being this homology bigraded, the interpretation of involution in terms of it makes extensive use of this bigrading: the degree of involution is the symmetric degree at which the Koszul homology vanishes i.e. the Castelnuovo-Mumford regularity. Some references to Formal Theory and the use of Spencer cohomology are [2], [3] or [4].

Thus, our goals include the complete computation of the Koszul homology of ideals of the polynomial ring, where complete means we will compute not only the dimensions of the modules (Betti numbers) or even the graded or multigraded version of these dimensions (graded and multigraded Betti numbers), but also an explicit set of generators for each of the modules. We will also be able to read all the information about the ideal that comes from the computation of Koszul homology: minimal resolution, Hilbert function and Castelnuovo-Mumford regularity. The main tool we will use in our strategy will be a short exact sequence of complexes, which is an analogue to the Mayer-Vietoris short exact sequence from Algebraic Topology. Applying recursively these sequences will lead us to the actual computations.

In the first section of this paper, the terminolgy and main definitions are given. In the second section, the Mayer-Vietoris tree of a monomial ideal is introduced and used to compute homological invariants of the ideal from its tree. The third section describes an algorithm for computing MayerVietoris trees, and read the homological information in them. Finally, the last section is devoted to examples and conclusions.

## 2 Basic Terminology and Definitions

Let $\mathbf{k}$ be a field and $R=\mathbf{k}\left[x_{1}, \ldots, x_{n}\right]$ the ring of polynomials in $n$ variables over $\mathbf{k}$.

### 2.1 The Koszul Complex and Koszul Homology

Let $\mathcal{V}$ be a $n$-dimensional k-vector space. Let $S \mathcal{V}$ and $\wedge \mathcal{V}$ be the Symmetric and Exterior algebras of $\mathcal{V}$ respectively. We consider the basis of $\mathcal{V}$ given by $\left\{x_{1}, \ldots, x_{n}\right\}$; then we can identify $S \mathcal{V}$ and $R$ and consider the following complex

$$
\mathbb{K}: 0 \rightarrow R \otimes \wedge^{n} \mathcal{V} \xrightarrow{\partial} R \otimes \wedge^{n-1} \mathcal{V} \xrightarrow{\partial} \cdots R \otimes \wedge^{1} \mathcal{V} \xrightarrow{\partial} R \otimes \wedge^{0} \mathcal{V} \rightarrow \mathbf{k} \rightarrow 0
$$

Any element of $R \otimes \wedge^{i} \mathcal{V}$ can be written in two different ways: First, as a $\mathbf{k}$-linear combination of elements of the form $x_{1}^{\mu_{1}} \ldots x_{n}^{\mu_{n}} \otimes x_{1}^{j_{1}} \wedge \cdots \wedge x_{n}^{j_{n}}$, where the $\mu_{k}$ are integers and the $j_{k}$ are either 0 or 1 , and exactly $i$ of them are 1 's. In this case, the differentials $\partial$ are given by the rule

$$
\begin{aligned}
\partial\left(x_{1}^{\mu_{1}} \ldots x_{n}^{\mu_{n}} \otimes x_{1}^{j_{1}} \wedge \cdots \wedge x_{n}^{j_{n}}\right)= & \sum_{j_{k}=1}(-1)^{\sigma(k)+1} x_{k} \cdot x_{1}^{\mu_{1}} \ldots x_{n}^{\mu_{n}} \\
& \otimes x_{1}^{j_{1}} \wedge \cdots \wedge x_{k}^{j_{k}-1} \wedge \cdots \wedge x_{n}^{j_{n}}
\end{aligned}
$$

where $\sigma(k)$ is the position of $k$ in the set $\left\{k \mid j_{k}=1\right\}$.
Alternatively, elements of $R \otimes \wedge^{i} \mathcal{V}$ can be expressed as k-linear combinations of elements of the form $x_{1}^{\mu_{1}} \ldots x_{n}^{\mu_{n}} \otimes x_{j_{1}} \wedge \cdots \wedge x_{j_{i}}$ with $j_{1}<\cdots j_{i} \in$ $\binom{n}{i}$;then, the differentials have the form

$$
\begin{align*}
\partial\left(x_{1}^{\mu_{1}} \ldots x_{n}^{\mu_{n}} \otimes x_{j_{1}} \wedge \cdots \wedge x_{j_{n}}\right)= & \sum_{k=1}^{i}(-1)^{k+1} x_{j_{k}} \cdot x_{1}^{\mu_{1}} \ldots x_{n}^{\mu_{n}}  \tag{1}\\
& \otimes x_{j_{1}} \wedge \cdots \wedge \widehat{x_{j_{k}}} \wedge \cdots \wedge x_{j_{n}}
\end{align*}
$$

This differential verifies $\partial^{2}=0$ and makes $\mathbb{K}$ a complex, which is called the Koszul complex. This complex is a minimal free resolution of $\mathbf{k}=R / \mathfrak{m}$, where $\mathfrak{m}=\left\langle x_{1}, \ldots, x_{n}\right\rangle$, the maximal ideal in $R$.

Given a graded module $\mathcal{M}$, its Koszul complex $(\mathbb{K}(\mathcal{M}), \partial)$ is the tensor product complex $\mathcal{M} \otimes_{R} \mathbb{K}$ : $\mathbb{K}(\mathcal{M}): 0 \rightarrow \mathcal{M} \otimes \wedge^{n} \mathcal{V} \xrightarrow{\partial} \mathcal{M} \otimes \wedge^{n-1} \mathcal{V} \xrightarrow{\partial} \cdots \mathcal{M} \otimes \wedge^{1} \mathcal{V} \xrightarrow{\partial} \mathcal{M} \otimes \wedge^{0} \mathcal{V} \rightarrow \mathbf{k} \rightarrow 0$

This complex is no longer acyclic, and we define the Koszul homology of $\mathcal{M}$ as the homology of $\mathbb{K}(\mathcal{M})$.

Grading, bigrading and multigrading of the Koszul Complex
Consider an element of $R \otimes \wedge \mathcal{V}$ of the form $x^{\mu} \otimes x^{J}$ where $x^{\mu}=x_{1}^{\mu_{1}} \ldots x_{n}^{\mu_{n}}$ and $J=x_{1}^{j_{1}} \wedge \cdots \wedge x_{n}^{j_{n}}$ as before. We say that the total degree of $x^{\mu} \otimes x^{J}$ is $\mu_{1}+\cdots+\mu_{n}+j_{1}+\cdots+j_{n}$ and that the total multidegree of $x^{\mu} \otimes x^{J}$ is $\left(\mu_{1}+j_{1}, \cdots, \mu_{n}+j_{n}\right)$. Equivalently, if $J$ is given in the form $J=j_{1}<$ $\cdots<j_{i}$ then the total degree of $x^{\mu} \otimes x^{J}$ is $\mu_{1}+\cdots+\mu_{n}+i$ and the total multidegree is $\left(\mu_{1}+[1 \in J], \ldots, \mu_{n}+[n \in J]\right)$ where $[i \in J]$ equals 1 if $i$ is in $J$ and 0 otherwise.

It is clear that for these elements, the Koszul differential preserves both the total degree and total multidegree. Thus, we can consider the following (multi)gradings in $\mathbb{K}$ and $\mathbb{K}(\mathcal{M})$ :

- With respect to the total degree,we have

$$
\mathbb{K}=\bigoplus_{d \in \mathbb{N}} \mathbb{K}_{d} \quad \text { and } \quad \mathbb{K}(\mathcal{M})=\bigoplus_{d \in \mathbb{N}} \mathbb{K}_{d}(\mathcal{M})
$$

where

$$
\begin{aligned}
\mathbb{K}_{d}: 0 \rightarrow R_{d-n} \otimes & \wedge^{n} \mathcal{V} \xrightarrow{\partial} R_{d-n+1} \otimes \wedge^{n-1} \mathcal{V} \xrightarrow{\partial} \cdots R_{d-1} \otimes \wedge^{1} \mathcal{V} \\
& \xrightarrow{\partial} R_{d} \otimes \wedge 0 \mathcal{V} \rightarrow \mathbf{k} \rightarrow 0
\end{aligned}
$$

and similarly for $\mathbb{K}_{d}(\mathcal{M})$. Here, $R_{l}$ denotes the polynomials of degree $l$ and in $\mathbb{K}(\mathcal{M})$ we have that $\mathcal{M}_{l}$ is the degree $l$ component of $\mathcal{M}$. Because of this grading in $\mathbb{K}$ and $\mathbb{K}(\mathcal{M})$, the homologies of them are also graded:

$$
H_{*}(\mathbb{K})=\bigoplus_{d \in \mathbb{N}} H_{*}\left(\mathbb{K}_{d}\right) \quad \text { and } \quad H_{*}(\mathbb{K}(\mathcal{M}))=\bigoplus_{d \in \mathbb{N}} H_{*}\left(\mathbb{K}_{d}(\mathcal{M})\right)
$$

And then, for each homological dimension $p$ we have
$H_{p}(\mathbb{K})=\bigoplus_{d \in \mathbb{N}} H_{p}\left(\mathbb{K}_{d}\right)=\bigoplus_{q+p=d} H_{q, p}(\mathbb{K})$; so we have a bigrading and we denote by $H_{q, p}(\mathbb{K})$ and $H_{q, p}(\mathbb{K}(\mathcal{M}))$ the respective homology modules at $R_{q} \otimes \wedge^{p} \mathcal{V}$ and $M_{q} \otimes \wedge^{p} \mathcal{V}$. We say that $q$ is the symmetric degree of $H_{q, p}(\mathbb{K})$ or $H_{q, p}(\mathbb{K}(\mathcal{M}))$ and $p$ is its exterior degree.

- With respect to the total multidegree, we have

$$
\mathbb{K}=\bigoplus_{\mathbf{a} \in \mathbb{N}^{n}} \mathbb{K}_{\mathbf{a}} \quad \text { and } \quad \mathbb{K}(\mathcal{M})=\bigoplus_{\mathbf{a} \in \mathbb{N}^{n}} \mathbb{K}_{\mathbf{a}}(\mathcal{M})
$$

where for every $\mathbf{a}=\left(a_{1}, \ldots, a_{n}\right) \in \mathbb{N}^{n}$ with $a_{j_{1}}, \ldots, a_{j_{l}} \neq 0$

$$
\begin{aligned}
\mathbb{K}_{\mathbf{a}} & : 0 \rightarrow R_{\mathbf{a}-\left(0 . .1_{j_{1}} \ldots 1_{\left.j_{l} . .0\right)}\right.} \otimes \wedge^{l} \mathcal{V} \xrightarrow{\partial} \bigoplus_{k=1, \ldots, l} R_{\mathbf{a}-\left(0 . .1_{j_{1}} . .0\right.}{\left.j_{j_{k}} . .1_{j_{l}} .0\right)} \otimes \wedge^{l-1} \mathcal{V} \\
& \ldots \xrightarrow{\partial} \bigoplus_{k=1, \ldots, l} R_{\mathbf{a}-\left(0, \ldots, 1_{j_{k}}, \ldots, 0\right)} \otimes \wedge^{1} \mathcal{V} \xrightarrow{\partial} R_{\mathbf{a}} \otimes \wedge^{0} \mathcal{V} \longrightarrow \mathbf{k} \rightarrow 0
\end{aligned}
$$

and similarly for $\mathbb{K}_{\mathbf{a}}(\mathcal{M})$. Here, $R_{\mu}$ denotes the set of polynomials of multidegree $\mu$. In this case, we have that the homologies of $\mathbb{K}$ and $\mathbb{K}(\mathcal{M})$ are also multigraded:

$$
\begin{gathered}
H_{*}(\mathbb{K})=\bigoplus_{\mathbf{a} \in \mathbb{N}^{n}} H_{*}\left(\mathbb{K}_{\mathbf{a}}\right)=\bigoplus_{\mathbf{a} \in \mathbb{N}^{n}} H_{\mathbf{a}}(\mathbb{K}) \\
H_{p}(\mathbb{K})=\bigoplus_{\mathbf{a} \in \mathbb{N}^{n}} H_{p}\left(\mathbb{K}_{\mathbf{a}}\right)=H_{\mathbf{a}, p}(\mathbb{K}) \\
H_{*}\left(\mathbb{K}(\mathcal{M})=\bigoplus_{\mathbf{a} \in \mathbb{N}^{n}} H_{*}\left(\mathbb{K}_{\mathbf{a}}(\mathcal{M})\right)=\bigoplus_{\mathbf{a} \in \mathbb{N}^{n}} H_{\mathbf{a}}(\mathbb{K}(\mathcal{M}))\right. \\
H_{p}(\mathbb{K}(\mathcal{M}))=\bigoplus_{\mathbf{a} \in \mathbb{N}^{n}} H_{p}\left(\mathbb{K}_{\mathbf{a}}(\mathcal{M})\right)=H_{\mathbf{a}, p}(\mathbb{K}(\mathcal{M}))
\end{gathered}
$$

### 2.2 Koszul Complex and Tor

From the definitions, it is clear that we can identify the Koszul homology modules with $\operatorname{Tor}_{\bullet}^{R}(\mathcal{M}, \mathbf{k})$ : We have a resolution of $\mathbf{k}$ (the Koszul complex) to which we have applied the functor $\mathcal{M} \otimes-$. The homology of the resulting complex is by definition $\operatorname{Tor}_{\bullet}^{R}(\mathcal{M}, \mathbf{k})$.

Another way of computing the Koszul homology of $\mathcal{M}$ would start with a resolution $\mathbb{P}: \cdots \rightarrow P_{i} \xrightarrow{\delta_{i}} P_{i-1} \rightarrow \cdots \rightarrow P_{0}$ of $\mathcal{M}$ and then compute the
homology of $\mathbb{P} \otimes \mathbf{k}$. This homology is independent of the chosen resolution of $\mathcal{M}$ or of $\mathbf{k}$. If $\mathbb{P}$ is minimal,the differentials are given by matrices with polynomial coefficients, none of which is a nonzero constant. Thus, tensoring with $\mathbf{k}$ yields the zero differential everywhere and then the number of generators of each $P_{i}$ equals $\operatorname{Tor}_{i}^{R}(\mathcal{M}, \mathbf{k})$ and the dimension of the $i$-th Koszul homology of $\mathcal{M}$. If $\mathbb{P}$ is not minimal one could either minimalize it with some standard procedure (see for example [5]) or compute the homology of the resulting resolution $\mathbb{P} \otimes \mathbf{k}$. The Tor modules inherit the gradings, bigradings and multigradings we have seen before just considering the corresponding gradings in the homology modules used to define Tor.

### 2.3 Monomial Ideals and Multigrading

Definition 2.1. A monomial in $R$ is a product $x^{\mathbf{a}}=x_{1}^{a_{1}} \cdots x_{n}^{a_{n}}$ with $a_{i} \geq$ $0 \forall i$. We say that $\mathbf{a} \in \mathbb{N}_{0}^{n}$ is the multidegree of $x^{\mathbf{a}}$. An ideal $I \subset R$ is called a monomial ideal if it is generated by monomials.

A monomial ideal is uniquely determined by its monomials, i.e. two monomial ideals are the same if and only if they contain the same monomials. An important result for monomial ideals is the so called Dickson's Lemma, which states that all monomial ideals of $R$ are finitely generated, see for example [6] for a proof. Moreover, this minimal set of monomial generators is unique.

### 2.4 Mayer-Vietoris sequence of Koszul Complexes

The Mayer-Vietoris sequence is a standard tool in Algebraic Topology (see for example [7]) used to explore the relations between the homology groups of two spaces $A$ and $B$, their intersection $A \cap B$ and their union $A \cup B$. Making some assumptions, we can define a short exact sequence

$$
0 \rightarrow A \cap B \rightarrow A \oplus B \rightarrow A \cup B \rightarrow 0
$$

which induces a long exact sequence in homology, which is called the Mayer-Vietoris sequence:
$\cdots \rightarrow H_{n}(A \cap B) \rightarrow H_{n}(A) \oplus H_{n}(B) \rightarrow H_{n}(A \cup B) \xrightarrow{\Delta} H_{n-1}(A \cap B) \rightarrow \cdots$
We can construct an analogue of it in the following way: consider two monomial ideals $A$ and $B$, minimally generated by $\left\{a_{1}, \ldots, a_{r_{A}}\right\}$ and $\left\{b_{1}, \ldots, b_{r_{B}}\right\}$ respectively. Then we have that the ideal $A \cap B$ is generated by the set $\{\operatorname{lcm}(a, b)\}$ where $a$ is a generator of $A$ and $b$ is a generator of $B$; and in the place of $A \cup B$ we install $A+B$, the ideal generated by all the generators of $A$ and $B$.

Given a monomial ideal $I$ minimaly generated by $\left\{m_{1}, \ldots, m_{r}\right\}$ we define the (recursive) Mayer-Vietoris exact sequence of $I$ in the following way:

For each $1 \leq s \leq r$ denote $I_{s}:=\left\langle m_{1}, \ldots m_{s}\right\rangle, \tilde{I}_{s}:=I_{s-1} \cap\left\langle m_{s}\right\rangle=$ $\left\langle m_{1, s}, \ldots, m_{s-1, s}\right\rangle$, where $m_{i, j}$ denotes $\operatorname{lcm}\left(m_{i}, m_{j}\right)$. Then, for each $s$ we have the following exact sequence of ideals:

$$
0 \rightarrow \tilde{I}_{s} \rightarrow I_{s-1} \oplus\left\langle m_{s}\right\rangle \rightarrow I_{s} \rightarrow 0
$$

and the following short exact sequence of Koszul complexes:

$$
0 \longrightarrow \mathbb{K}\left(\tilde{I}_{s}\right) \xrightarrow{\mathfrak{i}} \mathbb{K}\left(I_{s-1}\right) \oplus \mathbb{K}\left(\left\langle m_{s}\right\rangle\right) \xrightarrow{\mathfrak{j}} \mathbb{K}\left(I_{s}\right) \longrightarrow 0,
$$

the maps given by

$$
\mathfrak{i}(\gamma)=(\gamma,-\gamma), \quad \mathfrak{j}\left(\eta, \eta^{\prime}\right)=\eta+\eta^{\prime}
$$

for $\gamma \in \mathbb{K}\left(\tilde{I}_{s}\right), \eta \in \mathbb{K}\left(I_{s-1}\right)$ and $\eta^{\prime} \in \mathbb{K}\left(\left\langle m_{s}\right\rangle\right)$.
These sequences induce a long exact sequence in Koszul homology for each $s$, the set of all of them is what we call the (recursive) Mayer-Vietoris Sequence of $I$.

Since the differential $\partial$ of $\mathbb{K}(I)$ preserves multidegree, and denoting by $\mathbb{K}_{\mathbf{a}}(I)$ the multidegree a piece of $\mathbb{K}(I)$, we have a multigraded version of the sequence:

$$
0 \longrightarrow \mathbb{K}_{\mathbf{a}}\left(\tilde{I}_{s}\right) \longrightarrow \mathbb{K}_{\mathbf{a}}\left(I_{s-1}\right) \oplus \mathbb{K}_{\mathbf{a}}\left(\left\langle m_{s}\right\rangle\right) \longrightarrow \mathbb{K}\left(I_{s}\right)_{\mathbf{a}} \longrightarrow 0
$$

and the corresponding multigraded version of the Mayer-Vietoris Sequence of $I$ :

$$
\begin{gather*}
\cdots \longrightarrow H_{i+1}\left(\mathbb{K}_{\mathbf{a}}\left(I_{s}\right)\right) \xrightarrow{\Delta} H_{i}\left(\mathbb{K}_{\mathbf{a}}\left(\tilde{I}_{s}\right) \longrightarrow\right. \\
H_{i}\left(\mathbb{K}_{\mathbf{a}}\left(I_{s-1}\right) \oplus \mathbb{K}_{\mathbf{a}}\left(\left\langle m_{s}\right\rangle\right)\right) \longrightarrow H_{i}\left(\mathbb{K}_{\mathbf{a}}\left(I_{s}\right)\right) \xrightarrow{\Delta} \cdots \tag{2}
\end{gather*}
$$

## 3 The Mayer-Vietoris Tree of $I$.

Using recursively these exact sequences for every $\mathbf{a} \in \mathbb{N}^{n}$ we could compute the Koszul homology of $I=\left\langle m_{1}, \ldots, m_{r}\right\rangle$. When making use of them to compute $H_{*}\left(\mathbb{K}_{\mathbf{a}}(I)\right)$, we need $H_{*}\left(\mathbb{K}_{\mathbf{a}}\left(\tilde{I}_{r}\right)\right)$ and $H_{*}\left(\mathbb{K}_{\mathbf{a}}\left(I_{r-1}\right)\right)$; and for each of these two computations, one needs the corresponding smaller ideals. Note that the size of the involved ideals decreases until they are generated by only one monomial, in which case the Koszul homology is trivial.

The involved ideals can be displayed as a tree, the root of which is $I$ and every node $J$ has as children $\tilde{J}$ on the left and $J^{\prime}$ on the right (if $J$ is generated by $s$ monomials, $\tilde{J}$ denotes $\tilde{J}_{s}$ and $J^{\prime}$ denotes $J_{s-1}$ ). This is what we call the Mayer-Vietoris Tree of a monomial ideal $I$, and we will denote it $M V T(I)$. Note that the $M V T(I)$ depends on the ordering in which the monomials are given, thus, for a given ideal $I$ we have several (and eventually different) trees depending on the order of its generators.

Remark 3.1. Observe that if we have the monomials in our ideal $J$ sorted in a way such that $m_{s}$ has the biggest exponent in some of the variables, then the generators in $\tilde{J}$ will have the same exponent in this variable. Keeping the nodes ordered in such a way gives us small trees, as the left branch will have a length of at most the number of variables plus one.

Example 3.2. The monomial ideal $I=\langle x y, x z, y z\rangle$, has the following Mayer-Vietoris tree, if we change the order of the generating monomials, we obtain isomorphic trees (i.e. isomorphic as graphs and with isomorphic ideals in the corresponding nodes)


On the other side, for $I=\left\langle x^{2}, y^{2}, x y\right\rangle$ we obtain two different trees according to the ordering of the monomials:


Since by definition $M V T(I)$ is a complete tree i.e. every father has exactly two children, we can assign position indices to every node, in the following way: $I$ has position 1 and if $J$ has position $p$ then $\tilde{J}$ has position $2 p$ and $J^{\prime}$ has position $2 p+1$. We will denote this $M V T_{1}(I)=$ $I, M V T_{p}(I)=J, M V T_{2 p}(I)=\tilde{J}, M V T_{2 p+1}(I)=J^{\prime}$. These indices will be very useful for efficiently reading the information hidden in $M V T(I)$.
Remark 3.3. Two famous objects that express the combinatorial structure of monomial ideals based on the least common multiples of their generators are the Taylor resolution [8] and the lcm-lattice [9]. For a monomial ideal $I=\left\langle m_{1}, \ldots, m_{r}\right\rangle$ the first one is a complex supported in elements of the form $m_{U}$ for all subset $U$ of $\{1, \ldots, r\}$ i.e. $2^{r}-1$ elements, and the lcmlatice contains all the different least common multiples ( 1 cm ) of generators of the ideal, in general, the lcm-lattice is smaller than the Taylor complex. The Mayer-Vietoris tree is in general smaller, because it takes into account divisibility between lcm's of generators. In the last example, the Taylor resolution is suported on 7 elements, the lcm-lattice contains 6 different
monomials, and the (minimal) Mayer-Vietoris tree has only 5 different monomials.

## 3.1 $M V T(I)$ and Koszul homology computations

Let $J$ be a node in $M V T(I)$ and denote by $m d\left(H_{i} \mathbb{K}((J))\right)$ (or $m d_{i}(J)$ for short) the set of multidegrees in which $H_{i}(\mathbb{K}(J))$ is different from zero. We have that all the $m d_{i}(I)$ are present as exponents of generators in the nodes of the Mayer-Vietoris tree. In the following lemmata $J$ is a node of $M V T(I)$ minimally generated by $\left\{m_{1}, \ldots, m_{s}\right\}$.
Lemma 3.4. $H_{0}(\mathbb{K}(J))=H_{0}\left(\mathbb{K}\left(J^{\prime}\right)\right) \oplus\left\langle m_{s}\right\rangle$
Proof: In homological dimension 0 we have the following exact sequence in homology

$$
\cdots \longrightarrow H_{0}\left(\mathbb{K}_{\mathbf{a}}(\tilde{J})\right) \longrightarrow H_{0}\left(\mathbb{K}_{\mathbf{a}}\left(J^{\prime}\right) \oplus \mathbb{K}_{\mathbf{a}}\left(\left\langle m_{s}\right\rangle\right)\right) \longrightarrow H_{0}\left(\mathbb{K}_{\mathbf{a}}(J)\right) \longrightarrow 0
$$

but if $x^{\mu}$ is such that $\mu \in m d_{0}\left(J^{\prime} \oplus\left\langle m_{s}\right\rangle\right)$ then $x^{\mu}=m_{j}$ for some $j$. Now, if $\mu \in m d_{0}(\tilde{J})$ then $x^{\mu}=m_{i s}$ for some $i$. Then $m_{j}=m_{i s}$, and we have that $m_{j}\left|m_{i}, m_{j}\right| m_{s}$ which is a contradiction. Then the exact sequence in homology is of the form

$$
0 \longrightarrow H_{0}\left(\mathbb{K}_{\mathbf{a}}\left(J^{\prime}\right) \oplus \mathbb{K}_{\mathbf{a}}\left(\left\langle m_{s}\right\rangle\right)\right) \longrightarrow H_{0}\left(\mathbb{K}_{\mathbf{a}}(J)\right) \longrightarrow 0
$$

and hence the result.
Lemma 3.5. $\forall i>0, m d_{i}(J) \subseteq m d_{i-1}(\tilde{J}) \bigcup m d_{i}\left(J^{\prime}\right)$
Proof: Let $\mathbf{a} \in \mathbb{N}_{0}^{n}$ such that $\mathbf{a} \notin m d_{i-1}(\tilde{J}) \bigcup m d_{i}\left(J^{\prime}\right)$ then the exact sequence in homology
..$\longrightarrow H_{i}\left(\mathbb{K}_{\mathbf{a}}\left(J^{\prime}\right)\right) \longrightarrow H_{i}\left(\mathbb{K}_{\mathbf{a}}(J)\right) \xrightarrow{\Delta} H_{i-1}\left(\mathbb{K}_{\mathbf{a}}(\tilde{J})\right) \longrightarrow H_{i-1}\left(\mathbb{K}_{\mathbf{a}}\left(J^{\prime}\right)\right) \longrightarrow \cdot$ is of the form

$$
0 \longrightarrow H_{i}\left(\mathbb{K}_{\mathbf{a}}(J)\right) \longrightarrow 0
$$

and then $H_{i}\left(\mathbb{K}_{\mathbf{a}}(J)\right)=0$.

Proposition 3.6. If $H_{i}\left(\mathbb{K}_{\mathbf{a}}(I)\right) \neq 0$ for some $i$, then $x^{\mathbf{a}}$ is a generator of some $J \in M V T(I)$

Proof: The result comes from the preceding lemmata.
From this proposition we have that all the multidegrees of Koszul generators of $I$ appear in $M V T(I)$. We could have some multidegrees appearing in the Mayer-Vietoris tree that do not correspond to Koszul generators. However, there are some of them that will always have a corresponding generator. Among the nodes in $M V T(I)$ we call relevant nodes to those in even position or in position 1. This is because for all other nodes in odd position, the corresponding generators have already appeared in a relevant node.

Lemma 3.7. If $x^{\mathbf{a}}$ appears only once as a generator of a relevant node $J$ in $\operatorname{MVT}(I)$ then there exists exactly one generator in $H_{*}(\mathbb{K}(I))$ which has multidegree $\mathbf{a}$.

Proof: Let $x^{\text {a }}$ be a generator of $I$ (i.e. of the relevant node in position 1). Then $x^{\mathbf{a}}$ appears only in this relevant node in $M V T(I)$ and it is clear that there is a generator of $H_{0}(\mathbb{K}(I))$ that has multidegree a, namely $x^{\mathbf{a}}$ itself.

If $x^{\mathbf{a}}$ appears only as a generator of the node $J$ in even position $p$, then exists $L \in M V T(I)$ such that $J=\tilde{L}$. Then we have the following exact sequence in homology (we know that $x^{\mathbf{a}}$ does not appear in $L$ )

$$
0 \longrightarrow H_{1}\left(\mathbb{K}_{\mathbf{a}}(L)\right) \longrightarrow H_{0}\left(\mathbb{K}_{\mathbf{a}}(J)\right) \longrightarrow 0
$$

so we have that the connecting morphism is an isomorphism and we have exactly one generator in $H_{1}(\mathbb{K}(L))$ with multidegree $\mathbf{a}$. When iterating the process to compute $H(\mathbb{K}(I))$ we will always be in one of the following situations:

- If there exists $M \in M V T(I)$ such that $M^{\prime}=L$ then we have the following exact sequence

$$
\cdots \longrightarrow H_{1}\left(\mathbb{K}_{\mathbf{a}}(M)\right) \longrightarrow H_{1}\left(\mathbb{K}_{\mathbf{a}}(L) \oplus \mathbb{K}_{\mathbf{a}}\left(\left\langle m_{s}\right\rangle\right)\right) \longrightarrow H_{0}\left(\mathbb{K}_{\mathbf{a}}(\tilde{M})\right) \longrightarrow 0
$$

but in this case $\tilde{M}$ is a relevant node, and thus the sequence is just $0 \longrightarrow H_{1}\left(\mathbb{K}_{\mathbf{a}}(M)\right) \longrightarrow H_{1}\left(\mathbb{K}_{\mathbf{a}}(L) \oplus \mathbb{K}_{\mathbf{a}}\left(\left\langle m_{s}\right\rangle\right)\right) \longrightarrow 0$

- If there exists $M \in M V T(I)$ such that $\tilde{M}=L$ then we have the following exact sequence
..$\longrightarrow H_{2}\left(\mathbb{K}_{\mathbf{a}}(M)\right) \longrightarrow H_{2}\left(\mathbb{K}_{\mathbf{a}}\left(M^{\prime}\right) \oplus \mathbb{K}_{\mathbf{a}}\left(\left\langle m_{s}\right\rangle\right)\right) \longrightarrow H_{1}\left(\mathbb{K}_{\mathbf{a}}(L)\right) \longrightarrow 0$
but in this case the sequence is just

$$
0 \longrightarrow H_{2}\left(\mathbb{K}_{\mathbf{a}}(M)\right) \longrightarrow H_{1}\left(\mathbb{K}_{\mathbf{a}}(L)\right) \longrightarrow 0
$$

Iterating this process, we have that there is one generator in some $H_{i}(\mathbb{K}(I))$ in multidegree a.

With this proposition, collecting all the non repeated generators of the relevant nodes, we have a lower bound for the Betti numbers of $I$, let us call $\hat{\beta}_{i}(I)$ to these 'estimated' Betti numbers. On the other hand, if we collect all the generators in the relevant nodes, we have an upper bound for the Betti numbers. We denote $\bar{\beta}_{i}(I)$ these upper bounds. In some cases these are all the Koszul generators, and thus, the bounds for the Betti numbers are sharp.
Remark 3.8. Observe that what we obtain from the Mayer-Vietoris Tree of the ideal is not only bounds for the Betti numbers, but a subset of the multidegrees in which the Betti numbers are nonzero, and a superset of this. THis information of course provides the lower and upper bound for the Betti numbers, but is more complete. In fact this will be very useful for applications.

Proposition 3.9. If I is a generic monomial ideal, then $\hat{\beta}_{i}(I)=\beta_{i}(I) \forall i$. If I is minimally resolved by its Taylor resolution, then $\overline{\beta_{i}}(I)=\beta_{i}(I) \forall i$.

## Proof:

- A monomial ideal $I=\left\langle m_{1}, \ldots, m_{r}\right\rangle$ is called generic [10] if whenever two distinct minimal generators $m_{i}$ and $m_{j}$ have the same positive
degree in some variable, there is a third generator $m_{k}$ which strictly divides $\operatorname{lcm}\left(m_{i}, m_{j}\right)$. For every monomial ideal $I=\left\langle m_{1}, \ldots, m_{r}\right\rangle$ its Scarf Complex of $I, \Delta_{I}$ is the collection of all subsets of $\left\{m_{1}, \ldots, m_{r}\right\}$ whose least common multiple is unique:

$$
\Delta_{I}=\left\{\sigma \subseteq\{1, \ldots, r\} \mid m_{\sigma}=m_{\tau} \Rightarrow \sigma=\tau\right\}
$$

If $I$ is a generic monomial ideal, then the chain complex supported on the Scarf complex $\Delta_{I}$ minimally resolves $R / I$. Now, let $c$ be a generator of the Koszul homology of $I$, let a be its multidegree. Then, $\mathbf{a}$ is the multidegree of a generator of a relevant node in $M V T(I)$ and thus it is the least common multiple of a set of minimal generators of $I$, lets call this set $S$; we have then that $m_{S}=x^{\mathbf{a}}$. Assume a appears in some other relevant node, then there exists another set $T$ of minimal generators of $I$ such that $m_{T}=x^{\text {a }}$. If $I$ is generic, we know that the Scarf complex minimally resolves $I$ and then the multidegree of each generator of the Koszul homology of $I$ corresponds to the least common multiple of exactly one set of minimal generators of $I$. Hence, we have a contradiction, and $x^{\text {a }}$ appears only once in a relevant node of $M V T(I)$.

- If the Taylor Resolution of $I$ is minimal, we know that we have a Koszul generator corresponding to every subset of minimal generators of $I$. These are exactly the generators appearing in the relevant nodes of $M V T(I)$ in this case.

Of course if we only have non-repeated generators in the relevant nodes of $M V T(I)$ then $\overline{\beta_{i}}(I)=\hat{\beta}_{i}(I)=\beta_{i}(I) \forall i$. When we have repeated generators we still can obtain all the relevant information,including the Betti numbers, the Multigraded Betti numbers, and the actual generators of the homology modules, using the properties of the exact sequence, and other considerations (see [14] and later).

### 3.2 Mayer-Vietoris resolution of Monomial Ideals

This small section gives just a brief (and somewhat informal) description of the process of obtaining a (minimal) resolution of our ideal $I$ using its Mayer-Vietoris tree. A usual technique to build resolutions in a recursive way is using mapping cone resolutions [11]. For them, one must use what is known as the algebraic mapping cone (see [7] for example) of a map between two chain complexes. The usual procedure is to have a map between two resolutions of ideals with fewer generators and from the mapping cone of this map, one constructs a resolution of an ideal with one more generator. Two problems show up when using such a construction: first, it's is not always easy to build the chain complex map between the two small resolutions; and second, the mapping cone of two minimal resolutions needs not to be minimal, so some minimization process must be performed later, and this can be rather inefficient. The first problem is solved using tecniques from Effective Homology [12]; the second can be treated in an efficient way using these techniques.

The starting point for the recursive process we want to implement is the short exact sequence of ideals associated to the Mayer-Vietoris sequence of an ideal $I$. We begin with the sequence

$$
0 \longrightarrow \tilde{I}_{2} \xrightarrow{\mathrm{i}} I_{1} \oplus\left\langle m_{2}\right\rangle \xrightarrow{\mathrm{j}} I_{2} \longrightarrow 0
$$

We want to use the following theorem from effective homology:
Theorem 3.10. Let $(A, \mathfrak{i}, \rho, B, \mathfrak{j}, \sigma, C)$ be an effective short exact sequence of effective chain-complexes:

$$
0 \longrightarrow A \underset{\rho}{\stackrel{\mathfrak{i}}{\rightleftarrows}} B \underset{\sigma}{\stackrel{\mathfrak{j}}{\rightleftarrows}} C \longrightarrow 0
$$

where $\mathfrak{i}$ and $\mathfrak{j}$ are chain complex morphisms; $\rho$ and $\sigma$ are graded module morphisms and the following relations hold: $i d_{A}=\rho \mathfrak{i}, i d_{B}=\mathfrak{i} \rho+\sigma \mathfrak{j}$ and $i d_{C}=\mathfrak{j} \sigma$, then, an algorithm constructs a canonical reduction (see [12]) between Cone(i) and C from the data.

The recursive application of this theorem builds a resolution of $I$ supported on the Mayer-Vietoris tree of $I$. To use it, we need to transform our initial short exact sequence in an effective one, i.e. we need maps $\rho: I_{s-1} \oplus\left\langle m_{s}\right\rangle \rightarrow \tilde{I}_{s}$ and $\sigma: I_{s} \rightarrow I_{s-1} \oplus\left\langle m_{s}\right\rangle$ such that $\rho \mathfrak{i}=1, \mathfrak{j} \sigma=1$ and $\mathfrak{i} \rho+\sigma \mathfrak{j}=1$, and it is not hard to define such maps for our monomial ideals, for each elements one just needs to be careful with the summands that lie in each of the ideals involved, or the differences among them. Another ingredient we need are effective resolutions of the leftmost ideals, i.e. we need explicit contracting homotopies for them. As the initial step works with ideals generated by one and two monomials, we know that the Taylor resolution of them is minimal, and moreover, an explicit contracting homotopy is known for it [13] thus, theorem 3.10 provides us an effective resolution of $I_{2}$ and we can go on with the process.

The use of effective short exact sequences allows us to overcome the main (algorithmic) dificulty when using this recursive procedure, namely the construction of the comparison maps $\mathfrak{i}$ [11]. This procedure gives us also a good recursive description of the differentials involved in the so constructed resolution. We know that $\operatorname{Cone}(\mathfrak{i})_{q}=B_{q} \oplus A_{q-1}$ and the differential is given by $d_{q}^{\text {Cone }(\mathrm{i})}=\left(\begin{array}{cc}d_{q}^{B} & \mathfrak{i}_{q} \\ 0 & -d_{q-1}^{A}\end{array}\right)$. Thus, if we keep minimality at each step, we know that the only possible part of the matrix which can be reduced is that corresponding to $\mathfrak{i}_{q}$, and the minimalization process is improved. Moreover, as we keep track of the multidegrees involved, only when the same multidegree appears in the resolutions of both $\tilde{I}_{s}$ and $I_{s_{1}} \oplus\left\langle m_{s}\right\rangle$ at the same homological dimension we can have some non-minimality on the resolution of $I_{s}$. This provides a new criterion for detecting multidegrees such that even if are repeted at some relevant nodes of $M T V(I)$, will contribute to the Koszul homology of $I$. Note that the size of the resolution constructed this way is given by the number of generators in the relevant nodes of the tree.

## 4 Reading the Mayer-Vietoris Tree

We know that the only multidegrees relevant to the homology computation of $I$ are those in position 1 of $M V T(I)$, from which we obtain $H_{0}(\mathbb{K}(I))$ and those in even position in $M V T(I)$. The dimension of the homology to which (up to possible cancellations if we have long homology sequences) they contribute, can also be read from their position in the tree. If we asign a dimension to every node in $M V T(I)$ in the following way: $\operatorname{dim}\left(M V T_{1}(I)\right)=0$, if $\operatorname{dim}\left(M V T_{p}(I)\right)=d$ then $\operatorname{dim}\left(M V T_{2 p}(I)\right)=d+1$, $\operatorname{dim}\left(M V T_{2 p+1}(I)\right)=d$, then the generators of each relevant node contribute to the homology modules in the homological dimension given by the dimension of the node. To verify this just consider the Mayer-Vietoris sequence at each multidegree in the tree, and the fact that at the bottoms of the tree, one has always a node with two generators and two children with one genertor each, the right child contributes with its homology just in dimension zero (it is a generator of its father) and the left child contributes with one generator in dimension one, the recursive construction of the tree and the sequences yield the correspondence between dimensions.

If we compute $M V T(I)$ keeping track of the dimension of a node and the number of generators it has, then the (bounds of the) Betti numbers can be computed at once with the tree. Algorithm 1 computes the MayerVietoris tree of $I$ and every node is given by its position, dimension and generators:

On steps 10 and 11 the children of a given node are computed. The procedures tilde(ideal) and ideal' compute the corresponding new ideals and give the list of generators sorted. A good ordering would be as said before, putting in the last place a generator with highest exponent in some variable. Another strategy could be keeping the ideal generic as long as possible, etc. Note that the complexity of this algorithm depends strongly on the number of generators of $I$ and has only a weak dependence on the number of variables (the neccesary divisibility tests depend on the number of variables); it is independent on the degrees of the generators involved.

Once the tree is built in this way, we can use the information in it reading

## Algorithm 1 : Mayer-Vietoris Tree of a Monomial ideal I

Input: Minimal generatng set of $I=\left\langle m_{1}, \ldots m_{r}\right\rangle$
Output: $M V T(I)$ as a list of pairs (position, ideal)

```
1 if \(r=1\) then return \(\left\{\left(\left\{1,0,\left\{m_{1}\right\}\right\}\right)\right\}\)
    else
    tree \(:=\left\{\left(1,0,\left\{m_{1}, \ldots, m_{r}\right\}\right)\right\}\)
    undone \(:=\) tree
    while undone \(\neq \emptyset\) do
        node \(:=\) first(undone)
        undone \(:=\) tail(undone)
        ideal \(:=\) ideal(node)
        pos \(:=\) position(node), dim \(:=\) dimension(node)
        \(\operatorname{append}(\) tree, \((2 *\) pos, \(\operatorname{dim}+1\), tilde \((i d e a l)))\)
        append \(\left(\right.\) tree,\(\left(1+2 *\right.\) pos, dim, ideal \(\left.\left.{ }^{\prime}\right)\right)\)
    12 if number of generators \((\) tilde \((\) ideal \())>1\)
        then append(undone, \((2 * p\), dim +1 , tilde (ideal)))
    13 if number of generators \((\) ideal \()>1\)
        then \(\operatorname{append}\left(\right.\) undone, \(\left(1+2 * p\right.\), dim, ideal \(\left.\left.^{\prime}\right)\right)\)
        end while
        return tree
16 end if
```

the tree upwards looking for the resolution, or reading directly from the output of the algorithm the bounds $\hat{\beta}_{i}$ and $\bar{\beta}_{i}$ for each $i$.

As the multidegree of the generators and the dimension(s) in which they (can) contribute to the homology are given in the tree, one can read from it the involutivity degree of the system our ideal is associated to. We proceed downwards from the highest possible degree. If we can assure this
multidegree is present in the Koszul homology, because it appears only once in some relevant node or because of some other considerations (see later) then we have our involutivity degree. If we find it does not contribute to the Koszul homology of the ideal, we go to the next multidegree and perform the same test until we find an element of the homology, and we are done.

## 5 Examples and Experiments

### 5.1 A first small example

Here we have an example of the computation of the Koszul homology of a monomial ideal in 3 variables with four generators. In this case, the ideal is not generic and still it's homology can be automatically computed from the Mayer-Vietoris tree. Let $I=\left\langle x y^{2}, x y z^{3}, y^{5}, z^{6}\right\rangle$, then it's Mayer-Vietoris tree is

here the numbers denote the positions and dimensions of the nodes in the tree. According to our rules, we can read the Betti numbers of $I$ from MVT(I):

$$
\beta_{0}(I)=4, \beta_{1}(I)=4, \beta_{2}(I)=1
$$

and looking at the generators in each position we also obtain the multigraded Betti numbers:

$$
\begin{aligned}
& \beta_{0}: 120,113,050,006 \\
& \beta_{1}: 116,056,150,123 \\
& \beta_{2}: 156
\end{aligned}
$$

If we look at the bigrading, we see that the dimensions $f$ the bigraded homology modules of $I$ are:

$$
\begin{array}{lll}
\operatorname{dim}\left(H_{3,0}(I)\right)=1, & \operatorname{dim}\left(H_{5,0}(I)\right)=2, & \operatorname{dim}\left(H_{6,0}(I)\right)=1 \\
\operatorname{dim}\left(H_{5,1}(I)\right)=2, & \operatorname{dim}\left(H_{7,1}(I)\right)=1, & \operatorname{dim}\left(H_{10,1}(I)\right)=1 \\
& \operatorname{dim}\left(H_{10,2}(I)\right)=1 &
\end{array}
$$

and thus, the degree of involution of $I$ is 10 .
In general some 'unpleasant' multidegrees, i.e. those that are repeated in some relevant nodes, will appear. In this case, we can still use some criteria to determine wether they contribute to the Koszul homology of the ideal or not, like the maps in the resolution we saw in the precedent section or the length of the associated Mayer-Vietoris sequence. We can also use local computations of the homology, using simplicial techniques for the computation of generators, as seen in [14]. These simplicial techniques include easy criteria for the vanishing of the homology at a given multidegree, or actual computation of the generators at each multidegree.

In the following table we show the results of computations ${ }^{1}$ in some random examples, $n$ is the number of variables $g$ the number of generators, $S$ the size of the minimal resolution and $U$ the number of 'unpleasant' multidegrees in which we have to make some computations; the column CoCoA shows the time (in seconds) used by the CoCoA [15] command BettiDiagram in computing the Betti Diagram of $I$ and the column Tree shows the time in which our algorithm, implemented in CoCoAL, returns the estimated Betti numbers of $I$. The question mark means that computations were stopped after five hours with no result.

[^24]| $n$ | $g$ | $S$ | $U$ | CoCoA | Tree |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 5 | 19 | 235 | 20 | 3.61 | 2.44 |
| 6 | 34 | 713 | 10 | 18.89 | 5.59 |
| 30 | 12 | 3275 | 26 | 60.85 | 13.18 |
| 50 | 13 | 8191 | 0 | 800.92 | 54.01 |
| 70 | 12 | 4095 | 0 | 1809.0 | 161.81 |
| 100 | 10 | 1023 | 0 | 732.16 | 11.0 |
| 105 | 13 | 8191 | 0 | $?$ | 100.74 |

### 5.2 Valla Ideals

In his paper [16], G. Valla studies the Betti numbers of some monomial ideals strongly related with fat points. These ideals are not stable and in [16], formulas for their Betti numbers are given. If we want to study the multigraded Betti numbers of these ideals or their Koszul homology, we can use their Mayer-Vietoris trees. The ideals Valla studies can be described as follows:

$$
I_{a, b}=\left\langle x_{1}^{a+b-2 j} J^{j}, x_{1}^{a-t} J^{t}\right\rangle, \quad j=0, \ldots, b-1, \quad t=b, \ldots a
$$

where $a$ and $b$ are positive integers such that $a \geq b$, and $J=\left\langle x_{2}, \ldots, x_{n}\right\rangle$.
These ideals grow very rapidly, and their Mayer-Vietoris trees compute very efficiently their multigraded Betti numbers. Here is a table with several examples. In the table, $n$ is the number of variables, $a$ and $b$ define the corresponding Valla ideal, $g$ is the number if generators, Min is the size of the minimal resolution, $M V T$ is the size of the Mayer-Vietoris resolution, Time shows the time (in seconds) that took to compute the Mayer-Vietoris tree of each ideal, and $C o C o A$ shows the time it took CoCoA to compute the BettiDiagram of each ideal.

Note that for all the examples in the table (and for all other examples computed so far by the author) the Mayer-Vietoris tree provides the exact (multigraded) Betti numbers. The question about this being a general result is only a conjecture.

| $n$ | $a$ | $b$ | $g$ | Min | MVT | Time | CoCoA |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 3 | 3 | 2 | 10 | 31 | 31 | 0.13 | 0.02 |
| 3 | 6 | 4 | 28 | 97 | 97 | 0.45 | 0.05 |
| 4 | 3 | 2 | 20 | 111 | 111 | 0.32 | 0.04 |
| 4 | 6 | 4 | 84 | 545 | 545 | 3.83 | 0.27 |
| 6 | 3 | 2 | 56 | 1023 | 1023 | 3.08 | 0.53 |
| 6 | 6 | 4 | 462 | 10625 | 10625 | 123.03 | 91.26 |
| 8 | 3 | 2 | 120 | 7423 | 7423 | 21.73 | 23.86 |
| 8 | 6 | 4 | 1716 | 141569 | 141569 | 2906.49 | $?$ |
| 10 | 3 | 2 | 220 | 47103 | 47103 | 167.10 | $?$ |

### 5.3 Ideals from Reliability Theory

In their paper [17], Giglio and Wynn relate coherent systems, from Reliability Theory, with monomial ideals. In reliability computations, an inclusionexclusion identity for the probability of failure of the system is used. In the commutative algebra side, this is strongly related to compute multigraded Betti numbers and Multigraded Hilbert series. In [17], the Scarf complex (see [10] for example) is used to improve this inclusion-exclusion identity, so that fewer terms are used. Instead of the Scarf complex, we can use Mayer-Vietoris trees for this improvements. In the case of generic ideals, both the Scarf complex and The Mayer-Vietoris trees will yield the same terms. In the non-generic case, we expect the trees will be closer to the minimal resolution than the non-generic Scarf complex. In fact this can be seen in the examples computed in [17]:

The first non-generic example in [17], corresponding to a binary network, is the ideal $I=\left\langle x_{1} x_{6}, x_{1} x_{4} x_{7}, x_{2} x_{4} x_{6}, x_{1} x_{4} x_{5} x_{8}, x_{2} x_{7}, x_{3} x_{4} x_{5} x_{6}, x_{2} x_{5} x_{8}\right.$, $\left.x_{3} x_{5} x_{7}, x_{3} x_{8}\right\rangle$ in $\mathbb{Q}\left[x_{1}, \ldots, x_{8}\right]$. The Scarf complex associated to $I$ has size 103, the Mayer-Vietoris resolution has size 87, the same that the minimal resolution.

The following example, corresponding to a binary non-network, is the ideal in $\mathbb{Q}\left[x_{1}, \ldots, x_{4}\right]$ given by $I=\left\langle x_{1} x_{2}, x_{1} x_{3}, x_{1} x_{4}, x_{2} x_{3}, x_{2} x_{4}, x_{3} x_{4}\right\rangle$, the Scarf complex of which has size 19, while the Mayer-Vietoris and the minimal resolution have both size 17 .

Finally, the last example, corresponding to a multistate system, is the ideal $I=\left\langle x_{1}^{3} x_{2}^{2} x_{3}^{3} x_{4}, x_{1}^{2} x_{2}^{3} x_{3}^{3} x_{4}, x_{1}^{2} x_{3}^{2} x_{4}^{2}, x_{1} x_{2} x_{3}^{2} x_{4}^{2}, x_{2}^{2} x_{3}^{2} x_{4}^{2}, x_{1}^{3} x_{3} x_{4}^{3}, x_{1}^{2} x_{2} x_{3} x_{4}^{3}\right.$, $\left.x_{1} x_{2}^{2} x_{3} x_{4}^{3}, x_{2}^{3} x_{3} x_{4}^{3}\right\rangle$ in the ring $\mathbb{Q}\left[x_{1}, \ldots, x_{4}\right]$. In this case, the size of the Scarf complex is 31 , while both Mayer-Vietoris and minimal resolutions have size 25 .

In all these examples we see that the Mayer-Vietoris trees improve the computations made with the help of the Scarf complex, and thy even yield the actual (multigraded) Betti numbers for the examples in the literature.

## 6 Future work

Future work includes making a complete study about which monomial orderings are better to obtain smaller and/or better trees for a given ideal, and give caracterizations of families of ideals such that their Mayer-Vietoris trees have no repeated relevant generators. Also merging the MayerVietoris tree with the different techniques presented in [14] and the criteria coming from the Mayer-Vietoris resolution and homology sequence, in order to implement an algorithm to compute the Koszul homology of monomial ideals. Finally, another issue is to fully describe and implement the transfer of the results in the monomial case to computations in the polynomial case. For this, the Homological Perturbation Lemma gives a good tool, and it's application to our case is described in [1] and [18].
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#### Abstract

An algorithm is given to compute a Stanley decomposition for the normal form of a three degree of freedom Hamiltonian at equilibrium in the semisimple resonant case. This algorithm is then applied to compute Stanley decompositions of the normal form of the first and second order resonances.
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## 1 Introduction

We consider Hamiltonians at equilibrium with quadratic term

$$
H^{0}=\sum_{j=1}^{3} m_{j} x_{j} y_{j},
$$

where $x_{j}=q_{j}+i p_{j}$ and $y_{j}=q_{j}-i p_{j}$, and the $q_{j}, p_{j}$ are the real canonical coordinates. We assume $m_{j} \in \mathbb{N}$, although it is straightforward to apply the results in the more general case $m_{j} \in \mathbb{Z}$. The signs are important in the nonsemisimple case, and of course, in the stability considerations. With these quadratic terms we speak of the semisimple resonant case.

[^25]For the asymptotic analysis of such resonances, see [SV85]. Most bibliographic references are taken form the second edition of [SV85], in preparation. We now pose the problem to find the description of a general element

$$
H \in k\left[\left[x_{1}, y_{1}, x_{2}, y_{2}, x_{3}, y_{3}\right]\right]
$$

such that $\left\{H^{0}, H\right\}=0$ (see [Mur03, Section 4.5]). Since the flow of $H^{0}$ defines a compact Lie group $\left(S^{1}\right)$ action on $T^{*} \mathbb{R}^{3}$, we know beforehand that $H$ can be written as a function of a finite number of invariants of the flow of $H^{0}$, that is, as

$$
H=\sum_{k=1}^{q} F_{k}\left(\alpha_{1}, \cdots, \alpha_{p_{k}}\right) \beta_{k},
$$

where $\left\{H^{0}, \alpha_{\iota}\right\}=\left\{H^{0}, \beta_{\iota}\right\}=0$ for all relevant $\iota$. The $\alpha_{\iota}, \beta_{\iota}$ are monomials in the $x_{1}, \cdots, y_{3}$ variables and are to be determined explicitly. The $F_{k}$ are completely arbitrary polynomials or formal power series. If it follows from

$$
\sum_{k=1}^{q} F_{k}\left(\alpha_{1}, \cdots, \alpha_{p_{k}}\right) \beta_{k}=0
$$

that all the $F_{k}$ are identically zero, we say that we have obtained a Stanley decomposition of the normal form. While the existence of the Stanley decomposition follows from the Hilbert finiteness theorem, it is general not unique: both $F(x)$ and $c+G(x) x$ are Stanley decompositions of general functions in one variable $x$. Notice that the number of primary variables $\alpha_{\iota}$ is in principle variable, contrary to the case of Hironaka decompositions. One can define the minimum number $q$ in the Stanley decomposition as the Stanley dimension. In general one can only obtain upper estimates on this dimension by a smart choice of decomposition.
We show that if $M=m_{1}+m_{2}+m_{3}$, the Stanley dimension of the ring of invariants of $H^{0}$ is bounded by $1+2 M$.
We do this by giving an algorithm to compute a Stanley decomposition, and we illustrate this by giving the explicit formulae for the genuine zeroth, first and second order resonances, that is, those resonances which have more
than one generator of degree $\leq 4$, not counting complex conjugates and $x_{j} y_{j}$ 's. These resonances are the most important ones from the point of view of the asymptotic approximation of the solutions.

## 2 The kernel of $\operatorname{ad}\left(H^{0}\right)$

First of all, we see immediately that the elements $\tau_{j}=x_{j} y_{j}$ all commute with $H^{0}$. We let $\mathcal{I}=k\left[\left[\tau_{1}, \tau_{2}, \tau_{3}\right]\right]$. In principle, we work with real Hamiltonians as they are given by a physical problem, but it is easier to work with complex coordinates, so we take the coefficients to be complex too. In practice, one can forget the reality condition and work over $\mathbb{C}$. In the end, the complex dimension will be the same as the real one, after applying the reality condition.
Any monomial in $\operatorname{ker} \operatorname{ad}\left(H^{0}\right)$ is an element of one of the spaces $\mathcal{I}\left[\left[y_{1}^{n_{1}} x_{2}^{n_{2}} x_{3}^{n_{3}}\right]\right]$, $\mathcal{I}\left[\left[x_{1}^{n_{1}} y_{2}^{n_{2}} x_{3}^{n_{3}}\right]\right], \mathcal{I}\left[\left[x_{1}^{n_{1}} x_{2}^{n_{2}} y_{3}^{n_{3}}\right]\right]$, where $\mathbf{n}=\left(n_{1}, n_{2}, n_{3}\right)$ is a solution of $n_{1} m_{1}=$ $n_{2} m_{2}+n_{3} m_{3}, n_{2} m_{2}=n_{1} m_{1}+n_{3} m_{3}, n_{3} m_{3}=n_{1} m_{1}+n_{2} m_{2}$, respectively, and all the $n_{j} \geq 0$.
In the equation $n_{1} m_{1}=n_{2} m_{2}+n_{3} m_{3}$ one cannot have a nontrivial solution of $n_{1}=0$, but if $n_{1}>0$, one can either have $n_{2}=0$ or $n_{3}=0$, but not both. We allow in the sequel $n_{2}$ to be zero, that is, we require $n_{1}>0$, $n_{2} \geq 0$ and $n_{3}>0$.
We formulate this in general as follows. Consider the three equations

$$
n_{i} m_{i}=n_{i^{+}} m_{i^{+}}+n_{i^{+}} m_{i^{++}} .
$$

where the increment in the indices is in $\mathbb{Z} / 3=(1,2,3)$ (that is, $2^{++} \equiv 1$, etc.), where we allow $n_{i^{+}}$to be zero, but $n_{i}$ and $n_{i^{+}}$are strictly positive. We now solve for given $\mathbf{m}$ the equation $n_{1} m_{1}=n_{2} m_{2}+n_{3} m_{3}$, and then apply a cyclic permutation to the indices of $\mathbf{m}$.
Suppose that $\operatorname{gcd}\left(m_{2}, m_{3}\right)=g_{1}>1$. In that case, assuming $\mathbf{m}$ is primitive, we may conclude that $g_{1} \mid n_{1}$. Let $n_{1}=g_{1} \bar{n}_{1}, m_{j}=g_{1} \bar{m}_{j}, j=2,3$. Then

$$
\bar{n}_{1} m_{1}=n_{2} \bar{m}_{2}+n_{3} \bar{m}_{3}, \quad \operatorname{gcd}\left(\bar{m}_{2}, \bar{m}_{3}\right)=1 .
$$

By cyclic permutation, we assume now that $\operatorname{gcd}\left(\bar{m}_{i}, \bar{m}_{j}\right)=1$, and we call $\overline{\mathbf{m}}$ the reduced resonance. Observe that the Stanley dimension of the ring of invariants is the same for a resonance and its reduction.
Obviously, keeping track of the divisions by the gcd's, one can reconstruct the solution of the original resonance problem from the reduced one. Observe that in terms of the coordinates, the division is equivalent to taking a root, and this is not a symplectic transformation.
Dropping the bars, we again consider $n_{1} m_{1}=n_{2} m_{2}+n_{3} m_{3}$, but now we have $\operatorname{gcd}\left(m_{2}, m_{3}\right)=1$.
If $m_{1}=1$, we are immediately done, since the solution is simply $n_{1}=$ $n_{2} m_{2}+n_{3} m_{3}$, with arbitrary integers $n_{2} \geq 0, n_{3}>0$.
So we assume $m_{1}>1$ and we calculate $\bmod m_{1}$, keeping track of the positivity of our coefficients. Let $m_{j}=\bar{m}_{j}+k_{j} m_{1}, j=2,3$, with $0<m_{j}<m_{1}$ since $\operatorname{gcd}\left(m_{j}, m_{1}\right)=1$. Let $\tilde{m}_{3}=m_{1}-m_{3}$, so again $0<\tilde{m}_{3}<m_{1}$. For $q=0, \cdots, m_{1}-1$ let

$$
\begin{aligned}
& n_{2}=q \tilde{m}_{3}+l_{2} m_{1} \\
& n_{3}=q \bar{m}_{2}+l_{3} m_{1}
\end{aligned}
$$

with the condition that if $q=0$, then $l_{3}>0$. Then

$$
\begin{aligned}
n_{1} m_{1} & =\left(q \tilde{m}_{3}+l_{2} m_{1}\right) m_{2}+\left(q \bar{m}_{2}+l_{3} m_{1}\right) m_{3} \\
& =q \tilde{m}_{3} m_{2}+q \bar{m}_{2} m_{3}+m_{1}\left(l_{2} m_{2}+l_{3} m_{3}\right) \\
& =q \tilde{m}_{3}\left(\bar{m}_{2}+k_{2} m_{1}\right)+q \bar{m}_{2}\left(\bar{m}_{3}+k_{3} m_{1}\right)+m_{1}\left(l_{2} m_{2}+l_{3} m_{3}\right) \\
& =q \tilde{m}_{3} \bar{m}_{2}+q \bar{m}_{2} \bar{m}_{3}+m_{1}\left(q \tilde{m}_{3} k_{2}+q \bar{m}_{2} k_{3}+l_{2} m_{2}+l_{3} m_{3}\right) \\
& =m_{1}\left(q\left(k_{2} \tilde{m}_{3}+\left(1+k_{3}\right) \bar{m}_{2}\right)+l_{2} m_{2}+l_{3} m_{3}\right)
\end{aligned}
$$

or

$$
n_{1}=q\left(k_{2} \tilde{m}_{3}+\left(1+k_{3}\right) \bar{m}_{2}\right)+l_{2} m_{2}+l_{3} m_{3}, \quad q=0, \cdots, m_{1}-1 .
$$

This is the general solution of the equation $n_{1}=n_{2} m_{2}+n_{3} m_{3}$.
The solution is not necessarily giving us an irreducible monomial: it could be the product of several monomials in ker $\operatorname{ad}\left(H^{0}\right)$. To analyze this we put

$$
q \bar{m}_{2}=\psi_{2}^{q} m_{1}+\phi_{2}^{q}, 0 \leq \phi_{2}^{q}<m_{1}, \psi_{2}^{q} \geq 0
$$

and

$$
q \tilde{m}_{3}=\psi_{3}^{q} m_{1}+\phi_{3}^{q}, 0 \leq \phi_{3}^{q}<m_{1}, \psi_{3}^{q} \geq 0
$$

We now write $y_{1}^{n_{1}} x_{2}^{n_{2}} x_{3}^{n_{3}}$ as $\left\langle n_{1}, n_{2}, n_{3}\right\rangle$. Then

$$
\begin{aligned}
& \left\langle n_{1}, n_{2}, n_{3}\right\rangle= \\
& \quad=\left\langle q\left(k_{2} \tilde{m}_{3}+\left(1+k_{3}\right) \bar{m}_{2}\right)+l_{2} m_{2}+l_{3} m_{3}, q \tilde{m}_{3}+l_{2} m_{1}, q \bar{m}_{2}+l_{3} m_{1}\right\rangle \\
& =\left\langle m_{2}, m_{1}, 0\right\rangle^{l_{2}}\left\langle m_{3}, 0, m_{1}\right\rangle^{l_{3}} \\
& \quad \cdot\left\langle q\left(k_{2} \tilde{m}_{3}+\left(1+k_{3}\right) \bar{m}_{2}\right), \psi_{3}^{q} m_{1}+\phi_{3}^{q}, \psi_{2}^{q} m_{1}+\phi_{2}^{q}\right\rangle
\end{aligned}
$$

Let $\phi_{1}^{q}=q\left(k_{2} \tilde{m}_{3}+\left(1+k_{3}\right) \bar{m}_{2}\right)-\psi_{2}^{q} m_{3}$. Then

$$
\begin{aligned}
\phi_{1}^{q} & =q\left(k_{2} \tilde{m}_{3}+\left(1+k_{3}\right) \bar{m}_{2}\right)-\psi_{2}^{q} m_{3} \\
& =k_{2} q \tilde{m}_{3}+\left(1+k_{3}\right)\left(\psi_{2}^{q} m_{1}+\phi_{2}^{q}\right)-\psi_{2}^{q}\left(\bar{m}_{3}+k_{3} m_{1}\right) \\
& =k_{2} q \tilde{m}_{3}+\left(1+k_{3}\right) \phi_{2}^{q}+\psi_{2}^{q} m_{1}-\psi_{2}^{q} \bar{m}_{3} \\
& =k_{2} q \tilde{m}_{3}+\left(1+k_{3}\right) \phi_{2}^{q}+\psi_{2}^{q} \tilde{m}_{3} \geq 0
\end{aligned}
$$

We now write $\phi_{1}^{q}=\tilde{\psi}_{3}^{q} m_{2}+\chi_{1}^{q}$, and we let $\hat{\psi}_{3}^{q}=\min \left(\tilde{\psi}_{3}^{q}, \psi_{3}^{q}\right)$. We have

$$
\begin{aligned}
& \left\langle n_{1}, n_{2}, n_{3}\right\rangle= \\
& =\left\langle m_{2}, m_{1}, 0\right\rangle^{l_{2}+\hat{\psi}_{3}}\left\langle m_{3}, 0, m_{1}\right\rangle^{l_{3}+\psi_{2}^{q}} \\
& \quad \cdot\left\langle\left(\tilde{\psi}_{3}^{q}-\hat{\psi}_{3}^{q}\right) m_{2}+\chi_{1}^{q},\left(\psi_{3}^{q}-\hat{\psi}_{3}^{q}\right) m_{1}+\phi_{3}^{q}, \phi_{2}^{q}\right\rangle .
\end{aligned}
$$

We define

$$
\begin{aligned}
\alpha_{\iota} & =\left\langle m_{\iota^{+}}, m_{\iota}, 0\right\rangle \\
\beta_{\iota}^{0} & =\left\langle m_{\iota^{++}}, 0, m_{\iota}\right\rangle \\
\beta_{\iota}^{q} & =\left\langle\left(\tilde{\psi}_{\iota^{++}}^{q}-\hat{\psi}_{\iota^{+}}^{q}\right) m_{\iota^{+}}+\chi_{\iota}^{q},\left(\psi_{\iota^{++}}^{q}-\hat{\psi}_{\iota^{++}}^{q}\right) m_{\iota}+\phi_{\iota^{++}}^{q}, \phi_{\iota^{+}}^{q}\right\rangle
\end{aligned}
$$

Thus

$$
\left\langle n_{1}, n_{2}, n_{3}\right\rangle=\alpha_{1}^{l_{2}^{\prime}}\left(\beta_{1}^{0}\right)^{l_{3}^{\prime}} \beta_{1}^{q}, \quad l_{2}^{\prime}, l_{3}^{\prime} \in \mathbb{N}, q=0, \cdots, m_{1}-1
$$

or, in other words, $\left\langle n_{1}, n_{2}, n_{3}\right\rangle \in \mathcal{I}\left[\left[\alpha_{1}, \beta_{1}^{0}\right]\right] \beta_{1}^{q}$. This means that $\mathcal{I}\left[\left[\alpha_{1}, \beta_{1}^{0}\right]\right] \beta_{1}^{q}$ is the solution space of the resonance problem. Notice that by construction these spaces have only 0 intersection.
Let $\mathcal{K}$ be defined as $\bigoplus_{\iota \in \mathbb{Z} / 3} \mathcal{K}_{\iota}$, where

$$
\mathcal{K}_{\iota}=\bigoplus_{q=0}^{m_{\iota}-1} \mathcal{I}\left[\left[\alpha_{\iota}, \beta_{\iota}^{0}\right]\right] \beta_{\iota}^{q} .
$$

Then we have
Theorem 1 Let $\overline{\mathcal{K}}$ denote the space of complex conjugates (that is, $x_{j}$ and $y_{j}$ interchanged) of the elements of $\mathcal{K}$. Then $\mathcal{I} \oplus \mathcal{K} \oplus \overline{\mathcal{K}}$ is a Stanley decomposition of the $m_{1}: m_{2}: m_{3}$-resonance.

Corollary 1 In each $\mathcal{K}_{\iota}$ there are $m_{\iota}$ direct summands. Therefore there are $M=m_{1}+m_{2}+m_{3}$ direct summands in $\mathcal{K}$. This enables us to estimate the Stanley dimension from above by $1+2 M$.

Remark 1 The number of generators need not be minimal. In particular the $\beta^{q}$ 's can be generated by one or more elements. We conjecture that the $\beta^{q}, q=1, \cdots, m_{\iota}-1$, are generated as polynomials by at most two invariants. Furthermore, the $\beta_{\imath}^{q}$ 's, are for $q>0$ not algebraically independent of $\alpha_{\iota}$ and $\beta_{\iota}^{0}$. The relations among them constitute what we will call here the defining curve. Since the Stanley decomposition is the ring freely generated by the invariants divided out by the ideal of the defining curve, this gives us a description of the normal form that is independent of the choices made in writing down the Stanley decomposition.

Remark 2 The generating functions of the following resonances have been computed by A. Fekken [Fek86]. They are the Poincaré-Hilbert series of the Stanley decomposition and can be computed by computing the Molien series of the group action given by the flow of $H^{0}$, that is, by computing circle integrals (or residues).

The 15 tables contain all the information to compute the Stanley decomposition for the lower order resonances.

| $\iota$ | $\alpha$ | $\beta^{0}$ |
| :---: | :---: | :---: |
| 1 | $y_{1} x_{2}$ | $y_{1} x_{3}$ |
| 2 | $y_{2} x_{3}$ | $x_{1} y_{2}$ |
| 3 | $x_{1} y_{3}$ | $x_{2} y_{3}$ |

Table 1: The 1:1:1-resonance ([FHPY02])

| $\iota$ | $\alpha$ | $\beta^{0}$ |
| :---: | :---: | :---: |
| 1 | $y_{1}^{2} x_{2}$ | $y_{1}^{2} x_{3}$ |
| 2 | $y_{2} x_{3}$ | $x_{1}^{2} y_{2}$ |
| 3 | $x_{1}^{2} y_{3}$ | $x_{2} y_{3}$ |

Table 2: The 1:2:2-resonance ([MMV81]). This is derived from the $1: 1: 1$-resonance by squaring $x_{1}$ and $y_{1}$.

| $\iota$ | $\alpha$ | $\beta^{0}$ |
| :---: | :---: | :---: |
| 1 | $y_{1}^{3} x_{2}$ | $y_{1}^{3} x_{3}$ |
| 2 | $y_{2} x_{3}$ | $x_{1}^{3} y_{2}$ |
| 3 | $x_{1}^{3} y_{3}$ | $x_{2} y_{3}$ |

Table 3: The $1: 3: 3$-resonance.This is derived from the $1: 1: 1$-resonance by raising $x_{1}$ and $y_{1}$ to the third power.

| $\iota$ | $\alpha$ | $\beta^{0}$ | $\beta^{1}$ |
| :---: | :---: | :---: | :---: |
| 1 | $y_{1} x_{2}$ | $y_{1}^{2} x_{3}$ |  |
| 2 | $y_{2}^{2} x_{3}$ | $x_{1} y_{2}$ |  |
| 3 | $x_{1}^{2} y_{3}$ | $x_{2}^{2} y_{3}$ | $x_{1} x_{2} y_{3}$ |

Table 4: The 1:1:2-resonance ([vdAS79, vdA83]). The defining curve is $\left(\left(\beta_{3}^{1}\right)^{2}-\alpha_{3} \beta_{3}^{0}\right)$.

| $\iota$ | $\alpha$ | $\beta^{0}$ | $\beta^{1}$ |
| :---: | :---: | :---: | :---: |
| 1 | $y_{1}^{2} x_{2}$ | $y_{1}^{4} x_{3}$ |  |
| 2 | $y_{2}^{2} x_{3}$ | $x_{1}^{2} y_{2}$ |  |
| 3 | $x_{1}^{4} y_{3}$ | $x_{2}^{2} y_{3}$ | $x_{1}^{2} x_{2} y_{3}$ |

Table 5: The $1: 2$ : 4-resonance ([vdA83]). This is derived from the $1: 1: 2$-resonance by squaring $x_{1}$ and $y_{1}$.

| $\iota$ | $\alpha$ | $\beta^{0}$ | $\beta^{1}$ |
| :---: | :---: | :---: | :---: |
| 1 | $y_{1}^{3} x_{2}$ | $y_{1}^{6} x_{3}$ |  |
| 2 | $y_{2}^{2} x_{3}$ | $x_{1}^{3} y_{2}$ |  |
| 3 | $x_{1}^{6} y_{3}$ | $x_{2}^{2} y_{3}$ | $x_{1}^{3} x_{2} y_{3}$ |

Table 6: The 1:3:6-resonance. This is derived from the $1: 1: 2$-resonance by raising $x_{1}$ and $y_{1}$ to the third power.

| $\iota$ | $\alpha$ | $\beta^{0}$ | $\beta^{1}$ | $\beta^{2}$ |
| :---: | :---: | :---: | :---: | :---: |
| 1 | $y_{1} x_{2}$ | $y_{1}^{3} x_{3}$ |  |  |
| 2 | $y_{2}^{3} x_{3}$ | $x_{1}^{3} y_{2}$ |  |  |
| 3 | $x_{1}^{3} y_{3}$ | $x_{2}^{3} y_{3}$ | $x_{1}^{2} x_{2} y_{3}$ | $x_{1} x_{2}^{2} x_{3}$ |

Table 7: The 1: 1:3-resonance The defining curve is $\left(\beta_{3}^{1} \beta_{3}^{2}-\alpha_{3} \beta_{3}^{0}, \beta_{3}^{1} \beta_{3}^{1}-\right.$ $\left.\alpha_{3} \beta_{3}^{2}, \beta_{3}^{2} \beta_{3}^{2}-\beta_{3}^{0} \beta_{3}^{1}\right)$.

| $\iota$ | $\alpha$ | $\beta^{0}$ | $\beta^{1}$ | $\beta^{2}$ |
| :---: | :---: | :---: | :---: | :---: |
| 1 | $y_{1}^{2} x_{2}$ | $y_{1}^{6} x_{3}$ |  |  |
| 2 | $y_{2}^{3} x_{3}$ | $x_{1}^{6} y_{2}$ |  |  |
| 3 | $x_{1}^{6} y_{3}$ | $x_{2}^{3} y_{3}$ | $x_{1}^{4} x_{2} y_{3}$ | $x_{1}^{2} x_{2}^{2} y_{3}$ |

Table 8: The 1:2:6-resonance ([VdADW94]). This is derived from the $1: 1: 3$-resonance by squaring $x_{1}$ and $y_{1}$.

| $\iota$ | $\alpha$ | $\beta^{0}$ | $\beta^{1}$ | $\beta^{2}$ |
| :---: | :---: | :---: | :---: | :---: |
| 1 | $y_{1}^{3} x_{2}$ | $y_{1}^{9} x_{3}$ |  |  |
| 2 | $y_{2}^{3} x_{3}$ | $x_{1}^{9} y_{2}$ |  |  |
| 3 | $x_{1}^{9} y_{3}$ | $x_{2}^{3} y_{3}$ | $x_{1}^{6} x_{2} y_{3}$ | $x_{1}^{3} x_{2}^{2} y_{3}$ |

Table 9: The $1: 3: 9$-resonance. This is derived from the $1: 1: 3$-resonance by raising $x_{1}$ and $y_{1}$ to the third power.

| $\iota$ | $\alpha$ | $\beta^{0}$ | $\beta^{1}$ | $\beta^{2}$ |
| :---: | :---: | :---: | :---: | :---: |
| 1 | $y_{1}^{2} x_{2}$ | $y_{1}^{3} x_{3}$ |  |  |
| 2 | $y_{2}^{3} x_{3}^{2}$ | $x_{1}^{2} y_{2}$ | $x_{1} y_{2}^{2} x_{3}$ |  |
| 3 | $x_{1}^{3} y_{3}$ | $x_{2}^{3} y_{3}^{2}$ | $x_{1} x_{2} y_{3}$ | $x_{1}^{2} x_{2}^{2} y_{3}^{2}$ |

Table 10: The 1 : 2 : 3-resonance. The defining curve is $\left(\beta_{2}^{1} \beta_{2}^{1}-\right.$ $\left.\alpha_{2} \beta_{2}^{0},\left(\beta_{3}^{1}\right)^{3}-\alpha_{3} \beta_{3}^{0}\right)$ 。

| $\iota$ | $\alpha$ | $\beta^{0}$ | $\beta^{1}$ | $\beta^{2}$ |
| :---: | :---: | :---: | :---: | :---: |
| 1 | $y_{1}^{2} x_{2}$ | $y_{1}^{3} x_{3}^{2}$ |  |  |
| 2 | $y_{2}^{3} x_{3}^{4}$ | $x_{1}^{2} y_{2}$ | $x_{1} y_{2}^{2} x_{3}^{2}$ |  |
| 3 | $x_{1}^{3} y_{3}^{2}$ | $x_{2}^{3} y_{3}^{4}$ | $x_{1} x_{2} y_{3}^{2}$ | $x_{1}^{2} x_{2}^{2} y_{3}^{4}$ |

Table 11: The 2: 4: 3-resonance ([vdA83, Kum75]). This is derived from the $1: 2: 3$-resonance by squaring $x_{3}$ and $y_{3}$.

| $\iota$ | $\alpha$ | $\beta^{0}$ | $\beta^{1}$ | $\beta^{2}$ | $\beta^{3}$ | $\beta^{4}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | $y_{1}^{2} x_{2}$ | $y_{1}^{5} x_{3}$ |  |  |  |  |
| 2 | $y_{2}^{5} x_{3}^{2}$ | $x_{1}^{2} y_{2}$ | $x_{1} y_{2}^{3} x_{3}$ |  |  |  |
| 3 | $x_{1}^{5} y_{3}$ | $x_{2}^{5} y_{3}^{2}$ | $x_{1}^{3} x_{2} y_{3}$ | $x_{1} x_{2}^{2} y_{3}$ | $x_{1}^{4} x_{2}^{3} y_{3}^{2}$ | $x_{1}^{2} x_{2}^{4} y_{3}^{2}$ |

Table 12: The 1 : 2 : 5-resonance ([VdADW94, HW96, Hal99]). The defining curve is $\left(\left(\beta_{2}^{1}\right)^{2}-\alpha_{2} \beta_{2}^{0}, \beta_{3}^{3}-\beta_{3}^{1} \beta_{3}^{2}, \beta_{3}^{4}-\left(\beta_{3}^{2}\right)^{2},\left(\beta_{3}^{2}\right)^{3}-\beta_{3}^{0} \beta_{3}^{1},\left(\beta_{3}^{1}\right)^{2}-\right.$ $\left.\alpha_{3} \beta_{3}^{2}, \beta_{3}^{1}\left(\beta_{3}^{2}\right)^{2}-\alpha_{3} \beta_{3}^{0}\right)$.

| $\iota$ | $\alpha$ | $\beta^{0}$ | $\beta^{1}$ | $\beta^{2}$ | $\beta^{3}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | $y_{1}^{3} x_{2}$ | $y_{1}^{4} x_{3}$ |  |  |  |
| 2 | $y_{2}^{4} x_{3}^{3}$ | $x_{1}^{3} y_{2}$ | $x_{1} y_{2}^{3} x_{3}^{2}$ | $x_{1}^{2} y_{2}^{2} x_{3}$ |  |
| 3 | $x_{1}^{4} y_{3}$ | $x_{2}^{4} y_{3}^{3}$ | $x_{1} x_{2} y_{3}$ | $x_{1}^{2} x_{2}^{2} y_{3}^{2}$ | $x_{1}^{3} x_{2}^{3} y_{3}^{3}$ |

Table 13: The 1 : 3 : 4-resonance. The defining curve is $\left(\left(\beta_{2}^{2}\right)^{2}-\right.$ $\left.\beta_{2}^{0} \beta_{2}^{1},\left(\beta_{2}^{1}\right)^{2}-\alpha_{2} \beta_{2}^{2}, \beta_{2}^{1} \beta_{2}^{2}-\alpha_{2} \beta_{2}^{0},\left(\beta_{3}^{1}\right)^{4}-\alpha_{3} \beta_{3}^{0}\right)$.

| $\iota$ | $\alpha$ | $\beta^{0}$ | $\beta^{1}$ | $\beta^{2}$ | $\beta^{3}$ | $\beta^{4}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | $y_{1}^{3} x_{2}$ | $y_{1}^{5} x_{3}$ |  |  |  |  |
| 2 | $y_{2}^{5} x_{3}^{3}$ | $x_{1}^{2} y_{2}$ | $x_{1}^{2} y_{2}^{4} x_{3}^{2}$ | $x_{1} y_{2}^{2} x_{3}$ |  |  |
| 3 | $x_{1}^{5} y_{3}$ | $x_{2}^{5} y_{3}^{3}$ | $x_{1}^{2} x_{2} y_{3}$ | $x_{1}^{4} x_{2}^{2} y_{3}^{2}$ | $x_{1} x_{2}^{3} y_{3}^{2}$ | $x_{1}^{3} x_{2}^{4} y_{3}^{3}$ |

Table 14: The 1:3:5-resonance. The defining curve is $\left(\beta_{2}^{1}-\left(\beta_{2}^{2}\right)^{2},\left(\beta_{2}^{2}\right)^{3}-\right.$ $\left.\left.\alpha_{2} \beta_{2}^{0}\right), \beta_{3}^{4}-\beta_{3}^{1} \beta_{3}^{3},\left(\beta_{3}^{1}\right)^{3}-\alpha_{3} \beta_{3}^{3},\left(\beta_{3}^{3}\right)^{2}-\beta_{3}^{0} \beta_{3}^{1},\left(\beta_{3}^{1}\right)^{2} \beta_{3}^{3}-\alpha_{3} \beta_{3}^{0}\right)$.

| $\iota$ | $\alpha$ | $\beta^{0}$ | $\beta^{1}$ | $\beta^{2}$ | $\beta^{3}$ | $\beta^{4}$ | $\beta^{5}$ | $\beta^{6}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | $y_{1}^{3} x_{2}$ | $y_{1}^{7} x_{3}$ |  |  |  |  |  |  |
| 2 | $y_{2}^{7} x_{3}^{3}$ | $x_{1}^{3} y_{2}$ | $x_{1} y_{2}^{5} x_{3}^{2}$ | $x_{1}^{2} y_{2}^{3} x_{3}$ |  |  |  |  |
| 3 | $x_{1}^{7} y_{3}$ | $x_{2}^{7} y_{3}^{3}$ | $x_{1}^{4} x_{2} y_{3}$ | $x_{1} x_{2}^{2} y_{3}$ | $x_{1}^{5} x_{2}^{3} y_{3}^{2}$ | $x_{1}^{2} x_{2}^{4} y_{3}^{2}$ | $x_{1}^{6} x_{2}^{5} y_{3}^{3}$ | $x_{1}^{3} x_{2}^{6} y_{3}^{3}$ |

Table 15: The 1: 3:7-resonance ([VH92]). The defining curve is $\left(\left(\beta_{2}^{1}\right)^{2}-\right.$ $\alpha_{2} \beta_{2}^{2},\left(\beta_{2}^{2}\right)^{2}-\beta_{2}^{0} \beta_{2}^{1}, \beta_{2}^{1} \beta_{2}^{2}-\alpha_{2} \beta_{2}^{0}, \beta_{3}^{3}-\beta_{3}^{1} \beta_{3}^{2}, \beta_{3}^{4}-\beta_{3}^{2} \beta_{3}^{2}, \beta_{3}^{5}-\beta_{3}^{1} \beta_{3}^{2} \beta_{3}^{2}, \beta_{3}^{6}-$ $\left.\left.\beta_{3}^{2} \beta_{3}^{2} \beta_{3}^{2}, \beta_{3}^{1}\right)^{2}-\alpha_{3} \beta_{3}^{2},\left(\beta_{3}^{2}\right)^{4}-\beta_{3}^{0} \beta_{3}^{1}, \beta_{3}^{1}\left(\beta_{3}^{2}\right)^{3}-\alpha_{3} \beta_{3}^{0}\right)$.

## 3 Concluding remarks

An obvious application of the given results is the computation of the nonsemisimple case. Nilpotent terms in $H^{0}$ are possible whenever there is a $1: 1$-subresonance and show up in the tables as quadratic terms of type $x_{i} y_{j}$. By computing the action of the nilpotent term on the other generators, one can then try to obtain the nonsemisimple normal form, see [Mur03].
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#### Abstract

After reviewing thermomechanical constitutive theory in the context of a simple Cosserat rod model, we explore a simple thermomechanical rod model by generalizing the classical Kirchhoff constitutive relations. The mechanically induced dissipation of energy is distinguished from that produced by the coupling to a temperature field along the rod. The model involves relatively few parameters that may be estimated from experimental data. A further objective is to analyze the evolutionary properties of the governing system of partial differential equations that depend on the (extended Kirchhoff) free energy function and the constitutive relations compatible with the Clausius-Duhem relation appropriate for a slender rod. The evolution characteristics of the system are explored in specific numerical simulations. These indicate the presence of thermally induced damping of axial and torsional excitation modes under forced and free vibration.
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## 1 Introduction

Many engineering components have one or more spatial dimensions much smaller than the other(s). Thus they qualify as slender structures. Rods, cables, chains, ropes, discs and shells all exhibit these characteristics. In this article emphasis is on structures that can be approximated by curves in space. The aim is to explore simple models, compatible with the laws of physics, that can be used to describe the thermomechanical behavior of rods or strings. Since all materials conduct heat to some extent their thermomechanical characteristics will affect their mechanical response to different types of loading. The behavior of this response is one of the motivations for what follows.

The detailed response of materials to mechanical and thermal loads depends to a great extent on the constitutive properties exhibited by the material and these in turn are constrained by the laws of thermodynamics. Such constraints leave a great deal of freedom in empirical choices of constitutive relation and guidance from experiment often becomes necessary. However this requires a particular theoretical framework or model to be effective.

The linear theory of 1-d thermomechanics can be found in [1]. An extensive theoretical investigation into the non-linear thermomechanics of rods was initiated in 1974 by Green, Naghdi and Wenner[2]. This has been subsequently refined [3] and generalized to include multi-phase structures [4].

The thermomechanics of beams with either flexure $[6,7,8,9]$ or axial deformation $[10,11]$ have been explored. The energy dissipation in a onedimensional rod was investigated in [12] using the characteristic equation approach, while exponential stability for linear [13], semilinear [14] and nonlinear [13] one-dimensional rods has been studied using specific energy estimates. Boundary control laws [15] and uniform stabilization methods [16] of linear thermo-elastic beams have been designed using Lyapunov methods.

The thermomechanics of MEMS components has also attracted attention in more recent times [17, 18, 19, 20, 21]. For the transverse vibration of a double-ended tuning fork, Lauderdale and O'Reilly [22] proposed a rodbased model using the rod theory developed by Green, Naghdi and several of their coworkers [23, 24], which incorporates end masses, the anisotropy of silicon, finite deformation effects and thermal influences.

The simple Cosserat theory of rods has been extensively studied and found to have wide applicability [25]. In many circumstances the classical Kirchhoff constitutive relations offer a valuable approximation that can accommodate a large range of coupled non-linear mechanical behaviors in rods. However the inclusion of dissipation in these simple models remains somewhat ad-hoc. In particular when the coupling with heat is involved it is sometimes difficult to separate the effects of mechanical damping from thermally induced damping within the formalism.

Although in principle earlier formulations of the thermomechanics of rods offer many different approximations for modeling they appear to us as somewhat complicated. In this article, after reviewing thermomechanical constitutive theory in the context of the simple Cosserat model, we attempt to find a simple thermomechanical model that can be used to generalize the classical Kirchhoff constitutive relations used in Cosserat rod models. In this way we hope to distinguish the effects of mechanically induced dissipation of energy from that produced by the coupling to a temperature field along the rod. The model involves relatively few parameters that may be estimated from experimental data. A further objective is to analyze the evolutionary characteristics of the governing system of partial differential equations that depend on the (extended Kirchhoff) free energy function and the constitutive relations compatible with the Clausius-Duhem relation appropriate for a slender rod. The evolution characteristics of particular system are explored using specific numerical simulations. These indicate the presence of thermally induced damping of excitation modes under forced and free vibration.

Throughout this paper vectors are elements of Euclidean 3-space with its usual affine structure. They are denoted by lowercase, bold-face symbols, e.g., $\mathbf{u}$, $\mathbf{v}$; tensors are denoted by upper-case, bold-face symbols, e.g., I, $\mathbf{J}$; matrices are denoted by upper-case, italic, bold-face symbols, e.g., $M$, $\boldsymbol{K}$. The symbols ( ${ }^{\circ}$ ) and (') denote differentiation with respect to time $t$ and arc-length parameter $s$, respectively. For any function $f$ that depends explicitly on some variable $x$ we sometimes write $f_{x}$ for $\frac{\partial f}{\partial x}$. Repeated indices follow the Einstein summation convention.

## 2 Thermomechanical Cosserat Equations

### 2.1 The simple Cosserat rod

The general mathematical theory of non-linear elasticity is well established. The general theory of one-dimensional Cosserat continua derived as limits of three-dimensional continua can be consulted in Antman [25]. The theory is fundamentally formulated in the Lagrangian picture in which material elements of a rod are labeled by $s$. The dynamical evolution of a "slender structure" with mass density, $s \in\left[0, L_{0}\right] \mapsto \rho(s)$, and cross-sectional area, $s \in\left[0, L_{0}\right] \mapsto A(s)$, is governed by Newton's dynamical laws:

$$
\begin{gather*}
\rho A \ddot{\mathbf{r}}=\mathbf{n}^{\prime}+\mathbf{f}  \tag{1}\\
\partial_{t}(\mathbf{I}(\mathbf{w}))=\mathbf{m}^{\prime}+\mathbf{r}^{\prime} \mathbf{n}+\mathbf{l} \tag{2}
\end{gather*}
$$

applied to a triad of ortho-normal vectors (directors):

$$
\begin{equation*}
s \in\left[0, L_{0}\right] \mapsto\left\{\mathbf{d}_{\mathbf{1}}(s, t), \mathbf{d}_{\mathbf{2}}(s, t), \mathbf{d}_{\mathbf{3}}(s, t)\right\} \tag{3}
\end{equation*}
$$

over the space-curve:

$$
\begin{equation*}
s \in\left[0, L_{0}\right] \mapsto \mathbf{r}(s, t) \tag{4}
\end{equation*}
$$

at time $t$ where $\mathbf{n}^{\prime}=\partial_{s} \mathbf{n}, \equiv \mathbf{n}_{s} \dot{\mathbf{r}}=\partial_{t} \mathbf{r}, \mathbf{f}$ and $\mathbf{l}$ denote external force and torque densities respectively and $s \in\left[0, L_{0}\right] \mapsto \mathbf{I}$ is a "slender structure" moment of inertia tensor.

In these field equations the contact forces $\mathbf{n}$ and contact torques $\mathbf{m}$ are determined by constitutive relations ${ }^{2}$ involving the strains $\mathbf{u}, \mathbf{v}, \mathbf{w}$. The strains are themselves defined in terms of the configuration variables $\mathbf{r}$ and $\mathbf{d}_{k}$ for $k=1,2,3$ by the relations:

$$
\begin{equation*}
\mathbf{r}^{\prime}=\mathbf{v}, \quad \mathbf{d}_{k}^{\prime}=\mathbf{u} \mathbf{d}_{k}, \quad \dot{\mathbf{d}}_{k}=\mathbf{w} \mathbf{d}_{k} . \tag{5}
\end{equation*}
$$

The latter ensures that the triad remains ortho-normal under evolution. One has

$$
\begin{align*}
\mathbf{d}_{i} \mathbf{d}_{i}^{\prime} & =\mathbf{d}_{i}\left(\mathbf{u d}_{i}\right)=\mathbf{u}\left(\mathbf{d}_{i} \cdot \mathbf{d}_{i}\right)-\mathbf{d}_{i}\left(\mathbf{d}_{i} \cdot \mathbf{u}\right)=2 \mathbf{u}  \tag{6}\\
\mathbf{d}_{i} \dot{\mathbf{d}}_{i} & =\mathbf{d}_{i}\left(\mathbf{w d}_{i}\right)=\mathbf{w}\left(\mathbf{d}_{i} \cdot \mathbf{d}_{i}\right)-\mathbf{d}_{i}\left(\mathbf{d}_{i} \cdot \mathbf{w}\right)=2 \mathbf{w} \tag{7}
\end{align*}
$$

The last equation identifies

$$
\begin{equation*}
\mathbf{w}=\frac{1}{2} \sum_{k=1}^{3} \mathbf{d}_{k} \dot{\mathbf{d}}_{k} \tag{8}
\end{equation*}
$$

with the local angular velocity vector of the director triad.
Here and in much of the following, the components $Z_{i}$ of any Euclidean vector $Z$ will be taken in the dynamical basis $\mathbf{d}_{i}$ (i.e. $Z_{i}=Z \cdot \mathbf{d}_{i}$ ), so $\mathbf{v}(s, t)=v_{i}(s, t) \mathbf{d}_{i}(s, t), \mathbf{u}(s, t)=u_{i}(s, t) \mathbf{d}_{i}(s, t), \mathbf{w}(s, t)=w_{i}(s, t) \mathbf{d}_{i}(s, t)$ with summation over 1 to 3 .

Assume further that the structure possesses a positive temperature $T(s, t)$, positive internal energy $\epsilon(s, t)$ per unit reference mass, entropy density $\eta(s, t)$ per unit reference mass and a heat flux $q(s, t)$ directed along the rod. In addition there may be an applied heat power $h(s, t)$ per unit reference mass along the structure.

The local energy balance between these sources of power and the power expended by kinetic energy is expressed in the first law of thermodynamics:
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$$
\begin{align*}
\rho A \dot{\epsilon}+\rho A \dot{\mathbf{r}} \cdot \ddot{\mathbf{r}}+\mathbf{w} \cdot(\mathbf{I}(\mathbf{w}))^{\cdot}= & \mathbf{f} \cdot \dot{\mathbf{r}}+\mathbf{l} \cdot \mathbf{w}+\rho A h+\partial_{s}(\mathbf{n} \cdot \dot{\mathbf{r}}+\mathbf{m} \cdot \mathbf{w})  \tag{9}\\
& -A \partial_{s} q
\end{align*}
$$
\]

Elimination of the mechanical power, using the above Cosserat equations of motion, yields:

$$
\begin{equation*}
\rho A \dot{\epsilon}=P+\rho A h-A \partial_{s} q \tag{10}
\end{equation*}
$$

where $P=n_{i} \dot{v}_{i}+\mathbf{m} \cdot \mathbf{w}^{\prime}$. Furthermore using the relations: $\mathbf{d}_{i}{ }^{\prime} \dot{\mathbf{d}}_{i}=\mathbf{u w}$, $\mathbf{w}^{\prime}=\dot{\mathbf{u}}+\mathbf{u w}$ gives $P=n_{i} \dot{v}_{i}+m_{i} \dot{u}_{i}$ and hence

$$
\begin{equation*}
\rho A \dot{\epsilon}=n_{i} \dot{v}_{i}+m_{i} \dot{u}_{i}+\rho A h-A \partial_{s} q \tag{11}
\end{equation*}
$$

The second law of thermodynamics will be adopted as a constraint on the constitutive relations to be discussed below. This is implemented in terms of the Clasius-Duhem inequality

$$
\begin{equation*}
\frac{d}{d t} \int_{0}^{L_{0}} \rho A \eta d s \geq \int_{0}^{L_{0}} \rho A \frac{h}{T} d s-\left.\frac{A q}{T}\right|_{0} ^{L_{0}} \tag{12}
\end{equation*}
$$

For the purposes of this article its local form

$$
\begin{equation*}
\rho A \dot{\eta} \geq \rho A \frac{h}{T}-\partial_{s}\left(\frac{A q}{T}\right) \tag{13}
\end{equation*}
$$

will be exploited. By eliminating $h$ using (11) this becomes, in terms of the free energy $\phi \equiv \epsilon-T \eta$,

$$
\begin{equation*}
n_{i} \dot{v}_{i}+m_{i} \dot{u}_{i}-\frac{A q}{T} \partial_{s} T-\rho A(\dot{\phi}+\dot{T} \eta) \geq 0 \tag{14}
\end{equation*}
$$

Thus in addition to six independent dynamical variables encoded in the fields $\mathbf{r}, \mathbf{d}_{i}$ one has four additional dynamical thermal fields $\eta, q, T, \phi$ (or $\epsilon$ ) over the structure.

Now restrict to material constitutive relations of the form:

$$
\begin{array}{ll}
n_{i}=\hat{n}_{i}\left(u_{j}, v_{j}, T, T^{\prime}, \dot{u}_{j}, \dot{v}_{j}\right), & m_{i}=\hat{m}_{i}\left(u_{j}, v_{j}, T, T^{\prime}, \dot{u}_{j}, \dot{v}_{j}\right) \\
\phi=\hat{\phi}\left(u_{j}, v_{j}, T, T^{\prime}, u_{j}, \dot{v}_{j}\right), & \eta=\hat{\eta}\left(u_{j}, v_{j}, T, T^{\prime}, \dot{u}_{j}, \dot{v}_{j}\right) \\
q=\hat{q}\left(u_{j}, v_{j}, T, T^{\prime}, \dot{u}_{j}, \dot{v}_{j}\right) &
\end{array}
$$

constrained by (13). Inserting these in (13) gives:

$$
\begin{gather*}
\left(\hat{n}_{i}-\rho A \phi_{v_{i}}\right) \dot{v}_{i}+\left(\hat{m}_{i}-\rho A \phi_{u_{i}}\right) \dot{u}_{i}+\rho A\left(\hat{\phi}_{T}+\hat{\eta}\right) \dot{T}+\rho A \hat{\phi}_{\dot{v}_{i}} \ddot{u}_{i} \\
+\rho A \hat{\phi}_{v_{i}} \ddot{v}_{i}+\rho A \hat{\phi}_{T_{s}} \dot{T}_{s}-\frac{A \hat{q}}{T} T^{\prime} \geq 0 \tag{15}
\end{gather*}
$$

Since $\ddot{u}_{i}, \ddot{v}_{i}, \dot{T}^{\prime}, \dot{T}$ are not arguments of the constitutive functions one must have $\hat{\eta}=-\hat{\phi}_{T}, \hat{\phi}_{\dot{u}_{i}}=\hat{\phi}_{v_{i}}=0, \hat{\phi}_{T^{\prime}}=0$. Thus $\phi=\hat{\phi}\left(u_{i}, v_{i}, T\right)$ and:

$$
\begin{equation*}
\left(\hat{n}_{i}-\rho A \phi_{v_{i}}\right) \dot{v}_{i}+\left(\hat{m}_{i}-\rho A \phi_{u_{i}}\right) \dot{u}_{i}-\frac{A \hat{q}}{T} T^{\prime} \geq 0 \tag{16}
\end{equation*}
$$

Suppose, for some fields $\alpha, \beta$, the derivative arguments of the constitutive functions are scaled as follows:

$$
\begin{equation*}
T^{\prime} \mapsto \beta T^{\prime}, \quad \dot{u}_{i} \mapsto \alpha \dot{u}_{i}, \quad \dot{v}_{i} \mapsto \alpha \dot{v}_{i} . \tag{17}
\end{equation*}
$$

If one writes (16) as $y(\alpha, \beta) \geq 0$ then since $y(0,0)=0$ one has generically $\left.\partial_{\alpha} y\right|_{\alpha=\beta=0}=0,\left.\partial_{\beta} y\right|_{\alpha=\beta=0}=0$ or, since these must hold for all $\dot{\boldsymbol{v}}_{i}, \dot{u}_{i}, T^{\prime}$,

$$
\begin{align*}
& \hat{n}_{i}\left(u_{j}, v_{j}, T, 0,0,0\right)=\rho A \hat{\phi}_{v_{i}}\left(u_{j}, v_{j}, T\right),  \tag{18}\\
& \hat{m}_{i}\left(u_{j}, v_{j}, T, 0,0,0\right)=\rho A \hat{\phi}_{u_{i}}\left(u_{j}, v_{j}, T\right),  \tag{19}\\
& \hat{q}\left(u_{j}, v_{j}, T, 0,0,0\right)=0 \tag{20}
\end{align*}
$$

Thus one may split off contact forces $\boldsymbol{n}^{D}$ and torques $\boldsymbol{m}^{D}$ (with $\hat{n}_{i}^{D}$ $\left(u_{j}, v_{j}, T, 0,0,0\right)=0$ and $\left.\hat{m}_{i}^{D}\left(u_{j}, v_{j}, T, 0,0,0\right)=0\right)$ responsible for dissipation as
follows:

$$
\begin{align*}
& \hat{n}_{i}\left(u_{j}, v_{j}, T, T^{\prime}, \dot{u}_{j}, \dot{v}_{j}\right)=\rho A \hat{\phi}_{v_{i}}\left(u_{j}, v_{j}, T\right)+\hat{n}_{i}^{D}\left(u_{j}, v_{j}, T, T^{\prime}, u_{j}, \dot{v}_{j}\right)  \tag{21}\\
& \hat{m}_{i}\left(u_{j}, v_{j}, T, T^{\prime}, \dot{u}_{j}, \dot{v}_{j}\right)=\rho A \hat{\phi}_{u_{i}}\left(u_{j}, v_{j}, T\right)+\hat{m}_{i}^{D}\left(u_{j}, v_{j}, T, T^{\prime}, \dot{u}_{j}, \dot{v}_{j}\right) \tag{22}
\end{align*}
$$

and the final form of the Clausius-Duhem constraint on these functions becomes:

$$
\begin{gather*}
\hat{n}_{i}^{D}\left(u_{j}, v_{j}, T, T^{\prime}, \dot{u}_{j}, \dot{v}_{j}\right) \dot{v}_{i}+\hat{m}_{i}^{D}\left(u_{j}, v_{j}, T, T^{\prime}, \dot{u}_{j}, \dot{v}_{j}\right) \dot{u}_{i} \\
-\frac{A T^{\prime}}{T} \hat{q}\left(u_{j}, v_{j}, T, T^{\prime}, \dot{u}_{j}, \dot{v}_{j}\right) \geq 0 \tag{23}
\end{gather*}
$$

Simple relations compatible with this take the form:

$$
\begin{align*}
& \hat{n}_{i}^{D}\left(u_{j}, v_{j}, T, T^{\prime}, \dot{u}_{j}, \dot{v}_{j}\right)=\mathcal{N}_{i k}\left(u_{j}, v_{j}, T, T^{\prime}, \dot{u}_{j}\right) \dot{v}_{k}  \tag{24}\\
& \hat{m}_{i}^{D}\left(u_{j}, v_{j}, T, T^{\prime}, \dot{u}_{j}, \dot{v}_{j}\right)=\mathcal{N}_{i k}\left(u_{j}, v_{j}, T, T^{\prime}, \dot{v}_{j}\right) \dot{u}_{k} \tag{25}
\end{align*}
$$

for positive matrices $\mathcal{N}, \mathcal{M}$ with $\mathcal{N}_{i k}\left(u_{j}, v_{j}, T, 0,0\right)=0$ and
$\mathcal{N}_{i k}\left(u_{j}, v_{j}, T, 0,0\right)=0$ and

$$
\begin{equation*}
\hat{q}\left(u_{j}, v_{j}, T, T^{\prime}, \dot{u}_{j}, \dot{v}_{j}\right)=-\mathcal{K}\left(u_{j}, v_{j}, T, \dot{u}_{j}, \dot{v}_{j}\right) T^{\prime} \tag{26}
\end{equation*}
$$

for any positive function $\mathcal{K}$ with $\mathcal{K}\left(u_{j}, v_{j}, T, 0,0\right)=0$.

## 3 A closed system with particular constitutive relations

Consider the closed system of equations $(1,2,11)$ with $\hat{n}_{i}, \hat{m}_{i}$ linear in dissipative variables. Thus assume constitutive relations (24), (25) with $\mathcal{N}_{i j}, \mathcal{N}_{i j}$ depending on variables $y=\left\{v_{j}, u_{j}, T\right\}$ only, but with $\hat{q}\left(u_{j}, v_{j}, T, T^{\prime}, \dot{u}_{j}, \dot{v}_{j}\right)$ general at this point.

Calculating the time derivative in equation (2) with $\mathbf{I}(\mathbf{w}))=\rho \mathbf{I}_{j}^{i} w_{i} \mathbf{d}_{j}$ :

$$
\begin{equation*}
\partial_{t}(\mathbf{I}(\mathbf{w}))=\rho \mathbf{I}_{j}^{i} \partial_{t}\left(w_{i} \mathbf{d}_{j}\right)=\rho \mathbf{I}_{j}^{i}\left(\dot{w}_{i} \mathbf{d}_{j}+w_{i}\left(\mathbf{w} \mathbf{d}_{j}\right)\right) \tag{27}
\end{equation*}
$$

and the derivative $\mathbf{m}^{\prime}=m_{k}^{\prime} \mathbf{d}_{k}+m_{k}\left(\mathbf{u} \mathbf{d}_{k}\right)$ write (2) in the form

$$
\rho \mathbf{I}_{k}^{i} \dot{w}_{i}=-\rho \mathbf{I}_{j}^{i} w_{i}\left(\mathbf{(} \mathbf{d}_{j}\right)_{k}+m_{k}^{\prime}+m_{j}\left(\mathbf{u} \mathbf{d}_{j}\right)_{k}+(\mathbf{v n})_{k}+l_{k},
$$

Applying $\mathbf{I}_{l}^{-1 k}$ yields

$$
\begin{align*}
\rho \dot{w}_{l}= & -\rho \mathbf{I}_{l}^{-1}{ }^{k} \mathbf{I}_{j}^{i} w_{i}\left(\mathbf{w ~ d}_{j}\right)_{k}+\mathbf{I}_{l}^{-1{ }^{k}} m_{k}^{\prime}+\mathbf{I}_{l}^{-1 k}(\mathbf{u m})_{k}  \tag{28}\\
& +\mathbf{I}_{l}^{-1 k}(\mathbf{v n})_{k}+\mathbf{I}_{l}^{-1 k_{l}} l_{k} .
\end{align*}
$$

Similarly, using $\dot{\mathbf{r}}=\dot{r}_{i} \mathbf{d}_{i}+r_{i}\left(\mathbf{w d}_{i}\right)$ and $\ddot{\mathbf{r}}=\ddot{r}_{i} \mathbf{d}_{i}+2 \dot{r}_{i}\left(\mathbf{w d}_{i}\right)$ $+r_{i}\left(\dot{\mathbf{w}} \mathbf{d}_{i}\right)+r_{i}\left(\mathbf{w}\left(\mathbf{w ~}_{i}\right)\right)$, Equation (1) becomes

$$
\begin{align*}
\rho A \ddot{r}_{k}= & -\rho A\left[2 \dot{r}_{i}\left(\mathbf{w} \mathbf{d}_{i}\right)_{k}+r_{i}\left(\dot{\mathbf{w}} \mathbf{d}_{i}\right)_{k}+r_{i}\left(\mathbf{w}\left(\mathbf{w} \mathbf{d}_{i}\right)\right)_{k}\right] \\
& +n_{k}^{\prime}+n_{i}\left(\mathbf{u} \mathbf{d}_{i}\right)_{k}+f_{k} . \tag{29}
\end{align*}
$$

In the second term on the right side $\dot{\mathbf{w}} \mathbf{d}_{i}=\left(\dot{w}_{k} \mathbf{d}_{k}+w_{k} \mathbf{d}_{k}\right) \mathbf{d}_{i}=$ $\left(\dot{w}_{k} \mathbf{d}_{k}+w_{k}\left(\mathbf{w} \mathbf{d}_{k}\right)\right) \mathbf{d}_{i}=\left(\dot{w}_{k} \mathbf{d}_{k}+(\mathbf{w w})\right) \mathbf{d}_{i}=$ $\dot{w}_{l}\left(\mathbf{d}_{l} \mathbf{d}_{i}\right)$, and $\left(\dot{\mathbf{w}} \mathbf{d}_{i}\right)_{k}=\dot{w}_{l}\left(\mathbf{d}_{l} \mathbf{d}_{i}\right)_{k}=\dot{w}_{l} \epsilon_{l i k}$. Substituting (29) into yields

$$
\begin{align*}
\rho A \ddot{r}_{k}= & -\rho A\left[2 \dot{r}_{i}\left(\mathbf{\mathbf { w d } _ { i }}\right)_{k}+r_{i}\left(\mathbf{w}\left(\mathbf{w} \mathbf{d}_{i}\right)\right)_{k}\right]  \tag{30}\\
& +A r_{i} \epsilon_{l i k} \rho \mathbf{I}_{l}^{-1 p} \mathbf{I}_{j}^{i} w_{i}\left(\mathbf{w d}_{j}\right)_{p} \\
& -A r_{i} \epsilon_{l i k}\left[\mathbf{I}_{l}^{-1 p} m_{p}^{\prime}+\mathbf{I}_{l}^{-1 p} m_{j}\left(\mathbf{u} \mathbf{d}_{j}\right)_{p}+\mathbf{I}_{l}^{-1 p}(\mathbf{v n})_{p}+\mathbf{I}_{l}^{-1 p} l_{p}\right] \\
& +n_{k}^{\prime}+n_{i}\left(\mathbf{u} \mathbf{d}_{i}\right)_{k}+f_{k},
\end{align*}
$$

or

$$
\begin{align*}
\rho A \ddot{r}_{k}= & -\rho A\left[2 \dot{r}_{i}\left(\mathbf{w d}_{i}\right)_{k}+r_{i}\left(\mathbf{w}\left(\mathbf{w d}_{i}\right)\right)_{k}\right]  \tag{31}\\
& +\rho A r_{i} \epsilon_{l i k} \mathbf{I}_{l}^{-1 p} \mathbf{I}_{j}^{i} w_{i}\left(\mathbf{w} \mathbf{d}_{j}\right)_{p}-A r_{i} \epsilon_{l i k} \mathbf{I}_{l}^{-1 p} m_{p}^{\prime}+n_{k}^{\prime} \\
& -A r_{i} \epsilon_{l i k} \mathbf{I}_{l}^{-1 p}\left(m_{j}\left(\mathbf{u d}_{j}\right)_{p}+n_{j}\left(\mathbf{v} \mathbf{v d}_{j}\right)_{p}\right)-A r_{i} \epsilon_{l i k} \mathbf{I}_{l}^{-1}{ }^{p} l_{p}+f_{k} .
\end{align*}
$$

We have separated here the kinematic terms from the constitutive terms of different order and from the terms containing the external forces.

Next substitute the constitutive relations (21)-(25) (using the notation $\left.y=\left(u_{j}, v_{j}, T\right)\right)$ for the strains and temperature variables:

$$
\left\{\begin{array}{l}
\hat{n}_{i}\left(u_{j}, v_{j}, T, T^{\prime}, \dot{u}_{j}, \dot{v}_{j}\right)=\rho A \hat{\phi}_{v_{i}}(y)+\mathcal{N}_{i k}\left(y, T^{\prime}, \dot{u}_{j}\right) \dot{v}_{k}  \tag{32}\\
\hat{m}_{i}\left(u_{j}, v_{j}, T, T^{\prime}, \dot{u}_{j}, \dot{v}_{j}\right)=\rho A \hat{\phi}_{u_{i}}(y)+\mathcal{N}_{i k}\left(y, T^{\prime}, \dot{v}_{j}\right) \dot{u}_{k}
\end{array}\right.
$$

Derivatives with respect to $s$ of these constitutive functions have the form

$$
\left\{\begin{align*}
\partial_{s} \hat{n}_{i}\left(u_{j}, v_{j}, T, T^{\prime}, \dot{u}_{j}, \dot{v}_{j}\right)= & U_{i}\left(y, T^{\prime}, \dot{u}_{j}, \dot{v}_{k}, u^{\prime}, v^{\prime}\right)  \tag{33}\\
& +\frac{\partial \mathcal{N}_{i k}}{\partial T^{\prime}} T^{\prime \prime} \dot{v}_{k}+\frac{\partial \mathcal{N}_{i k}}{\partial \dot{u}_{p}} \dot{u}_{p}^{\prime} \dot{v}_{k}+\mathcal{N}_{i k} \dot{v}_{k}^{\prime}, \\
\partial_{s} \hat{m}_{i}\left(u_{j}, v_{j}, T, T^{\prime}, \dot{u}_{j}, \dot{v}_{j}\right)= & V_{i}\left(y, T^{\prime}, \dot{u}_{j}, \dot{v}_{k}, u^{\prime}, v^{\prime}\right) \\
& +\frac{\partial \mathcal{M}_{i k}}{\partial T^{\prime}} T^{\prime \prime} \dot{u}_{k}+\frac{\partial \mathcal{M}_{i k}}{\partial \dot{v}_{p}} \dot{v}_{p}^{\prime} \dot{u}_{k}+\mathcal{N}_{i k} \dot{u}_{k}^{\prime} .
\end{align*}\right.
$$

with highest derivatives explicitly displayed.
Inserting (32) and (33) into the balance equations (29) and (??) yields

$$
\begin{align*}
\rho A \ddot{r}_{k}= & -\rho A\left[2 \dot{r}_{i}\left(\mathbf{w} \mathbf{d}_{i}\right)_{k}+r_{i}\left(\mathbf{w}\left(\mathbf{w} \mathbf{d}_{i}\right)\right)_{k}\right]+\rho A r_{d} \epsilon_{l d k} \mathbf{I}_{l}^{-1 p} \mathbf{I}_{j}^{i} w_{i}\left(\mathbf{w ~ d}_{j}\right)_{p} \\
& -A r_{d} \epsilon_{l d k} \mathbf{I}_{l}^{-1 i}\left(V_{i}\left(y, T^{\prime}, \dot{u}_{j}, \dot{v}_{j}, u^{\prime}, v^{\prime}\right)+\frac{\partial \mathcal{M}_{i j}}{\partial T^{\prime}} T^{\prime \prime} \dot{u}_{j}\right. \\
& \left.+\frac{\partial \mathcal{M}_{i j}}{\partial \dot{v}_{p}} \dot{v}_{p}^{\prime} \dot{u}_{j}+\mathcal{M}_{i j} \dot{u}_{j}^{\prime}\right) \\
& +\left(U_{k}\left(y, T^{\prime}, \dot{u}_{j}, \dot{v}_{j}, u^{\prime}, v^{\prime}\right)+\frac{\partial \mathcal{N}_{k j}}{\partial T^{\prime}} T^{\prime \prime} \dot{v}_{j}+\frac{\partial \mathcal{N}_{k j}}{\partial \dot{u}_{p}} \dot{u}_{p}^{\prime} \dot{v}_{j}+\mathcal{N}_{k j} \dot{v}_{j}^{\prime}\right) \\
& -A r_{d} \epsilon_{l d k} \mathbf{I}_{l}^{-1 p} \epsilon_{i j p}\left(u_{i} \hat{m}_{j}+v_{i} \hat{n}_{j}\right)-A r_{d} \epsilon_{j d k} \mathbf{I}_{j}^{-1 p} l_{p}+f_{k}, \tag{34}
\end{align*}
$$

and

$$
\begin{align*}
\rho \dot{w}_{k}= & -\rho \mathbf{I}_{k}^{-1 p} \mathbf{I}_{j}^{i} w_{i}\left(\mathbf{w} \mathbf{d}_{j}\right)_{p}+\mathbf{I}_{k}^{-1 i} l_{i} \\
& +\mathbf{I}_{k}^{-1 i}\left(V_{i}\left(y, T^{\prime}, \dot{u}_{j}, \dot{v}_{j}, u^{\prime}, v^{\prime}\right)+\frac{\partial \mathcal{M}_{i j}}{\partial T^{\prime}} T^{\prime \prime} \dot{u}_{j}+\frac{\partial \mathcal{M}_{i j}}{\partial \dot{v}_{p}} \dot{v}_{p}^{\prime} \dot{u}_{j}+\mathcal{M}_{i j} \dot{u}_{j}^{\prime}\right) \\
& +\mathbf{I}_{k}^{-1 p} \epsilon_{i j p}\left(u_{i} \hat{m}_{j}+v_{i} \hat{n}_{j}\right) . \tag{35}
\end{align*}
$$

The energy equation (11) takes the form

$$
\begin{align*}
\rho A \hat{\epsilon}_{T} \dot{T}= & -\rho A\left(\hat{\epsilon}_{v_{i}} \dot{v}_{i}+\hat{\epsilon}_{u_{j}} \dot{u}_{j}\right)+\left(\rho A \hat{\phi}_{v_{i}}\left(u_{j}, v_{j}, T\right)+\mathcal{N}_{i k}\left(u_{j}, v_{j}, T\right) \dot{v}_{k}\right) \dot{v}_{i} \\
& +\left(\rho A \hat{\phi}_{u_{i}}\left(u_{j}, v_{j}, T\right)+\mathcal{N}_{i k}\left(u_{j}, v_{j}, T\right) \dot{u}_{k}\right) \dot{u}_{i}+\rho A h-\rho A \partial_{s} \hat{q} \tag{36}
\end{align*}
$$

with $\epsilon=\phi+T \eta=\phi-T \phi_{T}=\hat{\epsilon}(u, v, T)$. Equations $(34,35)$ and $(36)$ are written to explicitly display highest order derivatives.

One now has a closed system of equations for seven functions of two independent variables: 3 components $r_{i}(s, t)$ of the position vector, three angular variables $\phi_{i}$ defining the frame $\mathbf{d}_{i}(s, t)$ and the temperature $T(s, t)$. We assume that the forces $\boldsymbol{f}$ and momenta $\boldsymbol{l}$ may depend on the spatial gradients of these functions.

The initial value problem for the system $(34,35,36)$ requires one to specify the initial values (at $t=0$ ) of the variables $r_{i}, \dot{r}_{i}, \phi_{i}$, time derivatives of $\phi_{i}$ (i.e. equivalently $w_{i}$ ) and that of the temperature $T$. This system does not allow the direct application of existing results of existence and uniqueness of the Cauchy-Kovalevskaya type ([30]) since the hyperplane $t=0$ is characteristic for the system due to the presence of third mixed derivatives $\dot{v}_{i}^{\prime}, \dot{u}_{j}^{\prime}$ on the right side of equations $(34,35)$ and of the second mixed derivatives $\dot{v}_{i}, \dot{u}_{j}$ on the right side of (36), see ([30]). Existing results for the characteristic Cauchy problem (see [29]) shows that even for the linearization of the system $(34,35,36)$ near the trivial solution $u=v=$ $0, T=T_{0}$ the characteristic Cauchy problem with initial data at $t=0$ does not have a distributional solution for all initial data.

Notice that without the 3rd order terms (no dissipation) one would get a mixed hyperbolic-parabolic system of equations and that would guarantee a non-characteristic property of $t=0$ if (as is usually true) the matrix of coefficients of the second order time derivatives in the left side of $(34,35)$ is non-degenerate ([27, 28]).

Yet, one sees from the initial data given above that one can calculate values of all unknown functions and their derivatives on the right side of equations $(34,35,36)$ and then determine initial values of time derivatives on the left side from the equations. Iterating this procedure one can get
the values of all time derivatives of variables $\left(r_{i}, \phi_{i}, T\right)$ at the hyperplane $t=0$. This allows one to construct a formal power series for the solutions. Thus the classical approach gives one hope for at least the local existence of a solution.

Probably, semigroup methods for studying the coupled hyperbolic-parabolic systems ( $[27,28]$ ) can be adopted for the study of the system $(34,35,36)$ with dissipation (see also [26]. The essentially nonlinear character of these equations for properly chosen constitutive relations may yield systems that are amenable to solution as Cauchy or mixed problems (cf the situation with the KdV equation).

### 3.1 Modeling with Extended Kirchhoff Constitutive Relations

To gain some insight into the influence of thermodynamic constraints on the constitutive assumptions for rods we take some guidance from the phenomenology associated with slender materials that exhibit linear mechanical behavior. In the absence of effects due to heat and dissipation the classic Kirchhoff constitutive relations [25] encompass such a phenomenology. It is natural to adopt a minimal extension of these relations, compatible with this phenomenology, by first assuming that the free energy $\phi=\varepsilon-T \eta$ takes the form

$$
\begin{align*}
\rho A \hat{\phi}\left(u_{j}, v_{j}, T\right) & =\frac{1}{2} \hat{\mathbf{v}} \cdot \mathbf{K}(\hat{T}) \hat{\mathbf{v}}+\frac{1}{2} \hat{\mathbf{u}} \cdot \mathbf{J}(\hat{T}) \hat{\mathbf{u}} \\
& -\frac{\rho C_{p} A}{2 T_{0}} \hat{T}^{2}-\boldsymbol{\alpha}(\hat{T}) \cdot \hat{\mathbf{v}}-\boldsymbol{\beta}(\hat{T}) \cdot \hat{\mathbf{u}} \tag{37}
\end{align*}
$$

where $\hat{T}=T-T_{0}, \hat{\mathbf{v}}=\mathbf{v}-\mathbf{v}_{0}, \hat{\mathbf{u}}=\mathbf{u}-\mathbf{u}_{0}$, the tensors $\mathbf{K}(\hat{T})$ and $\mathbf{J}(\hat{T})$ are determined in terms of $\rho$, the elastic moduli $E(\hat{T}), G(\hat{T})$, (all assumed independent of $s$ ) and the geometrical shape of the cross-section. The strains $\mathbf{v}_{0}, \mathbf{u}_{0}$ describe a static reference configuration at temperature $T_{0}$ and $u_{j}$ and $v_{j}$ are the components of $\mathbf{u}$ and $\mathbf{v}$ taken in the director basis $\mathbf{d}_{j}$, i.e., $\mathbf{u}=u_{j} \mathbf{d}_{j}$ and $\mathbf{v}=v_{j} \mathbf{d}_{j}$. The coupling of heat to the rod depends ultimately on its atomic structure and dynamic state and the
quantity $\rho C_{p}$ is the macroscopic heat capacity of the material. In this model we have additionally encoded the thermomechanical coupling into the temperature dependent body vectors $\boldsymbol{\alpha}(\hat{T})$ and $\boldsymbol{\beta}(\hat{T})$, These describe the thermal effects of the strains $\mathbf{u}$ and $\mathbf{v}$ in the internal energy. In general these coupling vectors may be expressed $\left.\boldsymbol{\alpha}(\hat{T})=\alpha_{j}(\hat{T})\right) \mathbf{d}_{j}$ and $\boldsymbol{\beta}(\hat{T})=$ $\left.\beta_{j}(\hat{T})\right) \mathbf{d}_{j}$. with director components $\alpha_{j}(\hat{T})$ and $\beta_{j}(\hat{T})(j=1,2,3)$ assumed independent of $s$. Such couplings may model Cosserat rods with thermal properties inherited from transverse anisotropic media with chiral (springlike) characteristics. The extended Kirchhoff constitutive relations now follow from (37) as

$$
\left\{\begin{array}{l}
\hat{\mathbf{n}}\left(u_{j}, v_{j}, T, \dot{u}_{j}, \dot{v}_{j}, T^{\prime}\right)=\mathbf{K}(\hat{T})\left(\mathbf{v}-\mathbf{v}_{0}\right)-\boldsymbol{\alpha}(\hat{T})+\hat{\mathbf{n}}^{D}\left(u_{j}, v_{j}, T, \dot{u}_{j}, \dot{v}_{j}, T^{\prime}\right)  \tag{38}\\
\hat{\mathbf{m}}\left(u_{j}, v_{j}, T, \dot{u}_{j}, \dot{v}_{j}, T^{\prime}\right)=\mathbf{J}(\hat{T})\left(\mathbf{u}-\mathbf{u}_{0}\right)-\boldsymbol{\beta}(\hat{T})+\hat{\mathbf{m}}^{D}\left(u_{j}, v_{j}, T, \dot{u}_{j}, \dot{v}_{j}, T^{\prime}\right)
\end{array}\right.
$$

Thus the dynamical equations for our extended Kirchhoff rod with dissipation follow as

$$
\left\{\begin{align*}
\rho A \ddot{\mathbf{r}}=( & \left.\mathbf{K}(\hat{T})\left(\mathbf{v}-\mathbf{v}_{0}\right)-\boldsymbol{\alpha}(\hat{T})+\hat{\mathbf{n}}^{D}\right)^{\prime}+\mathbf{f}  \tag{39}\\
\frac{\partial}{\partial t}(\mathbf{I}(\mathbf{w}))= & \left(\mathbf{J}(\hat{T})\left(\mathbf{u}-\mathbf{u}_{0}\right)-\boldsymbol{\beta}(\hat{T})+\hat{\mathbf{m}}^{D}\right)^{\prime} \\
& +\mathbf{v}\left(\mathbf{K}(\hat{T})\left(\mathbf{v}-\mathbf{v}_{0}\right)-\boldsymbol{\alpha}(\hat{T})+\hat{\mathbf{n}}^{D}\right) \\
& +\mathbf{l} \frac{\rho C_{p} A}{T_{0}} \dot{T} T+T\left(\left(\boldsymbol{\alpha}_{T}(\hat{T}) \cdot \hat{\mathbf{v}}\right)^{\cdot}+\left(\boldsymbol{\beta}_{T}(\hat{T}) \cdot \hat{\mathbf{u}}\right) \cdot \hat{n}_{i}^{D} \dot{v}_{i}-\hat{m}_{i}^{D} \dot{u}_{i}\right. \\
& =\rho A h+A\left(\mathcal{K} T^{\prime}\right)^{\prime}+\frac{1}{2}\left(T \hat{\mathbf{v}} \cdot \mathbf{K}_{T}(\hat{T}) \hat{\mathbf{v}}+T \hat{\mathbf{u}} \cdot \mathbf{J}_{T}(\hat{T}) \hat{\mathbf{u}}\right)
\end{align*}\right.
$$

In linear theories for a homogeneous rod the classical Fourier heat law relating heat flux and temperature assumes $(\mathcal{K})$ is a constant, i.e. $\hat{q}\left(u_{j}, v_{j}, T, T^{\prime}, \dot{u}_{j}, \dot{v}_{j}\right)=k T^{\prime}$, where the constant $k>0$ is its thermal conductivity. We shall tentatively adopt this correspondence in these extended constitutive relations along with the simplifying assumption that we ex-
plore temperature regimes where $\mathbf{K}$ and $\mathbf{J}$ are independent of $T$. Furthermore to model mechanically induced dissipation one must adopt functional forms for $\hat{\mathbf{n}}^{D}, \hat{\mathbf{m}}^{D}$ compatible with the Clasius-Duhem inequality as discussed above. In this note we set $\hat{\mathbf{n}}^{D}=\hat{\mathbf{m}}^{D}=0$ so that all observed damping can be attributed to thermal dissipation.

## 4 Analysis of Particular Dynamical Configurations

Consider a rod with $\mathbf{K}$ and $\mathbf{J}$ independent of temperature having both ends fixed and clamped but executing axial and torsional vibrations about an equilibrium state with the rod in a state of axial compression:

$$
\begin{equation*}
\mathbf{r}(s, t)=(s+z(s, t)) \mathbf{e}_{3}, \quad s \in[0, \ell] \tag{40}
\end{equation*}
$$

where, relative to a fixed global frame $\left\{\mathbf{e}_{1}, \mathbf{e}_{2}, \mathbf{e}_{3}\right\}$ in space

$$
\left\{\begin{array}{l}
\mathbf{d}_{1}(s, t)=\cos \varphi(s, t) \mathbf{e}_{1}+\sin \varphi(s, t) \mathbf{e}_{2}  \tag{41}\\
\mathbf{d}_{2}(s, t)=-\sin \varphi(s, t) \mathbf{e}_{1}+\cos \varphi(s, t) \mathbf{e}_{2} \\
\mathbf{d}_{3}(s, t)=\mathbf{e}_{3}
\end{array}\right.
$$

Then

$$
\left\{\begin{array}{l}
\mathbf{w}(s, t)=\dot{\varphi}(s, t) \mathbf{e}_{3}, \quad \mathbf{u}(s, t)=\varphi^{\prime}(s, t) \mathbf{e}_{3},  \tag{42}\\
\mathbf{v}(s, t)=\mathbf{r}^{\prime}(s, t)=\left(1+z^{\prime}(s, t)\right) \mathbf{e}_{3}
\end{array}\right.
$$

With $\hat{T} \equiv \vartheta$ and the choice $\boldsymbol{\alpha}=\hat{T} \hat{\alpha}_{3} \mathbf{d}_{3}, \boldsymbol{\beta}=\hat{T} \hat{\beta}_{3} \mathbf{d}_{3}$ (with $\hat{\alpha}_{3}, \hat{\beta}_{3}$ constant) here, the equations of motion become

$$
\left\{\begin{array}{l}
\rho A \ddot{z}=E A z^{\prime \prime}-\mathcal{A}_{3} E A \vartheta^{\prime}+f_{3}  \tag{43}\\
I_{33} \ddot{\varphi}=J_{33} \varphi^{\prime \prime}-\mathcal{B}_{3} J_{33} \vartheta^{\prime}+l_{3} \\
\frac{\rho C_{p} A}{T_{0}} \dot{\vartheta}\left(T_{0}+\vartheta\right)+\left(T_{0}+\vartheta\right)\left(\hat{\alpha}_{3} \dot{z}^{\prime}+\hat{\beta}_{3} \dot{\varphi}^{\prime}\right)=\rho A h+k A \vartheta^{\prime \prime}
\end{array}\right.
$$

In terms of the linear coefficients of expansion $\mathcal{A}_{j}$ we have $\hat{\alpha}_{j}=E A \mathcal{A}_{j}$. We also write $\hat{\beta}_{j}=J_{j j} \mathcal{B}_{j}$ (no sum) for $j=1,2,3$, so that for zero
heat source $h$ the system above simplifies to

$$
\left\{\begin{array}{l}
\rho A \ddot{z}-E A z^{\prime \prime}+\mathcal{A}_{3} E A \vartheta^{\prime}=f_{3}  \tag{44}\\
I_{33} \ddot{\varphi}-J_{33} \varphi^{\prime \prime}+\mathcal{B}_{3} J_{33} \vartheta^{\prime}=l_{3} \\
\frac{\rho C_{p} A}{T_{0}} \dot{\vartheta}-\frac{k A}{T_{0}+\vartheta} \vartheta^{\prime \prime}+\mathcal{A}_{3} E A \dot{z}^{\prime}+\mathcal{B}_{3} J_{33} \dot{\varphi}^{\prime}=0
\end{array}\right.
$$

The adopted initial conditions are:

$$
\begin{cases}z(s, 0)=z_{0}(s), & \dot{z}(s, 0)=\dot{z}_{0}(s)  \tag{45}\\ \varphi(s, 0)=\varphi_{0}(s), & \dot{\varphi}(s, 0)=\dot{\varphi}_{0}(s), \quad \vartheta(s, 0)=\vartheta_{0}(s)\end{cases}
$$

with boundary conditions

$$
\begin{equation*}
z(0, t)=z(\ell, t)=\varphi(0, t)=\varphi(\ell, t)=\vartheta^{\prime}(0, t)=\vartheta^{\prime}(\ell, t)=0 \tag{46}
\end{equation*}
$$

The above system has been analysed numerically and exhibits thermally induced damping of all modes in general. However for a rod at room temperature with the characteristics of copper although such damping is apparent it is small compared with mechanical damping. This is demonstrated in the following numerical analysis of (43) based on a uniform rod of reference length $\ell=2.0 \mathrm{~m}$ and rectangular cross section, 0.10 m by 0.04 m . The mass density and Young's modulus are respectively $\rho=2.010^{3}\left[\mathrm{~kg} / \mathrm{m}^{3}\right]$ and $E=70.010^{9} \mathrm{~Pa}$ ( copper ). It will be assumed that $G=\nu E$ with $\nu=0.35$. The coefficient of linear thermal expansion, the specific heat capacity, and the thermal conductivity are taken as $\mathcal{A}_{3}=23.110^{-6}[1 / \mathrm{K}]$, $C_{p}=904[\mathrm{~J} / \mathrm{K} / \mathrm{kg}]$, and $k=236[\mathrm{~W} / \mathrm{m} / \mathrm{K}]$, respectively with reference temperature $T_{0}=293.16[\mathrm{~K}]$. When the rod is driven the external sources will be assumed harmonic in time.


Figure 1: Axial displacement response to harmonic loading. Both ends of the rod are fixed in space and clamped.

The axial and torsional responses of the model described by (43) for a rod (with both ends fixed in space and clamped and with zero initial displacements and velocities) under the external loadings

$$
\begin{array}{ll}
f_{3}(s, t)=6000 \sin (\pi s) \sin \left(0.3 \omega_{0} t\right) \mathrm{N} \cdot \mathrm{~m}^{-1}, & \omega_{0}=\frac{\pi}{2} \sqrt{\frac{E}{\rho \ell^{2}}} \mathrm{rad} \cdot \mathrm{sec}^{-1} \\
l_{3}(s, t)=5000 \sin (2 \pi s) \sin \left(0.24 \omega_{0} t\right) \mathrm{N}, & h(s, t)=0
\end{array}
$$

were obtained using Femlab/Matlab and are shown in Figure 1 and Figure 2 , respectively.

The behavior of the temperature field of the rod is shown in Figure 3.
The weak thermomechanical coupling necessarily leads to relatively small thermally induced mechanical damping. In order to illustrate the nature of the asymptotic behavior of pure axial oscillations (i.e. $\varphi=$ constant), we artificially amplify the coefficient of linear thermal expansion to $\mathcal{A}_{3}=$ $46.210^{-6}[1 / \mathrm{K}]$ and the thermal conductivity to $k=23610^{4}[\mathrm{~W} / \mathrm{m} / \mathrm{K}]$.


Figure 2: Torsional displacement response of the clamped-clamped rod to harmonic loads.


Figure 3: Temperature response of the clamped-clamped rod to harmonic loads.

With zero external force $f_{3}(s, t)=0$ and heat source $h(s, t)=0$, consider a purely axial response governed by

$$
\left\{\begin{array}{l}
\rho A \ddot{z}-E A z^{\prime \prime}+\mathcal{A}_{3} E A \vartheta^{\prime}=0,  \tag{47}\\
\frac{\rho C_{p} A}{T_{0}} \dot{\vartheta}-\frac{k A}{T_{0}+\vartheta} \vartheta^{\prime \prime}+\mathcal{A}_{3} E A \dot{z}^{\prime}=0 .
\end{array}\right.
$$

With the initial conditions

$$
\begin{equation*}
z(s, 0)=0.04 \sin (\pi s), \quad \dot{z}(s, 0)=0, \quad \text { and } \quad \vartheta(s, 0)=0 \tag{48}
\end{equation*}
$$

Figure 4 shows the evolution of axial motion. These and similar simulations indicate that the motion is damped. The associated temperature field (e.g. shown in Figure 5) behaves similarly.


Figure 4: Transient responses of the clamped-clamped rod with initial conditions (48).

## 5 Summary and Concluding Remarks

The governing equations for a slender heat conducting rod have been derived based on the tenets of simple Cosserat modeling. The contact forces


Figure 5: Temperature response of the clamped-clamped rod with initial conditions (48).
and torques, the free energy, entropy density and heat flux are dependent in general on the Cosserat strains arising from the deformation gradient along the rod, the temperature and temperature gradient and the temporal rates of change of the Cosserat strains. The constraints on these general constitutive dependencies, implied by adopting the Clausius-Duhem inequality appropriate for a rod, are made explicit. A large class of constitutive relations compatible with this inequality are discussed and the properties of the governing equations of motion explored for systems where the contact forces and torques are linearly dependent on the strain rates. Thermomechanical modeling of a rod is developed in terms of a free energy that extends the classic Kirchhoff constitutive relations when generalized to include heat conduction. The dissipative behavior of the model is explored by numerical simulation of the evolution of particular dynamic configurations involving axial, torsional vibrations in the presence of internal heat flow. Thermally induced damping is in evidence in these simulations. Although in some situations such effects may be small relative to mechanical viscoelastic and hysteretic damping these studies show that for realistic parameters thermal coupling with heat flow produces effective dissipation
and mechanical damping. There remain challenging problems to ascertain how the simple model here responds to other thermal loadings particularly those involving high frequency and impulsive sources since these are of relevance to many practical application in modern micro-technology.
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