Preface

WCOP 2006 is the eleventh event in a series of highly successful workshops, which took place in conjunction with every ECOOP since 1996. Component oriented programming (COP) has been described as the natural extension of object-oriented programming to the realm of independently extensible systems. Several important approaches have emerged over the recent years, including component technology standards, such as CORBA/CCM, COM/COM+, J2EE/EJB, and .NET, but also the increasing appreciation of software architecture for component-based systems, and the consequent effects on organizational processes and structures as well as the software development business as a whole.

COP aims at producing software components for a component market and for late composition. Composers are third parties, possibly the end users, who are not able or willing to change components. This requires standards to allow independently created components to interoperate, and specifications that put the composer into the position to decide what can be composed under which conditions. On these grounds, WCOP'96 led to the following definition: “A component is a unit of composition with contractually specified interfaces and explicit context dependencies only. Components can be deployed independently and are subject to composition by third parties.”

After WCOP'96 focused on the fundamental terminology of COP, the subsequent workshops expanded into the many related facets of component software. WCOP 2006 emphasizes reasons for using components beyond reuse. While considering software components as a technical means to increase software reuse, other reasons for investing into component technology tend to be overseen. For example, components play an important role in frameworks and product-lines to enable configurability (even if no component is reused). Another role of components beyond reuse is to increase the predictability of the properties of a system. The use of components as contractually specified building blocks restricts the degrees of freedom during software development compared to classic line-by-line programming. This restriction is beneficial for the predictability of system properties. For an engineering approach to software design, it is important to understand the implications of design decisions on a system's properties. Therefore, approaches to evaluate and predict properties of systems by analyzing its components and its architecture are of high interest.

To strengthen the relation between architectural descriptions of systems and components, a comprehensible mapping to component-oriented middleware platforms is important. Model-driven development with its use of generators can provide a suitable link between architectural views and technical component execution platforms.

WCOP 2006 accepted 13 papers, which are organised according to the program below. The organisers are looking forward to an inspiring and thought provoking workshop. The organisers thank Jens Happe and Michael Kuperberg for preparing the proceedings volume.
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Abstract—Aspect-oriented programming (AOP) has been explored to support the development of complex software systems that expose many interdependencies (a.k.a. crosscutting concerns). In maturing AOP the research community has been investigating how concepts from AOP can be enhanced to offer the benefits of CBSE. In this position paper, we investigate an alternative approach to the combination of AOSD (AO Software Development) and CBSE, by identifying the essential (yet minimal) differences that AOSD could add to the core concepts of CBSE. We compare two alternatives and we show how aspect-based composition can enhance a basic component model to support sophisticated compositions that create, express and manage complex interdependencies.

I. INTRODUCTION

Recently, there has been a large interest in the principles of aspect-oriented software development (AOSD, [4]). These principles focus on the systematic identification, modularization, representation and composition of (often crosscutting) concerns or requirements throughout the entire software development process. The core concepts of AOSD are concerns, aspects and weaving.

Concerns are similar to requirements in a broad sense of the word, ranging from high-level requirements that are articulated in an early stage of the software project, to additional - often detailed - requirements that are generated when performing detailed design and implementation. In that sense a concern often corresponds with a feature, capability or quality-of-service level that is important for a stakeholder in the software project. At the programming level, an aspect is a modular unit that implements such a concern. An aspect definition contains (a) behavior (code that must be executed) which is called advice and (b) a specification that expresses when, where and how to invoke the advice; this specification is called a pointcut. A pointcut is conceptually defined as a predicate that evaluates over join points. A join point is a well-defined place in the structure or execution flow of a program where additional behavior can be attached. Finally, weaving is the process of composing core functionality modules (typically application components) with aspects, thereby yielding a working system.

Introducing the concepts of component-based software development (CBSD) to aspect-oriented programming (AOP) is one of the key challenges to make the use of aspects worthwhile and has received much attention ([9], [6]). Although this type of extension is an important research track, it may not focus on preserving the key concepts of CBSE, but rather on enhancing AOSD with a CBSE flavour.

However, in the opposing direction, introducing the concepts of AOSD in component models, has received less attention, maybe because the CBSE community expects no benefits from the AO paradigm, or maybe because the integration efforts so far have shown complicated and confusing. In this paper we will give an overview of how the principles of AOSD can be introduced to a component model and what the benefits will be of doing so. In the next section we present a basic component model and the integration of aspects into this model. Section 3 will evaluate the benefits of using the aspect mechanisms in the component model with respect to both reconfigurability and reusability. Finally, section 4 will summarize our main points.

II. INCORPORATING ASPECTS IN A COMPONENT MODEL

Based on the definition of a component [10], we can consider a basic component model as consisting of components, interfaces and connectors. A component exports interfaces, describing either provided or required functionality, and connectors serve as ”glue” to bind components with matching interfaces.

Consider for example a basic banking system, a small part of which is presented in figure 1. It consists of three components. The CustomerClient component offers a user interface to the customer of the bank for logging in and doing
transactions on his accounts. This component requires banking and authentication functionality from the environment. The BasicBanking component offers the basic operations for managing accounts and for doing transactions on those accounts. Because most of the banking operations need to be authorized, it needs some access control logic from the environment. The last component is the AccessControl component that offers both authentication and authorization functionality. Each component exports some provided and required interfaces and matching interfaces are bound with a connector (in the figures a connector is represented with a dashed arrow).

There is no single accepted definition of an aspect model. The most widespread model is that of AspectJ [5], which extends traditional classes with pointcuts and advice, using the keyword aspect 1. Looking closer into this aspect model, we see that the real contribution is in the pointcut language and in the aspect environment 2 that composes the aspect behavior (advice) at the locations (join points) specified by the pointcuts. The advice itself, on the other hand, does not necessarily need a new mechanism, it corresponds to a method that is executed before, after or around a set of join points. Around advice is actually executed instead of the service it is bound to, but is able to call the original service 3.

So, concretely, when mapping the concepts of AOP to the component model, the concepts that must be considered are join points, the pointcut language, advice, aspects and the weaving mechanism. The aspects themselves are important as the module that contains the pointcuts and the binding with the crosscutting functionality.

In the component model, the composition and all interaction of the components goes through the interfaces. Extending this idea to aspect composition means that the only available join points are the entries on the interfaces.

Concerning aspects and the weaving mechanism, the aspect model can be incorporated into the component model in more than one way. In this paper we will now describe two of those. The first option is to consider aspects as a new kind of component, much like AspectJ was designed, the other option is to consider aspects as a new kind of connector. With the former option, the component will absorb the full behavior of the aspect and will be called an aspect component. With the latter option, most of the aspectual behavior will be absorbed by the connector and will be called an aspect connector.

An alternative mechanism for dealing with crosscutting behavior in component-oriented architectures, is the use of containers, like for example in the Enterprise JavaBeans technology [7]. Each component is deployed in a container, which means that for each component, a deployment descriptor needs to be defined. In return the container provides some functionality that would otherwise crosscut the components in the container. Typical functionality that is provided by a container is persistence, transactions, security and lifecycle operations. Although this is a practical way to encapsulate some frequently needed crosscutting functionality, the services provided by a container are fixed and cannot be extended by the component developer.

Since we are looking for mechanisms to encapsulate any crosscutting functionality, containers are not considered here and we will focus on the two approaches to incorporate an aspect model into a component model, sketched above.

A. Incorporating aspects as components

Besides providing the functionality as specified by the provided interfaces, based on the functionality on the required interfaces, an aspect component includes crosscutting behavior that should be exported in terms of provided and required interfaces. Because a pointcut is a predicate over join points and a join point is an entry on the interface of a component, a pointcut could be exported as a required interface of the aspect component. The semantics of such a required interface are that the aspect component will add crosscutting behavior to all the components connected to this required interface. The advice included in the aspect component may or may not be exported as normal functionality on a provided interface.

Going back to the example, the AccessControl component could be available as an aspect component (see figure 2). It will weave functionality at the join points as specified by its required interfaces, which are bound to the relevant interfaces. In this case, authentication functionality will be woven in when a customer uses the client and authorization will be woven in before all banking operations.

B. Incorporating aspects as connectors

Given that advice is nothing more than a normal method woven in at the right join points, it is a valid approach to put some of the aspectual behavior in the connectors instead of in the components themselves. The definition of the pointcuts and the binding of those pointcuts with the advice will be specified in a connector, while the advice functionality is available as a normal service on the interface of a component. Besides normal connectors, binding matching provided and required interfaces, we then get aspect connectors, which are able to bind some provided functionality before, after or around a set of join points.

---

1 AspectJ also introduces inter-type declarations, which are however less representative for AOP. Also, the contribution of inter-type declarations to the component model is rather limited.
2 A run-time environment is the most flexible, but also compile-time and load-time environments exist.
3 In AspectJ, this is done using the keyword proceed()
In the basic banking example, we see (figure 3) that the AccessControl component didn’t change in comparison to figure 1, because all the aspectual behavior is now in the connectors. All the aspect connectors in this example (these are the arrows connected to the AccessControl component) will bind the advice before the pointcut, for example authorization must occur before the banking operation.

Incorporating aspects like this shows some resemblances with the composition filters programming model\[1\]. Composition filters intercept incoming and outgoing messages of an object and are able to a.o. redirect, substitute or dispatch them. In the extended composition filters model\[3\] it is possible to superimpose filters on other objects. Although these filters could be used to implement the aspect connectors described above, there is no real integration between composition filters and a component model, because it is mainly focused on a programming level.

Incorporating aspects as connectors offers more flexibility than incorporating aspects as components. All components can be developed as usual, the developer doesn’t have to choose between developing a normal component or an aspect component. Only at composition time, it will be determined whether a component is used as an aspect component or not. This will make the component more reusable because it hasn’t been decided whether the functionality offered by the component is crosscutting or not. The aspect connectors can be considered as some kind of composition descriptor to configure the components to interact with each other. In the following section we will take this approach as the basis for examining the benefits of using aspect technology in a component model.

One of the advantages of using components instead of traditional classes, is that dependencies between components are made explicit through the use of required interfaces. The remaining dependency a component has with external functionality is twofold. On the one hand, the semantics of the external functionality needs to be specified in a required interface. On the other hand, the developer of the component needs to know the exact location or execution point of where external functionality needs to be attached. The join point concept of AOP has been created to enable the specification of such an execution point.

This was already a significant improvement over traditional classes, where a class that uses external functionality needs to know exactly the correct method to call with the correct parameters on the correct instance of the correct class. Using aspect-based composition can give the developer even more control over these dependencies. Although making the dependencies of a component explicit by exporting a required interface is a good thing, it may be a burden to the developer to specify the complete semantics of this interface. Also, the exact location of the use of the external functionality doesn’t have to be specified by the client component if this location can be expressed using the join points on the interfaces. The use of Open Modules\[2\] is a very promising approach to make the interface of a component more suitable for aspectual composition. Open Modules make it possible to add arbitrary pointcuts to the interface of a component. It is a new module system that is intended to be open to extension with advice but modular in that the implementation details of a module are hidden.

Looking at the example, we see that the banking components no longer have specified the need for authentication or authorization. The need for this functionality and the composition of this functionality with the banking components all happen at composition time, making the banking components more reusable.

### IV. Increasing Component Configurability with AO Composition

A component can be considered as a mapping from required functionality to provided functionality. The (re)configuration of a component is the adaptation of this mapping to what functionality is available or needed in the environment.

The more (re)configurable a component, the more reusable it will be. This comes from the fact that if the environment does not need all the provided functionality or cannot deliver all required functionality of a certain component, it cannot be reused unless it can be configured to fit in the current context. Approaches to deal with the (re)configuration have
been proposed before[8], but AOSD can also resolve this matter.

Using aspectual composition it is not necessary to make the banking components from the example, configurable with respect to the need for access control or not. With aspectual composition, optional functionality can be encapsulated in a separate component, that may or may not be composed into the application.

V. Summary

In this position paper, we have studied an approach to enhance CBSE with AO concepts, by identifying the essential (yet minimal) differences that AOSD could add. We have compare two alternatives: (1) the use of aspect components that become first class components and combine behaviour and composition semantics; and (2) the use of aspect connectors that focus on composition semantics only. We have argued that the latter is more suitable to create the minimal but essential extension of a component model (i.e. rich connectors) that integrates the key ingredients of AOSD with CBSE without duplicating concepts.
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Abstract—In this paper we show that Aspect-Oriented Programming (AOP) can be safely supported by Component-Oriented Programming (COP) by providing a way to control the openness of a component with regards to AOP techniques. Our proposal reconciles the intrusive nature of AOP with the "black box property" of components in COP. We build a compromise between modularity and openness applying the open modules approach to components. The experiment has been achieved on FAC, our model that unifies the notions of component and aspect. We show that most of open modules principles are directly available within our approach, we then study requirements for others. Once all these principles integrated, we are able to tune the accessibility of the content of a component to AOP during system runtime. Thus, components become grey boxes with dynamic variation points accessible to AOP techniques.

I. INTRODUCTION

Component-Oriented Programming (COP) proposes to enhance object-oriented programming by separating concerns into clearly defined entities, called components. Reusable components with contractually specified interfaces are defined and composed together [13]. Nevertheless, whatever the decomposition adopted to represent a system, it has been shown that some concerns are mixed within a same component (code tangling), and that some concerns are scattered across several components [3], [6]. These concerns which are called crosscutting concerns hinder the reusability, the maintainability, and the evolvability of applications.

To tackle these issues, some approaches have proposed a support for Aspect-Oriented Programming (AOP) in component-based systems [5], [7], [12]. AOP is a well-known paradigm to overcome this issue by modularizing crosscutting concerns using aspects [4]. The main issue of these approaches is that AOP is applied regardless of the components themselves, the aspects are woven on the objects which implement the components. This intrusiveness breaks the encapsulation property of components and consequently their implicit contracts. This appears to be a major issue in COP where contracts and encapsulation are fundamentals.

At the object level, solutions have been proposed to overcome the issue of intrusiveness of AOP. For example, Aldrich introduced the notion of open modules, a new module system to open a program to AOP while keeping modularity by hiding implementation details of the module [1]. A module is defined as a set of entities which share a set of access points for the join points (points in the program execution flow where aspects will apply) exported by the module. Using this module system, the content of a module can be preserved by designating only the variation points where aspects can act.

In this paper we propose to push the open modules approach a step further by applying it to COP. The objective is to provide a safe way to support AOP in COP by controlling the openness of a component with regards to AOP. This control over variation points of a component can be seen as a compromise between modularity and openness. Our study focus on an extended component model for components and aspects which is presented in [10]. Our model, named FAC, unifies COP and AOP notions together by representing AOP notions as component ones. We show that when components and aspects are unified, some open modules properties are directly handled as first-class entities in our model. We have then extended our model to handle all open modules properties. A component can declare its variation points. Since our model is dynamic, this declaration can evolve at runtime.

The remainder of this paper is organized as follows. Section II provides some background on our unified model for aspects and components and on the open modules approach. Section III shows how we have applied open modules to FAC. Finally, Section IV concludes.

II. BACKGROUND

This section provides some background on our previous work [10] on the unification of AOP and COP, and introduces the principles of the open modules approach.

A. FAC: An unification of AOP and COP towards COP

Since COP fails in supporting crosscutting concerns [3], [6], our motivation was to give a support to AOP in COP but also to take advantage from the strong encapsulation property of COP in AOP. Therefore, our proposal is built as a twofold integration of AOP and COP which has the benefit of representing AOP notions using COP ones. Thus, we introduce
three main concepts which are related to the general notions of component, binding and composite-component that generally appear in COP [13].

- An Aspect component is the representation of an aspect as a component. It offers as a provided interface a piece of advice code (the additional behavior to weave on other components). Basically, an aspect component applies around incoming and outgoing calls on component interfaces. Because we represent an aspect as a component we call our approach symmetric. Aspects and components are components, and can interact together using bindings (Figure 1 represents an aspect component connected to other components using various types of bindings). Traditionally in AOP two dimensions are considered: the base and the aspect dimension. Aspects are woven on the base and the base if oblivious of the aspect dimension. In our approach these two dimensions are unified to facilitate the interactions between components and aspects and their evolution.

- An Aspect domain is the representation of the domain of action of an aspect. It is represented as a composite component which contains the aspect component and the components on which it is woven. The notion of aspect domain can be seen as a reification of the notion of pointcut in AOP. Usually a pointcut is a description of a set of join points on which an advice code is woven. In our model we reify this notion as a first class entity (a composite-component) which contains the aspect component woven, and all the components affected by the aspect component. This clarifies the domain of impact of an aspect component in a system. This explicit relationship between advised code and aspects is a notion currently missing in AOP. Figure 1 gives an example of the aspect domain of the transaction Aspect Component which is woven on components C, D and E.

- An Aspect binding is the representation of the implicit link which exists between an aspect and a component on which the aspect is woven. The aspect binding notion can be seen as a more fine-grained notion than the aspect domain to capture the interaction between a component and a particular aspect component. Our philosophy is to consider only one dimension (aspects are components) and two types of interactions (regular bindings and aspect bindings). Aspect bindings are used to connect an aspect component with a component. By this way, each component can locally manage the aspects applied on its incoming and outgoing interfaces.

We have successfully mapped this general model with its three notions to the Fractal component model. Fractal [2] is a reflective and extensible component model, where bindings can be set and unset dynamically (at runtime); reflection is available through the use of special kinds of meta-interfaces called control interfaces.

We have extended this model by introducing our three main notions. This extension is called Fractal Aspect Component (FAC for short). We have used the provided notions of component and composite-component to represent our notions of aspect component and aspect domain. We have introduced a new control interface called the weaving interface. This interface, which appears on each component of the system, is in charge of setting/unsetting aspect bindings and of weaving aspect components. It has the benefit of locally managing the ordering of aspects for a component.

In addition to the advantages mentioned in the description of our three notions, the mapping onto the Fractal component model allows setting/unsetting aspect bindings dynamically. This makes our weaver dynamic and this opens the way to dynamic adaptation [9].

The complete description of our general model for component and aspect and its mapping to the Fractal component model [2], named FAC is beyond the scope of this paper and can be found in [10]. The next sub-section introduces the open modules approach which allows controlling the degree of openness of a module to AOP.

B. Open modules approach

The concept of open modules has been introduced by Aldrich to limit the access to join points of a system, which are accessed intrusively in AOP. With this approach any exposed join points has to be declared within a module, a special set of classes, to be accessed by aspects. The open modules approach is defined by Aldrich as follows: "Open Modules describes a module system that:

- **Rule 1** allows external advice to interactions between a module and the outside world (including external calls to functions in the interface of a module)
- **Rule 2** allows external advice to pointcuts in the interface of a module
- **Rule 3** does not allow external modules to directly advise internal events within the module, such as calls from within a module to other functions within the module (including calls to exported functions)."

We intentionally add rule numbers on items to facilitate the discussion in the following sections. The complete description of this module system can be found in [1].

More recently, the concept of open modules has been applied to AspectJ [8]. In this study, authors have extended the concept with new interesting features. Most of them are specifically related to AspectJ in order to support AspectJ pointcuts. Nevertheless it seems to us that some can be generalized out of the context of AspectJ. Thus, the most important feature with regards to our application of open modules to COP is the ability to open and not only to reduce the visibility on join points of a module. This can become extremely useful when using for instance debug aspects, or when considering dynamic adaptation using AOP. Among new features provided by this study, an interesting one is the ability to designate to which a pointcut is exposed to using a pattern language based on package hierarchy.

To help the discussion of the next section we will call the ability to designate which aspect has access to a module **Rule 4**, and the ability to open a module by exposing join points **Rule 5**.
III. APPLYING OPEN MODULES TO FAC

In this section we detail how we have applied the open modules approach to FAC. Some of the rules defined in open modules are directly mapped to existing notions of our model (Section III-A), some others require the introduction of new features to be correctly managed (Section III-B).

A. Similarities

The first obvious similarity is related to the notion of a module and a component. A module in the open modules approach is a collection of classes which share a set of access points to AOP. A component in COP is a contractually specified entity which provides and requires services by means of interfaces. A component is a black box which naturally hides its implementation details as required by Rule 3 of open modules. Given that in FAC, join points are incoming and outgoing calls on component interfaces, the definition remains correct with regards to Rule 1, 2, and 3. Rule 1 and 2 are understood in FAC by the fact that an aspect component only applies to client and server interfaces (Rule 2). Following the definition of Rule 1, an aspect component interacts between a module (component) and the outside world (other components). Rule 3 is preserved as soon as we do not want to break encapsulation in FAC. Join points are not points inside a component. However, when applying aspect component behavior on component external interfaces, we may consider that the original behavior of the component is altered by the aspect component. Thus, the behavior expected from a given component may be different. It seems important that the weaving of aspect component on provided and required interfaces of a component should be better controlled in order to provide a safer integration of crosscutting concerns. We elaborate more on that particular point in Section III-B.

The second similarity is related to Rule 4 which has been defined to the particular use of AspectJ but can be also used within our system. This rule allows to clearly designate which aspect can apply on a given exported join point of a module. A regular expression is given as a parameter of the expose to declaration which designates a set of packages that are authorized to access the module. In FAC we have a very similar notion: the aspect binding. An aspect binding is set between a component and an aspect component using the weaving interface of the component. Because the weaving interface is a kind of meta interface, we can consider that the access policies defined on components are of the same type of meta-informations than the ones corresponding to the expose to definitions used in the extension of AspectJ supporting open modules. This means that we can consider Rule 4 as naturally handled by each individual component which are able to choose the aspect to be impacted by.

At this point we have seen that Rule 1, 2, 3, and 4 are naturally handled by our model and its mapping to FAC. In the next section we study the requirements to manage remaining rule, Rule 5.

B. Dissimilarities

We have seen that in our model and in its mapping to Fractal, FAC, the considered join points are incoming and outgoing calls on component interfaces. Thus, Rule 3 is implicitly preserved when considering components as modules. However, this also means that the join points inside the component are not exposed. The original idea of open modules is to define some pointcuts and join points and make them available by means of interfaces of a module. In our case, the content of a component is implicitly protected, but we still need a support to give an access to other join points, i.e., join points inside a component. Nevertheless, associating the level of implementation of components and the level of interaction between components (more architectural) takes part in our global vision of what really means applying AOP to COP that we have exposed in [9]. The unification of these two levels will allow us to look inside components and to externalize some
void operation1()
...


Abstract—Component-oriented programming has achieved wide acceptance in the domain of software engineering by improving productivity, reusability and composition. This success has also encouraged the emergence of a plethora of component models. Nevertheless, even if the abstract models of existing component models are quite similar, their programming models can differ a lot. This drawback limits the reuse and composition of components implemented using different programming models.

The contribution of this paper is to introduce a reification of an abstract model common to several component models. This reification is presented as an annotation framework, which allows the developer to annotate the program code with the elements of the abstract component model. Then, using a generator, the annotated program code is completed according to the programming model of the component model to be supported by the component runtime environment. This paper shows that this annotation framework provides a significant simplification of the program code by removing all dependencies on the component model interfaces. These benefits are illustrated with the OpenCOM and Fractal component models.

I. INTRODUCTION

Component-Oriented Programming (COP) has achieved wide acceptance in the domain of software engineering by improving productivity, reusability and composition. This success has also encouraged the emergence of a plethora of component models. These component models can now be applied at any software level, from operating systems (e.g., Think [1]), to middleware (e.g., OpenCOM [2], Fractal [3]), to applications (e.g., EJB [4], CCM [5], SCA [6]). Usually, each of these component models defines their own abstract model and programming model. The abstract model defines the general concepts provided by the component model (e.g., component, port/interface, binding/connection, composition/assembly). The programming model applies these concepts to a particular programming language, while introducing some technical code specific to the component model. Thus, this technical code is tangled with the business code of the application. Furthermore, if the abstract models of existing component models are quite similar, their programming models can differ a lot. This drawback limits the reuse and composition of components implemented with different programming models.

A convenient way to address this issue is to use Attribute-Oriented Programming (@OP) techniques [7], [8], [9]. @OP proposes to mark program code with metadata to clearly separate the business logic from the domain-specific logic (typically technical properties). @OP is gaining popularity with the recent introduction of annotations in Java 2 standard edition (J2SE) 5.0 [10] or in XDoclet [11], and attributes in C# [12]. Recently, the Enterprise Java Bean (EJB) 3.0 specification extensively uses annotations to make EJB programming easier [4]. The Service Component Architecture (SCA) component implementation model provides a series of annotations that can be placed in the code to mark specific elements of the implementation to be used by the SCA runtime environment [6]. Still, these annotations are specific to each component model. Therefore, annotated EJB code cannot be used in a SCA runtime environment and vice versa.

In this paper, we introduce an abstract model common to several component models. This abstract model is reified as an annotation framework, which allows the developer to mark the program code with the elements of the abstract component model. Then, using a generator, the annotated program code is completed by the programming model of the component model that is supported by the desired component runtime environment, such as OpenCOM or Fractal. We show that this annotation framework provides a simplification of the program code by removing all dependencies on the component model interfaces. As a consequence, this approach protects the annotated program code from evolutions in the component models. Finally the annotated code can be executed with various component models.

The remainder of this paper is structured as follows. Section II introduces the problem of technical and business code tangling as the motivation of this paper. Section III presents the Attribute-Oriented Programming (@OP) approach and its relevance to Component-Oriented Programming (COP). Section IV provides an overview of the annotation framework defined to represent the abstract component model. Section V illustrates generators for two programming models: OpenCOM and Fractal. Section VI compares our approach with related work. Finally, Section VII concludes and provides some perspectives on this work.

II. MOTIVATION

Although COP provides more modularity, configurability, and reusability to applications, the use of a given component
model introduces also more complexity, more verbosity and redundancy in the information expressed by the developer compared to object-oriented programming practices. However, this complexity derives from the underlying programming model used to develop applications. This programming model maps the abstract model concepts to constructs of the programming language used to develop components. Therefore, the abstract model concepts are seamlessly drowned in the program code. By having introduced dependencies on the component model, the program code is no longer only concerned with business properties, but also with technical properties.

Developing an application using components requires taking into account concerns that are not always related to the business of the application. We illustrate these concerns with the application HelloWorld depicted in Figure 1. This application is composed of two components: Client and Server. These components are linked by a common contract — usually defined as an interface — named Service. Finally, the component Server can be configured via an attribute header to modify its display, which is implemented by a Logger.

Developing an application using components requires taking into account concerns that are not always related to the business of the application. We illustrate these concerns with the application HelloWorld depicted in Figure 1. This application is composed of two components: Client and Server. These components are linked by a common contract — usually defined as an interface — named Service. Finally, the component Server can be configured via an attribute header to modify its display, which is implemented by a Logger.

To clearly exhibit the problems related to COP, we write the program code of this application using a simple component model targeting the Java programming language [10]. Listing 1 presents the method print in the interface Service (Line 2). Listing 2 presents the implementation of the component Client. The class Client defines the required interface Service as an internal field (Line 2). The business code of the component is located in the method run (Lines 4–6). The methods setService and getService (Lines 7–8) are used to set the reference of the required interface Service. Listing 3 presents the implementation of the component Server. The class Server implements the interface Service (Line 1). Then, it declares a field logger that refers to an internal service provided by the Java platform (Line 2). It declares the field header to store the attribute header provided by the component Server (Line 3). The reference of the logging service is retrieved in the constructor of the class Server (Line 6). The business code of the component is defined in the method print (Lines 8–10). Finally, the methods getHeader and setHeader are defined to configure the attribute header (Lines 11–12).

Listing 4 presents the assembly code defined to build the application HelloWorld. The method main of the class HelloWorld defines the variables client and server to specify the use of the Client and Server (Lines 3–4) components. Then, it connects the component Client to the component Server, and configures the value of the attribute header of the component Server (Lines 6–7). When executing the application HelloWorld, the components are automatically created and configured before executing the method run of the component Client (Line 8).

The drawbacks that arise from such a component-oriented implementation of the application HelloWorld are located in the technical part of the program code. This technical part is usually tangled with the underlying component model used to implement the application. For example, in Listing 2 the business method of the component Client (Lines 4–6) is combined with methods that handle the required interfaces (Lines 7–8). Similarly, in Listing 3 the business method of the component Server (Lines 8–10) is mixed with the initialization code of the logger (Line 6) and the methods that handle
the attribute header (Lines 11–12). These technical methods can differ from one component model to another because they are defined by the programming model of each component model. Besides, when considering this part, it appears that the abstract component model is tangled with the programming model. The fields that are used by the technical methods are implicitly required by the component model because they store the concepts of the abstract component model. The declaration of these fields appears to be common the component models that can be used to develop the application. The remainder of this paper shows that annotating these fields can provide an abstraction of the programming model.

III. ATTRIBUTE-ORIENTED PROGRAMMING

Attribute-Oriented Programming (@OP) is a program-level marking technique. Basically, this approach allows developers to mark program elements (e.g., classes, methods, and fields) with annotations to indicate that they maintain application-specific or domain-specific concerns [9], [7], [8]. For example, a developer may define a logging annotation and associate it with a method to indicate that the calls to this method should be logged, or may define a web service annotation and associate it with a class to indicate that the class should implement a Web Service. Annotations separate application’s business logic from middleware-specific or domain-specific concerns (e.g., logging and web service functions). By hiding the implementation details of those semantics from program code, annotations increase the level of programming abstraction and reduce programming complexity, resulting in simpler and more readable programs. The program elements associated with annotations are transformed to more detailed program code by a supporting generation engine. For example, a generation engine may insert logging code into the methods associated with a logging annotation. Dependencies on the underlying middleware are thus replaced by annotations, acting as weak references —i.e., references that are not mandatory for the application. This means that the evolution of the underlying middleware is taken into account by the generation engine and let the program code unchanged.

@OP can also be used to provide continuous integration in Component-Based Software Engineering. Continuous integration allows a developer to generate the middleware artifacts at any step of the component development. Developers concentrate their editing work on only one source file per component. The deployment metadata are continuously integrated without worrying about updating them. When the development of a component consists of several files, @OP allows the developer to maintain only one of them while the other files are generated automatically. Besides, working with only one file per component gives a better overview of the program code to the developer. Therefore, the developer can concentrate on the business logic and reduce the development time drastically.

@OP has been applied in several object-oriented frameworks to ease the process of configuring applications (e.g., Hibernate, Struts, Castor [11]), and it has been applied by several J2EE application servers to simplify the configuration of Enterprise Java Bean (EJB) components (e.g., JOnAS, WebSphere, JBoss). Nevertheless, these annotations target only the configuration of the EJB components, and are specific to an application server.

Recently, the EJB 3.0 specification has introduced extensive annotations to make EJB programming easier [4]. The annotations defined in this specification address either EJB component configuration or program code generation concerns. Nevertheless, this specification presents two weaknesses. Firstly, it is dedicated to EJB components. This means that the strengths of this specification are not directly applicable to other component models. Secondly, the EJB specification does not focus on the EJB abstract model but abstracts the EJB programming model. Thus, the annotations defined in the EJB specification are tightly coupled to the EJB programming model.

This @OP approach provides an useful formalism to introduce a higher-level semantics into the artifacts of existing programming models. In particular, @OP can be applied to represent the abstract component model using annotations. These annotations remove all the technical code that is required by a given programming model and that is tangled with the business code. As a side effect, the use of @OP allows the developer to write a program code compliant with several component models. To achieve this, it is necessary to identify the core concepts that are usually defined in the component models. The specificities of existing component models are refined in some extensions of the annotation framework.

IV. COMPONENT ANNOTATIONS

This section introduces our annotation framework that leverages the common COP practices. After identifying the core concepts involved in several component models, our abstract component model is represented as a set of five annotations. Finally, the application HelloWorld is revisited using our annotations.

A. Identification of the Component Model Concepts

Most existing component models (e.g., OpenCOM [2], Fractal [3], JavaBean [13], EJB [4], CCM [5]) rely on some common core concepts, as summarized in Figure 2. A Component is defined as an entity that Provides and Requires some interfaces. These interfaces are usually identified by a name and a signature —i.e., a set of operations. A cardinality is also specified to define that a Component requires several interfaces of the same type. A Component can additionally define
a set of Attributes to support configuration. An Attribute is initialized with a value when the Component is loaded. A Component can furthermore require some Services provided by the runtime structure executing it. These Services often provide to the technical properties required by a component (e.g., logging). Finally, the component models define the concept of Lifecycle. This concept allows the component to be aware of its current state (e.g., created, started, stopped, destroyed).

B. Overview of the Component Annotation Framework

Each core component concept previously identified is defined as an annotation applicable to a piece of the program code. The resulting annotations are summarized in Table I. The annotation @Provides applies to an interface that is provided by a component. An attribute name can be specified when using this annotation. The attribute signature is used when the interface signature cannot be inferred from the program code. The annotation @Requires applies to the reference to an interface required by a component. The attribute name (resp. signature) is defined to override the name (resp. the signature) of the field marked by the annotation. The attribute cardinality is useful to indicate whether the field refers to an optional reference or to a collection reference. The annotation @Attribute applies to the declaration of a field. If no attribute value is defined, the attribute is defined when composing the components together. The annotation @Service applies to the reference to a service provided by the component runtime environment (e.g., logging). The attribute name refers to the identifier of the service. The annotation @Lifecycle applies to a method defined in the component code. This method defines treatments that should be executed at a given transition of the component lifecycle (e.g., from stopped to started) using the attribute on.

C. Revisiting the Application HelloWorld with Annotations

This section revisits the application HelloWorld introduced in Section II. To illustrate the benefit of @OP, the program code of this application is reengineered to replace all the technical code by the previously defined annotations. Listings 5 to 7 show that the original business code is preserved. The interface Service is marked with the annotation @Provides to define s as its identifier (Line 1 of Listing 5). This information was previously defined in the ADL descriptor of the component. The reference to the interface Service in the class Client is marked with the annotation @Requires (Lines 3–4 of Listing 6). As a consequence the program code related to service reference handling becomes useless. The logging support required by the component Server and provided by the runtime environment is replaced by the annotation @Service, which takes in charge the configuration of the logging service (Lines 2–3 of Listing 7). The original constructor of the class Server is dropped because its only use was to retrieve the logging service. Finally, the attribute header is marked with the annotation @Attribute to reify this field as a component attribute, enabling the removal of the methods that get and set its value (Lines 4–5 of Listing 7).

The annotations enhance the program code elements — i.e., classes, methods, and fields— with the core concepts of a component model —i.e., requires, provides, attribute etc.— without the programmer having to worry about the specificities of its programming model. These specificities are automatically injected into the program code by generators that are specific to each targeted component model.

V. IMPLEMENTATION OF THE GENERATORS

This section first introduces the architecture of a generation engine used to support the programming model of a given component model, and then illustrates our approach on two existing component models developed in Java: OpenCOM and Fractal.

A. Multi-Component Generation Process

Using our annotations, the annotated program code can be instantiated according to the programming model of various component models, as illustrated in Figure 3. The annotated program code is considered as Platform-Independent Code (PIC). Using generators, the PIC becomes Platform-Specific Code (PSC), which complies with a given programming model (e.g., Fractal, OpenCOM). Furthermore, the same PIC can support the evolution of a given programming model in a seamlessness manner. This PIC can also be executed on various component models. This approach allows developers to support other programming models by implementing additional generators.
TABLE I
Overview of the Component Annotation Framework.

<table>
<thead>
<tr>
<th>Annotation</th>
<th>Code Element</th>
<th>Parameter</th>
<th>Description</th>
<th>Cardinality</th>
<th>Default Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>@Provides</td>
<td>Class or Interface</td>
<td>name signature</td>
<td>provided interface name provided interface signature</td>
<td>optional</td>
<td>interface name</td>
</tr>
<tr>
<td>@Requires</td>
<td>Field</td>
<td>name signature</td>
<td>required interface name required interface signature</td>
<td>optional</td>
<td>field name</td>
</tr>
<tr>
<td>@Attribute</td>
<td>Field</td>
<td>name signature</td>
<td>component attribute name component attribute value</td>
<td>optional</td>
<td>field name</td>
</tr>
<tr>
<td>@Service</td>
<td>Field</td>
<td>name</td>
<td>component service name required</td>
<td>required</td>
<td>-</td>
</tr>
<tr>
<td>@Lifecycle</td>
<td>Method</td>
<td>name</td>
<td>lifecycle state to handle</td>
<td>required</td>
<td>-</td>
</tr>
</tbody>
</table>

B. Architecture of the Generation Engine

Figure 4 presents the architecture of the generation engine used to produce the various component artifacts. This generation engine reifies the annotated program code as a model in memory. The generator uses this program code model to produce the Java program code (1). Then, the handwritten and generated program code are compiled by the Java compiler (2). Finally, the compiled code is executed by the component runtime environment (3).

Two functionally equivalent implementations of the annotation framework have been developed. The first defines XDoc annotations and uses the XDoclet generation engine [11] to produce the various artifacts required by the component model. The second defines Java 5 annotations and uses the Spoon transformation tool [7] to enhance the handwritten program code with the technical properties of the component model.

C. OpenCOM Component Generator

This section presents the generator defined for the OpenCOM programming model [2]. After introducing the OpenCOM component model, we present the available generator, and the generated components.

1) OpenCOM Component Model: OpenCOM is a lightweight, efficient, reflective component model that uses the core features of Microsoft COM to underpin its implementation; these features include the binary level interoperability standard, Microsoft’s IDL, COM’s globally unique identifiers and the IUnknown interface [2]. Recently, a Java version of OpenCOM has been developed to provide platform independence, and to ease the developments of applications on top of OpenCOM.

The key concepts of OpenCOM are interface, receptacle and connection. Each component implements a set of interfaces and receptacles, as shown in Figure 5. An interface expresses a unit of service provision, a receptacle describes a unit of service requirement and a connection is the binding between a receptacle and an interface of the same type. Among the possible interfaces provided by an OpenCOM component, the IUnknown interface provides the reference of the component and an operation to navigate through the component’s interfaces, the IMetaInterface interface provides operations to introspect the component, the IConnections interface is used to connect the component receptacles to interfaces, and the ILifecycle interface supports the lifecycle of the component. OpenCOM provides a standard runtime substrate per address space that manages the creation and deletion of components, acts upon requests to connect/disconnect components and provides service interfaces for reflective operations. The runtime substrate dynamically maintains a graph of the components currently in use. The maintenance of dynamic dependencies between components is relevant for the introspection and reconfiguration of component configurations.

2) Overview of the OpenCOM Generator: In the context of OpenCOM, only one Java program code generator is available:
Component glue is a Java generator that produces, for each OpenCOM component, the technical code required by the OpenCOM programming model. This technical code requires to implement the methods of the interfaces IUnknown, IMetaInterface, ILifeCycle, and IConnections.

3) Generation for OpenCOM: Listings 8 and 9 present the program code generated by the component glue generator. The generated class OCMServer extends the original class Client and implements the interfaces IUnknown, IMetaInterface, ILifeCycle and IConnections (Listing [5]). The method QueryInterface provides the reference of the interfaces provided by the component (Lines 11–18). The methods defined in lines 20–28 manage both the component meta-level and the component attributes. The methods defined in lines 30–31 notify the component of its lifecycle evolution. Finally, the methods defined in lines 33–42 allow OpenCOM to connect the references of the required interfaces to those provided by the Server component. In particular, the reference to the interface Service defined in the annotated program code is automatically updated in these methods. The generated class OCMServer extends the original class Server and implements the interfaces IUnknown, IMetaInterface, and ILifeCycle (Listing [9]). The behaviour associated with the implementation of these interfaces is the same as that of the OCMServer.

D. Fractal Component Generators

1) Fractal Component Model: The hierarchical Fractal component model uses the usual component, interface, and binding concepts [3]. A component is a runtime entity that conforms to the Fractal model. A primitive component encapsulates a unit of computation described in a given programming language. An interface is an interaction point expressing the provided or required methods of the component. A binding is a communication channel established between component interfaces. Furthermore, Fractal supports recursion with sharing and reflective control [14]. Recursion with sharing means that a composite component can be composed of several sub-components at any level, and a component can be a sub-component of several components. Reflective control means that an architecture built with Fractal can be reified at runtime and can be dynamically introspected and managed. Fractal provides also an Architecture Description Language (ADL) [15], named Fractal ADL, to describe and automatically deploy component-based configurations.

2) Overview of the Fractal Generators: In the context of Fractal, two Java program code generators and one XML definition generator are available. The number of generators depends on the kind of artifacts that are generated.

Attribute controller is a Java generator that produces, for each Fractal component defining at least one attribute, an interface that handles the attributes of the component. This interface contains a getter and a setter method for each attribute.

Component glue is a Java generator that produces the technical code for each Fractal primitive component. This technical code requires to implement the methods of the attribute controller interface generated previously, the methods defined in the binding controller interface, and the methods required by the lifecycle controller.

Primitive definition is an XML generator that produces a Fractal ADL definition for each Fractal primitive component. This definition comprises the interfaces provided and required by the component, the attributes with their initial value, and the name of the content class implementing the component.

3) Generation for Fractal: The execution of the attribute controller generator provides the interface ServerAttributeController, which is used by the Fractal runtime environment to handle the component attributes (see Listing [11]). The execution of the component glue generator provides the classes FcClient (see Listing [10]) and FcServer (see Listing [12]). The generated class FcClient extends the original class Client to introduce the interface BindingController required by Fractal to handle the component client interfaces. The generated class FcServer extends the original class Server to implement the interface ServerAttributeController and the interface Loggable, which allows Fractal to initialize the server's logger. The execution of the primitive definition generator provides the Fractal ADL definitions of the component Client (see Listing [13]), the interface Service (see Listing [14]), and the component Server (see Listing [15]).

E. Conclusion

To conclude, the code produced by the generators (see Listings [8] to [15]) would have been written by developers. Thus, our approach combining OP and generative programming improves the development of components drastically.
public class OCMClient extends Client implements IUnknown, IMetaInterface, IConnections, ILifeCycle {
    private OCM_SingleReceptacle ocm_s = new OCM_SingleReceptacle(Service.class);
    private MetaInterface _meta_;
    public OCMClient(IUnknown binder) {
        OCM_SingleReceptacle ocm = new OCM_SingleReceptacle(IOpenCOM.class);
        ocm.connectToRecp(binder, "OpenCOM.IOpenCOM", 0);
        _meta_ = new MetaInterface((IOpenCOM) ocm.m_pIntf, this);
    }
    // IUnknown Interface
    public Object QueryInterface(String name) {
        if (name.equalsIgnoreCase("Runnable")) return this;
        Vector query = new Vector();
        _meta_.ReadInterfaceNames(this.getClass(), query);
        for (int i=0; i<query.size(); i++)
            if (name.equalsIgnoreCase(query.get(i).toString())) return this;
        return null;
    }
    // IMetaInterface Interface
    public int enumIntfs(Vector ppIntf) { return _meta_.enumIntfs(this, ppIntf); }
    public int enumRecps(Vector recp) { return _meta_.enumRecps((IUnknown) this, recp); }
    public boolean SetAttributeValue(String id, String kind, String name, String type, Object val) {
        return _meta_.SetAttributeValue(id, kind, name, type, val);
    }
    public TypedAttribute GetAttributeValue(String id, String kind, String name) {
        return _meta_.GetAttribute(id, kind, name);
    }
    public Hashtable GetAllValues(String kind, String id) { return _meta_.GetAllValues(kind, id); }
    // ILifeCycle Interface
    public boolean startup(Object pIOCM) { super.run(); return true; }
    public boolean shutdown() { return true; }
    // IConnections Interface
    public boolean connect(IUnknown itf, String signature, long id) {
        boolean r = ocm_s.connectToRecp(itf, signature, id);
        if (!signature.equalsIgnoreCase("Service")) super.s = (Service) ocm_s.m_pIntf;
        return r;
    }
    public boolean disconnect(String signature, long id) {
        boolean r = ocm_s.disconnectFromRecp(id);
        if (!signature.equalsIgnoreCase("Service")) super.s = null;
        return r;
    }
}

public class OCMServer extends Server implements IUnknown, IMetaInterface, ILifeCycle {
    private MetaInterface _meta_;
    public OCMServer(IUnknown binder) {
        OCM_SingleReceptacle ocm = new OCM_SingleReceptacle(IOpenCOM.class);
        ocm.connectToRecp(binder, "OpenCOM.IOpenCOM", 0);
        _meta_ = new MetaInterface((IOpenCOM) ocm.m_pIntf, this);
        super.logger = JavaLog.logger("Server");
    }
    // IUnknown Interface
    public Object QueryInterface(String name) {
        if (name.equalsIgnoreCase("Service")) return this;
        Vector query = new Vector();
        _meta_.ReadInterfaceNames(this.getClass(), query);
        for (int i=0; i<query.size(); i++)
            if (name.equalsIgnoreCase(query.get(i).toString())) return this;
        return null;
    }
    // IMetaInterface Interface
    public int enumIntfs(Vector ppIntf) { return _meta_.enumIntfs((IUnknown) this, ppIntf); }
    public int enumRecps(Vector recp) { return _meta_.enumRecps((IUnknown) this, recp); }
    public boolean SetAttributeValue(String id, String kind, String name, String type, Object val) {
        return _meta_.SetAttributeValue(id, kind, name, type, val);
    }
    public TypedAttribute GetAttributeValue(String id, String kind, String name) {
        return _meta_.GetAttribute(id, kind, name);
    }
    public Hashtable GetAllValues(String kind, String id) { return _meta_.GetAllValues(kind, id); }
    // ILifeCycle Interface
    public boolean startup(Object pIOCM) { return true; }
    public boolean shutdown() { return true; }
}

Lst. 9. OpenCOM component Server.
```java
public class FcClient extends Client implements LifeCycleController, BindingController {
    // LifeCycleController interface
    public String getFcState() { return null; }
    public void startFc() { super.run(); }
    public void stopFc() { }
    // BindingController interface
    public String[] listFc() {
        ArrayList _itf_ = new ArrayList();
        return (String[]) _itf_.toArray(new String[0]);
    }
    public Object lookupFc(String if) {
        if (if.equals("s")) return super.s;
        return null;
    }
    public void bindFc(String n, Object if) {
        if (n.equals("s")) super.s = (Service) if;
    }
    public void unbindFc(String if) {
        if (if.equals("s")) super.s = null;
    }
}
```

```
public interface ServerAttributeController extends AttributeController {
    String getHeader();
    void setHeader(String header);
}
```

```
public class FcServer implements ServerAttributeController {
    public void setLogger(Logger l) {
        logger = l;
    }
    public String getFcState() {
        return null;
    }
    public void startFc() {
        run();
    }
    public void stopFc() {
        s = (Service) itf;
    }
    public String getFcState() {
        return null;
    }
    public void startFc() {
        run();
    }
}
```

```
<definition name="Client">
<interface name="s" role="server" signature="Runnable"/>
<interface name="s" role="client" signature="Service"/>
<content class="FcClient"/>
</definition>
```

```
<definition name="Service">
<interface name="s" role="server" signature="Service"/>
</definition>
```

```
<definition name="Server" extends="Service">
<content class="FcServer"/>
<attributes signature="ServerAttributeController"/>
<attribute name="header" value="$(header)"/>
</definition>
```

### VI. Related Work

This section compares our work with existing approaches such as Aspect-Oriented Programming and Model-Driven Engineering. We also compare to the existing technologies that use Attribute-Oriented Programming to leverage the management of technical properties.

**Attribute-Oriented Programming** has already been applied in the context of COP. The EJB 3.0 [4] and the Service Component Architecture (SCA) [6] specifications extensively use annotations to make programming easier but these approaches provide no complete abstraction of their programming model. [16] presents an *a posteriori* approach that extends an ADL to mark components with annotations. Nevertheless, this work is limited to the introduction of additional technical properties, such as the property of *Deny of Service* detection, to legacy components. Our work is an *a priori* approach to leverage COP using an annotation-based abstraction of the programming model of the component model.

**Aspect-Oriented Programming** (AOP) provides a partial solution to the problem of technical code abstraction. In [16], the annotations defined at the architectural level are consumed in the program code by aspects defined with AspectJ. The annotations mark potential victim interfaces and are consumed to inject the *Deny of Service* detection code. Similarly, the AOKell implementation of the Fractal component model provides an aspect that automatically inject the technical code related to the handling of the component client interfaces [17]. However, AOP is not able to generate additional artifacts such as the attribute controller interface or the component definitions. Our approach provides Java and XML generators to support both program code and ADL definition generation.

**Model-Driven Engineering** (MDE) promotes the use of Platform-Independent Models (PIM) to define the business concern of an application. The PIM can be transformed into different Platform-Specific Models (PSM) that take into account the specifics of a given platform (e.g., a given component model). Our approach follows the same idea at the program code level rather than at the model level. Indeed, the annotated program code can be considered as a Platform-Independent Code (PIC) composed of the business concern of the application and the annotations related to COP. Then, the generators produce the program code compliant with a given programming model as a Platform-Specific Code (PSC). Our approach is a practical application of MDE for the programming level, as a consequence it appears as an interesting solution to provide component model independency. In [8], the authors combined UML stereotypes and tagged values to simulate an annotation mechanism when modeling an application. The stereotype and the tagged values are thus mapped to annotations when generating the application code. This interesting approach brings annotations to the model level but it does not try to abstract the diversity of underlying platforms as proposed in this paper.
VII. CONCLUSION & PERSPECTIVES

This paper has presented a reification of an abstract component model as an annotation framework. This framework gathers the core concepts of the abstract component model manipulated by the developers. Using the five annotations defined in the framework, the developer can write a program code that contains only the business concern of the application, making it more lisible. The handwritten program code becomes simpler while being free of all the technical code. The compliance with the programming model of a given component model is ensured by generators that consume the annotations to produce the technical code required by a component model. The use of generators provides an interesting solution to the problem of the evolution of component models because a modification of the programming model of the component model impacts only the generators and no more the application. Finally, an annotated program code can be executed on various component-oriented platforms. In this paper, the generators for the OpenCOM and Fractal component models are illustrated and show the benefits of our approach.

Among the possible evolutions of this approach, the support of additional component models must be considered (e.g., JavaBean [13], EJB [4], CCM [5], SCA [6]). Besides, the annotation framework can be easily extended to handle crosscutting concerns (e.g., transaction, persistency). When considering the specificities of existing component models (e.g., asynchronous communications in CCM), the annotation framework can easily be extended to include new annotations and generators. Nevertheless, the use of such annotations would restrict the list of target component models. Finally we are interested in the definition of a common composition language to describe component-oriented architectures. In particular, Fractal ADL provides an open interpretation engine to associate various behaviours to Fractal ADL concepts (e.g., configuration verification, deployment plan generation, dynamic component deployment). We think that Fractal ADL can be considered for describing abstract compositions of components.
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Abstract—This position paper describes an automatic component bridge generator for embedding COM components in the Eclipse rich client platform. While embedding of ActiveX controls (graphical COM components) is in principle possible in Eclipse, the data model of the control is not easily accessible, and if done anyway, the task is quite tedious and error-prone.

Therefore an automated component bridge generator was developed based on a model transformation framework, that analyses information about the component and automatically generates a bridge for the component to be used in Java. Special care must be taken of resource management, event handling, type mapping and constructs in COM that are not directly available in Java like optional or out parameters.

Using the generator bridges were created within minutes that previously took several months to code. They allow numerous components like Word or Nero Burning Rom to be used, embedded and controlled from Java applications.

I. INTRODUCTION

When developing an application for the Eclipse platform, the core Java library and of course the components of the Eclipse platform itself (plug-ins) are available. Although this accumulates to quite a collection of reusable software, these are mostly rather abstract. More specific components like a spreadsheet are not easily available (yet).

On the other hand, the missing components are often available outside of Eclipse, e.g. as applications. Often applications export all or parts of their functionality as components to be embedded in other applications. Unfortunately it is quite tedious and error-prone to create bridges from the Eclipse/Java-World to the component model of the system. Therefore an automatic component bridge generator was developed. It builds upon a model transformation framework that simplifies transformations of component models. Using the framework the required transformers were implemented to generate bridges for general COM components and ActiveX controls in particular to be used from Java/Eclipse.

COM

The Component Object Model (COM) is currently the most widely used model for reusing components throughout the Windows platform. This might change once its designated successor .NET is widely established and broadly used. But for now most components on Windows are available as COM components.

The interfaces and types for a COM component are defined in a type library (as a binary standard). These are usually generated from an (M)IDL description file. An eclipse-plugin to recreate the IDL-file from the binary type library was developed in this project as a side-product.

Stubs for e.g. C/C++ can be generated from the IDL-file, so that the components of the type library can be used in those languages. Scripting languages like Visual Basic can also explore and use COM components dynamically.

Eclipse as execution-environment for COM components

The Eclipse Rich Client Platform runs on the Java Platform. Hence direct interaction with the underlying system and its components is not possible.

Although running on the Java platform, Eclipse generally provides means to embed an ActiveX control. But up to now the code to access the component model of the ActiveX control had to be manually implemented. To automate this process it was necessary to implement a library that allows interaction with the COM system. A configurable provider, that gives access to the installed components, was developed in particular. It encapsulates the native code required. The provider can of course be implemented natively using JNI, but as the SWT (which is a part of Eclipse) already contains the required functionality, a SWT provider was realized.

II. THE MODEL TRANSFORMATION FRAMEWORK

In order not to be restricted to COM as input and Java as the target for the generated bridge, a more general purpose model transformation framework was developed.

It allows to transform arbitrary models given by model providers to target models used by model consumers, as long as a chain of transformations by model transformers can be derived. All possible chains of transformation are automatically inferred from the registered model transformers, so that the user only needs to choose which chain to use. Model providers are always at the beginning of a chain of transformations. They provide a certain model. The model can be created by arbitrary means, it does not refer to a meta model. Model transformers accept a model from a given set of model classes. This model is then transformed to an instance of another model class. Model consumers finally consume a model and create some kind of output.

Transformation wizard

The different parts of the transformation framework are automatically composed for the usage in the import wizard
of Eclipse. The framework therefore first lets the user choose a model provider from the registered ones. Next, the possible chains of transformation and the matching model consumers are displayed for the user to choose from.

Once the complete transformation has been selected, each part of the chain is configured if necessary and executed. Configuration of the parts is very flexible, as the parts can provide their own wizard pages. In order to simplify creation of "filter transformations", general purpose SelectionWizardPages are provided.

III. Building Bridges from Eclipse to COM

To be able to use COM components from Eclipse, Java wrappers have to be created for the elements of the COM type library. This is realized by first providing a model for COM components in the model transformation framework, which is then transformed and finally consumed by a Java bridge generator.

In the following sections we will show the most challenging tasks that needed to be solved to achieve this.

Communication

In order to allow communication between Java and COM, an abstract core system (comcore) was implemented. It allows instantiation of components and interaction with them through abstract classes COMUtils and COMFactory. A concrete implementation is realised based on Eclipse’s SWT implementation, which already includes basic functionality to communicate with COM components. Other implementations, e.g. based on AWT are conceivable.

Type mapping

For the components to be usable from Java, a mapping of data structures and types had to be realized, so that information could be exchanged between the systems.

In COM, all "simple" types are wrapped inside a Variant. A Variant can therefore be an integer, a real number, a date, a color, and so on. These types can be mapped to standard Java types, e.g. int, float, java.util.Calendar and a specifically created OleColor-Class.

For complex types, that are represented as classes and interfaces in COM, matching classes are created in Java. COM enumerations are matched with a subclass of a dedicated abstract class that provides type-safe constants in Java 1.4 style.

Parameters

While normal (in-) parameters to functions can be easily mapped, in COM parameters can also be declared to be out-parameters. These can be modified by the component and must be passed back to the Java environment. Because primitive types cannot be modified (as seen from the caller) when passed in as parameters in Java, these parameters are mapped to an array of the type. When an array is passed as parameter, the values within the array can be modified, and the modification is also visible to the caller.

COM also allows for optional parameters. In order to compensate for this, multiple methods are created in the generated Java code.

Events

Besides the method invocation that is initiated from the client to the server (the component), it is also possible that the server needs to invoke methods on the client. This is used when the server wants to notify the client of events.

In order for the COM server to call methods on the client-side, the client registers for these events on component creation. This is automatically done by the generated code. Also Listener-, Adapter- and Event-classes are created, so that classes can easily be written to use this functionality.

Parameter mapping is in principle done the same way as when invoking methods the other way around. However, the parameters are not directly passed to the Listener, but embedded as attributes of the Event-class.

Resource Handling

Because COM employs a cooperative memory management, users must increment a reference counter when starting to use a component, and decrement it, when the component is no longer needed.

The created wrapper classes try to manage this as far as possible by themselves. The reference is increased on construction. Also there is a dispose method to deallocate the component.

But because Java does automatic memory management, usually no explicit destruction of an object is done. Objects are destructed only when the garbage collector runs. At that time each reclaimed object’s finalize method gets invoked and the component can be disposed of.

If however the Java Virtual Machine is shut-down, no destruction of the objects is done. In order to prevent memory leaks for components running outside the current process’s memory space, it is necessary to employ a shut-down-hook to be able to release the components.

Although this technique works well, we recommend to explicitly dispose of no longer used components for efficiency reasons and for a clear separation of responsibilities.

Reading type-libraries

In order to first find COM components and then read the associated type libraries, the Windows API must be employed. This is done by a native library written in Delphi. It allows to read information about the COM components from the Windows registry and the referenced binary files.

From the gathered information a model for the type library is derived. This model can then be transformed and finally consumed in order to create a Java bridge, but e.g. also to recreate an IDL file.

The following figure shows the general usage of the type library and the newly created use cases:
Generating code

The code finally is generated using the Java Emitting Templates (JET) from Eclipse. The code generation is highly configurable using name generators. This way generated code can seamlessly be integrated in projects without breaking coding conventions.

Furthermore the generated classes include automatically generated Javadoc-comments. These are automatically extracted from the type library and the associated help-strings. This way the created classes blend in the usual coding style, and the documentation is also readily available right inside the IDE.

The generated code depends only on the comcore library and is therefore independent of Eclipse.

For each element of a component two classes are generated, an internal that manages the communication and a public class that optionally provides user defined functionality. A regeneration of the bridge only recreates the internal classes, thus the functionality is kept.

For graphical COM components (ActiveX controls) a SWT component is automatically created as a wrapper for the control. That allows seamless integration of the ActiveX controls within SWT applications.

IV. Evaluation and Case Studies

The bridge generator has been successfully used to create bridges to numerous COM-components. These include: Excel, Word, XMetaL, Internet Explorer, MSHTML, Nero Burning Rom etc., see table 1.

A bridge to the XMetaL component, that was previously implemented manually by Docufy within about 2 man-months, can now be generated within seconds with better documentation and (probably) less errors. The potential reduction of costs is therefore enormous.

V. Conclusion and Future Work

We have developed a framework to create bridges between different component models and implemented a bridge from the Java platform to the binary COM model. This bridge enables the developer to use and integrate well established, extensively tested, widely known components within a Java application as if they were native Java components.

While the development of these tools is already considered a great success, there are some points where future work can be useful:

- Embedding ActiveX-Control in AWT
  While being able to almost automatically embed ActiveX-Controls in SWT applications is already very useful, it would still be desirable to also be able to do so in AWT to reduce dependency on external libraries. This can be done, but requires natively implemented helpers, because the necessary tasks cannot be achieved with standard Java.

- Integration of .NET
  The Component Object Model has recently been superseded by the .NET framework. While currently all major components are still available as COM components and will remain so for quite some time, embedding components of a .NET architecture in Java is the next logical straightforward step.

  When specific .NET components are defined in a future version, the easiest way of transformation probably will be to wrap the .NET components in COM components. This can most easily be done by the author of the component, because here it only requires adding a special marking to the class that instructs the compiler to create the necessary type library.

  If this is not possible, e.g. because the source code is
not available, a new .NET component can be created that is derived from the desired component. This newly created component can then once again be attributed to be available as COM-component, too.
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Abstract—In a component-based software development, components are considered as black boxes. They are only described by their interfaces expressing their visible behaviors. They must be connected in an appropriate way, through required and provided interfaces. To guarantee interoperability of components, we must consider each connection of a required interface with another provided interface. In the best cases, a provided interface — after some renaming — constitutes an implementation of the required interface. In the general cases, to construct a working system out of components, adapters have to be defined. They connect the required operations and attributes to the required ones. The interoperability between a required interface and provided interfaces through an adapter is guaranteed by the use of the B formal method with its underlying concept of refinement, and its powerful tool support, the B prover.

I. INTRODUCTION

The idea underlying the paradigm of component orientation [1], [2] is to develop software systems not from scratch but by assembling pre-fabricated parts, as it is common in other engineering disciplines. As in object orientation, components are encapsulated, and their services are only accessible via interfaces and their operations. To really exploit the idea of component orientation, it must be possible to acquire components developed by third parties and assemble them in such a way that the desired behavior of the system to be implemented is achieved. A component is a unit of composition with contractually specified interfaces and explicit dependencies. An interface describes the services offered or required by a component without disclosing the component implementation. It is the only access to the informations of a component. The offered services by a component are described by a provided interface and the needed services are described by a required interface.

The success of applying the component based approach depends on the interoperability of the connected components. The interoperability can be
defined as the ability of two or more entities to communicate and cooperate despite differences in their implementation language, their execution environment, or their model abstraction [3], [4]. The interoperability of two components concerns the compatibility between the required interface of one of the considered components with the provided interface of the other one. More precisely, three levels of interoperability have to be considered. The syntactic level covers static aspects of components interoperability. It concerns the interface signature: each attribute of the required interface must have a counterpart in the provided interface, but not necessarily vice versa; for each operation of the required interface, there exists an operation of the provided interface, such as their signatures are compatible. The semantic level covers the behavioral aspects of components interoperability. The protocol level deals with the allowed sequences of method calls that a component expects.

The specification of interfaces plays an important role in the verification of their compatibility. Most current interface modeling languages (IDLs), used in several component oriented platforms like JavaBeans [5], [6], CORBA [7], or COM [8], are limited for expressing signature (operation names, types, parameters) informations. They provide an insufficient information about component behaviors. Hence, one cannot insure trust in component based systems.

The availability of formal languages and tool support for specifying these interfaces is necessary in order to verify the interoperability of components. The idea to define component interfaces using B has been introduced in an earlier paper [9]. The semantics of the component services can be easily modeled by the B formalism. The use of the B refinement [10] to prove that two components are compatible at the signature and semantics levels has been explored in [11].

In this paper we focus on the generation of
adapters that realize the matching between two or more existing components specified by their required and provided interfaces [12]. In fact, the need of adapters was recognized in the late nineties with a particular focus on automated adapter generation [13]. As a consequence, the expressive power of interface description techniques was limited as one had to ensure the decidability of the inclusion problem, which is necessary to perform automated interoperability checks; one could only generate adapters for specific classes of interoperability.

In our approach, we are not concerned only with specific classes of interoperability but with adapters in general. We propose to specify interfaces in terms of UML 2.0 diagrams [14]. These diagrams are then automatically transformed into B specifications [15], [16]. A model of a correct adapter is specified in B. The verification of the interoperability is automatically done by the B prover: the B model of the adapter is a refinement of the B model of the required interface using provided components. This verification process is done at the signature, semantic and protocol levels.

The rest of the paper is organized as follows. In Section II, we give an overview of our component-based development specification with the specification of the component interfaces. We then propose the definition of adapters in Section III and the verification of the interoperability between the connected components. The case study of a simple access control system serves to illustrate our proposition. We discuss related work in Section IV. The paper finishes with some concluding remarks in Section V.

II. COMPONENT-BASED DEVELOPMENT AND INTERFACE SPECIFICATION

Our goal is to provide an approach for component-based software development that pays special attention to the question of how the interoperability between different components can be guaranteed. Components are specified as black boxes, so that component consumers can deploy them without knowing their internal details. Hence, component interface specifications play an important role, as interfaces are the only access points to a component. In this framework, adaptation between two components is a hard problem which has to be seen in an abstract way. We propose a methodology for specifying the required adaptation between two or more existing components by introducing a third component called Adapter. This new component is in charge, when possible, of mediating the interactions of the different components so that they can successfully interoperate.

The overall architecture of the system is expressed by a UML 2.0 composite structure diagram [14]. Such diagrams contain named rectangles corresponding to the components of the system. Components are connected by means of interfaces which may be required or provided. Required interfaces explicit context dependencies of a component and are denoted using the “socket” notation whereas provided interfaces explain which functionalities the considered component provides and are denoted using the “lollipop” notation.

Figure 1 presents a partial view of the architecture of the access control system where the access of authorized persons to a building is to be controlled. Persons have at their disposal access cards with identification information stored on it. There are two turnstiles, one at the entrance to the building, and one at the exit. At the entrance, there is also a card reader as well as a red and a green light. In the sequel, we will focus on the interaction between the Controller and the Lights components. The given requirement says that if the access is authorized, a green light is turned on, whereas, if the access is refused, a red light is turned on. More precisely, the green and the red lights cannot be turned on at the same time. The Controller component has several interfaces; one of its requested interface is related to the Lights component, namely RI_Lights. The Lights component has only one interface which is provided to a controller component, namely PI_Lights.

An intermediate component named Adapter has to be introduced: it is in charge to implement the links between the required interface of the Controller component and the provided interface of

Fig. 1. A partial view of the architecture of the access control system
an existing Lights component.

A. Specifying Components

For each component of the architecture, a specification of each interface has to be set up [11]. A component interface specification consists of a data model described by a class diagram with its different attributes and operations. The usage protocol of the interface is modeled by a Protocol State Machine (PSM); for each operation, its pre- and post-conditions are specified.

1) The Controller Component: With respect to its interaction with a Lights component, the Controller component requires an interface RI_Lights as presented Figure 2. A PSM is associated to this interface to specify its externally visible behavior, i.e. its usage protocol. Safety constraints on the required interface can be added by the way of an invariant expressed by an OCL annotation.

Different components corresponding to the behavior of the Lights component used in Figure 1 are available in the component library. Let us consider two of them, one called MultiLights corresponding to a component with the possibility of choosing its color and a second one called SingleLight which is a simple light.

2) The MultiLights Component: The available MultiLights component offers, by the way of its provided interface called PI_MLights, the next functionalities: the light can be turned on and turned off. When the light is turned off, one can choose the light color from four predefined colors: blue, green, red and yellow. The UML specification of this component is given Figure 3 i.e. its provided interface, PI_MLights, and its associated PSM.

3) The SingleLight component: Another component named SingleLight is available in the component library. It corresponds to a simple light which can only be turned on and turned off. Figure 4 gives its UML specification, i.e. its provided interface PI_SLight and its associated PSM.

B. Derivation of UML Interface Specifications to B

UML 2.0 proposes expressive graphical notations to specify components and their interfaces. Nevertheless, it does not provide a suitable framework neither to support formal verifications nor to check the interoperability. The B formal method [10] supports an incremental development process, using refinement. Assembly clauses are also available [17], [18]. B methodology is based on proofs of invariance and refinement: the proof obligations are generated automatically (and often discharged) by support tools such as AtelierB [19] or B4free [20], an academic version of AtelierB.

Inspired from the derivation rules from UML 1.X class diagrams and state diagrams to B specifications [15], [16], we automatically translate the UML 2.0 interfaces and their associated PSMs into B specifications for checking their interoperability. Intuitively:

- a B model is derived from the interface,
- a set containing the “control” states of the associated PSM is added to the B model,
- each transition of the PSM is formalized by a B operation: pre- and post-conditions from a
transition become preconditions and substitutions into the B model,
- new preconditions (and substitutions) about the “control” states are incorporated into each B operation to model the PSM.

**MODEL**

RI_Lights

SETS
RI_Lights_STATES = {Off, GreenOn, RedOn}

VARIABLES
lightG, lightR, lr_state

INVARIANT
lightG ∈ BOOL ∧ lightR ∈ BOOL ∧ lr_state ∈ RI_Lights_STATES ∧
(lightG = TRUE ⇒ lightR = FALSE) ∧
(lightR = TRUE ⇒ lightG = FALSE)

INITIALISATION
lightG, lightR, lr_state := FALSE, FALSE, Off

OPERATIONS
on_green =
PRE lightG = FALSE ∧ lr_state = Off
THEN lightG := TRUE || lr_state := GreenOn
END;
off_green =
PRE lr_state = GreenOn
THEN lightG := FALSE || lr_state := Off
END;
on_red =
PRE lightR = FALSE ∧ lr_state = Off
THEN lightR := TRUE || lr_state := RedOn
END;
off_red =
PRE lr_state = RedOn
THEN lightR := FALSE || lr_state := Off
END

**MODEL**

PI_MLights

SETS
ML_Color = {Blue, Green, Red, Yellow} ;
PI_MLights_STATES = {ML_Off, ML_On}

VARIABLES
color, ml_state

INVARIANT
color ∈ ML_Color ∧
ml_state ∈ PI_MLightsSTATES

INITIALISATION
color, ml_state := ML_Blue, ML_Off

OPERATIONS
change(new) =
PRE new ≠ color ∧ ml_state = ML_Off
THEN color := new
END;
on =
PRE ml_state = ML_Off
THEN ml_state := ML_On
END;
off =
PRE ml_state = ML_On
THEN ml_state := ML_Off
END

**MODEL**

PI_SLight

SETS
PI_SLight_STATES = {Stop, Start}

VARIABLES
sl_state

INVARIANT
sl_state ∈ PI_SLightSTATES

INITIALISATION
sl_state := Stop

OPERATIONS
start =
PRE sl_state = Stop
THEN sl_state := Start
END;
stop =
PRE sl_state = Start
THEN sl_state := Stop
END

Fig. 5. B Models of the interface RI_Lights

Figures 5, 6 and 7 give the B model of the three component interfaces previously specified with UML.

III. DEFINITION AND VERIFICATION OF ADAPTERS

We must now prove that the controller can be connected either with the MultiLights component or with two versions of the SingleLight component. A process of proving interoperability between components using the B refinement is described in [11]. We can show that the interface PI_MLights of the MultiLights component is not a B refinement of the RI_Lights interface of the Controller component, because we have no direct matchings between their interface operations. The refinement proof fails, showing that the two components cannot be directly connected.

As specified in Figure 1, we introduce an adapter, i.e. a piece of code that takes place between the both considered components and compensates for the difference between their interfaces. Intuitively, this adapter proposes a way to connect provided operations and attributes to the required ones. Let us consider two components, one with a requested interface RI and the other with a provided interface PI. We define an adapter between these two components as a new component that realizes or implements the required interface RI, using the provided interface PI.

In order to verify the interoperability between RI and PI, we propose to specify the adapter as a B model. As shown in Figure 8, the B model Adapter_1

1) **REFINES** the B model of the required interface : the adapter is an “implementation” of the required interface and
2) **INCLUDES** the B model of the provided interface. The adapter uses “correctly” the operations of the provided interface to implement the required interface.

Fig. 6. B Models of the interface PI_MLights

Fig. 7. B Models of the interface PI_SLight

Fig. 8. B Model of the adapter Adapter_1
The B specification of this adapter is composed of two main parts:

- The **INARIANT** clause describes the links between the attributes of both required and provided interfaces (linking invariant). For each required variable, the adapter must specify how to obtain it in terms of the provided variables. The adapter must also express the links between the control states of both corresponding PSMs.
- The **OPERATIONS** clause is composed of all the operations of the required interface. The body of each operation is defined by the call of some operations of the provided interface linked together by a small part of code.

The use of the B method and its refinement mechanism allows us to verify that the proposed adapter is a “correct” refinement of the B model of the required interface RI, at the three levels of interoperability:

- the syntactic level is verified by the linking invariant concerning the attributes and by the correspondence of operations between the required interface and the adapter model,
- the semantic level is checked in terms of the B refinement: for each operation of the B adapter model, its precondition must imply, under its invariant, the precondition of the corresponding operation of the required model; the application of its substitutions must preserve the linking invariant,
- the protocol constraints expressed by PSMs have been transformed into preconditions and substitutions of the B operations. The protocol level is taken into account by behavioral constraints during the proof of the refinement.

It is to be noticed that behavioral and protocol constraints expressed in the provided interface and translated into the corresponding B specification are also taken into account. When an operation of the provided interface specification is used into the adapter specification (this is possible by the use of the B *includes* clause), its precondition is verified.

**Fig. 8.** An Adapter between Controller and MultiLights components

**Fig. 9.** B Model of Adapter 1 between Controller and MultiLights Components

---

**A. An Adapter for the MultiLights Component**

As presented Figure 8, this adapter uses the provided interface PLMLights implemented by the
MultiLights component in order to realize the required interface RI_Lights of the Controller component. The B specification of Adapter_1 is given Figure [9].

- its invariant expresses the required interface attributes lightG and lightR in terms of the provided attributes color and ml_state. It is to be noticed that lr_state does not correspond to an interface attribute. As previously explained, it has been introduced to express the control states,
- the OPERATIONS clause expresses how each required operation is implemented in terms of the provided operations. For example, the operation on_green() is defined by the choice of the suitable color before turning on the light; the sequential operation calls is expressed in B by a “;” statement and the choice, by an “if…then…else…” statement.

**B. An Adapter for the SingleLight Component**

Using the SingleLight component to realize the required interface RI_Lights of the Controller component is not immediate. The needed functionalities implies two colors for the lights, even if they are not on at the same time. As the SingleLight component provides only one light of one color, the adapter will use two instances of this component, namely PL_Green::PI_SLight and PL_Red::PI_SLight, to answer the required needs. The architecture of the system using two SingleLight components is presented Figure [10] It is the same as the general schema presented at the beginning of Section III with the use of two provided interfaces.

The B specification of Adapter_2 is given Figure [11] it includes two instances PI_Green::PI_SLight and PI_Red::PI_SLight of the B model of PI_SLight. Once we have made the choice of using two different instances of this component, the definition of the link is immediate. The required attributes lightG and lightR and the operations are directly expressed in terms of the operations of the two instances of PI_SLight.

**C. Verification of the interoperability**

We use the B4free tool [21] to verify that Adapter_1 and Adapter_2 refine the required interface RI_Lights. The verification results are as follows:

- B4free generates 14 obvious proof obligations for the B model of Adapter_1. All these proof obligations were proven automatically,
- B4free generates 4 obvious proof obligations for the B model of Adapter_2. All these proof obligations were proven automatically.

According to these results, we conclude that Adapter_1 refines RI_Lights using the MultiLights component and Adapter_2 refines RI_Lights using two instances of the SingleLight component. Consequently, each adapter we have considered implements the requested interface in terms of services provided by the corresponding component. The interoperability is verified at the signature, semantic and protocol levels.

**IV. RELATED WORK**

The main drawback of component-based software engineering is the high cost of components deployment. This cost comes from the verification of the components interoperability and from the necessary definition of adapters.

In [22], [23], Zaremski and Wing propose an interesting approach to compare two software components. It determines whether one required
component can be substituted for another. They use formal specifications to model the behavior of components and exploit the Larch prover to verify the specification matching of components.

In [24] a subset of the polyadic $\pi$-calculus is used to deal with the components interoperability, only at the protocol level. $\pi$-calculus is a very well suited language for describing component interactions. The main limitation of this approach is the low-level description of the used language and its minimalistic semantics. In [25], [26], protocols are specified using a temporal logic based approach, which leads to a rich specification for component interfaces.

Henzinger and Alfaro [27] propose an approach allowing the verification of interfaces interoperability based on automata and game theories: this approach is well suited for checking the interface compatibility at the protocol level.

Several proposals for component adaptation have already been made. Some practice-oriented studies have been devoted to analyze different issues when one is faced to the adaptation of a third-party component [28]. A formal foundation to the notions of interoperability and component adaptation was set up in [13]. Component behavior specifications are given by finite state machines which are well known and supports simple and efficient verification techniques for the protocol compatibility.

Braccialia and al [29], [30] specify an adapter as a set of correspondences between methods and parameters of the required and provided components. The adapter is formalized as a set of properties expressed in $\pi$-calculus. From this specification and from both interfaces, they generate a concrete implementable adapter.

Reuven and Schmit present adapters in the context of concurrent systems. They consider only a certain class of protocol interoperability problems and generate adapters for bridging component protocol incompatibilities, using interface described by finite parameterized state machines [31], [32], [33].

Our proposition takes benefits from object oriented notations: components are described using high-level UML 2.0 interfaces and their protocol state machines; it also takes benefits from formal methods and their existing support tools, using existing derivation rules from UML diagrams to B specifications; we propose an adapter defined as a B specification and the interoperability verification is supported at the signature, semantic and protocol levels in the same framework using the B refinement.

V. Conclusion

To construct a working system out of components, adapters have to be defined. These adapters implement a required interface in terms of some provided interfaces. We have proposed a model of adapters expressed in the B formal method allowing to define rigorously the interoperability between components and to check it with support tools: an adapter is a correct refinement of the B model of the required interface using existing provided components. The interoperability is verified at the signature, semantic and protocol levels.

We want also to take into account more complex adapters. Generally, an adapter may use some provided interfaces offered by different components to realize some other required interfaces by others components. We are currently exploring different kinds of adapters in terms of specification matching [23]. We are working on alternative versions of compatibility and their mappings to refinement in B, in order to give patterns for the corresponding adapters in the same framework.
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Abstract—Partial evaluation has been applied to address the tradeoff between genericness and efficiency of off-the-shelf components. Except for a brute-force approach to creating all possible binding-time signatures for a component, little effort has been made in promoting the specialization of a component independent of its use context. In this paper we propose a framework pertaining to independent component specialization. We advocate a novel concept, named profitability, to capture specialization opportunities independent of how components are being deployed. We further define a specialization policy to make component specialization profitability-oriented. The conceptual profitability declaration is translated into a profitability signature, which is expressed in binding-time constraint form. A profitable specialization component is then developed, aiming to be assembled in various component-user’s applications in place of the original generic component, as well as to be adapted to different specialization contexts. In addition to the merit of reusability, profitable specialization component also saves both the time and the space costs in dealing with multiple binding-time signatures, when compared with existing approaches in synthesizing those signatures. We believe that our framework would promote the use of partial evaluation in component-based software development.

I. INTRODUCTION

Component-based software development, CBSD for short, advocates the philosophy that a software developer should reuse the generic off-the-shelf components to build complex and reliable applications [9], [14]. It has been proven to be an effective paradigm in contemporary software industry. However, the genericness of components results in degradation of system performance, which has been recognized in many areas such as operating systems and graphics. To address the tradeoff between genericness and efficiency, generic components are usually subject to specialization.

A common scenario of inefficiency can be described as: When partial input to a generic component keeps invariant for several runs, some identical computations are performed repetitively during run-time, which translates into a loss in performance. Partial evaluation [10], which is an automatic program specialization technique that specializes a program by aggressively propagating partial invariant input in earlier stage (aka. compile-time), has been an applicable solution to tackling this common inefficiency in recent years.

Partial evaluation has usually been performed with respect to the application into which the components are installed. We call this main-program driven specialization. However, it does not address the issues pertaining to component specialization, the emphasis of which is to specialize off-the-shelf components without taking into consideration of the latter’s use contexts. To be more specific, an ideal component specialization should provide programmers means of independent component specialization and if possible, to deliver a new kind of specialized component which can still be adaptive to different specialization contexts.

There have been some initial investigations in this direction. Ulrik [16] validated the motivation for component specialization and raised some open questions related to this topic. Bobeff et al. in [2] created all possible binding-time signatures for a component and then synthesized those signatures with original generic component to produce a new component which is adaptable to various specialization contexts. But this approach admits information which is too general to be beneficial to specialization. To produce more informative binding-time signatures for a component independent of its use context, we propose a novel concept, named profitability, to capture the specialization opportunities of a component. We further define a specialization policy to make component specialization profitability-oriented. We design a profitability-oriented binding-time analysis to translate the conceptual profitability declaration into a profitability signature which guides the profitability-oriented component specialization.

The profitability signature of a component is used to generate a profitable specialization component, PSC for short. PSCs installed, in place of the original generic component, into component-user’s application and adapted to different specialization contexts to produce a more efficient application in the sense of declared profitability. In addition to the merit of reusability, which is an essential requirement of any off-the-shelf component, PSC also saves time and space costs in dealing with multiple binding-time signatures for a single component by identifying reusable codes. This advantage distinguishes our framework from existing approaches in synthesizing multiple binding-time signatures.

We believe that the framework advocated here, which uses profitability to declare specialization opportunities independently and synthesize profitability signatures into PSC has a promising future in adopting partial evaluation to the entire process of CBSD.

The rest of this paper is organized as follows: Section II briefly introduces fundamental partial evaluation concepts which will be referred later in elaborating our framework. The limitation of conventional main-program driven specialization is also explained from CBSD point of view. Sec-
tion IV introduces the concept of profitability and define a specialization policy that govern the profitability-oriented component specialization. This is then followed by Section V which elaborates our proposal for producing PSC. Finally we summarize and conclude in Section VI.

II. BACKGROUND

A. Partial Evaluation

Partial evaluation transforms program statements in two ways: Compiling away a statement whose computation is solely based on partial invariant input, and reconstructing a statement whose computation relies on varying input to form the specialized program. According to how the transformation decisions are made, partial evaluation is normally categorized into online partial evaluation and offline partial evaluation.

Online partial evaluation determines and performs the transformations in a single pass in the presence of concrete values of invariant inputs. On the contrary, offline partial evaluation is typically characterized by a preprocessing phase called binding-time analysis, BTA for short, in which the transformation decisions are made. The input to BTA is a binding-time division, which describes the binding-time values of program inputs. The binding-time domain \( BT_{\text{val}} \) normally comprises two binding-time values: static and dynamic which can be treated as abstract values of the invariant and varying parts of the input respectively from abstract interpretation point of view. BTA attempts to determine the binding-time values of the syntactic constructs at each program point and produces a two-level binding-time annotated program.

Offline partial evaluation can be further divided into compile-time specialization and run-time specialization based on when the concrete values for the static input are available. There exist numerous cases, eg. the file system operations, in which the concrete values of the invariants are not known until run time and can yet be available for extensive specialization. Compile-time specialization generates a specialized program (usually in source level) which is semantically-equivalent with source program in the condition that they share the same concrete static partial input. Run-time specialization, on the other hand, compiles or interprets the BTA result into a program (usually in binary level) which is linked with the concrete values of static input during run-time.

As for component specialization, it is preferable to adopt offline run-time specialization techniques since it is rare to establish concrete specialization values for an off-the-shelf component.

B. Creating and Synthesizing Binding-time Division

Existing partial evaluators have provided powerful support in facilitating programmers to declare binding-time division for a component.

- Tempo [12] manually declares binding-time divisions for function definitions written in C language in terms of 
  external specialization parameters which include functions, global variables and data structure intended to be specialized.

- DyC [1] allows programmers to express their specialization intentions inside program codes by using a set of specialization primitives (eg. \texttt{make\_static}, \texttt{make\_dynamic}) and specialization policies (eg. polyvariant or monovariant specialization, different caching policies, etc.). DyC does not create binding-time divisions explicitly as Tempo does. The set of internal declarations are compiled by DyC’s specific compiler into information guiding the production of final specialized code.

When a binding-time division is established, a component is ready for specialization. Tempo [6], [11] produces a generating extension based on the preprocessing analysis result. A generating extension of a program \( P \) is a program generator \( G_P \) that can be applied with different concrete values of the same static input parameters and produces the corresponding specialized code for program \( P \). The generating extension is used in both compile-time specialization and run-time specialization.

C. Main-program Driven Specialization

Traditionally, partial evaluation of a program is initiated by passing specialization context to the program input. The objective of partial evaluation is then to propagate the specialization context, and perform static computation whenever possible. This approach, which requires initial specialization context, is termed as main-program driven specialization and does not apply directly to component specialization, due to the lack of specific use contexts associated with off-the-shelf components.

Consequently, Bobeck et al. choose to list down all applicable binding-time signatures associated with a component when they design their component specialization process. While simple in implementation, such approach does not leverage on the inherent structure of components; it also results in minimal capitalization in efficiency and reusability of specialized components.

Before proceeding to the elaboration of independent component specialization – the technique which we propose here, we highlight two terminologies which represent two categories of binding-time division:

- \textit{Binding-time signature}: It is a binding-time division associated with an off-the-shelf component independent of component use context;

- \textit{Specialization context}: It describes the binding-time information established at component use site.

III. LANGUAGE

A component can be diversely implemented as a process, a function/procedure or a class. In this paper we begin our investigation of independent component specialization by setting a component as a C function definition which may be interrelated with other C function definitions. The terms \textit{component} and \textit{function definition} are used interchangeably in following sections. The concepts presented in our framework
also apply to other kinds of implementation of component. We will look into the extension in future.

The language used in this paper is a subset of C language, excluding the features of pointer, compound data structure, global variable. The evaluation strategy of function call is call-by value and every function call must return a value. The abstract syntax of this language is defined in Figure 1.

![Abstract Syntax](attachment:abstract_syntax.png)

### IV. PROFITABILITY-ORIENTED ANALYSIS

Profitability is an abstract and declarative description that enables a programmer to declare points of specialization opportunities for a component independent of its use context. However, profitability is a subjective concept that is subject to the specific application domain and the programmer’s specialization intentions, e.g. [7], [8]. Schultz et al [15] proposed a specialization patterns approach, which captures specialization opportunities arising from the usage of specific design patterns. Profitability can be detected with the help of profiling tools, such as Calpa [13]. Calpa is a tool for automatically generating the declaration for DyC. Calpa consists of two components: an instrumentation tool and a program analysis tool. The former instruments the source C program and collects some useful run-time information through a profiler. The latter generates some candidate specialization scenarios and applies a cost/benefit model on these scenarios based on information gathered from instrumentation tool to decide which are profitable scenario.

**A. A Commonly-perceived Profitability**

In this paper we advocate the use of profitability by considering a lightweight commonly-perceived opportunity for specialization, i.e. the ability to specialize conditional tests away. More specifically, the profitability for a component can be further divided into two categories:

1) **Direct profitability**: The ability to specialize a conditional test inside a function definition away. This direct profitability indicates the programmer’s desire to make the binding-time value of conditional test static.

2) **Indirect profitability**: The ability to specialize a function call so that the (direct or indirect) profitability inside the called function definition may be materialized. This indirect profitability implies that the binding-time calling context established at the function call site should be an instance of the binding-time signature associated with corresponding function definition.

A potential profitability point is a program point which possesses direct or indirect profitability. There may be zero or multiple profitability points inside a function definition. We name the function definition without any conditional tests or function calls as a plain function. In other words a plain function does not carry any profitability.

In our framework this commonly-perceived profitability declaration is translated into a special binding-time signature expressed in binding-time constraint form. A binding-time constraint captures the relationship among parameters, and provides a concise representation of (possibly) multiple conventional binding-time signatures. The syntax of binding-time constraint is as follows:

![Syntax of Binding-Time Constraints](attachment:syntax_btc.png)

As usual, there are two constant binding-time values, static and dynamic, representing static and dynamic values respectively. They are ordered in decreasing staticness: static ⊑ dynamic. This ordering can be naturally extended to partial ordering over tuples of binding-time values.

A specialization process that fulfills all or part of the (direct and/or indirect) profitability available in a component is called a profitable specialization. Otherwise, it is termed as unprofitable. Our main thesis is that the binding-time signatures for a component are produced to ensure the fulfilment of profitable specialization. We name these profitability-oriented binding-time signatures as profitability signatures.

**B. A Simple Example**

Consider the following two interrelated function definitions.
C. Specialization Policy

To make the component specialization process strictly profitability-oriented, we set a specialization policy as follows:

*If a specialization context for a function call $f$ cannot achieve any profitable specialization of $f$, all the binding-time values of its arguments and return value will be classified as dynamic. Otherwise, the function call is specialized w.r.t the specialization context.*

Semantically, a specialization context $SC$ for a function call $f$ can lead to any profitable specialization of function definition $f$ iff $SC$ is entailed by $f$’s profitability signature $PS$.

**Definition 1 (Entailment Relation):** Let $V(BT_c)$ be the set of satisfiable binding-time valuations w.r.t the binding-time constraint $BT_c$. A binding-time division $BTD_1$ (i.e. a specialization context or a profitability signature) is said to be entailed by a binding-time division $BTD_2$ iff $V(BTD_1) \subseteq V(BTD_2)$.  

For the following simple example:

```
f(x, y)  
{      
  if x > 0 /* profitability point 1*/      
    return y+1;              
  else return y-1;              
}  
g(x, y)  
{      
  if y > 0 /* profitability point 2*/      
    return f(x,y); /* profitability point3*/              
  else return 0;              
}  
```

There are one and two potential profitability points in the function definitions $f$ and $g$ respectively. These are highlighted in the comments associated with the program code. The profitability signatures thus derived for these two function definitions are:

```
f : \text{bd}_x = \text{static} \land \text{bd}_y \supseteq \text{static}  
g : \text{bd}_x \supseteq \text{static} \land \text{bd}_y = \text{static} \lor  
\text{bd}_x = \text{static} \land \text{bd}_y \supseteq \text{static}  
```

The profitability signature of $f$ says that as long as the binding-time value of parameter $x$ is static, the profitability at point 1 can be fulfilled, regardless of the binding-time value of the parameter $y$. The profitability signature of $g$ expresses a disjunctive condition in which the profitability at point 2 and point 3 can be fulfilled respectively.

Implementation-wise, profitability signatures are not generated by a typical forward-fashion binding-time analysis; instead, they are generated by propagating outwardly those binding-time requests at the profitability points.

The profitability signature of a plain function is encoded as $\text{FALSE}$. In other words, there is no satisfiable binding-time valuation of the parameters of a plain function.

If function $f$ is a plain function, the call $f(x,y)$ will be annotated as $f (x : \text{dynamic}, y : \text{dynamic})$, disregarding the binding-time value that $x$, as well as $y$, holds before this function call. The binding-time value of $x$ will be restored to the value before the call during the handling of the conditional test $x==8$. The annotation of variables to dynamic value, which we call dyn-annotation, is similar to the introduction of “raise” expression in many existing partial evaluators.

It is worth pointing out that inside a component the fulfillment of a profitability at one profitability point may affect the fulfillment of another profitability at another profitability point. For example we have the following code:

```
g (x, y)  
{      
  ....  
  tmp = f(x, y);  
  if (x == 8)  
    ....  
}  
```

If the function definition $f$ is a plain code, $\text{tmp}$ will be annotated as $\text{dynamic}$ whatever the specialization context of function call $f$ is. Thereafter, the binding-time of $\text{tmp}$ in the conditional test $\text{tmp==8}$ will always be $\text{dynamic}$.

D. Generating Profitability Signatures

We have developed a profitability-oriented BTA to compute the profitability signature of a function definition. This analysis takes into consideration both data flow and control flow information, which is in line with the treatment found in conventional BTA. Moreover, the specialization policy also requires this novel BTA to automatically introduce dyn-annotation at various program points, when necessary. In order to handle inter-procedural function definitions satisfactorily, we require the analysis to operate over a library of interrelated functions definitions. This analysis returns:

- A global function environment $F_{env}$ which maintains two pieces of information: A binding-time expression of every function’s return value in terms of the binding-time values of its parameters; a set of the binding-time expressions describing the condition for those potential profitability points to become $\text{static}$. The latter information can be converted into a disjunctive binding-time constraint, a.k.a., profitability signature. This global environment is required for analysis of inter-procedural function definitions.
- At each program point a local binding-time environment $\rho$ which records the binding-time expression of program variables at that point.

The detail of the analysis is omitted here for space limit.
V. PROFITABLE SPECIALIZATION COMPONENT

Before a generic component is installed into an application, it is desirable to take advantage of the knowledge of the static information available in the profitability signatures conveying profitability. In this section we demonstrate how to synthesize the generic component with its associated profitability signature to achieve independent component specialization.

A. FROM COMPONENT TO PROFITABLE SPECIALIZATION COMPONENT

We aim to produce a kind of off-the-shelf component which synthesizes the original, generic component and its associated profitability signature. We term this special component as profitable specialization component, PSC for short. The component users can thus plug this PSC, instead of the original component, into their applications. They can then generate efficient applications by specializing the applications w.r.t. the particular specialization contexts established in the applications’ environments.

We envision the creation of a PSC from a component and its associated profitability signature for the following purposes:

1) It can be reused, in place of the original generic component, in multiple component applications, and
2) It can facilitate the generation of specialized applications through direct installation of the component to applications.

The first objective requires an PSC to be receptive to different user’s applications. This can be hard to achieve via the existing partial evaluation technologies, since those technologies assume the availability of an initial specialization context. Specifically, when component specialization is performed via profitability declaration, the opportunity for specialization becomes less dependent on any initial specialization context. In fact, the focus of specialization, in creating an PSC, has shifted from “how to prepare a piece of code for specialization in a specific context propagated from an initial specialization context” to “how best to prepare a piece of potentially profitable code for specialization, independent of the specialization context.” Consequently, this requires the PSC not to over-commits itself to any particular context.

The second objective, on the other hand, requires the PSC to be prepared in such a manner that enables full exploitation of a specific context provided by the application, when the PSC is plugged into the application.

In our framework, a component can therefore exist in three forms: Its original generic component form, its corresponding PSC which aims to support profitable specialization, and its specialized form which maximizes profitable specialization under a specific specialization context pertaining to an application.

B. EFFICIENT PROFITABLE SPECIALIZATION COMPONENT

Profitability signature as described earlier expresses specialization opportunity in terms of a binding-time constraint, which is equivalent with a set of conventional binding-time signatures. Bobeff collected a set of service generators, which are produced correspondingly to a set of binding-time signatures, into a component generator to be reused in user’s application [2]. A service generator is responsible for generating a specialized component when the concrete values for those static variables occurring in a binding-time signature are available. This has the functionality closely resemble that of generating extension in Tempo. Unfortunately, this approach cannot avoid the problems of code duplication and overlapping analysis occurring during the generation of the set of service generators. It would be much desirable that the process of generating PSC enables reuse of some specialized codes that are destined to be present in different application contexts.

During the process of generating PSC, it is instructive to perform a profitability-oriented action analysis. As found in partial evaluators such as Schism[3] or Tempo [5], [4], action analysis produces clear instructions that dictate the construction of specialized code. In essence, given a program, action analysis annotates each program points with an action. The action domain $AC_{val}$ comprises of four action values: eval, reduce, reconstruct, and identity. The action value of each program construct is strictly determined by its binding-time value. During actual specialization, the specialization engine will simply conduct specialization on a program point based on the associated annotated action. In fact, action-annotated program is the desired product expected from runtime specialization, when no actual input value is available for conducting further specialization. Our efficient PSC will mainly be a component capturing the relevant action annotations, albeit in another form that aids reuse.

The tasks involved in creating and reusing an efficient PSC include:

- Identifying codes for profitable and reusable specialization;
- Constructing a specializer for those identified codes for effective specialization;
- Organizing the PSC so that it is receptive to further specialization.

C. IDENTIFYING PROFITABLE AND REUSABLE SPECIALIZATION

Given a number $N \geq 2$, a piece of code within a function definition is said to be eligible for profitable and reusable specialization (PRS for short) if it remains profitable under at least $N$ binding-time signatures.

- The code is a level-0 candidate for PRS if its associated function has exactly one binding-time signature. This means that the code, and in fact the entire function definition, can have exactly one action annotation at each of its program point, independent of the number of binding-time contexts the enclosing function definition may possibly provide.
- The code is a level-1 candidate for PRS if it has the same profitable binding-time information under at least $N$ different binding-time signatures of the associated function definition.

This means that the code may be action-annotated in more than one way, but a particular structure can be
constructed that enables co-existence of these action-annotated programs that enables reuse.

- The code is a level-2 candidate for PRS if its set of reducible subcode remains the same for at least \( N \) different binding-time signatures of the associated function definition. A piece of subcode is considered reducible with respect to a specialization context if it is subject to either \texttt{eval} or \texttt{reduce} action under that context. This means that the code has more than one action tree, but there are at least \( N \) action trees which have either \texttt{eval} or \texttt{reduce} actions at the same set of sub-trees. A framework will be built with conditions attached to this set of sub-trees to facilitate generation of specialized code.

Note that the set of level-1 candidates is a subset of the set of level-2 candidates.

D. Specializer

We have set the structure of an PSC to be a component that has been analyzed and annotated by our profitability-oriented action analysis. One of the main challenges of our construction is the ability to mitigate potential code explosion caused by overlapping action-annotations.

Our design of profitability-oriented binding-time analysis outputs at every program point a local binding-time environment recording the binding-time expression of program variables at that point in terms of the binding-time values of function parameters. This information can be further utilized to compute the action value of each syntactic construct. We associate each syntactic construct an action variable whose value is computed by using two auxiliary functions \( A_e \) and \( A_s \) which compute the action values for expression and statement respectively. (The readers can refer to [4] for the detailed implementation of these two functions.) The type signatures of these two functions are defined as follows:

\[ A_e : \text{Exp} \rightarrow \text{BTexp} \rightarrow \text{AC}_\text{val} \]
\[ A_s : \text{Stat} \rightarrow \mathcal{P} (\text{AC}_\text{val}) \rightarrow \text{AC}_\text{val} \]

In Figure 2 we demonstrate through an example how PSC is constructed in our prototype. The figure depicts a function definition \( f \) and its corresponding PSC; the latter is an action-annotated program, in which actions associated with syntactic constructs are action variables expressed by the corresponding action functions \( A_e \) and \( A_s \).

The profitability signature for function definition \( f \) in Figure 2 to fulfill profitability is \( bt_x = \text{static} \land bt_y \sqsubseteq \text{static} \). The known binding-time value of parameter \( x \) can be utilized to pre-compute the values of those action variables which are determined solely by the binding-time value of parameter \( x \). To be more specific, the values of the variables \( H_0, H_4, H_6, H_7, H_9, H_{11}, H_{13} \) can be frozen in the PSC. Thus we get a more efficient profitability-oriented PSC by identifying PRS codes w.r.t the profitability signature.

E. Organization of PSC

Since the objective of a PSC is to act on behalf of the original component in interacting with other codes available in an application, it can have the following two distinct usages:

1) It should support specialization activity to be conducted on the embedding application. \textit{i.e.}, it should, together with its surrounding codes, enable the application to be processed by a traditional partial evaluator, such as Tempo.

2) It should support direct execution of its code when its embedding application is executed. That is, PSC can be treated as a piece of code for execution. Usually, this entails the compilation of an PSC into a dynamically-linked library (DLL).

Currently, our research focuses on structuring PSC to support the first usage. We hope to support the second usage in the second stage of our research.

In order to subject a PSC to further specialization (concurrently with its surrounding code), we assume that compile-time partial evaluation is employed, and require PSC to be wrapped with a dispatcher such that the wrapped PSC provides the
following two functionalities:

1) In collaboration with the execution of a traditional binding-time analysis, the wrapped PSC makes available the various binding-time signatures it supports (i.e., those profitable binding-time signatures). It thus eliminates the redundant time spent on re-analyzing the component for binding-time information.

In contrast with the usual practice in binding-time analysis, the wrapped PSC does not attempt to generate new binding-time signatures in response to a new specialization context. Instead, it will choose the most appropriate binding-time signature to match the specialization context. This is because the wrapped PSC has known to have captured all profitable binding-time signatures, and we can safely deem other binding-time signatures to be unprofitable in leading to a profitable specialization.

2) In collaboration with the execution of action analysis, the wrapped PSC selects the relevant action-annotated meta-trees, and provides the appropriate instances of them for the existing application. This again eliminates the redundant time spent on performing action analysis on the component.

The result of the above interaction is a piece of uniformly treated application code, in which PSC is no longer present.

Of course, it is also possible to consider applying run-time specialization on the embedding application. In this case, the wrapped PSC still serves the above-mentioned functions. In addition, it also dispatches specialized code (for the component), to be combined with other specialized code to form the generating extension for the embedding application.

VI. CONCLUSION

In this paper, we discussed the existing research directions pertaining to component specialization, and noted the limitations of various approaches. One concern arisen from our study is the need to reconcile efficient execution with component reusability. We propose a novel framework to address this concern, under the name of profitability-oriented specialization.

This framework provides a refreshing view to program specialization, particularly partial evaluation, by shifting the focus of the specialization from the propagation of initial specialization context to the exploration of profitable specialization opportunity. Specifically, we propose to replace original components by their corresponding profitable specialization components (PSC). PSC exploits the opportunity for profitable specialization so that specialization profits can be shared across multiple applications of the component. PSC also prepares itself for further specialization when it will be installed into an application, thus avoiding redundant re-analysis of component code.

The framework is currently in its implementation stage. We intend to perform benchmarking to demonstrate its effectiveness and efficiency.
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Abstract—The evaluation of Quality of Service (QoS) attributes in early development stages of a software product is an active research area. For component-based systems, this yields many challenges, since a component can be deployed and used by third parties in various environments, which influence the functional and extra-functional properties of a component. Current component models do not reflect these environmental dependencies sufficiently. In this position statement, we motivate an explicit context model for software components. A context model exists for each single component and contains its connections, its containment, the allocation on hard- and software resources, the usage profile, and the perceived functional and extra-functional properties in the actual environment.¹

I. INTRODUCTION

One of the most cited definitions of a software component originates from the first WCOP and is stated as follows in [1]:

A software component is a unit of composition with contractually specified interfaces and explicit context dependencies only. A software component can be deployed independently and is subject to composition by third parties.

Thus, a component has to specify its context dependencies, but it remains a bit vague what is actually part of the context. It is evident that there are more relationships between a component and its context than only its provided and required interfaces. For example, the functional and extra-functional properties of the component depend on the underlying hardware. This relationship is important when predicting the behaviour and the quality of the assembled system, but it is usually not specified as an explicit context dependency. Coming back to the definition, the second important fact is that a component is composed by third parties. As a result, the component developer does not know about the context in which the produced component is placed. It is the responsibility of the system architect to assemble components to build new components or systems.

To analyse functional and extra-functional properties of a component based system, additional information is needed besides the structure of the system in terms of components and their interconnections. There are four major influencing factors perceived by the user of a component (see figure 1):

1) The implementation of the component, e.g., the selection of the used algorithms.

2) The quality of required services, e.g. calling a slow or a fast service will result in a different performance for the provided service perceived by a user.

3) The runtime environment the component is deployed on. This includes the hardware and system software like the operating system and middleware platforms.

4) The usage of the component, e.g. if the component has to serve many requests per time span it is more likely to slow down.

To denote the QoS of a component more formally, we could say that the quality of a service S can be characterised as a function taking these dependencies as input. However, the implementation of a component has to be handled differently, since it is fixed by the component developer as opposed to the other parameters, which are determined during its deployment. Hence, the function specifying the context dependencies is defined independent of the implementation:

\[ q_{impl} : \mathcal{P}(S) \times DR \times UP \rightarrow Q \]

where \( \mathcal{P}(S) \) is the domain of the set of external services of service S, DR specifies the deployment relationship saying which component and connector is deployed on which part of the execution environment and UP describes the usage profile. As a result, the function yields a value in the domain of the investigated quality metric Q.

From the introduced function, we can learn that functional and extra-functional properties cannot be specified within component specifications as a fixed value. This fact has to be reflected in a component model, which generally states what needs to be specified when describing a component. We propose using parametric contracts (see section II) and the explicit modelling of the component context in this position statement as a solution to this problem.

Related work in this field of research is coming from two areas. One area is concerned with the construction of component models and algorithms using information in model instances. An example for such a model is the SOFA component model [2]. Other related work comes from the analysis of the influences of the different context parts. We give one example paper per influence factor in the following. The usage profile is investigated by Hamlet et al. [3], the deployment context by Liu et al. [4] and external services by Firus et al. [5].

¹This work is supported by the German Research Foundation (DFG), grant GRK 1076/1
The contribution of this paper is an explicit model of context for each component usage in order to support QoS predictions. Contextual influences on components are illustrated by the means of examples. In each example, we demonstrate how the additional information specified in the context model can be used for QoS predictions.

The position statement is structured as follows. After this introduction, we give some foundations on parametric contracts in section II. Section III highlights several context influences by means of examples. Some model attributes of the context are presented in section IV. The open issues are discussed in section V. Section VI summarises this position statement.

II. PARAMETRIC CONTRACTS

Additional information on the inner component structure is needed, to predict the QoS of a component that is embedded into a concrete context. This information has to be specified in a way such that it uses the influences of external services, the execution environment, and the usage profile (see Fig. 1) as input, to derive the QoS attributes perceived by users of the component. Parametric contracts [6] allow us to create a component QoS specification that is independent of those influences and can be evaluated when the environment of a component is known.

Parametric contracts characterise the intra-component dependencies of provided and required interfaces with so-called service effect specifications. A service effect specification models how a provided service calls the services specified in the required interfaces. Thus, it is an abstraction of the provided service’s control flow. A service effect specification can be a signature list or a set of call sequences, depending on whether the execution order is important or not. Call sequences can be described by any kind of language specification.

Figure 2 illustrates parametric contracts for QoS attributes. In the service effect specification shown there as a finite state machine, transitions represent calls to external services that are specified in the required interfaces. States represent internal component code.

Both can be associated with QoS annotations, which describe the relations of the context model attributes and the perceived functional and extra-functional properties in a parametric manner. For example, the execution time of a service is specified by a number of abstract work units executed on a computational resource. The actual computational resource is described in the component’s context. The specification of the resource contains information on how many work units the resource can process in a given time span. With this information, the execution time of the service on that resource is determined.

Parametric contracts also allow to model the influence of external services. For example, the component shown in figure 2 provides a single service called \( a \), which requires two services \( b \) and \( c \). The execution time of \( a \) can be calculated from the execution times of \( b \), \( c \), and the execution time of the internal component code. The computation requires the service effect specification of \( a \) depicted in the component. In this case, the only variable parameter of the component specification are the external services.

III. CONTEXT INFLUENCES

Since QoS attributes of a component are strongly influenced by the environment the component is deployed in, the actual delivered QoS can only be determined knowing all influencing factors. We identified three aspects defined during system design that frame the context model: Assembly, hierarchy, and allocation.

A. Assembly - Horizontal Composition

An assembly specifies which components are used within a system and how they communicate. Within the assembly, the required interfaces of a component are connected to provided interfaces of another component. That way it is determined which concrete external services are called by a component.
Fig. 3. Component assembly.

The assembly thus determines one of the influencing factors shown in figure 1.

A component can be used multiple times within a single assembly. Figure 3 illustrates this with a simple example. Three different types of components exist in the assembly shown there. On the right hand side, we have two I/O components that either manage the access to a file or network connection. Two different kinds of caching components that implement different caching strategies are shown in the middle. The SyncCache component on the left-hand side allows multiple tasks to access the caches concurrently without producing an incorrect state of the connected single-threaded caches.

The same component (SyncCache) is inserted at two different places within the assembly. Both representations of the component are connected differently. Thus, users or other components that call the services provided by the different component representations will experience different QoS on the provided interfaces of the respective component representations. This is caused by the different caching strategies and I/O devices used by the SyncCache components. Modelling the component context explicitly allows us to hold the information on the diverse connections and the resulting quality attributes without changing the component specification.

B. Hierarchy - Vertical Composition

Besides the assembly, another important part of the context is the hierarchy in which a component is used. In figure 4, a composite component (BillingManager) is depicted which has been designed to create bills and store each one in a single PDF (Portable Document Format) file. The component is additionally supposed to write a summary of all the created bills as PDF file. Hence, the component PDFCreator is used in two different places. Notice however, that this kind of usage is usually unknown to the creator of the outer composite component. For her, the inner component (BillCreator) is a black box. She does not know the internal details and, hence, the usage of the inner PDFCreator is hidden.

In this case, the PDFCreator component is used in different contexts on different hierarchy levels. Note, that this only makes sense if the underlying component model supports hierarchical components at all. Considering parametric contracts, both components might offer different characteristics (QoS, functions offered, etc.). Additionally, they are used differently in their contexts. The PDFCreator of the inner component produces bills with less pages than the summary PDF file created by the outer PDFCreator.

C. Allocation

An explicit context model is especially advantageous to model the allocation of components on hardware and software resources. Figure 5 depicts a system that uses replicated components to fulfill requests. In our example, server I is assumed to be slow and server II is assumed to be fast. Hence, the workload is not distributed equally, but 30% of the requests are directed to server I and 70% are directed to server II.

Fig. 5. Component allocation.

Here, we see several context influences. We have two copies of the same component allocated on different machines and, thus, in different contexts. The workload of each replicated component is different because of the distribution strategy. The processing power available to both replicated components is varying with the underlying hardware systems. However, both components are connected with an identical logical link going from the required interface of the workload balancer to the provided service of the replicated component. But again, each of these logical connections is most likely using a different physical communication channel, i.e., different network links.

IV. AN EXPLICIT CONTEXT MODEL

In the previous section, we identified different input factors of the provided QoS of the same component in various contexts. In order to cope with these factors, we encourage the explicit modelling of the context when using components. Table I summarizes the attributes of our context model.
We arrange the tabular according to two dimensions. One is dividing the attributes into ones that have to be specified during the design process and such that can be computed or predicted using the former ones. The other dimension divides the properties into those defined by system composition, those determined by the allocation to an execution environment, and those determined by the actual usage characteristics of the components.

During component and/or system composition, assembly and delegation connectors are used to describe the communication channels of the components used within the architecture. By doing so, the QoS attributes of the external services of the components can be determined and their influence on the QoS attributes of the component under consideration can be derived. Furthermore, the actual available services can be computed by using parametric contracts [7]. This is especially important if not all required interfaces of a component are connected. In this case, parametric contracts allow us to determine the provided services that are not affected by the unbound interfaces.

Attributes specified in the allocation dimension contains information on the actual hardware (CPU speed, cache sizes, available memory, available bandwidth, ...) and on system software (details on the used middleware, virtual machines, container configurations, ...). Using this information, it is possible to estimate QoS properties, like the actual execution time of given code segments on the specified runtime environment.

The specification of the usage profile contains probabilities for calling specific services, probability distributions on the actual parameter characteristics, or the request arrival rate. From this information, the usage profile of the components connected to the required interfaces of the components with system boundary interfaces can be computed. However, it depends on the capabilities of the analysis method, which information has to be specified and which QoS metrics can be derived.

Note, that our context model differs from existing approaches in context-aware computing (e.g., [8]). There, the context is used to describe dynamic aspects of a system that vary during runtime, like location and user awareness, whereas our approach is concerned with static aspects that are fixed during design time, like the deployment environment.

Deployment descriptors known from component frameworks, like J2EE, contain information similar to our context model. They specify the connections of all components within an architecture and do not contain information about the execution environment explicitly. Opposed to this, our context model is specified individually for each component. Furthermore, deployment descriptors describe the architecture with its components and connections as a flat structure, whereas context models allow a hierarchical composition of components. In contrast to deployment descriptors, our context model contains information about the functional and extra-functional properties of components, such as computed parametric contracts and QoS attributes that depend on the environment.
V. OPEN ISSUES

The explicit identification and modelling of a component’s context allows us to describe the dependencies of functional and extra-functional properties on the usage context of a component. However, some questions are still open.

a) State of Component Protocols:: Parametric contracts model dependencies between component interfaces with protocols which, therefore, have a state. In some cases, this leads to difficulties when analysing the interoperability of components communicating via an interface. Assume an interface provided by component A is accessed by components B and C. If B changes the state of the interfaces by calling a service, does component C see the changes or does it have its own view on A? This question cannot be answered in general. In some cases, components share the state, e.g. when using the Singleton pattern, in other cases they don’t. To solve this issue, additional information in the component model is required. Ports and interfaces with cardinalities seem to be a promising concept.

b) Identification of the Relevant QoS Parameters:: To achieve accurate QoS predictions, the parameters influencing the attributes of interest need to be identified. A lot of work has already been done in this context, in UML for example by the definition of the UML SPT profile [9]. However, the existing work needs to be reviewed, to be extended and the identified parameters needed to be specified within our component model. Furthermore, means to analyse and derive the desired performance metrics from the input values have to be found and/or developed.

c) Implementation:: The concept of a component’s context model needs to be implemented within the Palladio component model. In our case, this means that we have to define a transformation from the model of a component architecture to an implementation, simulation, or analytical model.

VI. CONCLUSION

In this position statement, we motivate the explicit modelling of the context of software components in component models. With various examples we demonstrate that this information can be used by algorithms based on parametric contracts to predict functional- and extra-functional properties of the components. We identify initial attributes which are part of the context. Finally, open issues with models for component contexts are highlighted.
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Abstract—This work has two main aims. In the first place, we expose a solution to the components heterogeneous interoperability running into different Component-Oriented Middleware Platforms. In order to achieve this, we propose an architectural component-based model using design patterns, abstract machines and reflection. As a result of this model development, new systems named middlebuses have arisen. The main advantage is its high extensibility, since expanding the system to interoperate with a new middleware platform is as easy as to create and add a new component. Moreover, this component is built by implementing only four interfaces. All things considered, a middlebus is a software system that behaves as a network communication bus but in the middleware level. This is to say, that the interconnections of heterogeneous middleware platforms allow them to interoperate with each other in a bidirectional and transparent way.

I. INTRODUCTION

A heterogeneous system is the one that is made of many unrelated parts; including interfaces, software, hardware, operating systems, programming languages, and network protocols.

We can find lots of solutions to heterogeneity problems at all levels of computer technology. For instance, the internet is an example of success at network and transport protocol layers of heterogeneous communication solution, the key to this success is standardisation.

In one hand, Component-Oriented Middleware Platforms arise as a way to solve the operating systems, programming languages, platform, and networking heterogeneity of inter-processes component communication. On the other hand, the boom of middleware systems has transferred the problem of heterogeneity to this level. In this moment, two different middleware platforms such as CORBA and Java RMI can not interoperate. In this case, none of the existing platforms have won the standardization’s war.

Due to the discovery of middleware heterogeneous problem [5], many techniques have been proposed. In previous works [3] we have analyze twenty one different technologies. The results of this study are:

- A taxonomy definition inspired on other heterogeneous communications technical solutions, which were already working properly in the realm of networking communications such as: adapters, bridges, tunnels, switches and buses.
- Identification of requirements needed to build heterogeneous interoperable platforms solutions.

In other research on abstract machines [2], we discovered how virtual machines and reflection can support interoperability since there is an isomorphic structure and behaviour between abstract machines and middleware platforms.

The above mentioned works steered to a first Object Oriented Reflective Abstract Machine Architectural Model not based on components. This architectural model specifies the creation of software designs to implement systems that allow heterogeneous interoperability among applications with most of the requirements identified in [3] and described bellow.

With the idea of getting more easily extensible and modular systems here we expose a second version that is an Architectural Component-Based Model. Besides, extending the system to interoperate with a new middleware platform is as easy as creating and adding a new component by implementing two interfaces.

The next sections of this paper expose more deeply all this work. Firstly, section two and three explain which the requirements of a middlebus are and why we have chosen a reflective abstract machine as the base of our work. Secondly, section four shows the middlebus behaviour. In the next section, a first architectural model and a component-based model approach are described and finally, in a conclusion section, we argue about extensibility improvement achieved and future research lines opened.

II. SYSTEM REQUIREMENTS

The architectural model patten design should allow the creation of architectonical instances that enable the development of systems with the following requirements:
• Heterogeneity, which allows heterogeneous language interoperability, different operating systems, and heterogeneous middleware platforms.
• Transparency, this is to say that elements from a specific platform can see elements from other external platforms as if they were in the same one.
• Not intrusive technology, there is no need to do any changes neither to the existing applications nor to the new ones designed for a specific platform.
• Extensibility, the system could be easily extended with future communication mechanisms. Therefore, it would be possible to build a new platform extension in another different platform.
• Automated adaptation, proxies or wrappers are created automatically only if they are needed, without any human intervention or configuration.
• Uniformity, external objects do not differ from internal ones.
• Interaction, we can interact with other applications or extend the model with additional services for monitoring, configuring, scheduling, etc. What is more, the programmer does not need to learn any other different platform from the one he is used to work with.

III. ISOMORPHISM BETWEEN ABSTRACT MACHINES AND MIDDLEWARE PLATFORMS

To begin with, and as we stated above in [2], we researched some of the most outstanding commercial implementations of abstract machines, namely: the Smalltalk virtual machine, Java virtual machine and the .NET underlying virtual machine, which consists in the CLI and LI definitions. In addition, some others virtual machines are: Carbayonia from the research project Oviedo3, and Nitro from the research team LABTOO, which were deeply surveyed. In all of them, the same basic structural features appeared. Above all, the most interesting issues in our work are: firstly, memory areas to locate items and to reference them have been identified. Secondly, techniques to represent the data that are going to be stored and executed have also been identified. Finally, there are invocations facilities allowing the objects to interact with each other, that is to say, allowing message sending.

In the second place, in [3] we studied deeply some others most outstanding middleware distributed object platforms such as: CORBA, DCOM and Web Services. In this case, we discovered some common facility services, from which we are interested in: location facility, introspection and dynamic invocation.

Finally, we are ready to talk about the resemblance between virtual machines and middleware platforms, since:
• Location facility in middleware is equivalent to location in memory storages in abstracts machines.
• Introspection describes objects in middleware as virtual machines memory structures do.
• Dynamic invocation allows message sending from objects in the middleware as invocations facilities from virtual machines do.

Actually, these three common features define the necessary high conceptual interface to implement and give live to a runtime object system. We may realise that in the back-office of each object middleware there is a runtime object system working. Therefore, we thought that by using virtual machines or an abstract machine model at design level we would solve the interaction heterogeneous problem easily.

IV. BEHAVIOURAL DESCRIPTION

In this section, we show a high level insight of the architectural model; and in the following, a software engineering overview through a Model Architectural view based on the Unified Development Process [4]. We will discuss both: a structural diagram and a behavioural diagram.

Figure 1 shows the systems we can build from our architectural model. We call these kinds of systems middleware bus, middlebus, or simply bus; this name comes from its behaviour, which resembles the one of a bus in other communication layers. The bus is named LIIBUS. In the illustration there are some middleware connected to the bus, such as: DCOM, RMI Java, CORBA, RPC and SOAP.

The objects of each platform will see other platform objects as if they were in the same platform. And what is more important, each one of them can communicate with the others without any intrusive adaptations or bridges.

Once a new platform is installed on the bus, it is ready to be used by objects of all other platforms and also objects of this new platform can use objects of other platforms. This means that there is a bidirectional communication. The foundations of this bus are object oriented reflective abstract machines.

With the complete LIIBUS implementation, for instance, an expert programmer on Web Services can invoke DCOM objects without knowing anything about DCOM programming. Furthermore, there can be made all the combinations desired. Moreover, this system allows communication many to many.

![Fig. 1. The OViBUS platform for interconnecting different components. The dotted circles represent system that can be plugged to the OViBUS system. In the figure, Oviedo3 represents the core of the system.](image-url)
A. Basic Abstract Machine Architecture

The key concept to understand this Architectural model is Abstract Machine. We suppose that we are extending a existing Basic Abstract Machine, and before we extend it, it is necessary to get an insight of it. In the figure 2 it can be seen a static architectural view of the basic abstract machine used as the lower stage to construct our middle bus architectural model.

The two main abstract classes are MAInstance and MAClass, the former is used to handle the instances and the latter is used to handle the classes into the abstract machine. For example, if the machine is required to manipulate numbers, two classes are needed: on one hand by using the MAInstanceNumber class it is possible the manipulation of instances of the number class, on the other hand by using the MAClassNumber class it is possible the use of the number class itself. As it can be seen in the figure 2 if the machine users require the use of the string class the same operation must be done by using their required classes, which would be MAInstanceString and MAClassString that inherit from MAInstance and MAClass respectively.

![Fig. 2. Basic Abstract Machine Static Architectural view](image)

Therefore, if any new class has to be added, it can be done by inheriting in the same way from MAInstance and MAClass.

V. OBJECT-BASED ARCHITECTURAL MODEL

In this section we present a first approach to a Software Architectural Model, in this case, it is an Object-Based one [1].

A. Classes Hierarchy

The next class diagram, figure 3, shows the main classes involved in the architectural model. Thus, MAClass, MAInstance, MAInstanceExternal and MAClassExternal are part of the more extended model of the basic abstract machine showed above, in figure 2.

![Fig. 3. Architectural model class diagram](image)

This abstract machine model is the lower stage used in our solution to the heterogeneous interoperability problem.

The more significant classes here are MAExternalSystem and MAExternalDispatcher. The first one is in charge of wrapping communications from internal objects of the abstract machine to the external platforms. The second one is in charge of dispatching external invocations from external platforms to internal objects. For each platform we need to inherit from these abstract classes and implement them by wrapping or adapting the information to the external system.

![Fig. 4. Collaboration Diagram](image)

The common types system is the one the abstract machine already uses implicitly. Therefore, there is not an explicit invocation engine, due to the abstract machine itself is an implicit invocation engine.

B. Generic Collaboration

The above class diagram shows a static architectural view, with the most important classes, relationships and the hierarchy they define. Now we know the function of each one of these elements. In this section, we will see all those classes working together in a collaboration diagram representing a behavioural architectural view. In figure 4 there are two external systems interoperating through the architectural model of the system, each of them don’t know this system is between them. Therefore, each external system does not know that it is interoperating with a different and heterogeneous system. Thus, communication from the external system point of view is happening with another external system although of the same
kind. This means that, for instance, a CORBA system sees other external systems as if they were CORBA systems.

First, the External RMI system on the left starts an invocation. Next, the MAExternalDispatcher class intercepts the invocation with all the information about the sender, parameters, return type, exceptions, etc. Then, it extracts all the information from the invocation and throws appropriated messages to the internal abstract machine objects. The first message is to itself, it allows identifying the name of the class to which one of its objects has been addressed by the invocation. Once this is done, it gets the class through the message getClass, and this internally calls to finClass of MAExternalSystem. This last message interacts with the external real recipient of the message who gets the right information. Following to that, the message getMethods interacts with the external and real message recipient to find the description of all methods of that class and finally wrap the external class recipient of the invocation.

Once the wrapper is finished, this new class is added to the pool of classes of the abstract machine using the message addClass. From now on, the recipient class is wrapped and available for all objects into the abstract machine and outside it.

Afterwards, we need to build an instance of this class and that is what newInstance does; again, this message is redirected to MAExternalSystem invoke method, which again makes this call to the actual external system.

C. Implementation and validation

Once the architectural model is defined based on a basic abstract machine, we need to rebuild a new architectural model for an actual virtual machine. To do our prototype implementation, we chose Carbayonia from the Oviedo3 project working on Windows, which is a virtual machine containing more than two hundred and fifty C++ classes including both, a graphical user interface system and a structural reflection system. We implemented communication from Carbayonia to DCOM objects that mean we had to inherit from MAExternalSystem and implement a wrapper for DCOM Automation Objects. In other direction we implemented communication from Web Services to Carbayonia, in this case we had to inherit from MAExternalDispatcher to dispatch invocations from Web Services invocations through the GET/POST protocol instead of the more widely used SOAP protocol. Finally, and as a result of this work the system allows to do invocations from Web Services to DCOM objects.

In the Java code below we can see a remote dynamic web services invocation to the CheckSpelling() method of the DCOM object named Word.Application, which is the ubiquitous text processor from Microsoft.

```java
String u="http://fdomingu.escet.urjc.es:8888/WORD/APPLICATION";
// we create the service
Service service=new Service();
// we create a call for this service
Call call=(Call) service.createCall();
// we define the destiny URL
Call.setTargetEndpointAddress(new java.net.URL(u));
// we define the operation of the service to invoke
Call.setOperationName("CheckSpelling");
// we indicate the parameters
Call.addParameter("sHola",XMLType.XSD_STRING,ParameterMode.IN);
// we define the return value type
Call.setReturnType(XMLType.XSD_BOOL);
String sHola=new String("Hola");
// we do the invocation by passing it an object vector
// initialized as parameters
Boolean ret=(Boolean) call.invoke(new Object[]{sHola});
```

VI. COMPONENT-BASED ARCHITECTURAL MODEL

The above Object-Based Architectural model was fine, but if there was a need to add a new platform we had to create the appropriated classes for the new platform and to recompile the complete machine. Therefore, we realise that extensibility was a poor property on this kind of systems. Finally, to improve this feature we thought that using components could be useful. In this way, we extended the class hierarchy as is shown in the next section.

A. Architectural Component view

Installing a new platform to the middlebus without stopping the system improves the extensibility. In order to achieve this, we defined two classes, namely: ExternalSystemProxyComponent and ExternalDispatcherProxyComponent. Those are the proxies for the component platform desired in the
implementation and they inherit from MAExternalSystem and MAExternalDispatches.

Position statements should clearly state how they relate to the workshop theme, what particular problems they address, and what solutions they envisage, and why the statement is expected to be relevant to both this workshop and the community.

As it is shown in the figure 5, for adding a new platform to the middlebus now, all we have to do is to build a component implementing two interfaces IExternalSystem and IExternalDispatcher. Moreover, methods of this interface are the same as methods of MAExternalSystem and MAExternalDispatcher.

Fig. 5. Architectural model class diagram extension allowing component connections

Each instance of ExternalSystemProxyComponent and ExternalDispatcherProxyComponent wraps communication with a different component that allows communications with an external middleware platform. Both of this classes have a method named newComponentPlatform(). This method is in charge of initialize the adequate new component platform proxy.

B. Implementation and validation

For an implementation of this new design we used the same prototype with the DCOM component platform to allow the extensibility. Now ExternalSystemProxyComponent and ExternalDispatcherProxyComponent are two DCOM clients, an instance of each one is created for each platform added to the system. We created only a component named WebServicesProxyComponet, this component allows bidirectional communication from internal Carbayonia object to web services.

The validation code was the same that in the first case. No modification of the code was necessary. From the user point of view or the external middleware platforms nothing has changed. But now it is very easy to extend the middlebus with a new middleware platform to interoperated with.

VII. CONCLUSIONS

Model-driven Architectural development, with its use of generators, can provide a suitable solution to architectural views and technical component execution platforms. In order to achieve this, a comprehensible mapping on component-oriented middleware platform is necessary and important. Our proposal can do this without any use of generators at all. A system architectural designer does not need to worry any more about other Platform Specific Architecture. Besides, the designer will just care about functional and QoS requirements of the system to be build, in only one particular middleware architecture or in only one particular virtual machine where the middlebus is been deployed. Moreover, it is allowed to add new middleware components platforms without having to stop the system. Further works, will allow the virtual machine programmer to extend the platform directly by programming into the virtual machine.
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Abstract— In the deployment of component-based applications, concrete configurations only behave as expected if they are deployed together with their right components in their chosen versions. The assembling of an application from its components is therefore a crucial step in the deployment phase and should be automated in order to avoid human mistakes. However, this task is generally performed by instantiation code written in the deployment phase in an ad hoc manner. In this paper, we propose CosmosLoader, a tool that automates the assembling of an application at runtime by means of customized class loaders. CosmosLoader automatically instantiates components and connects them to form an application at runtime, eliminating the writing of instantiation code by developers.

I. INTRODUCTION

The software architecture of a system is the structure or structures of the system, which comprises software elements, the externally visible properties of these elements and the relationships among them. It represents the decisions that should be made first in its design. The software architecture of a system is represented by its architectural components and architectural connectors [1]. A connector is an architectural building block used to model interactions among components and rules governing those interactions [2].

In contrast, a software component is a unit of composition with provided and required interfaces and explicit context dependencies, which can be deployed independently [3]. Context dependencies specify the deployment environment required by a software component. A concrete component is a binary piece of software that can be instantiated at run time as a part of an executable system. In general, the deployment of component-based applications consists in installing implementations of components, satisfying their context dependencies and assembling them to compose a concrete configuration [3].

Deployed components are retrieved and loaded at run time to compose an application: retrieving a component consists in finding its implementation binaries, while loading a component consists in loading these implementation binaries in memory, usually through low-level mechanisms of the underlying programming platform. These activities may differ according to the component model in use. For instance, in the Enterprise JavaBeans model [4], components are retrieved through an EJB container, which is also responsible for loading them.

An important issue in composing a concrete configuration is to consider the version of its components: as components evolve, different versions of the same components may behave differently. Moreover, architectural components may present variation points [5], which means they have the ability to connect themselves to generate a generic architecture. This architecture is generic enough to allow different software products to be obtained by small variations in their compositions, such as the choice of their subcomponents. These factors make the deployment process more complex to be executed.

Ideally, the meta-information about the components and their versions used to form a concrete configuration should be explicitly declared either in the deployment phase or during the start-up of the application, in order to automate its installation. Also, the platform on which the application runs should have some means to know which components are being loaded and what are their versions in order to guarantee that the deployed configuration is the correct one.

In this paper, we present CosmosLoader, a tool which supports the deployment process in the COSMOS component model by automating some deployment tasks, more specifically, the choice of the versions of the components and the installation of components to compose the concrete configuration. CosmosLoader reads an XML description of the components of a concrete configuration, instantiating and connecting its components accordingly at runtime. By correctly describing the configuration in the XML description file, developers can guarantee that a running application is composed with the correct components in the correct versions.

This paper is organized as follows. Section II provides background information on the COSMOS component model. Section III compares the activity of deployment in EJB and COSMOS, and exposes issues that arise in deployment. Section IV describes our proposed solution, CosmosLoader. Section V analyses the generality of our solution and its application in other languages. Section VI compares the proposed approach with related work. The last section presents some concluding remarks and directions for future work.

II. THE COSMOS COMPONENT MODEL

COSMOS [6] is a component model for designing and implementing flexible software components in Java. It materializes concepts from software architecture and component-based development (CBD), such as components, connectors, and provided and required interfaces in constructs available in
object-oriented languages, such as Java and C#, thus providing a direct mapping between a system’s architecture and its implementation.

In COSMOS, each component is conceived as a Java package containing two subpackages: the specification package, spec and the implementation package, impl. The former contains two subpackages as well, which contain specifications for the component’s provided and required interfaces (respectively, spec.prov and spec.req). The latter contains the component’s implementation classes.

In addition to the interfaces provided by the component, the spec.prov package also contains the IManager interface, which performs configuration activities related to the connections of components in the architecture. The connection of components is done in a programmatic way through methods defined in interface IManager, that describe the component interfaces and create connections between components. The impl package contains a mandatory class ComponentFactory, with only the method createInstance, which is responsible for instantiating a component.

COSMOS specifies that components should not be connected directly. Instead, they must be connected by means of a connector, in order to avoid dependencies between component interfaces, which would lead to high coupling between components. A COSMOS connector is a simpler component with no specification packages: it provides and requires the interfaces of the components it connects. The implementation of the connector is responsible for resolving mismatches between the components it connects.

COSMOS supports the definition of atomic and composite components. A component is considered a composite if it instantiates other components, which are then considered its parts. As such, a subcomponent is known only by the composite which instantiated it, and is not visible to other components in the configuration. This recursive definition of composition is fundamental to a component model [3].

III. DEPLOYMENT OF COMPONENT-BASED APPLICATIONS

Therefore, the deployment process consists of writing meta-information about the concrete configuration, which is used to correctly assemble the application from its components. The deployment of components takes different forms depending on the component model used. Suppose the concrete configuration depicted in Figure 1.

We describe the deployment of EJB and COSMOS component models of this architecture. Suppose there are EJB implementations of components and connectors A, B, AB, XA, BX and X. The steps for deployment of an EJB implementation are as follow [4]:

1) The Java classes which constitute each EJB component are packaged in WAR files, one per EJB.
2) A deployment descriptor is written. It is an XML file that contains all deployment information. (Many EJB containers offer tools to automate the writing of deployment descriptors.)
3) The JNDI\[1\] names for each EJB are written in the descriptor. Every EJB is known to the EJB container by a JNDI name. However, this name is only known to the container, other EJBs know it by another JNDI name.

An example, suppose EJB AB is registered within the container with the JNDI name “AB”. EJB A requests a reference to AB, not by asking a look-up to “AB”, but instead to a URL that may not match the same name, say, “java://my-ab”. Both names “AB” and “java://my-ab” are registered in the container, which is then responsible for translating the latter into the former and retrieving the correct EJB.
4) Context dependencies, such as external libraries are also packaged in WAR files.
5) The deployment descriptor and the WAR files are copied to the EJB container.
6) The container should also be configured to allow Java clients to access its EJBs. If a client program is also to be run in the container (i.e., a web servlet that accesses the EJBs), it should be deployed as well.

The deployment of a COSMOS implementation of the same components is as follows:

1) The class files for each component are packaged as separate JAR files, one for each component.
2) The developer writes a class whose purpose is to instantiate the components and make the connections between them according to the architecture. This is done by calls to the ComponentFactory class and to the methods getProvidedInterface and setRequiredInterface in interface IManager in each component, as described in [6]. The instantiation code usually resides in a public class with a static method main.
3) The instantiation class is copied to the host machine as well.
4) The application class path is set. This is usually done by setting the environment variable CLASSPATH to contain all the component files and the instantiation class.
5) The class path is also set to contain the context dependencies. These are also usually packaged as JAR files.
6) The Java virtual machine is invoked with the instantiation class as the application’s main class.

If the application is web-based, and a web container such as Tomcat [7] is used, then the steps above should be changed according to the container’s specification. For instance, servlet containers do not acquire the class path from an environment variable, but instead look for classes in predefined directories; the instantiation code is written in a start-up servlet, instead of a main class.

In both component models, developers are responsible for managing the versions of the components and the connections between them. Two major errors may arise in the deployment.
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activity: (1) the wrong versions of components may be deployed, if the wrong files are copied to host machine, or if the class path contains the wrong versions of the components; and (2) the components may be connected erroneously, if, in EJB, the wrong JNDI names are provided, or, if there are errors in the COSMOS instantiation code. Errors in deployment can cause a mismatch between a running system and its configuration.

IV. CosmosLoader: A Tool for Automated Configuration Loading

CosmosLoader is a tool to automate the task of creating a running system from a set of COSMOS components (see Section II). Given a description of a concrete configuration, CosmosLoader is able to load the appropriate versions of components and connectors, and connect them as described in the architecture. This relieves the developer from the tasks of writing instantiation code and managing the component files and class path so that only the correct versions of the application components are loaded. Instead, the developer only has to describe the configuration and provide access to a component repository: CosmosLoader finds and instantiates the correct versions of components and connects them to form the concrete configuration.

A. The CosmosLoader class loader hierarchy

The three main classes in CosmosLoader are the ComponentLoader, the ExternalLoader and the InterfaceLoader; all of them are (indirect) subclasses of java.lang.ClassLoader and follow the delegation hierarchy shown in Figure 2. Their purposes are as follows:

- **ComponentLoader**: loads classes and implementation resources (e.g. properties files) pertaining to a component. Each instance of a component has an instance of ComponentLoader associated to it.
- **ExternalLoader**: loads classes and implementation resources from external libraries on which the components depend. Each instance of ComponentLoader has an instance of ExternalLoader to which it delegates the loading of resources from external libraries.
- **InterfaceLoader**: loads Java interfaces corresponding to component provided and required interfaces, as described in Section II. There is only one instance of the InterfaceLoader, shared among all the ExternalLoaders.

Different instances of class loaders allow duplication of classes across the system and isolation of classes inside components: in Java, two classes can have the same fully qualified name, if they are loaded by distinct class loaders; in fact, if a class is loaded by two different class loaders, it will be considered as two distinct classes. Therefore, classes in different instances of the same component are considered different classes.

This is an important feature in the implementation of components. As an example, suppose that a class in a component uses class variables (marked with the keyword static in Java). Class variables are a common programming feature used, for instance, in the patterns Singleton and Factory [8]. Without the class separation provided by class loaders, a class would be unique among two instances of a component, and there can be a race condition for the use of the class variable.

Moreover, using different class loaders for each component and external library has the additional benefit of allowing different versions of the same class (and therefore, different versions of components and libraries) to exist simultaneously in a system.

Because components are connected by transferring their interfaces (see Section II), the interface types should be unique across the system. This is achieved by forcing all interface classes to be loaded by the same class loader. In CosmosLoader, the InterfaceLoader is unique and loads all the interfaces.

B. Configuration description

A concrete system is considered an instance of a composite component. The instantiation of a composite component requires a configuration of other concrete instances to fulfill the roles defined for its subcomponents. Such a concrete instance can result from the instantiation of an elementary component or, recursively, other composite components.

While the roles of the subcomponents of a system (or composite component) are defined by its internal software architecture, the configuration of a concrete system depends on its specific version. Different concrete systems result from the instantiation of a same system with different concrete subcomponents. In the design of CosmosLoader, a version of
a concrete system (or composite component) is represented by an XML file specifying the set of component versions to be instantiated as its subcomponents. These XML files are stored at the component repository, together with the various versions of the elementary components. A configuration description can be either a single XML file describing every subcomponent in the architecture, or it can contain links to other XML files which describe other composite components. This construction is possible because of the tree structure of XML files and reflects the recursive property of composition.

C. A component repository

CosmosLoader loads component implementations from a component repository. The three class loaders in CosmosLoader load files from the repository by means of URLs. URLs contain information about the component in which to find the class and its version. This URL mechanism allows for more sophisticated repositories, such as remote repositories: in an intranet, it is possible to place the repository in a web server and access it by well-known protocols such as HTTP or FTP.

Initially, we have designed a basic repository based on directories on the file system. All versions of a component implementation are available on the file system, according to a simple directory hierarchy: there is a folder for each component; in each component folder, there is a folder for each version of the component implementation and which contains the directory structure for the component.

Consider the configuration shown in Figure 1. All components in that configuration are available in the repository as directories, as described before. As an example, suppose the version of component a is 1.0.1; then its class ComponentFactory would be found in URL file:///usr/repo/a/1.0.1/a/impl/ComponentFactory.class (Suppose the repository resides in directory /usr/repo).

D. CosmosLoader Implementation

The requirements to construct CosmosLoader were elicited from our practice experience at a medium-size Brazilian software company specialized in software solutions for financial organizations. Component-based development is used as their development paradigm, and their major products are based on COSMOS components.

In this context, composition is extensively used as a form of variability [5]: according to the needs of different customers, a component may or may not be included in a configuration, in order to make a functionality available on that application or not. Applications should not be deployed as single units, but should instead be assembled on site from their components, and only the components in that configuration should be deployed. If the deployment is as described in Section III, then a different set of component files should be copied and a different instantiation code should be written. CosmosLoader will allow configurations to be materialized without the need for customized instantiation code.

Furthermore, CosmosLoader can be extended with authorization mechanisms so that applications in a customer site can load their components at run time from a remote repository located in the developer site, so that components need not be deployed to the customer site.

CosmosLoader is still in its initial development stages. A prototype has been developed and tested with small concrete configurations.

V. ON THE GENERALITY OF THE SOLUTION

The simple structure of components makes the COSMOS model suitable to any platform that supports the concepts of interfaces and separation of classes in packages or namespaces. The implementation of COSMOS components in object-oriented languages other than Java, such as C#, is straightforward.
On the other hand, the instantiation and connection of components performed by CosmosLoader depends on the ability to load classes dynamically, in order to load the correct components, and on meta-programming capabilities of the platform, in order to find the ComponentFactory class and invoke its method createInstance, as described in Section II. The platform should also provide a mechanism to isolate classes inside components, in order to prevent problems such as those described in section IV. In Java, the class loader mechanism provides a natural way of isolating classes.

As an example, the .NET platform [9] provides dynamic class loading and meta-programming through classes in the System.Reflection namespace, but the underlying infrastructure for class loading behaves quite differently from the one specified for a Java Virtual Machine. Therefore, a C# implementation of CosmosLoader targeting the .NET platform is feasible, but would require a different design in order to allow several class loaders with different scopes and thus allow the same class to be loaded many times, one for each component in the system.

VI. RELATED WORK

Class loader customization. Class loader customization is a common technique for dynamically changing the behavior of a system at run time. Several applications use customized class loaders or hierarchies of class loaders in order to provide better encapsulation of components. Among these, we can cite Eclipse platform (http://www.eclipse.org), which builds a class loader hierarchy to support its plug-in architecture, and the Tomcat container (http://tomcat.apache.org), which uses class loaders to separate deployed web applications at class level, thus increasing each application security. Like CosmosLoader, both Eclipse and Tomcat use customized class loaders to enforce the separation of software parts, although not in the context of Component-Based Development.

Hall [10] describes customized class loaders to support deployment of different versions of software modules (which can be components, plug-ins or a similar modularization concept) across a system. Differently from CosmosLoader, Hall’s Module Loader by itself does not support software composition, and must be embedded in component frameworks to do so.

Component instantiation frameworks. Fractal[11] is a component model similar to COSMOS. JULIA is a framework that provides support for implementing Fractal components in Java. Similar to CosmosLoader, JULIA reads an application description and instantiates a concrete configuration accordingly. The JULIA configuration file is different from the CosmosLoader configuration as the developer needs to indicate what classes will implement the component; therefore, the configuration file is described at class level, rather than at component level. This class-centric approach makes the distinction between the roles of component developer and system integrator unclear, as the integrator must to some degree understand the implementations of components in order to combine them in a concrete configuration.

VII. CONCLUSIONS

We have presented CosmosLoader, a tool to automate the instantiation and connection of COSMOS components and aid in the deployment of component-based applications. This tool reads the description of an architecture from a configuration file and instantiates the components of the application accordingly, even in the case where several versions of the same component exist. Its main functionality is based on customized class loaders that are able to load the components that compose the application and are described in the configuration file.

CosmosLoader automates three important tasks in deployment of COSMOS applications: the copy of the concrete components that form the application, the configuration of the application class path, and the selection of the appropriate version of each component. The use of CosmosLoader also reduces the effort needed in the deployment phase as it replaces the code that instantiates and connects the components which form the application.

Future work includes, but is not restricted to addressing the following issues: Integration with a component repository [12]: The integration with the component repository will use its search mechanism to find a given version of a component in the repository, in order to load it. Integration with Bellatrix [13]: Bellatrix is an integrated environment that materializes the elements of a software architecture based on COSMOS model. Integration between Bellatrix and CosmosLoader will allow a software configuration built by Bellatrix to be deployed by CosmosLoader.
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Abstract—Frameworks are an important form of reuse that can help to significantly decrease the time and cost of application development. Although widely known, there are still some difficulties associated with framework reuse, which are critical to its success. In this paper, we focus on the issues regarding the framework reuse process, and more specifically, on the framework architecture description.

This paper discusses our position on the subject. It enables a component-oriented approach to framework reuse by emphasizing the description of black-box variation-points, and introducing call-points. We define the UML-FD profile for UML 2.0, which extends UML to support these and other concepts, dedicated to describe the static structure of application frameworks.

I. INTRODUCTION

Reuse has been a major concern for software engineers, in their quest for easier application development with reduced time-to-market and cost. Frameworks are an important form of reuse that can help to get closer to this long-time pursued goal.

However, several problems associated with frameworks have been identified [2], starting from the framework development and ending at its maintenance. This work is concerned with the difficulties inherent to framework reuse from the perspective of the application developer.

Object-oriented frameworks [1] are widely known, but building applications by reusing them poses problems that software developers have to struggle with. Frameworks capture a specific domain’s commonalities and variabilities, by implementing common elements and providing an architecture that localizes variability at variation-points. In contrast with passive forms of reusable software (typically, procedural libraries or traditional class libraries), frameworks are active and exhibit predefined behaviour, which imposes some control flow among its components. Consequently, they are often complex and hard to understand, what can make reusing them a difficult and time-consuming assignment [1].

These problems must be alleviated in order to make framework reuse an alternative way of building applications that is decisively attractive. In fact, it is not always guaranteed to be advantageous comparatively to application development by “reinventing the wheel”. The typical framework slow learning curve is one major issue because it results in a delayed productivity payoff, which can arrive unrewardingly late or even be unacceptable. Therefore, diminishing these problems is a decisive factor for the success of framework-based reuse approach. It has been consensually recognized the need to effectively communicate frameworks and provide appropriate tool support, in order to minimize the effort and time required to build applications. The present paper focuses on difficulties in communicating the framework to the re-user, and our proposal to lessen them.

Although communicating the architecture is a framework developer responsibility, the notation chosen is decisive to the following phases of the reuse process to be carried out by application developers. It is widely accepted that visual notations have crucial advantages over textual languages in the communication of software. Being a de-facto standard object-oriented design notation in industry, UML [21] is a beneficial choice for describing frameworks, but it is a general scope and extendible language, not specifically tuned for this purpose. It has been previously demonstrated [4] the need to explicitly represent frameworks variation-points, not supported by UML, in order provide effective framework description. Actually, applying a subset of UML to object-oriented frameworks reuse has been addressed before, with a few dedicated extensions being proposed [4], [8], [9]. However, a few limitations still endure and we investigate how to tackle them, in order to provide a more complete support for the framework reuse needs.

We propose the UML-FD profile that integrates a different perspective, namely, promoting a component-oriented approach to application frameworks.

This paper describes on going research, and starts by discussing some issues regarding framework description in following section. In section III, we introduce our perspective and discuss the foundation of our proposal. In section IV, the requirements for object-oriented notations supporting framework reuse are outlined. The UML-FD profile, defining the proposed UML extensions, is described in section V. In section VI, the related work is reviewed and our contribution is explained. Finally, we present the concluding remarks.

II. ABOUT FRAMEWORK REUSE

A framework can be reused in many different ways that require different kinds and amounts of information, which may be constrained by business interests. The support that tools can offer is also affected, but this is not a matter for this paper.
We discriminate two fundamental forms of object-oriented framework reuse: unanticipated reuse and anticipated reuse. The differences of them are given below, in a discussion that describes their relationships with framework documentation aspects.

A. Anticipated Reuse vs. Unanticipated Reuse

We make the distinction between these two forms of reuse because the information needs, the activities and the results of each one are quite different.

Anticipated reuse takes place when the particular needs of a re-user are fulfilled by the functionalities of the framework. In more concrete terms, the framework provides enough variation-points (also named hot-spots [3] or hooks [17]) with enough flexibility, to cope with a re-user objects. Or, the other way around, the re-user goals can be achieved by a subset of the all possible variation-points’ adaptations. The framework adaptation is realized by providing application specific components for variation-points that observe the respective constraints. With this kind of activity, typically, the re-user does not have to worry about possible erroneous interactions between the framework components.

Unanticipated reuse happens when the re-user wants to add some functionality that is not provided by the framework components, or only to make a slight change to some feature. Usually, these kind of goals cannot be achieved solely by adapting the framework’s variation-points. Most probably, it will be necessary to make adaptations outside the set of pre-defined variation-points. By doing it, the re-user can more easily introduce erroneous interactions between application specific components and the framework. Furthermore, these flaws can be difficult to correct, as we see next.

B. Description Information and Business Rules

Telling apart the two forms of reuse above is important because they have a strong impact on both the kind and quantity of necessary information about the framework, which in turn is a subject of business concerns.

Anticipated reuse is easier to document because the anticipated variability is localized at variation-points. Therefore, it is sufficient to provide detailed design documentation only about them. In particular, describing the purpose of each variation-point, how to adapt it, and their semantic restrictions which guarantee that the adaptation will work correctly. Tools can also be built to provide specific assistance for filling the variation-points. In contrast, unanticipated reuse can occur at almost any part of the framework. Hence, besides the variation-point description, it requires detailed design (and possibly implementation) information about the complete framework. Notice this is generic software documentation, because it is not possible to provide specific reuse information. The same applies to tools, which cannot provide any special development support for unanticipated reuse.

Communicating a precise and deep understanding of the framework to the re-user is essential to enable the assessment of viability that is necessary to achieve specific goals, and the development of adaptations that do not violate the framework architecture. Naturally, the description should be independent of implementation details not important for design, which might limit the framework generality, or lead to complications caused by framework evolution (see [19] for this kind of problems). These issues apply to both kinds of reuse, but are much harder to manage when support for unanticipated reuse is intended. Unanticipated reuse requires complete information about the framework, in order to enable the re-user to develop unpredicted adaptations, which correctly interact with the framework, and/or change parts of it while maintaining behaviour consistent with untouched parts.

Furthermore, the problem with detailed architecture description, necessary for supporting unanticipated reuse, is that it may collide with business interests. There are a few free open-source frameworks but, on the other hand, there are commercial frameworks provided by vendors. Development of a framework is a long and costly process that requires high expertise in the target domain. Thus, revealing the architecture details is not usually considered good business because it may give advantages to competitors in the same market, and framework vendors may be suppliers of dedicated support tools. For these reasons, if a framework is not open and there is no detailed documentation about it, it may prove to be very difficult to achieve a successful unanticipated adaptation.

C. Description Techniques and Reuse Possibilities

The spectrum of approaches for framework documentation can be classified according to two categories: informal prescriptive techniques, and formal descriptive techniques.

Prescriptive techniques [14], [15], [16], [17] describe how to use the framework, normally using natural language, or other informal means of documentation. They provide valuable guidance but only to the limited adaptation possibilities described. It is not possible to predict all the ways of adapting a framework, in fact, not even is feasible to describe a large number of them. Therefore, these techniques are more suited to support anticipated reuse. They are also oriented towards less skilled users, or to enable experienced users a quicker first application build.

Descriptive techniques describe the framework architecture, usually using formal or semi-formal visual languages, like UML [4], [8], [9]. They do not dictate or elicit any particular way of reusing it; instead, they try to communicate the framework architecture to the user. They do not provide significant guidance for adapting a framework; it is up to the re-user to figure out how to adapt it, in order to meet her/his specific requirements. Consequently, these techniques are appropriate to support unanticipated reuse, and are more oriented towards experienced users, who need detailed information more than guidance.

III. OUR APPROACH

Before we get to the proposed solution to communicate frameworks, we explain our point of view about framework reuse, which is the foundation for it. First, the technique chosen to describe frameworks, and then the perspective on reuse technology, are presented.
We follow the same line as the UML techniques cited above, i.e., investigating how to augment the reuse flexibility that descriptive techniques provide, with as much guidance as possible. In agreement with the exposed in the previous section, adopting a descriptive technique to describe a framework in detail supports unanticipated reuse. Augmenting a general descriptive technique with support for explicit variation-point description enables to provide guidance for anticipated reuse. Variation-points are the typical key concept for organizing this kind of documentation for frameworks, but they are not enough, as it will be argued in the next section. No special requirements apply to the description of a framework for unanticipated reuse, it is much like describing any other piece of software. Therefore, the requirements for OO notations for framework description (presented below) reflect only the part of reuse that is anticipated, because it is the one that requires a dedicated approach.

White-box frameworks [5], more than object-oriented, are class-oriented because their adaptation is frequently based on inheritance (sub-classing framework classes), which is a mechanism that describes class hierarchies. We favour a predominantly black-box approach in which the framework is reused by calling its interfaces and providing components that implementing the interfaces it requires. This approach emphasizes use relationships instead of inheritance, and thus is suitable to support the representation of object interactions. In turn, this also facilitates the specification of restrictions on clients.

When using a framework, an application developer is reusing both a design and its implementation. Therefore, we choose not to abstract the variation-point description to the design level, as opposed to [4]. In fact, we consider that the framework should be described with as much precision as possible (without neglecting what was stated in the previous section). Design variations-points defined by inheritance can be refactored into use relationships, with interfaces to be implemented by application specific components [4]. This can be done using the Strategy design-pattern [6], or other suitable design patterns based on separation meta-patterns [3]. This polymorphism and forwarding technique separates the interfaces from implementations, making the design more decoupled and flexible than with inheritance, and it is the base for a black-box approach to reuse.

Moreover, if framework classes provide separate computational and compositional interfaces, it enables a decomposition of the framework instantiation process into two different reuse activities. In the literature, the process of reusing a framework to build an application is usually denominated framework instantiation [1]; we divide it in two activities or two phases – framework adaptation, and application instantiation – which we explain next.

The adaptation phase (also designated as ‘framework instantiation’ in [4]) consists in providing application specific adaptations that define the behaviour of variation-points. The application developer learns the details about the framework architecture from the annotated UML diagrams, and extends it with the application specific components.

Once all components necessary for an application are available, the final application can be defined. This is accomplished in the application instantiation phase, by creating instances of framework and application components, configuring and interconnecting them to form the final executing application. The components provide a compositional interface including methods whose names typically start by ‘set’, ‘add’, ‘remove’, etc, that enable run-time configuration.

A complete discussion of the reasons behind the separation between framework adaptation and application instantiation can be found in [22], which discusses our perspective on tool support for these activities.

To conclude, frameworks designed this way enable the application definition by creating and configuring its run-time units individually, like components. We consider them component-oriented frameworks, because they can be adapted by composing components, although we do not consider any standard component model. We provide support for reusing them, but we also provide specific constructs for white-box reuse that can be useful for describing “gray-box” frameworks.

IV. FRAMEWORK DESCRIPTION REQUIREMENTS

Considering the discussion in the previous section, we present below, what we consider to be, the main requirements for describing frameworks in order to facilitate its reuse.

Based on our experience in adapting and implementing frameworks, and on the revision of previously proposed solutions for framework design, we have elicited a requirements list for design languages to describe OO frameworks. First, we present it, and then we discuss each one of the requirements:

1) Domain and purpose of the framework and its specific features;
2) Framework static structure with explicit variation-point identification;
   a. Support for white-box, black-box and client reuse;
   b. Define different types of variation-points with clear semantics;
   c. Variation-point syntax enabling the definition of semantic restrictions on the adaptation;
3) Framework dynamic behaviour with explicit support for variation-points;
   a. Define causal obligations for variation-point adaptation;
   b. Explicit differentiation of variation-points messages in behavioural compositions;
4) Guidance for framework adaptation process, with support for optional variation-points;
5) Guidance for the application instantiation process.

The complete framework documentation should include the identification of its target domain, as much as possible defining the boundaries of that domain, and stating which problem the framework solves in that domain. It should also provide a functional view of the features provided by the framework.

The description of framework static structure identifies the components that compose its design and their relationships. It
gives a static view of the objects’ collaborations. It should explicitly distinguish the variation-points from the framework core, in order to assist the framework user in identifying more easily the parts that need to be provided, or adapted, to create applications. This a form of endowing descriptive techniques with some guidance for the framework adaptation phase.

White-box and black-box variation-points have been consensually recognized as forms of adapting frameworks, and their explicit identification and description has been supported by graphical notations dedicated to framework reuse ([4], [8], [9]). Nevertheless, frameworks do not always rely exclusively in the Hollywood Principle (“don’t call us we’ll call you”), or inverted control mechanism based on Template Method [6]) to communicate with application components. Sometimes they provide services to be called by clients, as has been recognized in [18]. We have developed a framework for measurement systems, inspired by [13], that combines predominant ‘inverted’ flow of control with pieces of non-inverted control flow. This example experience suggests broadening the framework variety to frameworks that have a neither purely called neither purely calling architecture. The interaction between clients and framework through use relationships may vary from single method invocation to complex protocols that impose obligations on the clients. We share this view with [10], which also emphasizes that use relationships, as a basis of behaviour composition, play an important role in framework integration. Therefore, we introduce the notion of call-points as parts of the framework interface, anticipated for client use, that play a key role in the framework operation. We believe call-points are a concept that reflects an important variety of reuse needs and, for this reason, we widen the explicit identification of framework reuse points to support them.

Variation-points should be classified according to different types, more refined than white-box and black-box, providing additional semantics which are helpful for guiding the framework adaptation. Their semantics should be made as precise as possible, with clear description of the abstract possibilities it opens and abstract restrictions it imposes. Their syntax should support the representation of additional semantic adaptation restrictions that may be useful to specify limits to the set of possible application instantiations.

The description of dynamic behaviour gives a view of the dynamic aspects of the framework design that clarifies the objects’ responsibilities, their context dependencies, and how they can be combined. By representing explicitly the run-time collaborations between objects, it reveals the framework architecture. How much of this information is provided depends on the factors considered in the previous section. This information is fundamental to comprehend the framework and, once more, it is vital for opening the door to the flexibility of unanticipated reuse. Furthermore, it also enables the description of causal obligations for variation-points and call-points. These behavioural restrictions should be documented, if they exist, and the corresponding messages in object interactions should be explicitly differentiated from the framework core messages.

The adaptation process should be guided by a description that helps to reduce the complexity of the task, especially for medium and large-scale frameworks. Some variation-points may be optional, and others may require the adaptation of another variation-point. These dependencies should be described in order to provide more guidance and facilitate the job of the application developer.

Finally comes the instantiation process, which should also be guided some how. A framework may be adapted to build an application, or to be integrated into a larger project. These processes should be described, if not in abstract, at least with partial, or complete, concrete examples.

V. STATIC STRUCTURE DESCRIPTION

Although the set of requirements in the previous section cover all aspects of framework documentation, this paper deals only with the description of static structure, i.e. corresponding to requirement 2.

UML 2.0 is a convenient choice for describing frameworks due to its widespread use. It provides structural diagrams, which depict the static features of the model, and behavioural diagrams that describe the dynamic aspects of the model. UML structural diagrams include the class, object, component, composite structure, and deployment diagrams. To describe the frameworks’ static structure several of these available diagrams can be used for different purposes. In our opinion, two diagrams are rather useful: the class diagram for explicit identification and characterization of variation-points and call-points, and composite structure diagrams as a complement to elucidate its architecture.

We introduce the UML Profile for Framework Description (UML-FD), which extends UML with dedicated concepts supporting a few different variation-points and call-points. Naturally, the proposed annotations address the aforementioned requirements 2-a through 2-b, and therefore we do not discuss them further. The UML-FD profile is defined for UML 2.0, i.e. it augments the current version of UML making use of its improved extensibility mechanism.

Fig. 1 defines the profile abstract syntax and its integration with the UML 2.0 meta-model. All the UML meta-classes extended by UML-FD belong to the Classes::Kernel language unit. Tables I to III describe the semantics of each individual extension in a compact tabular form (similar to the presentation of UML 2.0 standard stereotypes). Each table groups variations-points according to white-box variation-points, black-box variation-points, and call-points, providing a clear separation between these different reuse categories.

White-box variation-points are supported because they can be useful to describe white-box frameworks, which is classically the first form that every framework assumes. The application class annotation is not a variation-point at all, but instead, it can be used to discriminate framework classes from application specific ones. Both extensible class and non-overridable method follow the Open-Closed Principle of object-oriented design. Variable methods are usually abstract methods of abstract classes. The three white-box variation-points can be can be directly implemented by subclasses,
however that is not recommended. They can also be combined in both concrete and abstract classes. Black-box variation-points and call-points are the recommended option for reusing a framework. The realizable interface is the black-box reuse variation-point with inverted control flow, to be implemented during the framework adaptation phase. All three white-box variation-points can (and should) be converted to a realizable interface, as described in section III. Select class and define parameter are black-box variation-points which are defined during the application instantiation phase (according to the approach described in section III).

In the next subsections, we discuss in more detail the main contributions of the UML-FD profile to the description of framework static structure.

A. Client Interface

A client interface identifies a framework call-point. A call-point is defined by a bidirectional association between one client interface and a framework class that provides one corresponding service interface. The association end connected to the framework class identifies (has the name of) a service interface, or control method, to be used by the client interface.

The example of Figure 2 illustrates a call-point that is an implementation of the Observer design pattern [6]. The call-point is identified by three elements: the Observer interface; the association connecting Observer and Figure with an association end for Figure whose role name is subject; and, the part of Figure class interface defined by the Subject interface. The Observer interface is the client interface that must be implemented by client components using the call-point. The subject role name of the association end identifies the name of the service interface to be used by the Observer client interface. The Subject interface is the service interface that defines the Figure method(s) to be called by Observer client(s).

The client interface construction is a kind of localized role modelling at implementation level, in which client interfaces represent role-types to be integrated by client classes, and service interfaces represent role-types assigned to core framework classes. It enables the modelling of multiple collaborations, through disjunctive groups of semantically related methods (role types), on the same framework interface. Each collaboration is specified by one association that identifies the framework interface methods to be called (service interface) and connects to the respective interface required on clients (client interface). This solution is described only under the perspective of the static structure description: roles, repre-
sented by interfaces, describe type information only (or static behaviour). However, client interfaces can be empty, which supports the specification of dynamic behaviour obligations on frameworks clients, independent from structural properties.

The idea behind it is to take advantage of some useful properties of the role modelling technique while avoiding some of its intrinsic verbosity and complexity (see next section properties discussion). Namely, it enables the definition of client restrictions without over constraining client implementation structure. It also provides more structure and semantic information about framework call-points and its relationships with clients. The framework description is kept succinct because client interfaces express role-types which are confined to call-points. This technique avoids the overweight and complexity of the coexistence of reusable role models with respective implementations, by keeping the description at implementation level and within a single paradigm.

B. Control Method

The control method identifies another kind of framework call-point. It is a simpler construction for using framework services that involves a single component method, because it requires no separate service interface for the core framework component. In addition, it is not intended to be used with a client interface, although it might (as defined above). As an example, we have used it to model the trigger function for a real-time embedded framework, shown in Figure 3. The Sensor application component invokes the update() control method, to stimulate the Trigger framework component. Obviously, the framework description does not include the application class, which is included in the figure only for illustrative purposes.

Control methods are applicable more generally to event-driven frameworks that depend on externally fed events. We believe, control methods can also be used to model frameworks that enable easier composition with other frameworks, by providing externally regulated control-flow. They can be used to synchronize the control-flow of such frameworks.

VI. RELATED WORK

The framework description problem has been addressed from informal textual language approaches [7], to formally defined visual notations that extend UML [8].

Informal textual techniques are usually prescriptive. One first example is the cookbook [14] for the Model-View-Controller framework, useful for implementing graphical user interfaces. A similar work is found in [15], where little more structured of a set of Alexandrian-based patterns helps to reuse the Hot-Draw framework. Both describe the framework purpose and how to use it. They consist of non-uniform narrated descriptions with minimal structure, and examples solving problems about how to use the framework. This kind of technique was improved by hooks [17], which are more uniform, formal and structured adaptation receipts. Hooks define a classification of adaptation methods and kinds of support provided. However, its typology does not provide a clear separation of adaptation activities involved, and they may focus on different framework functionalities with different levels of detail. As discussed in section II.C, prescriptive techniques are focused on the framework intended use and therefore do not offer support for unanticipated reuse.

Although discussing how our approach can be combined with software tool support is outside the scope of this paper, we still look at tool-based solutions, but we concentrate on framework communication and we overlook the facilities for automating framework adaptation. By using software tools, it was possible to improve the cookbook technique to electronic books. Active cookbooks [20] are a prominent example, which provides interactive receipt descriptions that explain how to use the framework design to solve problems. However, it lacks flexibility because the user has to follow the dictated steps. Evolutions of the electronic book approach are Smartbooks [11] and Specialization Patterns [12]. Smartbooks are based on a hierarchical interactive hypertext interface through which the desired framework functionalities are chosen. From it, a task plan is generated which guides the adaptation. Specialization patterns are described by a dedicated notation, which lacks tool support. The specialization patterns for a specific framework are embedded in a tool, which handles them providing support for building applications. None of these approaches provides the explicit representation of variation-points within the framework design. Although formalized somehow (to enable tool processing), it is still the framework designer who prescribes its adaptation options.

A few works have been devoted to descriptive visual approaches for documenting frameworks. UML has been the obvious target, being extended with concepts dedicated to framework documentation [4], [8], [9]. These works have similarities – all provide UML extensions to identify variation-points – and parts that are complementary: [4] focus more on variation-points identification and characterization, while [8] provides stronger support for expressing framework syntax and semantics, and [9] introduces selection of black-box com-
ponents and parameterization. The role modelling technique [10] is a complementary technique that tackles object relationships, which are fundamental for framework integration and composition. The requirements on clients calling framework services are explicitly represented but, on the other hand, this approach disregards the explicit identification of variation-points. Frameworks may require different instantiation mechanisms. Catalysis defines abstract types, which are reused through parameter substitution. However, it defines model frameworks as collaborations of abstract types, which are reused through parameter substitution. It does not address the reuse of (code) frameworks, and consequently it does not provide dedicated annotations for explicit representation of its variation-points. Catalysis defines a software development method based on the concepts of model frameworks and components.

Our research also explores UML as visual descriptive techniques for describing frameworks. It builds on previous work, but we provide a wider and more complete coverage of the different reuse needs. While keeping the support for white-box variation-points, a clear and precise definition of black-box variation-points is provided. We introduce UML extensions for explicit expression of use relationships with constraints on clients, to facilitate the reuse and composition of called frameworks [18] and black-box [5] frameworks. We do that by introducing call-points, which borrow inspiration from concepts of the cited role modelling technique. By putting a special emphasis on use relationships, or object relationships, we enable a black-box approach to framework reuse.

VII. CONCLUSION

Software engineering has pursued for decades the ambition of increased reuse and software quality. Frameworks are an important alternative, which offers high reuse potential, but still have a few problems to be tackled. Addressing these difficulties, namely by employing graphical notations and providing appropriate tool support, it is critical to its success as an option for application development, and for the reuse goal in general.

Some important factors that influence the support that is provided for framework reuse were discussed. An explanation of our perspective on framework reuse was given. A requirements list for object-oriented design notations providing specific support for framework reuse was elaborated and discussed. The UML-FD profile for UML 2.0 was defined, offering a wider coverage of needs for describing framework static structure description. The role modelling technique was analysed in more detail, because it is the background for part of our work.

We have provided a clear separation of different reuse options: white-box, black-box and call-points. Although the proposed notation supports white-box variations-points, we encourage a component-oriented approach by emphasizing black-box variation-points and call-points. For that purpose, we also define how framework interfaces must be described in order to enable a black-box application development.

We have introduced the concepts of client-interfaces and control methods that expand the spectrum of reuse concepts, by including specific points for calling framework services. These concepts are important in the context of black-box reuse and framework integration or composition.

We believe the presented work contributes to facilitate the communication of frameworks. Hence, it also helps to decrease the difficulties and complexity associated with the framework reuse-based development, making it a more attractive, easy and rewarding alternative to develop applications.
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I. INTRODUCTION

Programming is a very powerful way of interacting with a computer because the user is not constrained by the narrow scope of an application’s functionality. Unfortunately, even for experienced programmers, writing a program is often too difficult and time consuming to be performed casually because most programming languages focus on low-level constructs to express arbitrary computations. However, programming need not be difficult if a language focuses on high-level constructs to express component assemblies rather than arbitrary computations. If such a language is supported with the ability to conveniently repeat or continuously execute the program as it is being written, then users can use the language to effectively perform interactive component assembly to automate a wide variety of tasks such as repetitive data processing.

A language’s support for interactive component assembly depends on two features. First, the language must support declarative connectors that encapsulate low-level details about how components communicate, which substantially reduces the complexity of (component assembly) glue code. An effective declarative connector is often a standardized interface with multiple procedures that are called by component implementations, but not by glue code, according to a well-defined protocol. In this way, glue code does not have to worry about the control-flow details of how components communicate. Examples of declarative connectors include pipes and signals, which support the expression of inter-component data-flow relationships. In contrast, procedures and events, which are the core constructs of many programming languages, are not declarative and expose glue code to many details about how components communicate.

Second, a language’s support for interactive component assembly also depends on how well an environment for the language can support tinkering. A development process that includes careful planning and deliberation is too slow to be viable in an interactive component assembly context. Instead, a user should continually or repeatedly execute a program while changing its code. Such tinkering merges the editing and testing parts of program development so a user can more quickly converge on a desired program. The levels of tinkering that we consider in this paper are as follows:

- **Level-0:** the status quo for most languages where editing and testing are mostly separated and tinkering is not supported very well.
- **Level-1:** a program can be edited and re-executed very rapidly. First-level tinkering is supported in shell-based environments such as Bourne Shell [2].
- **Level-2:** a program continuously executes where any edits to the program’s code immediately changes the behavior of this execution, which is referred to by Tanimoto as liveness [16]. Second-level tinkering is supported in many visual-programming environments such as Forms/3 [3] and Quartz Composer [11].
- **Level-3:** the code and execution of a program are the same so users edit a program’s execution directly, which is referred to by Shneiderman as directness [14]. Third-level tinkering is supported by many tools that allow user interfaces to be laid out directly as they will appear at run-time. Third-level tinkering is also supported by interactive applications that support WYSIWYG document editing.

The tinkering levels described here are only reference points and many programming environments do not fit perfectly into one of these levels. For example, Eclipse [9] supports Java development beyond zero-level and first-level tinkering with interactive compilation and limited hot code replacement.

For a programming language to be effective in interactive component assembly, it must also provide good support for abstraction along with support for declarative connectors and tinkering. Designing a language for interactive component assembly is challenging if this language is to support abstraction very well. Declarative connectors sacrifice flexibility for ease of programming: without the ability to specify control-flow constructions such as loops or event handlers, it is difficult for glue code to abstract over space in the form of array-like compound data or abstract over time in the form of mutable state. Designing declarative connectors that can abstract over space and time is challenging. Second, as the level of tinkering supported by a language increases, code necessarily becomes more concrete with respect to the executing program, which further exacerbates the problem of abstraction in assembly code.

Interactive component assembly can be seen as an extreme form of component-oriented programming that heavily emphasizes high-level connectors, predefined architectures, third-party reuse, and rapid integration. All of these attributes also have their uses in conventional software development contexts where large programs undergo substantial amounts of planning. This paper describes how interactive component assembly can be supported in SuperGlue [12], which is a declarative connection-based language that focuses on com-
ponent assembly. In the rest of this paper, we describe existing interactive component assembly approaches (Section II), SuperGlue (Section III), related work (Section IV), and our conclusions (Section V).

II. BACKGROUND

Interactive component assembly is based on the old idea of interacting with a computer by writing a small program rather than through a pre-built application. In a general sense, all applications are somewhat programmable through interactive manipulation; e.g., a document in Word is like a program that customizes Word components to format the document’s data. However, such programmability is very limited and provides for almost no abstraction. Although today most users interact with computers through “interactive” graphical applications such as Word, many users lament that interaction was richer when programs could be assembled from commands on the command line.

A. Shell Programming

Bourne Shell [2] is an example of an environment that supports the command line assembly of components, as commands, with a few keystrokes to perform various text-processing tasks. For example, in Bourne Shell a user can type “cat notes.txt | grep XXX | wc -l” to output the number of lines that contains the string “XXX” in the file notes.txt. Bourne Shell supports interactive component assembly with text streaming pipes as declarative connectors and a convenient shell interface to support tinkering. Commands in Bourne Shell import and export pipes that can then be connected together via the pipe operator (|) or connected to (>) or from (<) a file. The shell supports program tinkering with features such as immediate execution (just type enter), command completion, and a history-based mechanism for quickly changing and re-executing a command. The shell also provides a user console that can be connected to or from pipes, which is especially useful for tinkering because it allows the user to directly specify a command’s input or view its output.

Pipes can be generalized into data-flow connectors that focus on the communication of data while hiding flow-control from glue code. Most programming languages can support pipes at least as user-defined abstractions while many scripting languages such as Perl provide concise syntax for using pipes. However, the stream-based nature of pipes limit their effectiveness in the construction of programs. For example, although pipes can be used to filter (grep) or organize (sort) small flat lists of data, tree-like data or data in very large tables (databases), which cannot be practically iterated over, are much more difficult to deal with. Additionally, pipes are not very useful in the construction of interactive programs where, in contrast to batch programs, component communication is often reactive because mutable state is involved. These limitations can be dealt with to some extent; e.g., through a second language for expressing database queries or using cron for reasoning about time intervals. However, these work arounds are limited and make writing programs more complicated.

The approach of programming through an interactive shell is still popular: shells are supported for many scripting and functional languages, such as Ruby, Scheme, and ML, while new system shells, like Bourne Shell, are still being developed; e.g., see Microsoft’s new Windows PowerShell. On the other hand, shell programming is not very scalable to programs that require multiple lines of code. Although shell variables can solve this problem to some extent, they do not naturally fit into a shell environment and naming is an issue. As a result, larger programs in Bourne Shell are best expressed in their own file where tinkering is less viable. Finally, interactive shells only support first-level tinkering: a line of code cannot be edited while it is being executed. For many batch programs, this is not a big issue as the programs are not interactive and terminate quickly. However, stronger second-level tinkering is more desirable for interactive programs or batch programs that process a lot of data.

B. Visual Programming

Beyond shell programming, interactive component assembly is also the foundation of many visual programming languages. As one example, we consider Apple’s Quartz Composer [11], which is used to express media compositions such as animations. Components in Quartz Composer are known as patches whose connectors are live data-flow values that can change over time. Both components and their connectors have visual representations as exemplified by the program in Figure 1. The Mouse Macro patch outputs the current horizontal (x) and vertical (y) values of the mouse pointer, as well as the sum modulo ((x + y) % 1.0) of these values (Resulting Value). These three values are then used to compute the RGB color and three-dimensional position of a particle system. The resulting program creates a particle system whose position and color changes as the mouse pointer is moved around the computer screen.

As an interactive component assembly language, Quartz Composer improves on Bourne Shell in two ways. First, unlike Bourne Shell’s pipes, the live data-flow values that connect patches together can effectively abstract over time (mutable state); e.g., the program in Figure 1 deals with a continuously moving mouse pointer. Such time abstraction is especially important in component assemblies that involve graphical user
interfaces or integrate continuously changing data. Second, Quartz Composer supports second-level tinkering: a program can be edited in a visual buffer while the program is running, where changes to the program immediately change its execution. For the media-oriented programs that Quartz Composer supports, second-level tinkering is very useful. For example, the alpha channel of a computed color can be tweaked while the animation in Figure 1 is running to find a value that visually works nice. In contrast, if only first-level tinkering were supported, tweaking the alpha channel would be much more tedious as we would have to restart the animation after every change.

According to the ability to express abstraction, Quartz Composer and many other visual programming languages suffer from a big problem: given that components and their connectors have concrete visual representations, abstracting over space is either impossible or requires awkward constructs that are difficult to use. In Quartz Composer, multiplexor-like components are used to iterate over arrays of data while replicator-like components are used to instantiate the same patch assemblies multiple times. The resulting code is a “visual spaghetti” of numerous patches and even more numerous overlapping patch connectors. The problem with visual programming languages in general is that their programs are less compact than programs in textual languages. In contrast, text is more effective at abstraction with its ability to express many kinds of space-saving constructions such as loops, conditionals, and variables.

It is also possible to support second-level tinkering in a declarative text-based language. For example, XAMLPad supports the editing of XML-based user interface code while providing continuous previews of the user interface being constructed. Although XAML code is declarative and not by itself very expressive, data binding in XAML code can to some extent be used to abstract over time and space.

III. SUPERGLUE

We are currently enhancing SuperGlue to support interactive component assembly. Unlike Quartz Composer and like XAMLPad, SuperGlue is a declarative textual language. However, like Quartz Composer and unlike XAMLPad, components in SuperGlue are connected together through live data-flow values that we refer to as signals. Unique to SuperGlue, signal connections are expressed as rules that can refer to universally-quantified variables and are organized according to object-oriented types. SuperGlue’s support for rules and object-oriented typing is an elegant way for abstracting over space to deal with unbounded-size data structures such as lists, tables, or trees. As an example, the following SuperGlue code views the folders of a mailbox in a user-interface tree control:

```superglue
let messageView = TableView;
if (folderView.selection.size == 1 &&
    folderView.selection[0] = fldr)
    messageView.rows = fldr.messages;
```

The rule in this code connects the rows of a message view table to the messages of an email folder if some node is uniquely selected in the folder view tree and this node is connected to the email folder. The number of nodes selected in the folder view tree can be changed by the user, causing the rule’s first antecedent to change from true and false at run-time. As what node is selected in the folder view tree is changed by the user, how and if the rule’s second antecedent can change at run-time, which changes what messages are viewed in the message view table. Finally, as messages are added to or removed from the selected email folder, the message view table automatically inserts or deletes rows for these messages. See our conference paper [12] for a more detailed description of how SuperGlue combines signals, rules, and objects.

SuperGlue also supports SQL-like arrays that can be filtered and matched with declarative code. As an example, the following code filters a list of messages according to whether the sender is myBoss and maps the subjects of the resulting messages to a user-interface list:

```superglue
urgentList.input =
    fldr.messages(sender = myBoss).subject;
```

For the purpose of describing what this code does, we could rewrite the code in an SQL-like syntax as follows:

```superglue
urgentList.input = SELECT subject
IN fldr.messages WHERE sender = myBoss
```

Arrays in SuperGlue are supported completely with time abstraction; e.g., when a message whose sender is myBoss is added to (or is deleted from) the email folder, the message’s subject will immediately be added to (or removed from) the urgentList. Arrays in SuperGlue can also be implemented by components in a way that avoids iteration when being filtered. For example, an IMAP-based implementation of email components can implement sender-based filtering in such a way that avoids transmitting all messages in a potentially huge mailbox across the networks.
A. Interactive Component Assembly in SuperGlue

Our work up until now has focused on simplifying component assembly in SuperGlue with signals as declarative connectors that are supported by rules and objects. In this paper, we propose enhancing SuperGlue with support for second-level tinkering so that it can be used as an interactive component assembly environment. We argue that SuperGlue’s programming model is especially suited to second-level tinkering for the following two reasons:

- SuperGlue programs are declarative, meaning they are not exposed directly to program control-flow details. As a result, repairing a program’s execution to reflect an edit does not involve “unwinding” the effects of computations that have already been executed. Support for true second-level tinkering is very difficult for imperative or functional languages because of computations that must be unwound when an edit occurs. Typically, such languages can at best only support limited forms of hot-code replacement that ignore all past computations.
- Edits to a SuperGlue program can be reified as changes in the program’s mutable state, which are easily communicated as changes in signal values. Adding, changing, or removing a rule to or from a running program causes the signals that the rule connects to change in value. The values of signals can already change according to changes in program state, where editing can simply be another way of changing program state.

Given SuperGlue’s accommodating programming model, support for second-level tinkering is largely a tool problem: can we build an environment, which includes an editor (front-end) and interpreter (back-end), that enables the editing of a SuperGlue program while it is running? Enhancing the interpreter to support second-level tinkering is straightforward: code that manages signal changes need only be aware of edit-based changes. Support for detecting edit-based changes, however, is not so straightforward in SuperGlue. Because visual languages often support only a language-restricted form of program editing, detecting and reporting changes in a program is very easy. However, language restricted editing is not very suitable in text-based languages because they do not support intermediate edits very well [17]. For this reason, we have decided that only language-directed editing is appropriate, where a programmer can make arbitrary edits to the text of a program, possibly causing it to become syntactically or semantically incorrect.

B. Requisite Technology

We have almost completed our first prototype of an environment that supports interactive component assembly in SuperGlue. This environment is designed around novel presentation compilation technology that supports the error recovery needed to make sense of edits that cause the program to become structurally incorrect. Our presentation compiler is based around the following three technologies:

- An enhanced form of precedence parsing, which allows the structure of a parse tree to be easily repaired when an edit is made. With precedence parsing, most edits are processed by splitting and fusing parse tree nodes so that a new tree structure can be computed quickly without throwing away any old but still useful state. Because precedence parsing does not enforce a grammar, a parse tree for a program can always be computed even when the program’s text does not conform to the program’s intended grammar. Although this property means that grammar compliance must be checked separately, it is desirable in an interactive component assembly context where syntactic errors commonly occur. For expressiveness, our incremental precedence parsing algorithm has also been enhanced to handle brace matching in a way that supports effective error recovery.
- A form of data-flow processing to incrementally process a program’s parse tree to perform type checking and repair the interpreter’s run-time data structures. Each node in the parse tree refers to an input, which is pushed from its parent or predecessor, and an output, which can be pulled by its parent or predecessor. A node is scheduled for “cleaning” when its input has changed, when the nodes that it can push to have changed, or when the outputs that it can pull have changed. Using data-flow processing, type checking can be expressed in a completely incremental way. Error recovery is also supported by using a node’s old correct output when a newly computed output is structurally incorrect.
- Enhanced symbol tables that record both uses as well as definitions. As a result, symbol additions, removals, and name changes can all be processed incrementally.

With this technology, we are able to repair a SuperGlue program’s execution as the program’s text is being edited. When the code of a user-interface program is edited, the user-interface being built is updated in lock-step with the edit. This is done in the editor’s own thread so that the next keystroke will not even appear until the user-interface has been updated! Edits are often processed fast enough for two reasons. First, our compiler technology is completely incremental, where a single edit (one key stroke) can often be processed in constant time. Second, our error recovery mechanisms prevent a program’s execution from changing unless new valid constructions are produced by the edit. On the other hand, keystroke lag can be noticeable because everything currently executes in the editor’s user-interface thread. For example, keystroke lag is noticeable when an editor-based state change occurs concurrently with state changes caused by other sources such as timers.

Similar to interactive editing in Quartz Composer, SuperGlue can be enhanced to support second-level tinkering in developing component assemblies. Although our incremental compiler technology is currently very new and still being debugged, our environment is already in a demo-able state. As a result, we are optimistic that SuperGlue will be an effective environment for interactive component assembly.
IV. RELATED WORK

The signals that SuperGlue supports are similar to signals in functional-reactive programming languages such as Fran [7], Yampa [8], and FatherTime [4]. However, signals in SuperGlue support the assembly of components implemented in an imperative language (in our case Java), while signals in Haskell-based Fran and Yampa (but not Scheme-based FatherTime) support an explicit notion of time that cannot interface with imperative code. Like SuperGlue, signals in FatherTime can interface with imperative code [10]. However, FatherTime’s support for Scheme’s recursion and higher-order functions make it difficult to support it with second-level tinkering.

Many component assembly languages focus on procedures as component connectors, which as already mentioned are too low-level to support interactive component assembly. ArchJava [1] is a component assembly language that supports custom-defined connectors. However, one of the main features of ArchJava is its support for managed implicit sharing between components, which prevents it from supporting second-level tinkering as inter-component aliases are difficult to unwind in response to an edit. In contrast, all inter-component communication in SuperGlue occurs through explicit signal connections and no aliasing can occur between components.

Research in visual programming that is related to SuperGlue includes Forms/3 [3], which is a Turing complete language for building spreadsheets. Forms/3 supports second-level tinkering and some amount of third-level tinkering; e.g., shapes can be drawn by the user directly rather than inferred from an abstract visual representation. However, Forms/3 is designed as a language for expressing computations and not component assemblies. Prograph [5] is a visual language that is based on the data-flow paradigm in the form of pipes and as a result, like Bourne Shell, is limited in its support for interactive component assembly. Cocoa [15] is a visual language that, like SuperGlue, is based on rules. Unlike SuperGlue, Cocoa cannot yet support second-level tinkering as programs need to be restarted when rules are changed via editing.

V. CONCLUSIONS AND FUTURE WORK

This paper has presented the problem of interactive component assembly and how SuperGlue can solve this problem with signals, rules, objects, and an interactive programming environment. Given these constructs, SuperGlue can be used to rapidly build user interfaces or automate repetitive data processing tasks through a very casual programming interface. We are currently constructing our third prototype of SuperGlue, which will be our first prototype that supports the interactive editing needed to support second-level tinkering.

Besides finishing our prototype, in the future, we want to explore how SuperGlue can support some amount of third-level tinkering, where programmers edit program executions directly. Third-level tinkering is limited in expressiveness because it cannot support abstraction very well. However, the ease-of-use benefits of concreteness cannot be ignored and users should be given options between editing either an abstract textual or a concrete visual representation of a program. Changes between both representation should be “linked” so the user can switch between both modes of editing as needed.
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Abstract—Since its introduction, the component-oriented paradigm has exerted strong influence on the development process of software. Second generation component technologies like .NET or Java provide a plethora of general-purpose components ready to be reused, putting development efforts on a firm footing of well-tested building blocks. Albeit being a very successful approach in software development, customers usually do not benefit from component-orientation, as it is in general invisible in the user domain. By adjusting and augmenting component-oriented concepts with respect to the requirements of end-users, ACTIVE DOCUMENTS pave the way for next-generation software systems which are profoundly user-adaptive and feature-personalisable. This paper introduces the overall concepts of ACTIVE DOCUMENTS, describes their application in the COMDECO1 project, sketches the added value and discusses some technical key features of general-purpose ACTIVE DOCUMENT systems.

I. INTRODUCTION

Component-orientation has induced a metamorphosis of the often monolithic and vendor-locked software development process. By glueing together building blocks which are made available by steadily growing component repositories, developers are able to build reliable software for fast-emerging markets in shorter periods of time. Unfortunately, Cox’s vision of component markets [1] which are similarly structured as their counterparts in the hardware sector has not been achieved yet. Nevertheless, thinking in components is one of the most important design principles these days. The reuse aspect of component technology is quite well-understood, but it represents a facet that is mainly related to software development.

End-users at most marginally encounter the consequences of reusability utilised by developers. This is not as bad as it may seem, because other features are of greater relevance to end-users. Software systems should be

• adaptable to slight changes and variations of requirements (Adaptability),
• personalisable according to specific user preferences, usage patterns and usage habits (Personalisability),
• flexible to cope with changing requirements during lifetime2 (Flexibility), and
• prepared to handle increasing complexity, changing models of abstraction and usage contexts (Openness).

Moreover, configuration and tailoring should be based on easy composition operations, that can be carried out without the need to have an expert at hand (Simplicity).

The rest of this paper is structured as follows. The remainder of this section discusses general properties of ACTIVE DOCUMENT systems. Section II gives an overview of concepts and techniques that partially form the foundation for ACTIVE DOCUMENT technology. The usage of ACTIVE DOCUMENTS in the context of derivative contracts is sketched in Section III. A brief overview of technical key concepts as realised by the general-purpose ACTIVE DOCUMENT framework Omnia is given in Section IV. Finally, Section V sketches further scenarios which may benefit from utilising ACTIVE DOCUMENT techniques.

A. The Document Metaphor

Software developers and end-users are usually entirely different entities. Being confronted with composition mismatches, writing glue code or wrapper code is one out of a multitude of possible solutions developers can make use of to resolve occurring problems. In contrast to that, an end-user often does not have the necessary technical expertise and would therefore be overstrained in the same situation. Transferring component-orientation to the end-user domain induces the necessity for adaptations of the conceptual model. End-user oriented frameworks have to be based on well-known metaphors that provide an (ideally) intuitive interaction interface which (partially) hides the complexity of component-oriented systems.

A document is an archetypical concept the majority of end-users is familiar with. Books, newspapers, or tax declarations are representatives of a metaphor that plays an important role in the everyday life of human beings. ACTIVE DOCUMENTS augment the originally static information representation with state of the art software technology concepts, resulting in a

*Supported by the cluster of excellence Dependable Adaptive Systems and Mathematical Modeling (DASMOD) of Rhineland-Palatinate, Germany.

1Composable Derivative Contracts, a subproject of DASMOD (http://www.dasmod.de).

2Currently, although only a feature subset provided by the latest software version is needed, a customer has to pay for all features.
hyperdocument. Being computer-based, dynamicity replaces fixed representations, pushing away boundaries and limitations of traditional media.

B. Properties of ACTIVE DOCUMENTS

Normally, users think in terms of applications when creating documents. For example, a letter is written using a word processing application and illustrations are created with the help of a graphic tool. However, this distinction is artificial and cumbersome, especially when creating mixed media documents, e.g. a text having embedded illustrations. A task-oriented point of view focusing on the document instead of the applications required for its creation is more suitable. Centered around the document metaphor, ACTIVE DOCUMENTS support a task-oriented style of human-computer interaction.

Built upon component-oriented principles, the power of any ACTIVE DOCUMENT system stems from the contents of its component repository that may be used to create new or to enhance already existing documents. Specific repository configurations specify areas of application. An ACTIVE DOCUMENT system is easily adapted to the user requirements just by adjusting the component repository. Each added or removed component influences the whole system³, i.e. application boundaries tend to diminish, eventually vanishing completely. Being component-oriented, structural as well as semantical constraints may be easily checked and enforced by the supporting runtime system. Composition operations being usable by non-experts in conjunction with fault-tolerant and partially guided composition mechanisms are provided (Explorative Composition).

Active Documents possess a state that is subject to change in case of interactions between the document’s components. Moreover, state changes are triggered by user interactions, i.e. an ACTIVE DOCUMENT’s state may vary in case of different users (User-dependent Statefulness).

II. RELATED WORK

At least three mainstream component technologies are currently competing for the favour of software developers. CORBA, a language and vendor neutral conceptual umbrella framework, puts the focus on general-purpose component systems by advocating the CORBA Component Model [3]. (Enterprise) Java Beans [4], favoured by SUN, are the premier choice for “write once, run everywhere” component-orientation in the Java world. The .NET platform [5] in conjunction with the Java opponent C# [6] aims at a unification of already available technologies like OLE or COM, hand in hand with the introduction of supplemental features. However, all these technologies focus on requirements of developers. Support for end-user compatible composition is at most rudimentary. Visual composition techniques are directly provided or based on the respective component model. Unfortunately, the available level of abstraction is too low, requiring technical expertise an end-user cannot be expected to possess in general.

Due to end-user compatible interaction patterns, ACTIVE DOCUMENTS are often visually composable, but it is important to notice that the underlying supporting framework is not fundamentally based on visual composition principles. In fact, there may exist non-visual representations of ACTIVE DOCUMENTS⁴.

Starting with Microsoft’s Object Linking and Embedding (OLE), the concept of a compound document, a kind of container which is able to conglomerate (theoretically) arbitrary media types, was introduced. Based on pure geometric constraints, the end-user is able to autonomously arrange desired elements. Using the concept of in-place editing, parts of applications capable to provide appropriate editing facilities are superimposed on the "master" application, letting application boundaries partially diminish. Apple’s OpenDoc [7] project aimed at the development of a multi-platform framework providing the common technological infrastructure for compound document systems, but failed. With the introduction of Mac OS X, OpenDoc became a deprecated technology and any further support was dropped. GNOME Bonobo [8] is one of the few remaining multi-platform compound document frameworks. Alas, work has slowed down and feature extensions are rare. However, due to the limited expressiveness taking only geometric properties into account, complex composition operations cannot be supervised by a compound document system.

ACTIVE DOCUMENT technology is an evolutionary approach which combines, inter alia, the principles of compound documents, general-purpose component-orientation and rule-based programming. The notion of an ACTIVE DOCUMENT first appeared in the context of the EU-funded Easycomp project [9], initially targeting the web engineering domain. Minerva [10] focused on the development of a framework supporting user-centered document systems in the context of electronic learning materials (e-Learning). Albeit being an important first step, Minerva does not provide the necessary techniques for general-purpose ACTIVE DOCUMENTS. The underlying component model is implicitly tied to the requirements of e-Learning applications, therefore it is usually not suitable for use in other contexts.

III. DERIVATIVE CONTRACTS AS ACTIVE DOCUMENTS

Financial engineers work with documents and produce documents when designing and valuating derivative contracts. A termsheet listing the properties of a specific product is one example.

A. Derivative Contracts

Any derivative contract may be expressed in terms of its payoff and the conditions describing the circumstances that allow to exercise it⁵.

Example III.1 Suppose an investor believes that in two years starting from now on, the market price for palladium will

³This is partially similar to Raskin’s ideas of humane interfaces [2].

⁴The XML based representation of a derivative contract in the ComDeCo project is an example for a non-visual representation.

⁵For a general introduction to derivative contracts refer to e.g. [11].
significantly increase. Nevertheless, he wants to invest with caution, i.e. if the price falls in contrary to expectations, losses should be limited. A derivative contract that reflects this estimation could be

"The holder of this derivative contract has the duty to buy one ounce of palladium on June 10th 2008 for the market price valid on June 10th 2006. If the purchase price is above the then current market price, the holder receives a consolation of 5."”

By immediately selling the goods for the then valid market price, the contract is converted into monetary units, i.e. abstracting away physical goods, the given contract guarantees a payoff of

$$\max(S_{Pd}(t_1) - S_{Pd}(t_0), 5)$$

at contract’s maturity, with $S_{Pd}(t)$ denoting the market price for palladium at time $t$ where $t_0, t_1$ represent the dates as defined by the contract.

In order to be able to trade a contract, a financial engineer has to determine its market price, i.e. the contract’s monetary value for $t_0 \leq t < t_1$. It is common practice to use spreadsheet-based prototypes when determining, among other things, a contract’s fair price [12]. These prototypes use appropriate valuation algorithms and models typically implemented as Microsoft Excel spreadsheets. These “development environments” are usually augmented with glue code in form of Visual Basic for Applications (VBA) macros and additional C/C++ dynamic link libraries (DLL) as the need arises. Because financial engineers are usually not software developers, solutions provided by software technology, e.g. design patterns [13], are only slowly adopted. Inflexible prototypes dominate and cause tremendous problems. Additionally, spreadsheet-oriented designs do not scale up well in case of increasing complexity. Although financial engineers and software engineers work in quite different domains, the principal problems are very similar.

B. COMDeCo’s Objectives

Derivative contracts represent a large and higher-than-average growing segment of local and world wide financial markets. The almost arbitrary flexibility\(^7\) in conjunction with the pressure of permanently shortening product life and time to market cycles creates the need for efficient methods of design and valuation. COMDeCo [14] aims at providing tools and techniques to handle the complexity of current and future derivative contracts. In contrast to well-established description techniques based on plain mathematical formulae used by financial engineers for decades, COMDeCo offers an enhanced termsheet representation using a special variant of an ACTIVE DOCUMENT - software technology meets financial engineering. Utilising ACTIVE DOCUMENTS, any contract is represented by a component-oriented software program which is subject to composition by the non-expert end-user.

Using a hypertermsheet, a simplified and intuitive design process supported by the runtime system (see Figure 2) replaces error-prone low-level programming attempts. The explorative composition style is based on easy to understand drag and drop gestures. Design attempts for a set of “standard” contracts, e.g. a plain vanilla european call, are automatically detectable and wizard-based visual constructors are provided to further simplify the design process.

C. Hierarchical ACTIVE DOCUMENTS

The fact that a derivative contract may be described using a functional programming language [15] indicates the applicability of hierarchically structured description techniques. COMDeCo uses hierarchical ACTIVE DOCUMENTS to represent any kind of derivative contract (see Figure 1). Being hierarchical, a XML-based representation is easily inferred, resulting in a standards-based exchange format. The runtime system provides services necessary to instantiate a hierarchical ACTIVE DOCUMENT. The usage of XML offers several advantages.

1) Besides explorative and interactive composition techniques, a programming language like approach may be used for contract design.

2) Standard XML technologies like XSL or XML Schema allow for transformations, checks or manipulations performed by the framework or third party tools.

3) As XML is a human-readable information representation, users are not locked in proprietary binary formats which require complex reverse engineering efforts in case of migration.
D. Modular composition constraints

COMDECO currently provides a set of ”standard” components which can be used to construct derivative contracts. The simplest contract is represented by a derivative component which encapsulates further components such as sell or acquire.

Example III.2 A derivative contract which guarantees the right to buy the underlying FOO for a fixed price of three monetary units at timestep 0 and the right to sell the underlying at timestep 42 for the then current market price is written as:

$$\langle \text{contract}\rangle 
\langle \text{derivative}\rangle
\langle \text{sell}\rangle
\langle \text{condition}\rangle
\langle \text{at timestep} = "42"/\rangle
\langle /\text{condition}\rangle
\langle \text{observable id} = "foo" \text{ model} = "FOO"/\rangle
\langle /\text{sell}\rangle
\langle \text{acquire}\rangle
\langle \text{condition}\rangle
\langle \text{at timestep} = "0"/\rangle
\langle /\text{condition}\rangle
\langle \text{constant id} = "strike" \text{ value} = "3"/\rangle
\langle /\text{acquire}\rangle
\langle /\text{derivative}\rangle
\langle /\text{contract}\rangle$$

It is obvious that a limited set of components utilizable for the construction of contracts is not desirable. Varying and extensible sets of building blocks have to be supported to cope with the flexibility of derivative contracts. Composition is based on the decorator pattern [16] which allows for evolutionary enhancements of already existing contracts.

Example III.3 To create a plain vanilla european call having a payoff of

$$P(t) = \begin{cases} 
\max(FOO(t) - 3, 0) & t = T \\
\text{unknown} & \text{otherwise} 
\end{cases}$$

the simple contract of the previous example is augmented by an additional floor component, resulting in

$$\langle \text{contract}\rangle
\langle \text{floor using} = "lowerBound"\rangle
\langle \text{constant id} = "lowerBound" \text{ value} = "0"/\rangle
\langle /\text{floor}\rangle
\langle /\text{contract}\rangle$$

Components to be used in an ACTIVE DOCUMENT provide modular composition constraints which are merged by the runtime system managing the component repository resulting in a dynamic document specification. The set of constraints varies depending on the repository’s contents.

1) Structural Constraints: Structural constraints control the overall architecture by restricting the set of possible relations between different entities constituting an ACTIVE DOCUMENT. In case of hierarchical ACTIVE DOCUMENTS, a combination of several standard schema techniques such as Relax NG [17], XML Schema [18], and Schematron [19] may be used. When constraining general-purpose ACTIVE DOCUMENTS, a graph-based specification restricts the set of possible entity configurations.

Example III.4 A cap component only influences a floor component or a derivative component and its bound may only be represented by a constant component or an observable component. These constraints are expressed by the following code fragment exploiting the hierarchical structure.

$$\langle \text{complexType name} = "cap"\rangle
\langle \text{choice}\rangle
\langle \text{group name} = "ConstantOrObservable"\rangle
\langle \text{element maxOccur} = "1" \text{ minOccurs} = "1" \text{ name} = "observable" \text{ type} = "observable"/\rangle
\langle \text{element maxOccur} = "1" \text{ minOccurs} = "1" \text{ name} = "constant" \text{ type} = "constant"/\rangle
\langle /\text{group}\rangle
\langle /\text{choice}\rangle
\langle /\text{complexType}\rangle$$

For example, FOO could be a stock or a bond traded on a stock exchange.
merges the two independent documents. Corresponding entities communicate with each other partially.

For that reason, when performing price calculations, at least one additional document has to be considered: the market specification, the set of valid ACTIVE DOCUMENTS is further limited, reducing possibilities of semantical composition mismatches. Semantical constraints are specified using a declarative style, thus separating logic and data implementation, further reducing coupling.

Example III.5 For the lower bound $F$ and the upper bound $C$ of a floor and a cap component being related to each other, $F < C$ should always hold. Otherwise, the corresponding payoff formula would be $P = \min(\max(X, F), C)$, which is independent of the value of $X$ in case of $F \geq C$.

First Order Logic is currently applied for the specification of semantical constraints. As an ACTIVE DOCUMENT consists of components which have a state of their own, a forwarding chaining rule engine that makes use of the RETE algorithm [20] is suitable for the semantical constraint checking layer in the Omnia framework.

E. Separation of concerns

Potentially varying characteristics like market volatility or the current market value of an underlying FOO are not part of the ACTIVE DOCUMENT representing the contract. This ACTIVE DOCUMENT just specifies the existence of such a relation, but the concrete occurrence is deferred until valuation. For that reason, when performing price calculations, at least one additional document has to be considered: the market specification9. Observables represent hooks, that have to be associated with real or simulated market data. In case of the exemplary contract of Figure 1, the fact that the value of the contract is dependent on the performance of the underlying FOO is expressed by observable foo. By establishing communication links between the observable and its counterpart in the market specification, the pricing engine is able to gather the necessary input parameters to perform the valuation. Letting corresponding entities communicate with each other partially merges the two independent documents.

F. Componentised valuation engine

When solving the pricing problem, there are, roughly speaking, three methodological categories to choose from:

1) Closed-form solutions provide an analytical expression that is used to determine the corresponding contract’s market price. However, only a small fraction of the set of imaginable contracts may be priced by hitherto discovered closed-form solutions.

2) Monte Carlo simulation provides an almost general-purpose framework for the pricing of derivative contracts. Unfortunately, algorithms are often computationally intensive.

3) Tree-based algorithms represent a financial engineer’s swiss army knife, because any kind of derivative contract may be priced using these algorithms. Nevertheless, the memory footprint of such solutions may impose practical restrictions in multi-dimensional settings.

Since the derivation of the first closed-form solution by Black & Scholes [21] in 1973, their number has grown steadily, but pricing arbitrary derivative contracts using closed-form solutions remains wishful thinking. Monte Carlo simulations and tree-based algorithms provide an almost general-purpose framework, but both are not a panacea: their proper applicability depends on certain properties of the contract to be valued. Using closed-form solutions when appropriate, apply tree-based algorithms otherwise and offer Monte Carlo simulations as an alternative is therefore the preferred strategy when solving the pricing problem.

Besides that, pricing has to be flexible with respect to valuation models, because the de facto standard Black & Scholes is not applicable in case of arbitrary complex contracts. Models and valuation strategies are realised as components, stored in a queryable repository, being plugable on demand.

Operating on pure mathematical descriptions, the determination of the best-fitting algorithm and valuation model is tricky. The ambiguity of mathematical assembler consisting of low-level operators like max or min may cause problems, making global analysis techniques necessary.

Example III.6 Let a payoff function be given by

$$P(T) = 3 \cdot S(T) \cdot \prod_{i=1}^{n} \frac{\min(S(t_i), B)}{B}$$

Although making use of the min operator, the corresponding contract does not consist of any caps. Instead, it is a barrier option.

High-level concepts, e.g. floor or cap, help to disambiguate and simplify the design, classification and analysis phase. However, these abstractions cannot completely prevent spaghetti contracts10. Their construction is just significantly complicated, so end-users should not be able to create them by accident.

9Note that modeling the market specification as an ACTIVE DOCUMENT is not the only option. Alternatively, the ACTIVE DOCUMENT representing the derivative contract could be valued by combining market specification data gathered from an appropriate web service, for example.

10The analogon to spaghetti code in computer programming, i.e. hard to understand contract specifications.
Since ACTIVE DOCUMENTS are queryable entities, additional information further improving the valuation process can easily be retrieved. The best-fitting approach can be selected with no or little user interaction depending on the information gained by issuing appropriate queries.

**G. Further advantages**

Besides offering an optimised design and valuation approach that shows up better scalability with respect to reduced turnaround times, ACTIVE DOCUMENTS pave the way for new kinds of applications. Normally, customers of derivative contracts rely on financial engineers for contract design and valuation. Individual contracts imply an increased administration effort, making OTC\(^1\) a viable option only in case of large financial investments. With COMDECO, a non-expert customer is able to autonomously design derivative contracts according to individual needs. An online broker may provide customers access to his contract and component repository, valuate user-designed contracts instantaneously and add them to the customer’s portfolio upon acceptance in real time. Even small and medium non-expert investors are able to profit from the benefits, although they do not belong to COMDECO’s primary audience. Further advantages beyond the scope of this paper are briefly discussed in [22].

**IV. BEHIND THE SCENES**

Having sketched a possible usage scenario of ACTIVE DOCUMENTS in the domain of financial engineering, this section gives a brief overview of the technical and conceptual key aspects of the ACTIVE DOCUMENT framework Omnia which is developed in parallel during the ongoing COMDECO project.

Any ACTIVE DOCUMENT consists of combinations of the two principal entities *component* and *environment*. In contrast to the majority of current document systems, the document itself is a piece of software that is composed by the user.

\(^1\)Over The Counter, i.e. financial products individually tailored according to customer requirements.

By providing an intuitive composition environment, non-expert end-users are able to design software according to personal requirements.

Environments are able to control the messages being exchanged between components and components provide services to their neighbourhood (a component’s neighbourhood is the set of components that may send service requests to the component or receive responses from it). An arbitrary number of components and other environments may be embedded, letting an environment act like a container.

An important aspect is the communication model which specifies the modus operandi of message exchange between involved entities. Message propagation is controlled by environments that receive messages from their neighbourhood and forward these to the embedded entities. Omnia distinguishes two kinds of messages, namely

1) **Intra-environmental messages** which are exchanged between entities embedded in the same environment, i.e. intra-environmental messages never leave the environment they were initially sent into.

2) **Inter-environmental messages** which cross environmental boundaries, e.g. if an intra-environmental message is received by an environment and propagated to its embedded entities, the initially intra-environmental message becomes an inter-environmental one.

The communication model restricts an environment’s sphere of action concerning message propagation control. Only inter-environmental messages may be filtered (e.g. blocked) or altered by an environment. Intra-environmental messages are transparently propagated to all embedded entities. This design decision has an almost straightforward analogon in real life. Think of components as the employees of a firm, interacting with each other by means of communication. The employees are spread over several rooms, represented by environments. Assuming not so large rooms, every employee is able to communicate directly with its room mates, whereas communication with employees in other rooms is physically restricted. However, this analogy is not exhaustive, because a component may be embedded into more than one environment and environments may be nested arbitrarily.

**A. Partial anonymous communication**

Using message multicasting mechanisms, components send messages to their neighbourhood and may receive associated responses. Neither determining the number of entities in a component’s neighbourhood nor checking for entities which are able to react to a certain message is possible. In contrast to message sending, message reception is transparent, i.e. receiving entities may determine the initiator of received messages or responses, so distinguishing different senders is an option. From a component’s point of view, its neighbourhood is a black box which consumes and produces messages. This *partial anonymity* results in loosely coupled entities, tremendously limiting the set of assumptions a component designer may act on. A component
• can neither expect a message to be processed by its neighbourhood nor to receive a response for a message being sent and
• can never expect message monotony, i.e. the component’s neighbourhood reaction / response pattern triggered by a message being sent may change over time.

B. Dynamic service interfaces

Environments act as containers, structuring both: message propagation and the overall system architecture. From the technical point of view, an ACTIVE DOCUMENT is created by propagation and the overall system architecture. From the

Example IV.1 The components A, B, C and D are members of a common neighbourhood, each providing services \( \pi^1 \ldots \pi^n \). The following provides / requires specifications hold (an empty right side indicates that the corresponding service is provided independently from any other available neighbourhood service):

\[
\begin{align*}
\pi^1_A & \leftarrow \pi^1_B \\
\pi^1_B & \leftarrow \pi_A \\
\pi^1_C & \leftarrow \pi^1_D \\
\pi^1_D & \leftarrow \pi_A, \pi_D
\end{align*}
\]

The provided services resulting from this specification are \( \{\pi^1_A, \pi^1_D, \pi^2_B, \pi^1_C, \pi^1_D\} \). If component B leaves the common neighbourhood, this changes to \( \{\pi^1_B\} \).

C. Assembling & Composing components

The discussion of ComDECO has already introduced two categories of constraints each component may contribute to:

1) Structural constraints
2) Semantical constraints

These and other component characteristics are subsumed in the component’s “binary” representation which merges the distinct parts into a structured stream\(^{12}\).

- **Java bytecode** specifies a component’s behaviour. Because of contextual polymorphism, there may exist a one to many mapping between messages and behaviour implementations depending on the environment from which messages are received.

- **Requires & provides specifications** explicitly define a component’s context dependencies.
- **Composition constraints** specify structural and semantical conditions that have to be met when being composed.

Example IV.2 The cap component in ComDECO uses the following assembly specification which is used by Omnia’s component compiler to generate the final “binary” component.

```xml
<component>
  <message id="getCurrentValue" returntype="java.lang.Double"/>
  <message id="getUpperBound" returntype="java.lang.Double"/>
</message>
<implementation class="CapFinancialComponentFeature">
  <mapping>
    <map id="getCurrentValue" ishandledby="getUpperBound"/>
    <map id="getUpperBound" ishandledby="getUpperBound"/>
  </mapping>
</implementation>
</constraints>
</component>
```

Note that due to implementation specific considerations, the structural specification is not part of the assembly specification, but is provided by special method invocations triggered by the runtime system during composition. The mechanisms to determine a component’s required and provided services are currently under careful consideration. A combination of static descriptions as part of the assembly specification and a dynamic analysis phase during composition using bytecode inspection techniques is favoured at the moment.

Both semantical as well as structural constraints may be distinguished in local and global specification categories, i.e. constraints may express conditions for the whole system or just for a component’s neighbourhood. Technically, local constraints are tied to environments, whereas global constraints are bound to the ACTIVE DOCUMENT. Local constraints are subsumed in the world section whereas global constraints are listed in the universe section of the assembly specification.

D. Special kinds of environments

In context of ComDECO, a hierarchical ACTIVE DOCUMENT is used to model any kind of derivative contract. Due to the fact that a contract is representable by a n-ary tree datastructure, environments being used to construct the corresponding ACTIVE DOCUMENT representation have to obey to additional structural constraints.

- At most one component and an arbitrary number of environments are allowed as embedded entities (Single component per environment constraint).
- An environment lets pass a message to its embeddings only if the message-initiating entity is a member of the same neighbourhood as the environment (Local messages only constraint).

\(^{12}\)Instead of using a directory abstraction as in the case of Mac OS X applications, all necessary information is stored in a single file, simplifying cross-platform component deployment.
Because this kind of environment is essential in the context of derivative contract design, Omnia provides a default implementation. Further ready to use specialisations currently exist, e.g. fallback environments that allow for inheritance-like messaging mechanisms and directory-based environments which allow for rapid prototyping hierarchical environment structures by making use of the filesystem hierarchy.\footnote{This kind of environment is currently used to implement the market specification and to support debugging within ComDeCo.}

V. CONCLUSIONS

A distinguishing property of ACTIVE DOCUMENTS in comparison to compound document technologies is the capability to express and enforce structural as well as semantical constraints on the involved entities. The well-known and intuitive component model of ACTIVE DOCUMENTS which minimises potential composition mismatches by explicitly specifying valid compositions. Albeit not being a silver bullet for all problems raised by the component-oriented paradigm, ACTIVE DOCUMENTS offer enhancements and solutions for difficulties showing up when adapting the component-oriented paradigm to the end-user domain. Next generation software based on the concept of an ACTIVE DOCUMENT allows for autonomous adaptations according to individual preferences.

ComDeCo’s already available proof of concept contract design tool demonstrates that the component model’s expressiveness is sufficient for the currently investigated domain of financial engineering.

For the e-Learning domain, Minerva has already proven conceptual practicability of ACTIVE DOCUMENTS and the results of ComDeCo may be used in this context, too. This emphasises the vanishing application boundaries property of ACTIVE DOCUMENTS. In fact, there is no distinct Development Environment for Derivative Contracts, just an ACTIVE DOCUMENT system which may be turned into an e-Learning environment that is used for in-house training of financial engineers, for example.

Financial engineering and e-Learning are two domains these concepts can be applied to successfully, but almost any application operating on some kind of document on the conceptual level, e.g. IDEs for software development, is a candidate for the transformation into an ACTIVE DOCUMENT.
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Abstract

Component support has actually been enhanced with version 2.0 of the Unified Modeling Language and component appears as the best reusable unit of software, whereas more and more pre-built components are made available. However, reuse of components to build system remains a difficult task. Components are mostly identified in the late phases of the system development cycle without considering the end-users’ requirements specified in the early phases. The effort required to develop or re-use components which satisfy the requirements is still significant, so that a lot of developers generally prefer to develop a system from scratch, while being largely influenced by technological concerns.

This article presents a Model-Driven Engineering method based on the early identification of business components. Setting up the component identification during use case modeling, transforming requirements into logical components, enriches analysis using UML diagrams. Business archetype concept and component paradigm are jointly used to structure the component-based process. This innovative method demonstrates that 1) components must be identified right from the use case model at the requirement stage of the development cycle and 2) a mechanism must be set up to ensure their traceability along the next stages. Building Platform Independent Models from the use case model, using a set of four Business Archetypes, maintains the consistency between components and requirements, ensures their traceability and facilitates their transformation into Platform-Specific Models, and then into code. In the whole, the proposed method should bring another significant progress to Model-Driven Engineering.

Keywords: Component, traceability, requirements, information systems, engineering process.

1. Introduction

The component idea is today omnipresent in software engineering mainly for development concerns. Support of component during analysis has been enhanced with version 2 of the Unified Modeling Language (UML) [25] but its use is not guided by a clear method. Component appears as the best reusable unit of software, whereas more and more pre-built binary components are made available. Component-Based Development (CBD) [6] has lately been extended to integrate the concepts of service and of Service-Oriented Architecture and then to allow a wide exchange of pre-built off-the-shelf components. In the mean time, Model-Driven Engineering (MDE), following the Model-Driven Architecture (MDA) specified by the Object Management Group (OMG), makes modeling an activity of software production instead of documentation. MDE clearly separates the business models independent of any technology from the system models dependent of them. Both CBD and MDE follow a convergent way, since MDE needs CBD to facilitate reusability during Platform Independent Model (PIM) building, whereas CBD needs MDE to facilitate the interoperability between technological platforms. However CBD and MDE are today not well integrated, so that reuse of components to build a system remains a difficult task. Moreover, decomposing a system into really reusable components is still non-trivial.

The main idea presented in this paper is the design of a system with a better integration of the component paradigm and model driven mechanism in a Unified Process-like [2] approach. We will particularly demonstrate that, because of this lack of integration, the traceability between requirements and components designed during deployment task is far from obvious in current software development processes.

In this paper, we propose to enrich the UML notation with the logical component concept by extending its meta-model and we describe the method to ensure traceability. The extension mainly consists in adding
the logical component and business archetype concepts [23]. Thus, it allows to map business processes as described by the use cases with logical components of the analysis model. We finally discuss the benefits of our approach, according to our current works. A simple case study, the “hotel room management” system illustrates our proposal.

2. The component dimension in current engineering processes

Based on the use case model, the analysis task consists in finding and defining system entities. Design and implementation tasks deal with technological concerns (see Figure 1). The use case approach allows to specify user requirements and to provide an artefact that is understood by each stakeholder. Nowadays, software engineers master analysis of information systems by applying approaches like the Unified Process (UP) [2]. The UML [1] is commonly used to build most of the models. Each model corresponds to a view on the whole system specifications, which is the responsibility of a particular competency [3]. However, working with engineers on actual projects in insurance, health care and banking companies, we observed that there is no structural guide to map use cases with deployable components. Moreover, designers and developers are guided by technology concerns, and therefore often change decisions previously made by business analysts about final users’ requirements. Different stakeholders in a project team guided by a current engineering process build several distinct models using UML. Each stakeholder has his own knowledge and responsibilities. Thus, existing tools provide an appropriate view of the system according to stakeholders’ different concerns.

The use case model contains the system requirements grouped in coarse-grained functions, i.e. the use cases. Sets of scenarios detail use cases. Dynamic UML sequence diagrams realize use cases and model each scenario of use. A sequence diagram shows interactions between architecture elements to process and realize requirements. Static UML class diagrams, an artefact of the analysis task, define the types of the architecture elements and their relationships. Package diagrams regroup classes to reduce system complexity and dependencies. The design model is the transformation of the analysis model taking into account technological concerns, applying design patterns, proposing new decomposition depending on these new concerns, and so on. A main goal of the design task is to discover UML deployment components and model them in a component diagram. This diagram is a representation of the binary components coded during the development task. Then, deployed components are tested to finally check that all requirements have been realized.

The goal of this simplified description of a UP-like process is not to be exhaustive but to demonstrate that traceability between each of these models is not implicitly supported and therefore not guaranteed. Different models provide mismatched system decompositions. Use case model and sequence diagrams are organized by use cases. In analysis classes diagram, software engineers take care of object-oriented concerns, and of technological interests in design model and component diagrams. Testers come back to the use case paradigm to check that requirements have been completed. An experienced architect or a competent project team leader is the only one with a global perspective of the work. He is responsible to check the consistency between several views, using a matrix mechanism linking requirements with architecture elements of all views. This reduces quality and readability of the system.

Since the technological targets are component based, we claim that component must be the master piece of software and be present all along the development process. According to these issues and context, we list, in the next section, the fundamental features to be identified in a component-based system. The concept of component first appeared in research on middleware [8] [9] to deploy part of software that can be reused in another technological context. Interoperability was the initial purpose of component research. Some formalisms and notations have been elaborated to describe component-based systems. However, design approaches did not appear immediately. Thus, engineers adapted object oriented methods to deal with finding and defining system components. Currently, there exist component-based approaches [4] [6]. They are an adaptation of the UP [2]. Generally, they use and adapt UML and apply common development life cycle that drives developers from use cases to UML deployment and component diagrams. However these models remain relatively independent. Finally, these approaches do not cover a complete MDA process and do not obtain its benefits. UML2 only enriches the class concept with some component concepts like provided interfaces that represent and categorize operations or services provided by a component and Required interfaces that represent operations and services requested by a component to successfully complete its functions.

The aim of a component-based method is to define the component boundaries, their interfaces and finally their connections to realize all the user requirements. According to these features, we claim that UML diagrams must be enriched with the concept of logical component. In the next part, we present in an iterative
way, our method to implement this proposal. We demon-
strate that it should be the best unit of software at a
conceptual level.

3. Method to transform requirements into
logical components

The Information System (IS) engineering major is-
ue is to define the best way to decompose a system,
and thus to reduce and to manage its growing com-
plexity. As the complexity of IS due to the large business
domains and to the mismatched decompositions de-
pending on the different views in the project life cycle,
component based processes require a huge effort to
maintain traceability. Logical component concept aims
to reduce this effort by partitioning system models and
by explicitly representing dependencies between its
parts. Our proposal is to add the logical component
concept in each view, by encapsulating a group of view
constituents, as a membrane. Since each view ad-
resses a specific concern, constituents are of different
types, and their traceability is difficult to maintain. As
the logical component semantic is the same in the dif-
ferent views, a logical component acts as a pivot to
support traceability and should not be transformed.

Figure 1 is the use case diagram of our case study
“Hotel room management”. The system allows to re-
serve rooms, to check-in, and check-out. The account-
ancy concerns are processed. When a customer leaves
the hotel and checks out, he pays to an employee who
validates the payment.

![Use case diagram of the "Hotel room
management" system](image)

We named our proposal CUP as Component Unified
Process [24] because, it adapts the Unified Process by
extending it with the logical component concept. We
propose to split the system model in four views. The
different views of our process are presented with ex-
amples from the case study. The CUP meta-model of
the method links these four views. Any constituent
depends on each other. The four views are the frame-
work of the method and structure its presentation.

One of the first activities in a design process is the
identification and the specification of the system func-
tions. The habits are to use a UML use case diagram to
do this. Anyone can understand this diagram, without
any technical knowledge. It plays the role of a bound-
ary object between each stakeholder. CUP introduces
in the use case view the concept of logical component.
It is an innovation because it allows an early identifica-
tion of the component of the system. Component de-
sign view is a white box view representing the internal
static structure of the logical component, its provided
and required interfaces. The interaction view shows
dynamically the interactions between each internal
object of a component. This view is close of a UML
sequence diagram. Moreover, CUP introduces external
object interactions which specify that an object inside a
component needs a service outside of it. This view
specifies the dynamic of a component in an independ-
ent way. It shows interactions between parts and
through interfaces of a component to complete use-
case scenarios. The whole system is represented in the
assembly view as an assembly of connected logical
components. This black box view only shows provided
and required interfaces. It does not consider their reali-
ization.

CUP is an iterative process. Thus, we present two
iterations. The first one proposes a straight application
of the method. It is a quasi-systematic way to proceed.
The resulting model consists in decomposing the sys-
tem into primitive logical components. The second
iteration enriches the first one by detailing the features.
It proposes a simple mechanism to support analysis.
The system is represented by composite logical com-
ponents which are a merge of the primitive ones.

3.1 Primitive logical components design

Use case view

A logical component is a membrane, which contains
a subset of model elements. Requirements are modeled
by a set of use cases. Our proposal is to identify logical
components when building use cases. With the use
case view of the system, we first propose to encapsu-
late each use case in a logical component. In that sense,
a use case will be realized by elements enclosed within
this logical component in each view of the system. We
name this concept a Primitive component.

Component design view
Object oriented analysis consists in providing an abstraction of the real world. Object idea is twofold. Firstly, it has properties which represent its state. Secondly, it has operations which implement its behavior. A basic way to represent the real world is to group entities which have common state and behavior within an object. This is a wrong way to do, because objects are too small to be re-used and are too dependent of their context. We propose to use archetypes [23] to define a better way to create a more re-usable piece of software. Archetypes contribute to solve the issue of what is the best reusable module in the software. We propose the use of four business archetypes [23], one business archetype, which represents the dynamics of the business process whereas the three others represent the statics of the business entities involved in the process.

The Party, Place, or Thing (PPT) archetype depends on the subjacent entity. It allows to characterize an object as an entity which has properties and operations referring to business data and to business behaviour. It is used in one or several business processes. The archetype description models a record of data attached to a PPT, as, for instance, the Category of a room (see Figure 2).

The moment-interval archetype refers to a business process. It is a session-long life object. It allows to model the purpose of a business process, or a use case as the Reservation, in our example.

The role archetype allows to link a moment-interval which has a short life with a specific purpose to the business entities represented by a PPT archetype. With a role archetype, we can represent the way a PPT is involved in one or several contexts of use. There is a strong link between the use case definition and the business process one. As we know that different companies share similar business processes and that a business process can be modelled by the four archetypes, we can link requirements with analysis artefacts in a readable way. Links are established by identifying roles of objects, from a really simple and straightforward object oriented analysis. We then maintain traceability, with the moment-interval archetype.

**Interaction view**

![Figure 3 - Interaction view of the primitive](image)

The interaction view (see Figure 3) partially models collaboration. Handling this view to find collaborating objects should help to discover components and to establish their boundaries. The view uses graphical UML analysis stereotypes [12] to represent instances of archetypes and traditional classes. **Entity**: PPT archetypes can be represented by an entity analysis stereotype. It is a business object containing business data and behaviour. **Control**: a moment-interval represents behaviour and data contained in an object which exists only during a transaction, we use a control analysis stereotype to represent it. **Boundary**: port is an interaction with another component, as an actor link is a relationship with a human or a computer system. We therefore use a boundary analysis stereotype to represent a port or an actor interaction.

**Assembly view**

An assembly view gives a black box point of view of the logical component (see Figure 4) and connections with other ones.

![Figure 4 - Assembly view of the primitive logical component "Reservation"](image)

Identification of primitive logical components in the use case view corresponds to Jacobson proposal of the use case module. Jacobson defines a use case module [10] to deal with that issue. “If we could keep use case and its realization separate, and maintain that separation, we would get a system really simpler to understand, to change, and to maintain”. Unfortunately, he demonstrated that tangling (a component contains code that realizes several use cases) and scattering (a use case is realized by the code of several connected com-
ponents) phenomena do not allow splitting a system in use case modules only.

3.2 Composite Logical Components discovery

![Figure 5 - UML collaborations](image)

As we saw before, the use case is not the best module of software reuse. Dependence between objects is dramatically hard to manage. If we keep separate objects in different logical components, the complexity remains identical. UML 1.4 [1] specifications define a collaboration as a set of roles played by objects and their interactions [26] (see Figure 5). Each interaction of an object enrolled in a collaboration is represented by a link, which is characteristic of its role in this interaction. For instance, a Person object is enrolled in the ValidPayment collaboration, and has customer role within it. The same object Person is enrolled in Check-out customer collaboration, and has a host role with other responsibilities. As the use case concept, collaboration has a useful goal. Thus, a use case can be transformed into a set of one or several collaborations which share the same role. This is a crucial logical link between the use case model and the analysis model which the process must save.

![Figure 6 - Design frameworks composition](image)

Logical interfaces, i.e. responsibilities, are added to an object, for each collaboration within which it is enrolled. To specify and then implement the whole object, it is mandatory to know all its responsibilities [4]. Named design framework in Catalysis method, a composition mechanism allows to define a complete specification of objects (see Figure 6). This mechanism achieves to explicit precisely how a use case is realized in the analysis task. It shows why it is difficult to keep traceability manually, because of the many choices to do.

We apply this composition mechanism to propose a heuristic to discover logical component boundaries. In our Hotel room management example, we group use cases as follows. Use cases are realized by collaborations which enroll objects of the system. The goal is to minimize dependencies between components. To achieve it, we do not authorize the enrollment of an object in collaborations which realize a use case encapsulated in another logical component. Sometimes, it is not possible and we add required interfaces to define interactions between components as actors interactions.

The use case view (see Figure 7) shows two logical components that encapsulate sets of use cases. The interactions represented in are crossing logical component boundaries through interfaces between components. The second iteration of the process illustrates and explains the composition mechanism that creates composite logical components, in each view.

![Figure 7 - Use case view of "Hotel room management" system](image)

Regarding subjacent object collaborations realizing uses cases, some of the use cases can be grouped in the same component (see Figure 7). This kind of logical component is called composite. We choose this configuration containing two components, one for reservation and occupation of the room and one for accountability concerns. Designers are free to choose the best selection, the one that reduces interactions and dependencies through component boundary, or simply the one that takes into account SI constraints. Figure 7 results...
from some choice made by the designer. Boundaries of primitive logical components are not commonly kept in order to enhance the model readability.

**Component design view**

The goal of a UML collaboration [1] between a set of objects is to identify the best reusable piece of software, not the objects themselves. The use of archetypes can answer the issue: how to design collaborations? We propose to use archetypes to represent in a class diagram the associations between objects in one collaboration represented by a *moment-interval* (see Figure 8). A collaboration is typically designed with sequence diagrams. But sequence diagrams, which represent use case scenarios, detail interactions between objects. Moreover, the class diagram is no longer linked with the sequence diagrams that allow to define roles of objects.

A composite logical component applies the composition mechanism. As in a use case view, primitive logical components boundaries are not kept. But in this view, the designer has to choose the PPT objects. In the example (see Figure 8), the designer chooses to group the Reservation, Check-in and Checkout use cases. As views have to be consistent, the designer in charge of the component design view, groups the corresponding *moment-intervals*. The three *moment-intervals* define the roles of the PPT objects. As in the composition of frameworks, each role must be the responsibility of one entity object. In this view, the designer has also to define the interfaces of the PPT objects. Another decision has been to keep the Room entity outside of the component to enhance its reusability. This decision has been made in the assembly view presented in the next section.

**Assembly view**

In this view, an architect decides to isolate room entities. Then the Rental component becomes independent of what is rented and is reusable in another context. Actually, the main concern of this view is the reusability of the logical components.

**Interaction view**

As we saw before (see Figure 7), a use case view allows to decompose a system in logical components, grouping a set of use cases. Standard relationships between use cases, extends and includes are kept. The difference with a traditional use case diagram is that these relationships can cross component boundaries through interfaces of the logical components. They explicitly show the functional dependencies between components. It is obvious that there are interfaces in other views, which drive the designer to discover these new interfaces.
In the interaction view, we add the externalControl stereotype for the Resource object. This analysis stereotype represents the component required interfaces. It shows the dependencies of the component with its context, while keeping autonomous the component.

4. Implementation and evaluation

4.1 Method implementation using MDE mechanisms

CUP is specified by an extension of the UML metamodel divided in four parts (see Figure 11). The concept of logical component has been added, with its required and provided interfaces, and the externalControl role. As the notation used in the method is described in a meta-model, its implementation can be facilitated by a modeling tool such as ModX [27], or by the IBM Eclipse Modeling Framework [28].

Object constraint language rules [1] have been defined to constrain and guide the design. They define consistency relationships between each model element. Once the PIM has been built (1,2), these tools can generate code according to some generation rules (3,4). As the properties of our component model are independent of any technological aspect, this enables the translation of a CUP component into several target platforms. In order to define mapping rules, we just need to associate a CUP concept (described by a meta class) with a platform specific concept. Secondly, at each model level, the design can induce modifications at another model level. The tool will inform the designer to carry out these modifications in order to restore the design consistency of the complete model.

The CUP approach has been experimented in actual projects in large business domains, i.e. insurance, banking, health care. It has been proven that applying such division early in the development process, and maintaining consistency with a tool is more efficient. Then traceability is more maintainable. The impact of an evolution is more quickly detected. The efforts are more easily evaluated. Some components have been reused in different projects. It is a practical and efficient way to validate the method and its benefits about requirements traceability.

Components are often introduced too late in the process, according to technological concerns as in the popular UP process [12]. We propose with CUP to deal with component boundaries very in the process, during the requirements phase to ensure better traceability. Then, all stakeholders can participate in the component identification of their information systems. Benefits of a model-driven approach, such as CUP, are that, with design methods, analysts and designers focus on functional concerns, leaving aside the technological ones. Then the produced PIM is more re-usable, and could be more easily transformed into a Platform Specific Model, then into code.

Existing component-based methods often come with a complexity of use. Catalysis [4] is one of the most complete method, but is really difficult to implement. CUP is formalized by a meta-model, and its related constraints, and then MDE tools [27] can guide designers with more flexible processes and tools.

Finally, the concept of logical component guarantees a more focused and more efficient work, and as it is omnipresent, it guarantees consistency between views, from requirements to deployment. Regarding UML 2.0 [25] components, that are enriched classes, CUP ones, are more as a framework, i.e. a set of classes as [5]. Then reusing these components provides a better return on investment, because it includes the reuse of all the models of all the component views and
allows to connect these components without any technical concern.

5. Conclusion
In this paper, we propose an innovative method to ensure requirements traceability in the project development cycle. First, a use case based solution is used to express requirements. CUP allows an early identification of logical components in the use case view to be decided by each stakeholder of the project. The introduction of archetypes increases the quality of the system model, by checking the functional division of the system. Then, collaborations that realize use cases are explicitly designed with *moment-interval* archetypes in the component design view. Analysis based on archetypes helps to find and to consolidate boundaries of logical components. Finding the required and provided interfaces completes the PIM building. Traceability has been ensured by the subjacent meta-model which links the different views. Then generative tools [27] can exploit the results thanks to MDE technology.

Dealing with component identification early in the process makes easier the component re-use. For instance, an existing component answering one or more use cases can be early detected. The re-use of business components will be favored by our approach and allows to build more efficiently future information systems.
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