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ABSTRACT

A fully covariant description, based on the consideration of contact from the surface geometry
point of view, is used for a consistent formulation of frictional contact conditions. All necessary
operations for the description of the contact problems: kinematics, all differential operations etc.
are defined in the covariant form in the local coordinate system which corresponds to the closest
point procedure. The main advantage is a geometrical structure of the full tangent matrix, which
is is subdivided into main, rotational and curvature parts. The consistent linearization of the
penalty regularized contact integral leads to a symmetrical tangent matrix in the case of sticking.
Representative examples show the effectiveness of the approach for problems where the definition
of sticking-sliding zones is necessary as well as for the case of fully developed sliding zones.

Keywords
Frictional contact problem, covariant description,

Tangent matrix, sticking, sliding, evolution equations.

1 Introduction

With frictional contact a specific interaction between bodies contacting each other along surfaces of
those bodies is described. Differential geometry provides a powerful mathematical tool to capture
the change of these surfaces in the covariant form. Another essential feature to model frictional
contact problems is the formulation of the contact conditions as kinematical constraints which
leads to a nonlinear problem and, therefore, in the correct description of the solution process,
to a consistent linearization problem. The Lagrange multiplier method as well as various regu-
larization techniques are among the solutions schemes available to satisfy the contact conditions.
E. g. for 2D frictional problems Wriggers et. al. [28] used the elasto-plastic analogy and the
penalty regularization of contact conditions. By then the return mapping algorithm developed
for the plasticity problem was linearized in the global coordinate system. Peric and Owen [20]
used the penalty method for 3D frictional contact problems with small deformations. Laursen
and Simo [15], however, formulated the penalty based contact conditions and the return map-
ping algorithm via convective surface coordinates, but the following linearization performed in
the global coordinate system led to an artificial non-symmetry of the tangent matrix in the case
of sticking. The symmetrization based on the nested Augmented Lagrangian algorithm was pro-
posed in Simo and Laursen [24] to gain back the symmetry of the tangent matrices, but this is
not a consistent procedure. Pietrzak and Curnier [21] worked extensively with the Augmented
Lagrangian formulation, which was still formulated in global coordinates though with an usage
of the convective coordinates. Parish and Lübbing [19] used also the convective conditions to-
gether with the penalty regularization for sticking and sliding, but still obtain a non-symmetric
stick tangent matrix. Wriggers in [31] mentions the regularization of the stick conditions based
on a functional used in mesh tying procedures which consequently leads to a symmetric tangent
matrix. An alternative approach preserving symmetry in 2D for sticking, based on the so-called
moving cone was proposed in Krstulovic-Opara and Wriggers [12]. Another problems arises from
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the artificial non-smoothness of the contact surfaces modeled by low-order polynomial functions
leading to oscillations of the major characteristics of the solution. Various techniques based on
smooth approximations of contact surfaces can be found in [16], [4], [1], [21]. Wriggers et. al.
[30] mentioned e.g. a problem concerning the discontinuity of the history variables at element
boundaries for smooth surfaces and proposed to use the path length in the 2D case. Various tech-
niques based on geometrical forms in global coordinates were later considered for 3D problems in
Krstulovic-Opara et. al. [13] and in Puso and Laursen [22].

Despite the large amount of contributions the fully covariant description of contact is still not
available in literature. In this contribution we employ the highly developed ”apparatus” of differ-
ential geometry (see e.g. Gray [5]) to reconsider the contact conditions in a specially defined spatial
local coordinate system which corresponds to the well-known closest point procedure. All differ-
ential operations necessary for kinematics and linearization are considered as covariant derivatives
(see Marsden and Hughes [18]). Special attention is on the consideration of the operations and the
weak form on the tangent plane. The constitutive equations for the tangential tractions within
the penalty regularization, or, so called, the evolution equations, are considered in the covariant
description as a parallel translation on the contact surface. It is important to use this form of the
constitutive equations, because the consistent linearization of the contact integral together with
these equations leads to a symmetrical tangent matrix on the tangent plane in the case of sticking.
Each part of the full tangent matrix, such as the normal tangent matrix, the tangent matrix in
the case of sticking and the tangent matrix in the case of sliding has a geometrical structure,
and, in due course, is subdivided into main, rotational and curvature parts. In addition the geo-
metrical interpretation of the parallel translation allows to develop an integration scheme for the
tangential tractions and to overcome the problem of the discontinuity of the history variables at
element boundaries. The frictional contact problem can be subdivided for numerical solutions into
two types depending on the necessity to capture the stick-slip behavior precisely by considering
the numerical integration of the evolution equations. The ”segment-to-segment”, the ”node-to-
segement” and the ”segment-to-analytical surface” finite element approaches are considered and
discussed for different types of contact problems.

The article is organized as follows. In the first section of the part ”Geometry and Kinematics
of Contact” we recall all the operations necessary for our development, known from differential
geometry. The core of the contribution is the second section where a spatial coordinate system
corresponding to the closest point projection procedure is built. Kinematics of contact and dif-
ferential operations are revisited in this coordinate system. In the third section the numerical
algorithms to compute the characteristics from the geometrical point of view are presented. In
particular the weak form, the penalty regularization and the return-mapping algorithm are con-
sidered with a special attention on the construction of the evolution equations for the tangent
tractions. The developed equations are combined during the linearization in the fourth section.
The fifth section contains a summary of the results which are necessary for finite element imple-
mentation. A series of the numerical examples shows the effectiveness of the proposed technique
in the sixth section.

2 Geometry and Kinematics of Contact

We consider two interacting bodies (Figure 1). One of them is chosen as the contact body: its
surface is called ”master” surface. On the surface of the second body, we consider a ”slave” point
S, which is e.g. an integration or a nodal point. Two bodies are coming into contact, if a slave
point of the second surface penetrates into the master surface, where penetration is defined as the
shortest distance between the two surfaces of the contacting bodies.

2



���
�

���
�

ξ

ξρ

S

C

O

X

X

X

2

ρ

ρ
1

ξ

1

23

1

2
3

1

2

3

n
r

r r

r

Figure 1: Two body contact. Local surface coordinate system on master surface.

As contact between two bodies is dominantly an interaction between these two surfaces, the
main aim of the following consideration is to take advantage of the differential geometry of the
contact surfaces in order to describe the kinematics of the contact conditions. First, we consider the
geometry of the master surface and its characteristics and then define a special spatial coordinate
system attached to this surface.

2.1 Local surface coordinate system and its geometrical characteristics

The ”master” surface of the body (Fig. 1), is a 2D manifold, and therefore, can be parameterized
by the surface coordinates ξ1, ξ2. Let ρ be a surface vector, describing any point on the surface.
In a finite element discretization this can be done in the following form

ρ =
∑

k

Nk(ξ
1, ξ2)x(k), (1)

where Nk(ξ
1, ξ2) are shape functions and x(k) are nodal coordinates. The set of shape functions

can be either of the same order as for the finite discretization of the contact body, or it can be
constructed differently as for the case of the smooth approximation of the contact surfaces. It
must be noted that the parameterization (1) is locally defined on the surface element. Therefore,
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the internal variables ξi are not continuous between the boundaries of adjacent surface elements.
This leads to a problem for the kinematical characteristics while crossing the element boundaries.

We consider here quasi-static problems, therefore, we assume that x(k) = x(k)(t), where time is
treated as a load increment parameter. In general, we consider the geometry of moving surfaces.
A specific focus is on the solution scheme, for which the nonlinear equations have to be linearized.
Within the velocity description the increment vector is then treated as a velocity vector.

2.1.1 The fundamental tensors and property of the contact surface

Two fundamental tensors of the surface: the metrics tensor, or the first fundamental tensor, and
the curvature tensor, or the second fundamental tensor, fully contain the properties of a surface.
The metrics tensor is responsible for any metric operation on the surface (length, area or angle).
The curvature tensor is responsible for the inclusion of a surface as a 2D manifold into the 3D
space R3 (Cartesian space) respectively for the local structure of the surface in the 3D space.

First, two surface base vectors ρi, i = 1, 2 in the tangent plane of a surface are introduced

ρ1 =
∂ρ

∂ξ1
, ρ2 =

∂ρ

∂ξ2
, (2)

then the normal unit surface vector is given as the cross product of the basis vectors

n =
ρ1 × ρ2

|ρ1 × ρ2|
. (3)

These three vectors ρ1, ρ2,n define a local surface coordinate system and they are used to
obtain the two fundamental tensors of the surface [5], [23].

The metric tensor. The covariant components of the metric tensor on the surface are defined
as the dot product of the base surface vectors (2)

aij = ρi · ρj, i, j = 1, 2. (4)

The contravariant components of the metric tensor aij are obtained via the equation

aika
kj = a.j

i. = δj
i , (5)

i. e. as the inverse matrix is given in the following form:

aij :
1

a

[

a22 −a12

−a12 a11

]

, a = det(aij) = a11a22 − (a12)
2, (6)

the mixed components a.j
i. are in fact identical to the Kronecker delta δj

i .
An adjacent basis of the surface is defined by the contravariant base vectors ρi, which are

obtained via a linear form of the covariant base vectors:

ρi = aijρj. (7)

Thus, the metric tensor can be defined either in the covariant, or the contravariant basis, or
the mixed basis

A = aijρi ⊗ ρj = aijρ
i ⊗ ρj = a.j

i.ρ
i ⊗ ρj. (8)
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The metrical characteristics, which are necessary for the further description, are length and
area. The differential dl of the length is obtained as

dl =
√

(ρi · ρj)dξidξj =
√

aijdξidξj. (9)

The differential ds of the area can be obtained either via the determinant a of the matrix of
the metric tensor eqn. (4), or via the absolute value of the cross product of the surface vectors
eqn. (3):

ds =
√

| det(aij)|dξ1dξ2 = |ρ1 × ρ2|dξ1dξ2. (10)

The curvature tensor. In differential geometry the curvature tensor is used to describe a local
surface structure via e.g. main curvatures, for more information see [5], [23]. The tensor is defined
by its covariant components hij, which are computed as the dot product of the second derivative
of the vector ρ and the normal n

hij = ρij · n. (11)

The contravariant components are obtained as a bilinear combination of the covariant compo-
nents with the contravariant metrics components

hij = hknaikanj. (12)

Equation (12) gives also a general rule how to compute contravariant components of any second
order tensor via covariant components.

2.1.2 Differential operations in the surface coordinate system

For any further derivations the most important mathematical operations in the surface coordinate
system are frame independent differential operations. They are defined in order to describe the
kinematics from the local surface coordinate system point of view. For this the derivatives of base
vectors have to be determined. The Weingarten formula and the Gauss-Kodazzi formula [23] give
us a complete set for derivatives of base vectors and are used to define covariant derivatives on
the surface.

The Weingarten formula gives directly derivatives of the unit normal – prove see Appendix A:

ni = −hija
jkρk = −hk

i ρk. (13)

The Gauss-Kodazzi formula allows directly the computation of derivatives of the basis vectors
ρi.

ρij = Γk
ijρk + hijn, (14)

where Γk
ij are Christoffel symbols [23], [18], defined on the surface as follows

Γk
ij = ρij · ρk = ρij · ρnank. (15)

For the prove see Appendix B.
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Indifferent covariant derivative. The derivatives of the base vectors allow to evaluate a frame
indifferent derivative of any object defined on the surface. We now consider a vector T, defined
by its local contravariant coordinates T i in the surface coordinate system

T = T iρi. (16)

The full time derivative of T with the assumption that the vector ρi is implicitly time dependent
via the coordinates ξi gives

d

dt
T =

∂T i

∂t
ρi +

∂T i

∂ξj
ξ̇jρi + T iξ̇jρij. (17)

Further applying the Gauss-Kodazzi formula, we get

d

dt
T =

∂T i

∂t
ρi + (

∂T i

∂ξj
+ T kΓi

jk)ξ̇
jρi.

Finally, the full material time derivative of the vector has the following form

d

dt
T = (

∂T i

∂t
+ ∇jT

iξ̇j)ρi. (18)

The term ∇jT
i is a covariant derivative of the contravariant component T i

∇jT
i =

∂T i

∂ξj
+ T kΓi

jk. (19)

A similar expression can be found for the covariant derivative of the covariant components Ti,
see prove in Appendix C:

∇jTi =
∂Ti

∂ξj
− TkΓ

k
ij. (20)

2.2 Spatial coordinate system and its characteristics

As discussed above two bodies come into contact if a slave point penetrates at least at the clos-
est distance into the master surface. This point is computed via the well known closest point
procedure, see details for the finite element implementation in Wriggers [31], Laursen [17]. This
procedure can be included in the variational formulation, see also the theoretical details in Kikuchi
and Oden [9]. One of the important aspects in the current contribution is to construct a special
spatial coordinate system on the master surface corresponding to the projection procedure and to
consider then the contact integral as well as a linearization procedure in this system.

2.2.1 Projection of the contact point vector onto the master surface.

We recall here the projection procedure with specific attention on the definition of all necessary
parameters via the surface characteristics. At the location C on the surface described by the
vector ρ(t, ξ1, ξ2) (see Fig. 1), the value of the penetration of a surface into another one is defined
as the minimal distance between these surfaces, see Kikuchi and Oden [9], Wriggers [31], Laursen
[17]. This leads to the following extremal problem:

||(rs − ρ)|| → min, −→ (rs − ρ) · (rs − ρ) → min . (21)
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As is well known, the solution of eqn. (21) can be achieved by the application of a Newton
procedure for the function

F(ξ1, ξ2) = (rs − ρ)2. (22)

The convective coordinates ξi
n+1 at the penetration location C are computed with the Newton

scheme for the iteration n + 1

∆ξn =

[

∆ξ1
n+1

∆ξ2
n+1

]

= −(F′′)−1
n F′

n (23)

ξn+1 = ξn + ∆ξn,

where the first derivative F′ and the second derivative F′′ with respect to the surface coordinates
are described via the surface characteristics as:

F′ =






∂F
∂ξ1

∂F
∂ξ2




 = −2 ·

[

ρ1 · (rs − ρ)
ρ2 · (rs − ρ)

]

(24)

F′′ = 2 ·
[

a11 − ρ11(rs − ρ) a12 − ρ12(rs − ρ)
a21 − ρ22(rs − ρ) a22 − ρ22(rs − ρ)

]

, (25)

with the components of F′
n and F′′

n evaluated at state n.

2.2.2 Spatial local coordinate system. Geometrical characteristics on the tangent plane.

Now we define a special local coordinate system related to the master surface at the penetration
point C. Any spatial vector in space can be defined as

r(ξ1, ξ2, ξ3) = ρ + nξ3. (26)

By assuming the normal vector to be known, the projection procedure has already been taken
into account into this consideration. The equilibrium equations for contact will now be formulated
in the defined local coordinate system, but since contact is an interaction between surfaces then
each necessary equation especially for the linearization will be considered on the tangent plane,
i.e. at ξ3 = 0. For this, we define all the geometrical and differential characteristics with special
attention on their values on the tangent plane.

The penetration. A value of the penetration g, essential for formulation of the non-penetration
conditions in the contact mechanics, see [31], [17], [9], is exactly the third coordinate in our surface
coordinate system:

ξ3 = g = (rs − ρ) · n. (27)

In the spatial curvilinear coordinate system all the characteristics as metrics, covariant deriva-
tive etc. considered before can be defined. We consider only those which are necessary for the
further development. The base vectors of the system are given as

ri =
∂r

∂ξi
= ρi + niξ

3 = (ak
i − hk

i ξ
3)ρk, i = 1, 2, r3 = n, (28)
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where the Weingarten formula (13) and the first fundamental tensor in the mixed formulation (5)
have been used to obtain a more compact formula. The covariant components of the metric tensor
of the spatial coordinate system are defined via the dot product of vectors eqn. (28).

gij = (ri · rj) = aij − 2 ξ3hij + hikh
k
j (ξ

3)2, i = 1, 2 gi3 = 0, g33 = 1. (29)

Contravariant metric components gij, as well as contravariant base vectors ri are defined in a
similar fashion, eqn. (5), (7).

Time derivative of the covariant metrics components aij. During the forthcoming lineariza-
tion it is essential to consider this procedure as a 3D process in the spatial coordinate system (26).
Therefore, in general, derivatives also with respect to the third coordinate ξ3 should be considered.
Thus, time derivatives of the surface metric components aij are calculated as values of the spatial
metric components gij on the tangent plane at ξ3 = 0, namely

damn

dt
=

dgmn

dt

∣
∣
∣
∣
∣
ξ3=0

=

[

∂

∂t
+ ξ̇j ∂

∂ξj
+ ξ̇3 ∂

∂ξ3

]
(

amn − 2ξ3hmn + hmkh
k
n(ξ3)2

)
∣
∣
∣
∣
∣
ξ3=0

=

=

(

∂

∂t
+ ξ̇j ∂

∂ξj

)

(ρm · ρn) − 2hmnξ̇3 =

= (vm · ρn) + (ρm · vn) +
(

Γl
mj(ρl · ρn) + Γl

nj(ρm · ρl)
)

ξ̇j − 2hmnξ̇3. (30)

The Christoffel symbols appear in eqn. (30) due to the usage of the Kodazzi formula. All indices
are running from 1 to 2.

Time derivative of the contravariant metrics components aij. The time derivative of the
contravariant component of the metric tensor aij is obtained from the derivation of eqn. (5):

d

dt
(aikakj) = 0 −→ akj

daik

dt
+ aik dakj

dt
= 0 −→ daik

dt
= −aimank damn

dt
. (31)

Spatial Christoffel symbols. Covariant derivative on the tangent plane. In order to distin-
guish in the summation agreement a spatial object from the surface one, we will use capital letters,
i.e. I, J, ... = {1, 2, 3}. Covariant derivatives in the spatial coordinate system require the spatial

Christoffel symbols Γ̂K
IJ . They are defined, similar to eqn. (15) but with the spatial base vectors

rI , as Γ̂K
IJ = (rK · rIJ). The full time derivative in the spatial coordinate system in the form of

eqn. (18), computed in convective coordinates ξI via covariant derivatives either for contravariant
components in eqn. (19) or for covariant components in eqn. (20), is a frame indifferent derivative.
It coincides with the Lie time derivative definition Lt in the form

LtT := F
d

dt
(F−1T) =

d

dt
T, (32)

where F is a push-forward and F−1 is a pull-back operator, see more in Bonet and Wood [3],
Marsden and Hughes [18]. For the prove of formula (32) see Appendix D. The Lie time derivative
is usually exploited for the linearization, therefore, the computation of the covariant derivatives
will be employed for further linearization. In the further considerations we concentrate on the
full time derivative on the tangent plane. Then values of the spatial Christoffel symbols on the
surfaces Γ̂K

IJ |ξ3=0, i.e. if ξ3 = 0, define a value of covariant derivatives for any spatial object on
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the tangent plane. It can be easily seen from their definition and the Weingarten formula that
the following relations between the spatial and surface terms hold:

Γ̂k
ij|ξ3=0 = Γk

ij, i, j, k = 1, 2,

Γ̂3
ij|ξ3=0 = 0, (33)

Γ̂k
3j|ξ3=0 = −hk

j ,

where Γk
ij are the surface Christoffel symbols (15) and hk

j are mixed components of the curvature
tensor.

With the vector T in the tangent plane in covariant components, i.e.

T = Tir
i|ξ3=0 = Tiρ

i; (34)

its full time derivative is computed employing the rules given in (17) and (20)

dTi

dt
=

∂Ti

∂t
+

(

∂Ti

∂ξJ
− Γ̂K

IJTK

)

ξ3=0

ξ̇J −→

=
∂Ti

∂t
+

(

∂Ti

∂ξj
− Γk

ijTk

)

ξ̇j + hk
i Tkξ̇

3. (35)

One should distinguish that the full time derivative with the surface Christoffel symbols in the
form eqn. given in (17) and (20) can be applied to an object that belongs to the internal geometry

of the surface, e.g. for ξ̇i; for the full time derivative of an arbitrary spatial object, positioned in
the tangent plane, the form in eqn. (35) must be used.

2.2.3 Motion of a slave point. Convective velocity on the tangent plane.

During the quasi-static loading the contact surfaces are moving and may change. This process
can be observed in the local coordinate system of the surface as a motion of a slave point S,
defined in eqn. (26). As mentioned before for the quasi-static problems, all parameters are time
dependent, where time is seen as a load parameter. Thus the ”master” surface is moving and the
surface vector ρ(t, ξ1, ξ2) as well as the normal n(t, ξ1, ξ2) are time dependent. Taking a full time
derivative we obtain:

d

dt
rs(t, ξ

1, ξ2, ξ3) =
d

dt
ρ +

d

dt
(nξ3) = (36)

=
∂ρ

∂t
+

∂ρ

∂ξj
ξ̇j +

∂n

∂t
ξ3 + nξ̇3 +

∂n

∂ξj
ξ̇j.

With the translation velocity of the penetration point C as v =
∂ρ

∂t
and the velocity of the

slave point as vs =
d

dt
rs(t, ξ

1, ξ2, ξ3), the latter can be written using the Weingarten formula

vs = v + ξ3∂n

∂t
+ nξ̇3 + (ρj − ξ3hi

jρi)ξ̇
j. (37)
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The convective velocities ξ̇i and the rate of penetration ġ = ξ̇3 are obtained from eqn. (37) as
a projection in the local coordinate system by evaluating the dot product with the base vectors

defined in eqn. (28). The vector
∂n

∂t
is orthogonal to n due to the fact that n is a unit vector:

n · n = 1 −→ ∂n

∂t
· n = 0. (38)

Evaluating then the dot product of eqn. (37) with r3 = n, and using the last expression (38),
we obtain the projection of the relative velocity on the normal, or the full time derivative of the
penetration:

ξ̇3 = ġ = (vs − v) · n. (39)

A dot product of eqn. (37) with the base vectors ri gives the following expression:

(vs − v) · (ρi − ξ3hk
i ρk) = ξ3∂n

∂t
· (ρi − ξ3hk

i ρk) + (aij − 2ξ3hij + (ξ3)2hk
i hjk)ξ̇

j, (40)

from which an expression for the first two convective velocities is obtained:

ξ̇j = âij

[

(vs − v) · ρi − ξ3

(

∂n

∂t
· ρi + hk

i (vs − v) · ρk

)]

, (41)

where âij are components of the inverse matrix (aij − 2ξ3hij + (ξ3)2hk
i hjk). Having taken ξ3 = 0,

we obtain the values of the convective velocities (41) on the tangent plane as

ξ̇j = aij(vs − v) · ρi. (42)

Again the assumption of a small value of the penetration g allows to consider each charac-
teristics on the tangent plane. This is a main feature of the velocity description which leads to
simplification of the tangent matrix and an efficient application to non-frictional problems, see
Konyukhov and Schweizerhof [10].

2.3 Geometrical interpretation of covariant derivative and numerical realization

The covariant derivatives require C1 continuity of the surface. Lack of the surface continuity leads
to oscillations in the characteristics, e.g. at the crossing of element boundaries. Therefore, various
approaches based on the usage of a C1 approximation of the surface with Hermite splines, NURBS
etc. were developed e.g. in the following articles [30], [16], [4], [1], [22], [26]. Wriggers et. al.
[30] shown that for C1 continuous contact surfaces a continuity problem of internal parameters
on the element boundary arises and proposed an algorithm for the 2D case, based on the usage of
the path length of the projection point. Puso and Laursen [22] proposed to determine increments
of convective coordinates in the geometric form for the 3D case. Here we construct a numerical
algorithm based on a geometrical interpretation of the covariant derivative as a parallel translation,
see Marsden and Hughes [18]. The result of this section will be used for the computation of the
contact tractions within the return-mapping algorithm.
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2.3.1 Continuous numerical integration algorithm for a relative motion vector ∆ρ

Consider a relative motion of the projection point C on the master surface. The relative velocity
vector of this motion is laying in the tangent plane, i.e.

vr = ξ̇iρi. (43)

We are interested in the relative distance ∆ρ which was passed by point C from step (n) to step
(n + 1). For the C1-continuous surface and continuous convective coordinates we can write the
following

ρ(n+1) − ρ(n) = ρ(ξi + ∆ξi) − ρ(ξi) = ρi∆ξi + O((∆ξi)2) (44)

We define the incremental vector ∆ρ at step (n + 1) as

∆ρ = ρ
(n+1)
i ∆ξi, (45)

from which the incremental components ∆ξi are derived as

∆ξi = (∆ρ · ρj) aij
(n+1). (46)

If the convective coordinates are no longer continuous then the incremental vector ∆ρ can not
be derived via eqn. (45), but it can be derived directly in the 3D space. For illustration, see
Fig. 2, we consider at step (n) two adjacent patches A(n)B(n)D(n)G(n) and G(n)D(n)E(n)F (n) for a
C1-continuous surface, i.e. a surface normal n being continuous while crossing the line D(n)G(n),
but with independently defined convective coordinates of the patches. Let S (n) be a slave point
and C(n) its projection onto the patch A(n)B(n)D(n)G(n) at step (n). A pair of points S(n) and
C(n) defines then a spatial coordinate system, eqn. (26). Now we consider a case, when at the
next step (n + 1) the same pair is shifted into a position S(n+1) and C(n+1) with the slave point
projected onto the adjacent patch G(n+1)D(n+1)E(n+1)F (n+1) to obtain C(n+1). On the surface it
can be interpreted as a motion of the projection point from position C̃(n) to position C(n+1), where
the projection point has been crossing the line D(n+1)G(n+1) (see a vector ∆ρ = C̃(n)C(n+1) in
Fig. 2). Since a moving surface is considered, point C (n) is shifted in the 3D space to the position
C̃(n) by the vector u. Thus, the increment vector ∆ρ is obtained in the global reference Cartesian
system as

∆ρ = ρC(n+1)|ξ1
(n+1)

, ξ2
(n+1)

− (ρC(n) + uC(n)) |ξ1
(n)

, ξ2
(n)

. (47)

The computation in the global reference Cartesian system clearly defines the increment vector
and, therefore, allows to avoid jumps which would occur with the local convective coordinates ξ i.
It should be noted that vectors ρC(n) and ρC(n+1) are defined after the closest point projection

procedure, therefore the information about internal variables ξ
(n)
1 , ξ

(n)
2 must be stored. However,

within the ”segment-to-analytical surface”–approach the value of penetration is computed at the
same integration points, i.e. ρC(n) ≡ ρC(n+1) . Then it is only necessary to keep the information
about the increment vector u from the last load step in the global coordinate system. Eqn. (46)
is then reduced to

∆ξi = −(u · ρj)a
ij
(n+1). (48)

Summarizing the result we obtain the rule for the continuous numerical algorithm to compute
the increment vector:

The increment vector ∆ρ is defined in the spatial coordinate system at
step (n + 1) by its projection in eqn. (45), where the increments ∆ξ i

are computed via eqn. (46) and (47), or in the case of the ”segment-to-
analytical surface”–approach via (48).
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Figure 2: Contact point moving across element boundaries. Covariant derivatives. Sketch of integration
scheme.

2.3.2 Parallel translation of a vector T on the tangent plane.

The full time derivative of a vector T in the covariant form in eqn. (35) describes its change
along the tangent plane. The geometrical interpretation of the numerical increment analogy is
to consider the evolution of the vector T by enforcing its position on the tangent plane. This
operation is called ”parallel translation” in differential geometry terminology, see e.g. Gray [5],
Schoen [23] and application in mechanics in Marsden and Hughes [18]. This interpretation also
allows to overcome a variation in the representation of the vector T due to different local element
coordinate systems.

If T(n) is defined at the step (n), see Fig. 2, and eK are basis vectors of the global Cartesian
coordinate system, then the vector T can be written in both local and global coordinate systems
as

T = T
(n)
i aij

(n)ρ
(n)
j = T

(n)
i aij

(n)

∂xK
(n)

∂ξj
eK. (49)

Projections of this vector to the new basis at state (n + 1) gives us the vector T(n+1) translated
in parallel. This operation in the Cartesian coordinate system leads to:

T
(n+1)
l = T(n) · ρ(n+1)

l = T
(n)
i aij

(n)

∂xK
(n)

∂ξj
eK ·

∂xM
(n+1)

∂ξl
eM = T

(n)
i aij

(n)

∂xK
(n)

∂ξj

∂xK
(n+1)

∂ξl
, (50)
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or in compact form

T
(n+1)
l = T

(n)
i aij

(n) (ρ
(n)
j · ρ(n+1)

l ). (51)

In other words, this operation can be seen as a pull-back from the current configuration at
time (n) into the reference configuration and then a push-forward into the current configuration
at time (n + 1). This procedure allows to keep continuity due to the use of the same reference
configuration.

Remark. In the case of translation in a plane, the metric tensor is constant and eqn. (51)
defines a standard parallel shifting

T
(n+1)
l = T

(n)
i aij

(n) (ρ
(n)
j · ρ(n+1)

l ) = T
(n)
i aijajl = T

(n)
i δi

l = T
(n)
l . (52)

3 Weak form for finite element formulation and regularized contact
conditions

The previous parts give us all the necessary operations to build a weak formulation. Due to the a-
priori small value of the penetration the weak form in the spatial coordinate system is considered
on the tangent plane. A penalty method for a simple Coloumb friction law is now used as a
regularization within the contact algorithm.

3.1 Weak formulation in the spatial coordinate system.

Now we consider the contact tractions T1 and T2 on both contact surfaces s1 and s2 in the current
configuration. Let δui be a variation of the displacement field on the surface si. Then the work
of the contact forces is determined in the following integral

δWc =
∫

s1

T1 · δu1ds1 +
∫

s2

T2 · δu2ds2, (53)

which must be added to the global work of the internal and external forces. Due to equilibrium
at the contact boundary T1ds1 = −T2ds2, equation (53) can be also written as

δWc =
∫

s1

T1 · (δu1 − δu2)ds1. (54)

The integral in (54) is considered in the local coordinate system, therefore, since this point
one surface must be specified as master surface and the other as slave surface. With s1 as slave
surface, the previous notation is now slightly redefined:

u1 = rs is a slave point; u2 = ρ is a projection of the slave point onto the master surface;
the traction vector in the local coordinate system becomes then:

T1 = T = Nn + Tiρ
i. (55)

Here the traction vector is defined as a covariant vector. The variation of (u1 − u2) is directly
obtained from the kinematic equation (37):

δrs − δρ = (ρj − ξ3hi
jρi)δξ

j + nδξ3 + ξ3δn. (56)

It should be mentioned, that the variations themselves are time independent. Now the contact
integral (54) can be written as:

δWc =
∫

s
Nδξ3ds +

∫

s
[Tiδξ

i + ξ3Ti(δn · ρi − hi
jδξ

j)]ds. (57)
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The full integral must be considered with the variation of the convective coordinates which are
obtained from eqn. (39) for the penetration as the third coordinate g = ξ3 in the form

δξ3 = δg = (δrs − δρ) · n, (58)

and from eqn. (41) for the convective coordinate ξj in the form

δξj = âij
[

(δrs − δρ) · ρi − ξ3
(

δn · ρi + hk
i (δrs − δρ) · ρk

)]

. (59)

The full formulation with eqns. (57), (58) and (59) in the local coordinate system is very
cumbersome. However, as the value of penetration g must be small during the solution, which
is an important feature of the current covariant description, we consider the full contact integral
only on the tangent plane, i.e. ξ3 = 0. Thus, we obtain the following form:

δWc =
∫

s
Nδgds +

∫

s
Tjδξ

jds = (60)

=
∫

s
N(δrs − δρ) · nds +

∫

s
Tja

ij(δrs − δρ) · ρids,

which is accompanied with the variation of the convective coordinates on the tangent plane in the
form:

δξj = aij(δrs − δρ) · ρi. (61)

The formulation of the contact integral in the form presented in (60) is mostly used in contact
mechanics (see Wriggers [31] and Laursen [17]).

3.2 Regularization by the penalty method

The contact tractions N and Tj are additional unknowns in the contact integral (60). If they are
treated as independent variables, the Lagrangian multiplier method is used. If they are treated as
dependent variables, additional assumptions are necessary to define the contact tractions, lead-
ing to regularization schemes. Here we follow the regularization technique as described e.g. in
Kikuchi [9], Wriggers [31], [29], Laursen [17] and Zhong [34]. This regularization is based on
an elasto-plastic analogy to model the Coulomb friction. Other types of regularization based
on elasto-visco-plastic models of the Maxwell type and the Kelvin type are considered in Araki
and Hjelmstad [2]. Besides the penalty regularization a special technique based on quadratic
programming method can be applied to solve the contact problem, see e.g. Zhang et. al. [32],
[33].

3.2.1 Normal contact conditions.

We describe contact conditions in terms of the spatial coordinate system. For normal contact they
can be formulated as the Kuhn-Tucker complementary conditions for the variational problem.

1. Contact occurs when a slave point penetrates into the tangent plane: ξ3 = g ≤ 0.
2. At the penetration point the normal nonnegative traction appears: N ≥ 0.
3. The contact traction N exists only, if the slave point is on the tangent plane, i.e. when

ξ3 = g = 0: N · g = 0.
The penalty method, allowing a small penetration, is often used to overcome numerical diffi-

culties in satisfying conditions 1-3. These three conditions can be accomplished by the following
regularization:

N = εN 〈g〉, (62)
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where εN is a penalty parameter and 〈〉 are Macauley brackets in the form

〈g〉 =

{

0, if g > 0
g, if g ≤ 0

. (63)

3.2.2 Tangential contact conditions. Evolution equations.

Additional constitutive equations are necessary for the tangential contact tractions Tj. Frictional
problems in the finite element formulation are considered as quasi-static ones with the loading
from zero up to a certain value. This kinematical approach allows to describe stick and slide
conditions in our spatial coordinate system, see Fig. 1.

a) The slave point S sticks, if its projection point C is not moving on the tangent plane, i.e.
has zero relative velocity vr = 0.

b) The slave point S slides, if during quasi-static loading there is a relative motion of its
projection point C, i.e. vr 6= 0.

These conditions for the simplest case as a model of Coulomb dry friction can be specified as
follows:

1. The slave point sticks as long as the Coulomb dry friction inequality holds

vr = 0 if Φ := ‖T‖ − µN ≤ 0, (64)

where µ is a friction coefficient, and ‖T‖ is the absolute value of the tangential traction T, which
is computed as

‖T‖ =
√

TiTjaij. (65)

2. Beyond the threshold defined by the friction condition (64) the slave point starts to slide in
the direction of the relative velocity vector; the tangential tractions are then acting in the opposite
direction.

if Φ > 0 then ∃ ζ > 0 vr = −ζ
T

‖T‖ , (66)

where ζ is a consistency parameter.
3. Sliding happens only if Φ = 0, thus

ζΦ = 0. (67)

Again the contact conditions lead to a lack of differentiability and, therefore, numerical prob-
lems. In order to overcome this Kikuchi [9] considered a penalty regularization for the contact
functional assuming a small tangential motion in the case of sticking; a penalty regularization
based on the elasto-plastic analogy was developed then in Wriggers et. al. [28], Laursen and Simo
[24]. In the last article the following regularization was proposed in convective coordinates for the
trial tractions:

aij ξ̇
j − ζ

Ti

‖T‖ = − 1

εT

∂Ti

∂t
, (68)

where εT is a penalty parameter. Then a return-mapping algorithm known from plasticity can be
used to satisfy the stick-slide condition.

From a mathematical point of view (see Marsden and Hughes [18]), it appears to be more
correct to consider a parallel translation of the vector field Ti(ξ

i(t)) on the master surface.
In this situation the relative velocity vector vr of the projection point C on the master surface,
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see eqn. (43) must be equal to the full time derivative in the covariant form (18) of the vector
T defined on the tangent plane in the spatial coordinate system. Thus, for the corresponding
regularization we propose the following form

vr − ζ
T

‖T‖ = − 1

εT

dT

dt
, (69)

or employing the covariant derivative of T on the tangent plane in eqn. (35), we obtain the
following expression for the components

aij ξ̇
j − ζ

Ti

‖T‖ = − 1

εT

(

∂Ti

∂t
+

(

∂Ti

∂ξj
− Γk

ijTk

)

ξ̇j + hk
i Tkξ̇

3

)

(70)

or finally, having denoted the time derivative of Ti as

dTi

dt
=

∂Ti

∂t
+

∂Ti

∂ξj
ξ̇j, (71)

we obtain

aij ξ̇
j − ζ

Ti

‖T‖ = − 1

εT

(

dTi

dt
− Γk

ijTkξ̇
j + hk

i Tkξ̇
3

)

. (72)

In order to integrate the differential equation (72) we employ a return-mapping algorithm
based on the backward Euler implicit scheme for the ordinary differential equations, see e.g. Simo
and Hughes [25]. The trial step is assumed to be with sticking, therefore ζ = 0. The consistent
backward Euler scheme for eq. (72) has the following form

(

δi
k − Γk

ij|(n+1)ξ
j
(n+1) + hk

i |(n+1)ξ
3
(n+1)

)

(T trial)
(n+1)
k =

= (T trial)
(n)
i − εT

(

a
(n+1)
ij ξj

(n+1) − a
(n)
ij ξj

(n)

)

− Γk
ij|(n)T

(n)
k ξj

(n) + hk
i |(n)ξ

3
(n)T

(n)
k ,

(73)

which can be seen as a backward scheme for the following ordinary differential equations

dTi

dt
= (−εT aij + Γk

ijTk)ξ̇
j − hk

i Tkξ̇
3. (74)

The system of ordinary differential equations for the computation of the tangential traction
(74) is called the evolution equations. They are important for the linearization process. Keeping
the form with the covariant derivatives (74) instead of the form in eqn. (68) leads to a symmetrical
tangent matrix for sticking, while as used in Laursen and Simo [15], [14], the form (68) leads to a
non-symmetrical tangent matrix for the arbitrary 3D case.

Remark 1. Consider the backward Euler scheme (73) in the case with a linear approximation
of the master surface. Then, having taken all Christoffel symbols and components of the curvature
tensor as zero, we obtain the following equations:

(T tr)
(n+1)
i = T

(n)
i − εT aij(ξ

j
(n+1) − ξj

(n)). (75)

This algorithm can be found in Laursen [17] for the trial step solution of equation (68).
Any analysis based on equation (73) becomes computationally rather expensive, because a

full matrix appears on the left side and additional history variables Γk
ij|(n), a

(n)
ij have to be used.

Moreover, the integration scheme (73) as well as (75) suffers from jumps occurring at element
boundaries due to the different internal coordinates ξi. Thus, we propose a discrete analog of the
evolution equations (74) for the numerical computation

∆T = −εT ∆ρ. (76)

The application of the results of section 2.3 to eqn. (76) together with the sliding condition
leads to the following return-mapping scheme:
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Trial step.

N (n+1) = εN〈g(n+1)〉

(T tr)
(n+1)
i = T

(n)
k akj

(n) (ρ
(n)

j · ρ (n+1)
i ) − εT ∆ξja

(n+1)
ij

Φtr
(n+1) := ‖Ttr

(n+1)‖ − µN (n+1)

‖Ttr
(n+1)‖ =

√

(T tr)
(n+1)
i (T tr)

(n+1)
j aij

(n+1)







, (77)

where ∆ξj is obtained as

∆ξj =







(∆ρ · ρk) ajk
(n+1) for node-to-surface (NTS) and

surface-to-surface (STS) approaches, where

∆ρ = ρC(n+1)|ξ1
(n+1)

, ξ2
(n+1)

− (ρC(n) + uC(n)) |ξ1
(n)

, ξ2
(n)

−(u · ρk)a
kj
(n+1) for segment-to-analytical surface (STAS) approach

. (78)

Return mapping. The stick-slip condition is checked within the return mapping process:

T
(n+1)
i =







(T tr)
(n+1)
i if Φtr

(n+1) ≤ 0 (stick)

µN (n+1) (T tr)
(n+1)
i

‖Ttr
(n+1)

‖
if Φtr

(n+1) > 0 (slide)

. (79)

Remark 2. The regularized frictional problem is strictly path-dependent: it follows from
the fact that the contact tractions Ti in the contact functional in eqn. (60) must satisfy the
evolution equations (74). The return-mapping algorithm for the incremental solution, as is known,
is unconditionally stable, but a problem of choosing the displacement increments arises due to the
correct definition of sticking and sliding zones. A simple a-priori estimation will be proposed
further for the numerical example.

Remark 3. For 2D problems Krstulovic-Opara and Wriggers [12] proposed the so-called
moving cone description. Under the assumption of Remark 1, now a point of the cone axis on
the tangent plane with coordinates ξ1

0, ξ
2
0 is considered. One can show that the friction condition

(77. 3) together with eqn. (75) defines an ellipse on the tangent plane, which can be obtained
by projection of the frictional cone onto the tangent plane. For a stick case the initial frictional
forces Ti are zero at the initial point ξ1

(0), ξ
2
(0) in algorithm (75). Considering the absolute value

‖T‖ in eqn. (65) at step (n) we obtain

‖T(n)‖2 = T
(n)
i T

(n)
j aij = εT aik(ξ

k
(n)−ξk

(0))εT ajl(ξ
l
(n)−ξl

(0))a
ij = ε2

T akl(ξ
k
(n)−ξk

(0))(ξ
l
(n)−ξl

(0)).(80)

Having taken an incremental analog of the differential of length in eqn. (9) together with eqn.
(77. 3), we can find that

∆l2 = ε2
T akl(ξ

k
(n) − ξk

(0))(ξ
l
(n) − ξl

(0)) ≤ (µN)2. (81)

Eqn. (81) defines an ellipse as allowable domain inside which the projection point C can move in
the case of sticking leading to a symmetric tangent matrix finally.
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4 Consistent linearization

The idea behind the consistent linearization for a Newton type solution process is to exploit the full
material time derivative in the form of the covariant derivative in the spatial coordinate system,
see sections 2.1.2 and 2.2.2, together with the evolution equations for the contact tangent frictional
forces (74).

4.1 Linearization of the normal contact expression

The contact integral, see e.g. eqn. (54) is computed over the ”slave” surface, which is defined by
a set of ”slave” points. Each parameter in the contact integral is considered in the spatial local
coordinate system of the ”master” surface, (i.e. as a function of the convective coordinates ξ i),
therefore, linearization of the ”slave” surface element ds will not be included in process. Thus
ds is assumed to remain constant within linearization. Further it must be noted that the use of
different quadrature schemes for the computation of the contact integral may lead to different
contact elements.

The normal part of the contact integral (60) has the following form:

δW N
c =

∫

s
εN〈g〉δgds =

∫

s
εN〈(rs − ρ) · n〉 (δrs − δρ) · nds. (82)

The details of the linearization of the normal part δW N
c and the application to the non-frictional

problems are outlined in Konyukhov and Schweizerhof [10]. Here we only include the result for
the full normal tangent matrix:

D(δW N
c ) =

=
∫

S
εN H(−g) (δrs − δρ) · (n ⊗ n)(vs − v)dS− (83)

−
∫

S
εN H(−g) g

(

δρ,j · aij(n ⊗ ρi)(vs − v) + (δrs − δρ) · aij(ρj ⊗ n)v,i

)

dS− (83 a)

−
∫

S
εN H(−g) g (δrs − δρ) · hij(ρi ⊗ ρj)(vs − v)dS. (83 b)

The full contact tangent matrix is subdivided into the main part eqn. (83), the ”rotational” part
(83 a) and the ”curvature” part (83 b). The last two terms are small due to the small value
of the penetration g. The ”rotational” part contains derivatives of δρ and v with respect to
the convective coordinates ξj and, therefore, represents the rotation of a contact surface during
the incremental solution procedure. The ”curvature” part contains components of the curvature
tensor hij and, therefore, represents the change of the curvature of the master surface.

4.2 Linearization of the tangential contact expression

The tangential part of the contact integral (60)

δW T
c =

∫

S
Tiδξ

ids (84)

has to be considered together with the evolution equations (74) and the return mapping algorithm
eqn. (77), (78), (79). The cases of sticking and sliding have to be treated separately.
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For the linearization either a covariant or a contravariant component, two operators, based
on the covariant derivative are necessary. The operator for the linearization of the contravariant
component has the form

L(xi) ≡
(

∂

∂t
+ ξ̇j∇j

)

(xi) =
∂xi

∂t
+

(

∂xi

∂ξj
+ Γi

kjx
k

)

ξ̇j (85)

and the linearization operator for the covariant component has the form

L(xi) ≡
(

∂

∂t
+ ξ̇j∇j

)

(xi) =
∂xi

∂t
+

(

∂xi

∂ξj
− Γk

ijxi

)

ξ̇j. (86)

It is obvious that the Christoffel symbols disappear in the final result after the linearization of
the scalar, i.e. the full time derivative of the scalar is the covariant derivative of the scalar

L(xivi) =

{

∂xi

∂t
+

(

∂xi

∂ξj
+ Γi

kjx
k

)

ξ̇j

}

vi +

{

∂vi

∂t
+

(

∂vi

∂ξj
− Γk

ijvi

)

ξ̇j

}

xi =

=

{

∂xi

∂t
+

∂xi

∂ξj
ξ̇j

}

vi +

{

∂vi

∂t
+

∂vi

∂ξj
ξ̇j

}

xi = vi

dxi

dt
+ xi dvi

dt
. (87)

Therefore, the linearization leads to the following expression

Dv(δW
T
c ) =

∫

s

(

δξi dTi

dt
+ Ti

dδξi

dt

)

ds. (88)

As the handling of the complete expression is rather complex, we focus on each term separately
in the following.

4.2.1 Linearization of δξi

The linearization of the variation of the convective coordinates δξ i is one of the important parts
which requires the results about differential operations in the spatial coordinate system from
section 2.2.2 together with the tensor algebra operations on the tangent plane. The full time
derivative gives

L(δξi) =

{

∂

∂t
+

∂

∂ξj
ξ̇j

}

(δξi) =
daik

dt
(δrs − δρ) · ρk + aik d

dt
[(δrs − δρ) · ρk)] . (89)

Linearization of (δrs − δρ) · ρk requires the application of the Gauss-Kodazzi formula (14).

d

dt
[(δrs − δρ) · ρk)] = (90)

= ((δrs − δρ),j · ρk)ξ̇
j + (δrs − δρ) · vk)+

+Γl
kj((δrs − δρ) · ρl)ξ̇

j + hkj((δrs − δρ) · n)ξ̇j.

Linearization of the contravariant components aij was already given in the section 2.2.2.

19



Simplification of
d

dt
δξi. The final formula is long, but can be simplified. In addition, the follow-

ing transformations are cumbersome but necessary to show the symmetry of the tangent matrix
in the case of sticking. Summarizing the results in one formula, we obtain

d

dt
(δξi) =

= −aimank(vm · ρn)((δrs − δρ) · ρk) (91)

−aimank(ρm · vn)((δrs − δρ) · ρk) (91 a)

−aimankΓl
mj(ρl · ρn)ξ̇j((δrs − δρ) · ρk) (91 b)

−aimankΓl
nj(ρm · ρl)ξ̇

j((δrs − δρ) · ρk) (91 c)

+2aimankhmnξ̇3((δrs − δρ) · ρk) (91 d)

+aik((δrs − δρ)),j · ρk)ξ̇
j (91 e)

+aik(δrs − δρ) · vk (91 f)

+aikΓl
kj((δrs − δρ) · ρl)ξ̇

j (91 g)

+aikhkj((δrs − δρ) · n)ξ̇j. (91 h)

The nine parts in eqn. (91) will be tremendously simplified, if we take into account the
expression for the convective velocities (42) and consider tensor operations on the tangent plane.
The following five transformations will lead to a simple structure:

a.
The sum of the terms (91) and (91 f) becomes zero on the surface:

−aimank(vm · ρn)((δrs − δρ) · ρk) + aik(δrs − δρ) · vk = 0. (92)

In order to show this the dot product in the second term is expressed on the tangent plane, i.e.
as double sum with the surface metric tensor components aij:

aim(δrs − δρ) · vm = aim((δrs − δρ) · ρk)ρ
k · (vm · ρn)ρ n =

= aimakn((δrs − δρ) · ρk)(vm · ρn),

from which (92) is obtained.
b.

The sum of the terms (91 b) and (91 g) becomes zero on the surface:

−aimankΓl
mj(ρl · ρn)ξ̇j((δrs − δρ) · ρk) + aikΓl

kj((δrs − δρ) · ρl)ξ̇
j = (93)

=
(

−aimankalnΓl
mj((δrs − δρ) · ρk) + aikΓl

kj((δrs − δρ) · ρl)
)

ξ̇j =

=
(

−aimak
l Γ

l
mj((δrs − δρ) · ρk) + aikΓl

kj((δrs − δρ) · ρl)
)

ξ̇j =

=
(

−aimΓk
mj((δrs − δρ) · ρk) + aikΓl

kj((δrs − δρ) · ρl)
)

ξ̇j = 0.

Here the properties of the covariant and contravariant components (4) and (5) have been used.
c.

The sum of (91 a) and (91 e) leads to a symmetrical rotational part. We start with using the
expression for the convective velocities (42):

−aimank(ρm · vn)((δrs − δρ) · ρk) + aik((δrs − δρ),j · ρk)ξ̇
j =
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= −ailajk(ρl · vj)((δrs − δρ) · ρk) − aikajl(δρ,j · ρk)((vs − v) · ρl) =

= −(δrs − δρ) ailajk ρk ⊗ ρl vj − δρ,j aikajl ρk ⊗ ρl (vs − v). (94)

The final expression is found via the tensor product.
d.

After grouping (91 d) with (91 h), we obtain

2aimankhmnξ̇3((δrs − δρ) · ρk) + aikhkj((δrs − δρ) · n)ξ̇j =

= aimankhmnξ̇3((δrs − δρ) · ρk)+ (95)

aimankhmn(vs − v) · n)((δrs − δρ) · ρk) + aikajmhkj((δrs − δρ) · n)((vs − v) · ρm) = (95 a)

In order to show the symmetry of the part in eqn. (95 a), the tensor product and contravariant
components of the curvature tensor eqn. (12) are used. For a reduction of eqn. (95) the equation
for the variation of the convective velocity (42) and mixed components of the curvature tensor are
taken, leading finally to

= hi
nξ̇3δξn + (96)

+hij(δrs − δρ) ·
(

ρj ⊗ n + n ⊗ ρj

)

(vs − v). (96 a)

The last part (96 a) defines the curvature part of the tangent matrix.
e.

The equation for the variation of the convective velocity (42) is used to simplify (91 c):

−aimankΓl
nj(ρm · ρl)ξ̇

j((δrs − δρ) · ρk)

= −Γi
kj ξ̇

jδξk. (97)

The resulting parts in eqn. (96) and (97) remain untransformed, however they will disappear
in both sticking and sliding cases, after taking into account the fully linearized contact integral
together with the evolution equations (74) as shown in the next section.

Summarizing the result of the complete transformation, we obtain

d

dt
(δξi) =

= −(δrs − δρ) ailajk ρk ⊗ ρl vj − δρ,j aikajl ρk ⊗ ρl (vs − v) (98)

+hij(δrs − δρ) ·
(

ρj ⊗ n + n ⊗ ρj

)

(vs − v)+ (98 a)

+hi
nξ̇3δξn − Γi

kj ξ̇
jδξk. (98 b)

Thus, the full time derivative consists of a symmetrical rotational part (98), a symmetrical
pure curvature part (98 a) and a connection part with the Christoffel symbols (98 b), describing
the connection properties.
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4.2.2 Sticking

In the sticking case, the trial tangential traction terms Ti are identical with the real traction,
therefore, the linearized traction terms are obtained from the evolution equation in (74) directly.
Starting with eqn. (88) and taking into account Remark 1 in section 3.2 together with the
evolution equation (74), and eqn. (98), (98 a), (98 b) we finally obtain

Dv(δW
T
c ) = (99)

=
∫

s

(

(−εT aij + Γk
ijTk)ξ̇

j − hk
i Tkξ̇

3

︸ ︷︷ ︸

)

δξids+

+
∫

s
Ti

[

−
(

(δrs − δρ) ailajk ρk ⊗ ρl vj + δρ,j aikajl ρk ⊗ ρl (vs − v)
)

+

+hij(δrs − δρ) ·
(

ρj ⊗ n + n ⊗ ρj

)

(vs − v)+

+ hi
nξ̇3δξn − Γi

kj ξ̇
jδξk

︸ ︷︷ ︸

]

ds.

Using the tensor notation and the equation for convective velocities (42) for the main part

aij ξ̇
jδξi, we obtain the following form for the tangential tangent matrix in the case of sticking.

Dv(δW
T
c ) =

−εT

∫

s
(δrs − δρ)aijρi ⊗ ρj(vs − v)ds (100)

−
∫

s
Ti

(

(δrs − δρ) ailajk ρk ⊗ ρl vj + δρ,j aikajl ρk ⊗ ρl (vs − v)
)

ds (100 a)

+
∫

s
Tih

ij(δrs − δρ) ·
(

ρj ⊗ n + n ⊗ ρj

)

(vs − v)ds. (100 b)

As we have a conservative problem for sticking it is obvious that the symmetric form is correct.
Similar to the normal tangent matrix, the tangential tangent matrix can be subdivided into a

main (100), a rotational (100 a) and a pure curvature part (100 b).
Remark 1. The artificial non-symmetry of the tangent matrix for the stick condition, based

on the evolution equation (68) was mentioned by Laursen and Simo in [15], [17] and [14]. As an
appropriate alternative within a solution scheme, a symmetrization based on a split technique with
the Augmented Lagrangian method was proposed by Laursen in [24]. Wriggers [31], suggested to
use the consistent linearization of the sticking conditions in the form ‖rs−ρ‖2 directly, which then
leads to the correct symmetric matrix. Here, it becomes obvious, that it is particularly important
to use the evolution equation in the form of the covariant derivatives (see eqn. 74) together with
the linearization of the metric components aij as 3D metric components gij (see eqn. 30). This
allows to avoid the artificial non-symmetry and obtain the correct symmetric tangent matrix for
sticking.
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4.2.3 Sliding

The expressions for the linearized variation of the convective velocity eqn. (98), (98 a) and (98 b)
are also used in this case. In addition, the tangential force in the case of sliding, see eqn. (79) of
the return-mapping algorithm, has to be linearized.

dT
(n+1)
i

dt
=

d

dt



µN (n+1) (T
tr)

(n+1)
i

‖Ttr
(n+1)‖



 = µ
dN (n+1)

dt

(T tr)
(n+1)
i

‖Ttr
(n+1)‖

+ µN (n+1) d

dt




(T tr)

(n+1)
i

‖Ttr
(n+1)‖



 . (101)

For the derivative of the unit vector on the tangent plane

e =
(T trial)

(n+1)
i

‖Ttrial
(n+1)‖

aijρj

we will use the following formula, see Simo and Hughes [25]

de

dT
=

1

‖T‖ [I − e ⊗ e] (102)

and the chain rule

de

dt
=

de

dT

dT

dt
=

1

‖T‖ [I − e ⊗ e]
dT

dt
. (103)

Here the full time derivative of the tangential traction
dT

dt
is given by the evolution equation (74).

The tensor operations are considered on the tangent plane:

[I − e ⊗ e]
dT

dt
=

[

aijρi ⊗ ρj −
TkTla

ikajl

‖T‖2
ρi ⊗ ρj

]
(

(−εT amn + Γr
mnTr)ξ̇

n − hr
mTrξ̇

3
)

ρm =

=
(

−εT ξ̇i + aikTlΓ
l
kj ξ̇

j − hk
j a

ijTkξ̇
3
)

ρi+ (104)

+
TkTla

ik

‖T‖2

(

εT ξ̇l − ajlTmΓm
jnξ̇

n + ajlTmhm
j ξ̇3

)

ρi. (104 a)

The time derivative of the normal force N (n+1) gives:

dN (n+1)

dt
=

d

dt
(εN |ξ3|) = −εN ξ̇3, (105)

where the minus sign is a result from the conditions that the contact integral is computed only if
ξ3 < 0. Summarizing, we get:

Dv(δW
T
c ) =

∫

s

(

−εNµξ̇3Tiδξ
i

‖T‖ − εT µ|N |aij ξ̇
iδξj

‖T‖ (106)

+
µ|N |TkΓ

k
ij ξ̇

jδξi

‖T‖ − µ|N |Tih
i
j ξ̇

3δξj

‖T‖ (106 a)

+
µ|N |TsTlδξ

s

‖T‖3

(

εT ξ̇l − ajlTmΓm
jnξ̇

n + ajlTmhm
j ξ̇3

)

(106 b)
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−µ|N |Ti

‖T‖
[(

(δrs − δρ) ailajk ρk ⊗ ρl vj + δρ,j aikajl ρk ⊗ ρl (vs − v)
)

(106 c)

+hij(δrs − δρ) ·
(

ρj ⊗ n + n ⊗ ρj

)

(vs − v)+ (106 d)

+hi
nξ̇3δξn − Γi

kj ξ̇
jδξk

])

ds. (106 e)

The sum of the parts (106 a) and (106 e) is zero. After some tensor algebra the other parts
can be grouped into the following form:

Dv(δW
T
c ) =

−
∫

s

(

(δrs − δρ)
εNµTia

ij

‖T‖ ρj ⊗ n(vs − v)

)

ds (107)

−
∫

s

(

(δrs − δρ)
εT µ|N |aij

‖T‖ ρi ⊗ ρj(vs − v)

)

ds (107 a)

+
∫

s

(

(δrs − δρ)
εT µ|N |TiTja

ikajl

‖T‖3
ρk ⊗ ρl(vs − v)

)

ds (107 b)

−
∫

s

µ|N |Ti

‖T‖
(

(δrs − δρ) ailajk ρk ⊗ ρl vj + δρ,j aikajl ρk ⊗ ρl (vs − v)
)

ds (107 c)

+
∫

s

(

µ|N |Ti

‖T‖ hij(δrs − δρ) ·
(

ρj ⊗ n + n ⊗ ρj

)

(vs − v)

)

ds (107 d)

+
∫

s

µ|N |TsTlδξ
s

‖T‖3

(

−ajlTmΓm
jnξ̇

n + ajlTmhm
j ξ̇3

)

ds. (107 e)

The matrix consists then of a constitutive non-symmetric part (107), a constitutive symmetric
part (107 a) and (107 b), a symmetric rotational part (107 c), a symmetric curvature part (107 d)
and a non-symmetric part curvature part (107 e) which is preserved for curved surfaces. All
geometrical parameters are computed for the master surface.

Remark 2. One can find from comparison with Peric and Owen [20], that they have considered
the tangent matrix which is represented by the the main parts of the full tangent matrix.
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5 Global solution scheme. Summary of the results.

Summarizing the theoretical discussion about the covariant description, we present the global
solution scheme for the numerical implementation in Table 1 and 2. All parts of tangent matrices
contain either a term (δrs−δρ), or a term δρ,j, resp. terms (vs−v) and v,j, and, therefore, can be
algorithmically computed. For discretization of any surface only two position matrices A and Aξ

are necessary. The proposed approach has been implemented in FEAP code see [27], ”solid-shell”
elements are used for modelling of elastic structures, see [7] and [8]. For the details of the finite
element implementation we refer to Konyukhov and Schweizerhof [10].

25



Table 1: Global solution scheme. Summary of the results for numerical implementation.

1. Initialization of convective coordinates ξ i.
The projection procedure in eqns. (23, 24, 25) with no external loads gives ξ i

(0).

2. Loop over load increments and Newton iterations
for the contact integral

δWc =
∫

s Nδgds +
∫

s Tjδξ
jds where δξj = aij(δrs − δρ) · ρi

3. Loop over all contact elements and all contact points

• compute projection points ξi
(n) eqns. (23, 24, 25)

• Check penetration g = (rs − ρ) · n. If g > 0 then exit loop 3.

• Compute contact tractions and corresponding tangent matrices at each contact point.

Normal traction: N = εNg

Tangent matrix KN for normal traction is defined via
∫

s εN (δrs − δρ) · (n ⊗ n)(vs − v)ds −
∫

s εN g
(

δρ,j · aij(n⊗ ρi)(vs − v) +

+ (δrs − δρ) · aij(ρj ⊗ n)v,i

)

ds −
∫

s
εN g (δrs − δρ) · hij(ρi ⊗ ρj)(vs − v)ds

Tangent traction Ti is defined via the return-mapping algorithm.

Trial step

T
(n+1)
i = T

(n)
k akj

(n) (ρ
(n)

j ·ρ (n+1)
i )−εT ·







(∆ρ · ρi) for node-to-surface (NTS) and

surface-to-surface (STS) approaches, where

∆ρ = ρC(n+1) |ξ1
(n+1)

, ξ2
(n+1)

− (ρC(n) + uC(n)) |ξ1
(n)

, ξ2
(n)

−(u · ρi) for segment-to-analytical surface (STAS) approach

Coulomb friction law:

Φ(n+1) =

√

T
(n+1)
i T

(n+1)
j aij

(n+1) − µN (n+1)

Return-mapping step see Table 2.

• Compute residual R from the contact integral in 2

• Compute the full contact tangent matrix K = KN + KT
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Table 2: Return-mapping scheme and tangent matrices for tangential traction.

if Φtr
(n+1) ≤ 0

sticking condition

T
(n+1)
i stick = T

(n+1)
i

Tangent matrix KT

−εT

∫

s(δrs − δρ)aijρi ⊗ ρj(vs − v)ds

−
∫

s Ti

(

(δrs − δρ) ailajk ρk ⊗ ρl vj +

+ δρ,j aikajl ρk ⊗ ρl (vs − v)
)

ds

+
∫

s
Tih

ij(δrs − δρ) ·
(
ρj ⊗ n + n⊗ ρj

)
(vs − v)ds.

if Φtr
(n+1) > 0

sliding condition

T
(n+1)
i slide = µN (n+1) (T tr)

(n+1)
i

‖Ttr
(n+1)

‖

Tangent matrix KT

−
∫

s

(

(δrs − δρ) εNµTia
ij

‖T‖ ρj ⊗ n(vs − v)
)

ds

− ∫s
(

(δrs − δρ) εT µ|N |aij

‖T‖ ρi ⊗ ρj(vs − v)
)

ds

+
∫

s

(

(δrs − δρ)
εT µ|N |TiTjaikajl

‖T‖3 ρk ⊗ ρl(vs − v)
)

ds

−
∫

s
µ|N |Ti

‖T‖

(

(δrs − δρ) ailajk ρk ⊗ ρl vj+

+ δρ,j aikajl ρk ⊗ ρl (vs − v)
)

ds

+
∫

s

(
µ|N |Ti

‖T‖ hij(δrs − δρ) ·
(
ρj ⊗ n + n ⊗ ρj

)
(vs − v)

)

ds

+
∫

s

µ|N |TsTlδξs

‖T‖3

(

−ajlTmΓm
jnξ̇n + ajlTmhm

j ξ̇3

)

ds.

Remark. Curvature parts in boxes (Table 1 and 2) can be omitted with very little loss of efficiency
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6 Numerical examples

6.1 Sliding of a block with a linear approximation of the contact surfaces.

During the solution of the frictional problem, it is necessary to solve the evolution equation
(74) with a return-mapping algorithm, as described in (77), (78) and (79). As was mentioned
in Remark 2, it is important to know the value of coordinate increments ∆ξ i and, therefore,
displacement increments ∆ui in order to capture the ”sticking-sliding” zone correctly. As we
can see later from the numerical examples this fact leads to a separation of the contact problem
into two different types. As a representative example for a-priori estimation of the value of
incremental displacements, the stresses in an infinite layer have to be considered, see Fig. (3).
Both a vertical displacement h and a horizontal displacement u are applied at the upper boundary.
During the deformation the rectangle ABCD is changing into a parallelogram AB1C1D. Under
the assumption of linear elasticity and a plane strain deformation, the stresses in the layer are
obtained via superposition of the normal compressive stress σ and the pure shear stress τ :

σ = ε
E

1 − ν2
=

h

b

E

1 − ν2
; τ = γG =

u

b

E

2(1 + ν)
. (108)

Now we assume Coloumb friction with µ as a friction coefficient at the lower boundary. Sliding
starts if the condition τ = µσ is fulfilled. Thus, the condition of sticking of the thin layer can
estimated by the following ratio:

γ(1 − ν)

2ε
≤ µ, (109)

from which we obtain the threshold value of the horizontal displacement u:

ucr =
2µh

1 − ν
, (110)
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Figure 3: Plane deformation of a layer.

One can see from the infinite layer, that sliding starts immediately at the complete lower
boundary. However, though this is not a case for a finite dimensional block, or an arbitrarily thin
layer, where a developing zone of sticking and sliding exists, eqns. (109) and (110) can be used as
a rough estimation of the presence of the sticking condition, and, therefore, for the estimation of
the displacement increments.
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Figure 4: Sliding block on the base. Meshed surfaces. STS contact approach.
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Figure 5: Horizontal displacements of the contact surface for various states of the displacement loading.
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Figure 6: Reaction forces ratio Fx/Fy on the contact surface for various states of the displacement loading.
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As an example for the computation, we consider a rectangular block (Fig. 4) with the following
parameters: elasticity modulus E = 2.1 · 104, Poisson ratio ν = 0.3, length a = 20, height b = 5,
thickness c = 0.5. The dimension system is assumed to be consistent. The lower supplementary
block is added to model a rigid base. The Coloumb friction with a coefficient µ = 0.3 is specified
between two bodies. The contact surface of the upper block is assumed to be a ”master”, while the
upper surface of the lower block is a ”slave” surface within the ”segment-to-segment” approach.
The penalty parameters are chosen as εN = εT = 2.1 · 106.

Since the problem is path-dependent, we will investigate a case when displacements at the
upper edge are applied in two steps: at the first step, a vertical displacement v = −7.0 · 10−3 is
applied, then, a horizontal displacement is applied incrementally. Here, we should mention that
initial conditions for the history variables are defined at the zero load step with zero external loads,
i.e. the initial projection points are the sticking points, see step 1 in Table 1. An estimation of
the critical horizontal displacement in eqn. (110) gives ucr = 6.0 · 10−3, so in order to capture the
sticking-sliding zone we choose a displacement increment ∆u = 2.5 · 10−4 and apply it in 100 load
steps. Our aim in the first computation is to show the development of the sticking-sliding zone.
In order to verify this zone carefully we will consider a plot of the horizontal displacements and a
plot of the reaction forces ratio on the boundary Fx/Fy. Of course, this zone is precisely specified
by the return-mapping algorithm, but we are interested in various parameters. Fig. 5 contains
the spatial distribution of the horizontal displacements at the lower boundary, if the following
displacements u = 3.0 · 10−3; 6.0 · 10−3; 7.5 · 10−3; 9.0 · 10−3; 10.0 · 10−3; 11.0 · 10−3; 12.0 · 10−3

are applied at the upper boundary. As shown in the corresponding reaction forces ratio diagram
in Fig. 6, sliding starts from u = 7.5 · 10−3, when the ratio Fx/Fy = −0.3 is reached. The block
is considered to be sliding at the full lower boundary, when the applied displacement reaches the
value u = 11.0 · 10−3. We can also conclude that the estimation of the threshold displacement
given by eqn. (110) is a good approximation.

The spreading of the zone of sliding is found to be within a relatively short interval of loading.
In some practical problems, as e.g. metal forming, the energy loss due to large sliding can be
more important. Assume for the next discussion that stresses are approximated by eqn. (108) for
the finite-dimensional block with size AD = a, e.g. for a very long block. Then the elastic energy
accumulated at the critical state in the block has the following form:

Eel =
σεab

2
+

τγab

2
=

Eah2

2b(1 − ν2)

[

1 +
2µ2

1 − ν

]

. (111)

If the sliding process is developing, when the block is dragged along the distance l, then the work
of the critical sliding stresses τsl, is evaluated as:

Esl =
τslal

2
=

Eahlµ

b(1 − ν2)
. (112)

It is obvious, that during the large sliding a thin layer along a relatively large distance l,
dissipation of energy due to sliding, eqn. (112) can be rather important then initial threshold
value. Thus, frictional problems can be subdivided into two problems:

a) compute the global threshold value for sliding and the development of the distribution of
the sticking-sliding zone;

b) compute forces which are necessary to drag the structure under the assumption of full
sliding.

Obviously, for the first problem the evolution equation (74) must be computed with small
steps within the return-mapping algorithm, but for the second problem the sticking zone is out
of interest and for the analysis relatively large steps can be taken. Such problems are certainly
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present in forming processes with large plastic deformations. In order to show an example for the
problem type b), another analysis is performed with a displacement increment ∆u = 12.0 · 10−3,
which is even larger then the critical one and corresponds to the developed sliding zone, see Fig. 5.
In order to compare the influence of the various parts of the tangent matrix we compute two cases
1) with the full tangent matrix;
2) only with the main part of the tangent matrix.
The penalty parameter is chosen as εN = εT = 2.1 · 105. Table 3 shows the comparison of the
numerical results between both cases by the number of iterations per load step. As we can see in
the developed sliding region the full matrix in comparison with only the main matrix leads to a
reduction of the number of equilibrium iterations per load step from 4 to 3. We should mention
that for the previous example during the incremental horizontal loading there is no difference
between the number of equilibrium iterations for both cases. Obviously this is due to the fairly
small load steps. Thus, as expected, keeping all parts of the matrix appears to be only necessary
in the case of large load increments.

Fig. 7 shows the spatial distribution of the relative horizontal displacements u−uapplied at the
lower boundary if the displacement at the upper boundary is taken exemplarily as u = 0.012, then
u = 0.048 and finally u = 0.120. It is obvious, that the relative horizontal displacements hardly
change during the fairly large sliding process.
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Figure 7: Relative horizontal displacements of the contact surface for various states of the displacement
loading.

31



Case 1 Case 2
No. l.s. No. Cum. No. l.s. No. Cum.

it./l.s. No. it. it./l.s. No. it.
1 4 4 1 5 5
2 6 10 2 6 11
3 5 15 3 5 16

4-20 3 66 4-20 4 84

Table 3: Sliding of a block. Bilinear elements. Segment-to-segment contact approach. Influence of various
contact stiffness parts on convergence. Case 1: full matrix; case 2: only main matrix. Comparison of no.
of iterations in all load steps (l.s.)

6.2 Sliding of a block. Quadratical approximation of the contact surfaces.

Since general smoothing techniques for contact surfaces are out of the scope of this article, in
this example we will use contact elements with quadratical approximation of the master surface
together with a specially chosen geometry of both contact bodies in order to preserve C1-continuity
of the contact surfaces. Namely, we consider contact between a parabolical block sliding on a
parabolical cylindrical base, see Fig. 8. The block is meshed with 18-node solid-shell elements
with density 20 × 1 × 5. Both master and slave contact surface geometries are satisfying the
equation

z = c · x2, with c = 0.03. (113)

The contact is modeled by the node-to-surface approach with the master surface from the
parabolical block. The parabolical slave surface of the fixed base is represented by slave nodes
with the same mesh density as the master, which are not shown in Fig. 8. The geometrical
parameters are H = 5, L = 10; the material is linear elastic with Young’s modulus E = 2.1 · 104,
Poisson ratio ν = 0.3, Coulomb friction coefficient µ = 0.3.

In the case of contact with a curvilinear surface, even with homogeneous loading, zones with
sticking and sliding can be present. One can expect from the rigid body mechanics that the sliding
zone during vertical loading w in the current example is satisfying the following condition |x| > 5.
From the friction cone for the parabolical cylinder follows that: tanα|x=5 = z′ = 2·0.03x|x=5 = 0.3.
In order to inspect this effect in the deformable body, we apply at the upper edge the vertical
displacement w = 0.007 in 7 load steps. In Fig.9 the distribution of the tangent displacement
uτ = ux cos α + uy sin α over x on the contact surface is depicted, where now and for the next
example the angle α is computed in the reference configuration. For the further discussion we
will distinguish based on the OZ axis, the left sliding zone with negative displacements and the
right sliding zone with positive displacements. The tangential displacements from both zones are
directed towards the OZ axis, therefore the distribution looks mirror-symmetric. One can see that
the sticking zone is approximately satisfying the condition |x| < 3.

Equidistant motion on a cylinder. As continuation of the numerical example, we choose an
equidistant motion of the upper edge of the parabolical block at the distance h from the generatrix
of the parabolical base. The curve r of this motion satisfies the following equation:

r = ρ + hn, (114)
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which for the parabola (113) can be written as:

r =







x
0

cx2







+
h√

1 + 4c2x2







−2cx
0
1







, (115)

where n is a normal on the initial curve, and h is an initial vertical displacement. From eqn. (115)
it is clear that the trajectory of the body is no longer a parabola. If the curvature of the cylinder is
small, i.e. c << 1, then we consider a Taylor expansion with a linear term for the first coordinate
and with a quadratic term for the second coordinate. Thus, we obtain as a first approximation of
the trajectory in eqn. (115) a parabolical motion in the form:

r =







x(1 − 2ch)
0

h + cx2(1 − 2ch)







. (116)

In this displacement driven problem the parabolical block is moving in the X-Z plane, providing
an approximately constant compression.

Next, the loading is applied in two steps also: the first step is a vertical loading with w =
−h = 0.007, then both a horizontal and a vertical loading are incrementally applied at the upper
edge with ∆u = ∆x = 2.5 · 10−5 according to eqn. (116), providing the equidistant motion of
the parabolical block. Now, two phases of the development of the sticking-sliding zone can be
observed. The first phase corresponds to the situation when the right sliding zone disappears
during horizontal loading, as presented in Fig. 10 for the following load steps: u = 1.0 · 10−3,
2.0 · 10−3, 3.0 · 10−3, 5.0 · 10−3. Fig. 11 a) shows scaled deformed and undeformed states when
only vertical displacements are applied and, therefore, the two sliding zones are symmetric. The
configuration with the vanished sliding zone on the right side is presented in Fig. 11 b). This
moment can be detected also from the reaction forces ratio diagram Fτ/Fn in Fig. 13, where the
right part of the sliding zone is also disappearing with Fτ/Fn = 0.3. The second phase is the
spreading of the left sliding zone through the contact surface shown in Fig. 12 exemplarily for
u = 5.0 · 10−3, 10.0 · 10−3, 15.0 · 10−3, 20.0 · 10−3, 25.0 · 10−3, 30.0 · 10−3. Here the zone without
contact is detected as a zone with zero normal nodal forces fn = 0 starting at a loading with
u ≥ 1.52 · 10−2. These sub-zones are marked with thicker lines in Fig. 12.
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Figure 10: Parabolical cylinder. Horizontal loading. Distribution of the tangential displacements in X
direction. Phase 1 — vanishing right sliding zone.

Again we now compare the influence of the various parts of the tangent matrix on the con-
vergence rate when the applied displacements correspond to the developed sliding. Namely, the
load is applied in 20 load steps with the displacement increment ∆u = 4.0 · 10−2, providing a fully
developed sliding motion from the first step on. The following cases are shown in table 4:
1) full tangent matrix;
2) without curvature parts;
3) only with main part of the tangent matrix.

We see that excluding the curvature matrix leads to a minor reduction of the convergence,
while excluding the rotational part too causes a considerable increase of the number of equilibrium
iterations per load step. We should also mention that during the analysis of the threshold value
before full sliding the number of equilibrium iterations remains the same for each case due to
a small load step. Thus, the computation with the rotational part is more important for the
developed sliding problem of type b.
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u = 0.0

a)

u = 5.0 · 10−3

b)

Figure 11: Parabolical cylinder. Initial vertical loading by displacement w0 = 0.007 of the top edge.
Undeformed and deformed states with in addition applied horizontal displacement a) u = 0.0 – two
sliding zones; b) u = 5.0 · 10−3 – sliding zone only on the left. (Displacements scaled: 250 times in
x-direction, 40 times in z-direction.)

Case 1 Case 2 Case 3
No. l.s. No. Cum. No. l.s. No. Cum. No. l.s. No. Cum.

it./l.s. No. it. it./l.s. No. it. it./l.s. No. it.
1 6 6 1 6 6 1-9 6 54
2 5 11 2 5 11 10-12 7 75
3 5 16 3 5 16 13-15 8 99

4-18 4 76 4-16 4 68 15-17 9 126
19-20 5 86 17-20 3 88 18-20 10 156

Table 4: Full sliding of a parabolical block. Biquadratic elements. Node-to-segment contact approach.
Influence of various contact stiffness parts on convergence. Case 1: full matrix; case 2: without curvature
parts; case 3: only main matrix. Comparison of no. of iterations in all load steps (l.s.)

6.3 Large sliding on a rigid parabolical cylinder

As an example of a problem with a 3D spatial large sliding, we consider here a motion of a
semi-circular cylinder on the surface of a parabolical cylinder in analogy to [11], see Fig. 14. The
necessary details for the description of contact with rigid surfaces described by analytical functions
is given in a short from [6].

6.3.1 Contact with a surface described by analytical functions

If a body contacts a rigid surface, the latter one is chosen as a ”slave” surface in our description,
but the integration is performed over the ”master” surface. The rigid surface is then parameterized
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Figure 12: Parabolical cylinder. Horizontal loading. Distribution of the tangent displacement over
X-coordinate. Phase 2 — spreading of the left sliding zone.
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Figure 13: Parabolical cylinder. Horizontal loading. Reaction forces ratio Fτ/Fn on the contact surface
for various states of loading.

by internal coordinates α1, α2. Then a point r of this surface has to satisfy eqn. (26) as a point
in the local coordinate system of the contact element too. This condition leads to the following
equation

r(α1, α2) = ρ(ξ1, ξ2) + ξ3n. (117)
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The ’slave’ point projection procedure, which was necessary for the previous description with
surface segments, now turns into the determination of the surface point defined by equation (117).
Using a ”segment-to-segment” type strategy for the computation of the contact integral, first
integration points ξ1

I , ξ
2
J are defined on the ”master” segment and then the corresponding internal

coordinates α1, α2 of the rigid surface as well as the penetration ξ3 are computed e. g. by the
Newton method. For this algorithm we define a function F (α1, α2, ξ3) with the components given
in eqn. (117)

F =






xs1 − x1 − n1ξ
3

xs2 − x2 − n2ξ
3

xs3 − x3 − n3ξ
3




 with xi = xi(ξ

1, ξ2). (118)

Its derivative with respect to the coordinates (α1, α2, ξ3) is:

F′ =






xs1,1 xs1,2 −n1

xs2,1 xs2,2 −n2

xs3,1 xs3,2 −n3




 . (119)

Then, the Newton iteration procedure reads as follows for iteration step n:

∆αn =






∆α1
n

∆α2
n

∆ξ3
n




 = −(F′)−1

n Fn, (120)

αn+1 = αn + ∆αn.

Parabolical cylinder. Consider a parabolical cylinder in the canonical form:

xs = α
ys = cα2 . (121)

The Newton procedure in eqn. (120) in this case is reduced to the definition of α from the following
iterative expression:

α(n+1) =
c(α(n))2n1 + n1x2 − n2x1

2cα(n)n1 − n2
, (122)

where an initial guess can be computed e.g. as

α(0) = x1. (123)

The value of the penetration does not require an iterative procedure and can be computed after
the definition of α as

ξ3 =
cα2 − 2cαx1 + x2 − n2x1

2cα(n)n1 − n2
. (124)
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Figure 14: Spiral motion of a circular semi-cylinder on the parabolical cylinder. Segment-to-analytical
surface approach.

Spiral equidistant motion to a cylinder. Now we consider a 3D motion on the surface of the
parabolical cylinder. In order to generalize the equidistant motion in eqn. (116) into a spiral one
we consider the parameterization in the form:

x = vt, y = Ht/T, (125)

where v is a loading rate, T is the final load step. Thus, the spiral motion with the trajectory
shown in Fig. 14 is defined as

r =







vt(1 − 2ch)
Ht/T

h + c(vt)2(1 − 2ch)







, t = 0, 1, 2, ..., T. (126)

For the numerical example, we chose the spiral motion of a short deformable circular semi-
cylinder with radius R = 1 and l = 0.4 on the surface of the parabolical cylinder with parameters
c = 5 · 10−2, H = 20, see Fig. 14. The semi-cylinder is made of the linear elastic material:
E = 2.10 · 104; ν = 0.3 and meshed with linear ”solid-shell” elements 16 × 3 as shown in Fig. 14.
Coulomb friction with µ = 0.3 is specified between the bodies.

The loading process consists of two stages:
1) the circular semi-cylinder positioned at the initial point is pressed into the parabolical

cylinder with ∆z = h = −0.01
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2) then the circular semi-cylinder is moving on the parabolical surface, providing an equidistant
motion of the central axis with the distance R + ∆z = 0.99 according to eqn. (126) together with
the upper surface parallel to the X-Z plane. Thus, the central axis of the semi-cylinder is moving
according to the following equation:

r =







1.001vt
20t/T

h + 5.005 · 10−2(vt)2







. (127)

The displacements are applied in 1000 load steps with v = 10−2, providing an increment ∆y = 0.02
which is larger than the critical threshold value in eqn. (110). The Gauss integration formula with
4×4 integration points is used to check the value of penetration in eqn. (117). Here we concentrate
again on the investigation of the influence of the various parts of the matrix on the convergence.
Since the contact geometry is linear only due to the discretization of the semi-cylinder, the cases
with the main matrix and the tangent matrix without curvature part are compared, see Table 5
for the first 20 loads steps. Obviously, it is definitely advantageous to use the tangent matrix
without curvature parts, but keeping the rotational parts in this problem.

Case 1 Case 2
No. l.s. No. Cum. No. l.s. No. Cum.

it./l.s. No. it. it./l.s. No. it.
1 9 9 1 10 10
2 8 17 2-18 13 231
3 5 22 19 12 243

4-20 4 90 20 11 254
... ... ... ... ... ...

Table 5: Sliding of a semi-cylinder on a parabolical block. Bilinear contact elements. Segment-to-
analytical surface contact approach. Influence of various contact stiffness parts on convergence. Case 1:
excluding only curvature matrix; case 2: only main matrix. Comparison of no. of iterations for the fist
20 load steps (l.s.)
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7 Conclusions

In this contribution a fully convective description for frictional contact has been proposed. For
this, a special local coordinate system according to the closest point procedure is used. The core
of the description is to consider differential operations in the covariant form with expressing all
values on the tangent plane. Thus, e.g. a penalty regularization of the Coloumb friction law leads
to evolution equations expressed in the covariant derivatives. This approach has several advan-
tages. First, the artificial non-symmetry of the sticking tangent matrix, which appeared in earlier
publications, is removed. Second, the structure of each tangent matrix is more geometrical and
algorithmic. It allows to distinguish between three parts of a tangent matrix, namely the ”main”
part, the ”rotational” part and the ”curvature” part. Further, the geometrical interpretation of
the covariant derivatives leads to a continuous numerical integration algorithm which overcomes
the discontinuities of the convective variables.

It was shown in the numerical examples that frictional contact problems can be subdivided
into two types. The first type contains the development of a sticking-sliding zone. In this case,
small loads steps, which can be estimated by considering an elastic layer under friction conditions,
are necessary. In due course, it appears that then the differences in the convergence rate between
computations with various tangent matrix are meaningless. For the second type a fully developed
sliding is assumed and, therefore, fairly large steps beyond the threshold value can be applied. In
this case it is important to compute with the matrix containing the rotational part. Keeping the
curvature matrix leads only to a small improvement.
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8 APPENDIX

A. Prove of the Weingarten formula.

Having taken the derivative of the unity equation n · n = 1 with respect to surface coordinates
ξi, we obtain n ·ni = 0, from which follows that the vectors ni are orthogonal to n and, therefore,
lay on the tangent plane of the surface. Thus, ni is expressed as a sum of the surface vectors ρi

ni = c.k
i. ρk. (128)

Computing a dot product with ρj

(ni · ρj) = c.k
i. (ρk · ρj) → (ni · ρj) = c.k

i. akj, (129)

a derivative of the orthogonality condition ρi · n = 0, gives ρij · n + ρi · nj = 0. Thus

hij ≡ (ρij · n) = −(ρi · nj). (130)

Therefore, the c.k
i. can be defined as

c.k
i. = −hija

jk, (131)

from which Weingarten’s formula (13) is obtained.

B. Prove of the Gauss-Kodazzi formula.

In general, the derivatives of the coordinate surface vectors ρi are no longer on the surface,
therefore, one should express them by the vectors ρ1, ρ2,n

ρij = Γk
ijρk + hijn. (132)

Expressions for Γk
ij and hij follow from the computation of the dot product with the basis vectors

ρj and the normal n.

C. Covariant derivative of covariant components.

In the case of covariant components we need the derivative of a contravariant base vector
∂ρ i

∂ξj

instead of ρij, see eqn. (17). First, take the derivative of the mixed metric components:

∂ak
i

∂ξj
=

∂(ρi · ρ k)

∂ξj
= (ρij · ρ k) + (ρi ·

∂ρ k

∂ξj
) = Γk

ij + (ρi · ρ k
,j ) = 0, (133)

therefore,

(ρi · ρ k
,j ) = −Γk

ij (134)
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and the covariant derivative for the covariant component gets the following form

∇jTi =
∂Ti

∂ξj
− TkΓ

k
ij. (135)

D. Prove that the full time derivative is a Lie time derivative.

In order to prove eqn. (32) consider the vector r(ξ i) in the reference Cartesian frame:

r = Xkek, (136)

where ek are unit vectors of the Cartesian reference frame. By definition of the reference frame
the vectors ek are time independent. Since here only the spatial case is considered, all indices are
running from 1 to 3. The vector r is assumed to be time independent only for simplicity without
loss of generality. The coordinate vectors ri are defined as

ri =
∂Xk

∂ξi
ek = (F−1)k

i ek, (137)

where (F−1)k
i are components of the inverse gradient deformation tensor F with components

F i
j =

∂ξi

∂Xj
, (138)

which are used for the vice versa transformation:

ek = F i
kri. (139)

Eqns. (139) and (137) give the push-forward operator F and the pull-back operator F−1 respectively
in a tensor form:

F = F i
jri ⊗ e j, F−1 = (F−1)i

jei ⊗ r j. (140)

The Lie time derivative of the spatial vector T = T iri is taken following the rule: pull-back to the
reference configuration, take time derivative, push-forward to the current configuration:

LtT = F
d

dt
(F−1T) = (141)

= F k
nrk ⊗ e n · d

dt

(

(F−1)j
iej ⊗ r i · T mrm

)

= F k
nrk ⊗ e n · d

dt

(

(F−1)j
iejδ

i
mT m

)

=

= F k
nrkδ

n
j

d

dt

(

(F−1)j
iT

i
)

=
d((F−1)j

iT
i)

dt
F k

j rk.

This is a full time derivative. It can be seen directly

d[(F−1)j
iT

i]

dt
F k

j rk =
d[(F−1)j

iT
i]

dt
ej =

d[(F−1)j
iT

iej]

dt
=

d[T iri]

dt
=

dT

dt
. (142)

For the prove only the time independence of the reference basis vectors ej was used.

46



Some algebraic manipulations of equation (141) are required to show this for the components.

LtT =
d[(F−1)j

iT
i]

dt
F k

j rk =
∂T i

∂t
(F−1)j

iF
k
j rk +

∂T i

∂ξn
(F−1)j

iF
k
j ξ̇nrk +

∂(F−1)j
i

∂ξn
T iF k

j ξ̇nrk =(143)

=
∂T i

∂t
δk
i rk +

∂T i

∂ξn
δk
i ξ̇nrk +

∂(F−1)j
i

∂ξn
T iF k

j ξ̇nrk.

The last term contains Christoffel symbols. In order to elaborate this, their determination in the
reference frame has to be considered. Equation (15) can be written as

Γk
ijakl = rij · rl, (144)

or in Cartesian coordinates as

Γk
ij

∂Xm

∂ξk

∂Xm

∂ξl
=

∂Xn

∂ξi∂ξj

∂Xn

∂ξl
, (145)

and, exploiting the chain rule,

Γk
ij

∂Xm

∂ξk

∂Xm

∂ξl

∂ξk

∂Xp

∂ξl

∂Xr
=

∂Xn

∂ξi∂ξj

∂Xn

∂ξl

∂ξk

∂Xp

∂ξl

∂Xr
→ Γk

ijδ
m
p δm

r =
∂Xn

∂ξi∂ξj
δn
r

∂ξk

∂Xp
(146)

finally one obtains

Γk
ij =

∂Xn

∂ξi∂ξj

∂ξk

∂Xn
. (147)

Now the Lie derivative (eqn. (143)) can be written as:

Lta ==
∂ai

∂t
ri +

∂ai

∂ξn
ξ̇nri +

∂Xj

∂ξi∂ξn

∂ξk

∂Xj
aiξ̇nrk =

∂ai

∂t
ri +

∂ai

∂ξn
ξ̇nri + Γk

ij ξ̇
jairk (148)

This is a full vector derivative (18) including the covariant derivative (19).
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