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Chapter 1

Motivation

Being able to quickly evaluate newly arriving data or infaton is a crucial
capability in today’s economy. But this evaluation may bifialilt, especially if
the new data cannot be interpreted in an isolated way bugraladded to a data
base where it may lead to the update of preexisting recortteareation of new
ones. An excellent example of such a situation is a purchaseldse maintained
by a retailer: In regular intervals, new purchases are mted into the data base
which, in turn, may influence the marketing and product pdidfdecisions made
by the retailer.

In a static scenario, cluster algorithms are used among otéhods to reduce
the complexity of such a data set and to identify for instagroeips of customers
with similar purchase histories. For large data sets, teewion of a cluster algo-
rithm may take considerable time and computing resource9[. These time
and resource requirements may be acceptable for staticnatmn, when the data
set only needs to be clustered once. But what if the data iateddrequently? In
most cases, a reclustering of the whole data set will be oghdctical as well
as not economical, especially for small updates. Sinceignciise large parts of
the data set are not changed by the update, valuable timstilkole the cluster
algorithm recomputes clusters that were not affected by ukate.

This problem constitutes the motivation for this thesis. etrlier contribu-
tions [Fra03, FGS04, FGSO05, FT05], the restricted randoik {®RW) cluster
algorithm developed by Scholl and Scholl-Paschingebp§®as evaluated in the
context of a large data set of library purchase historiesamad to work well for
that data set in static scenarios, both in terms of the quafiithe clusters and of
the computation time required. The challenge for this werthe integration of
new data into the cluster structure with minimal computsiceffort. As a fur-
ther condition, the cluster quality should remain the sarhether the new data is
integrated using the update algorithm or by reclusteriegctmplete data set.

New data in this context can mean one of three different thing
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2 CHAPTER 1

1. New objects may enter the data set, along with informaghoyut their sim-
ilarity or distance to other, existing objects.

2. An object may change its similarity or distance to othgeots, either by
physically moving to another location or by changing itsrelateristics that
determine its similarity to other objects.

3. An object may be removed from the set.

We will see that, contrary to other methods reviewed in otiapt the update
procedure proposed here is able to handle all three cases weasonable com-
putational time while maintaining the cluster quality.

This thesis is structured as follows: In the remainder offitlse chapter, terms
used in this work are defined. Chapter 2 contains an overvigheccurrent state
of research in the area of stochastic processes and cligteitlams. In chapter
3 the RRW clustering method is introduced as a Markov chaim gimilarity
or distance graph. In addition, the chapter contains agjptios for which the
algorithm has been successfully used as well as some coasaies about the
algorithm’s complexity and the asymptotic behavior of thedkaprocess.

The core of this thesis, the update algorithm, is developechapter 4 to-
gether with a proof of its correctness and a comparison \wghatgorithm classes
introduced in chapter 2. Chapter 5 concludes the thesisamitbutiook.

1.1 Definitions

A very fitting definition for cluster analysis has been given Kaufman and
Rousseeuw [KR90]: “Cluster analysis is the art of findingug® in data.” Al-
though this view on cluster analysis may seem informal, ti@ mality is justi-
fied. There exists — to the practitioner’s regret — no “bekister algorithm that
copes with all applications on all data sets equally wellthRg it depends on
the characteristics of the data set as well as on the regeintnof the concrete
application at hand what a good cluster is and, consequenlgthora of criteria
[HKO1, HBVO02b, HBVO02a, PL02, War63, Wat81] has been propidsemeasure
the quality of different cluster algorithms.

As we are not able to give a global exact definition, let us astieonsider a
sort of least common denominator. A cluster, according éo@iford Advanced
Learner’s Dictionary [Cow89, p. 215],is a

1 number of things of the same kind growing closely togetherlus-
ter of berries, flowers, curls ivy growing in thick clusters2 number
of people, animals or things grouped closely togetteecluster of
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Figure 1.1: Cluster shapes: (a) elongated, (b) compaatng,) (d) sickle

houses, spectators, bees, islands, diamonds, starnsonant clus-
ter, egstrin strong.

In the context of this work, the following definition (modifidrom [Fra03]) is
used:

Definition 1.1.1 (cluster) A cluster is a set of objects that are either (a) similar
to each other or (b) close — in the sense of some metric — to ethar. Espe-
cially objects in one cluster should be more similar to eatteo (intra-cluster
homogeneity) than to objects in any other cluster (inteistdr heterogeneity).

In this context, the intra-cluster criterion can be basedei@mple on diam-
eter, radius (cf. page 25), variance (cf. page 53), or the susguared errors,
I.e. the variance multiplied by the number of elements indluster. The actual
quality of a clustering can consequently be given as a fanaif this criterion.

However, the definition does not make any assumptions comgethe actual
shape of a cluster. In the literature (e.g. [KR90]) the sbagepicted in Fig. 1.1
are often considered as standard cases. Depending on {e chioe clusters,
the performance of different cluster algorithms — in terrhghe chosen quality
criterion — may vary considerably. For instance, there lyerahms likek-means
clustering that are especially fit to detect spherical dbjéke the ones in case
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(b), and that thus cannot cope well with elongated clusiee<hse (a) in Fig. 1.1.
Others, like single linkage clustering, have the problerbridging: If, between
two clusters, there exists a “bridge” of outliers, the twastérs may be connected
via this weak link, though it does not accurately reflect tagiral grouping.

In addition to a cluster, a clustering is defined as follows:

Definition 1.1.2 (clustering) A clustering is the result of the execution of a clus-
ter algorithm on an object set . It describes the assignment of objects to clusters.
X, the set of objects to be clustered, is said to be coveredeogitisteringC’ con-
sisting of clusterg’; iff

x=J¢ (1.1)

C;eC

Furthermore, a clustering created by a cluster algorithmetther be disjunc-
tive or not and it can be hierarchical or partitional:

Definition 1.1.3 (disjunctive clusters)We call a set of clusters disjunctive if
each object belongs to exactly one cluster, i.e. if the ehgstio not overlap. In
this case, the following property holds:

VC;,C;eC: NG =0 (1.2)

If a cluster algorithm produces disjunctive clusters foegvobject set, it is also
called disjunctive.

Definition 1.1.4 (partitional clustering) A partitional cluster algorithm gener-
ates a clustering containing disjunctive clusters; the resulting clustering is also
called ak-partitioning. k& is usually fixed in advance.

Definition 1.1.5 (hierarchical clustering) A hierarchical cluster algorithm pro-
duces a hierarchy of clusters that can be represented by drdgram as given
by definition 1.1.7. The hierarchy includes clusters ated#iht aggregation lev-
els, with an all-encompassing cluster, often called roostér at the top. At the
bottom of the dendrogram, each object is contained in its oluster. Hierar-
chical cluster algorithms may work bottom-up (agglomerelly) by successively
merging clusters or top-down (divisively) by iterativepfiging up clusters.

It is clear that the clustering at each level of a hierardrgtigstering is a par-
tition of the data set if the clusters are disjunctive. Faglamerative hierarchi-
cal cluster algorithms, the building blocks to agglomegateso-called singleton
clusters:
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0 1 2 3 4 5 6 7 8

Figure 1.2: A dendrogram

Definition 1.1.6 (singleton cluster) A singleton or singleton cluster is a cluster
consisting of exactly one object.

Definition 1.1.7 (dendrogram) A dendrogram is the graphical tree representa-
tion of the hierarchy of clusters produced by a disjunctiverdrchical cluster
algorithm at different levels. Normally, the root clustapresenting the entire
object set is located at its top, the singleton clusters atitbttom, as can be seen
in Fig. 1.2. The horizontal lines represent the joins wheeceasling in the tree
— respectively the splits when descending — that occur whanging between
levels of the clustering.

Up to now, we have been talking about similarity (or distgragan abstract
concept. In order to develop a formal definition, let us idtroe two different
concepts for the representation of the objects and theitioel The vector and
the graph model.

The vector model constitutes the most natural case of sontrécrepace, for
instance a vector space with a given norm. The objects aresepted as vectors,
with each vector element or dimension corresponding to eispéeature of the
object. These features can either be binary, nominal (@tiak) or quantitative.
An object set in the vector model is given by a two-mode maé#itwwo-mode ma-
trix represents the objects as rows and the features as osluhnus, the objects
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may also be seen as row vectors. It is then possible to defirstaande measure
on this representation.

Definition 1.1.8 (distance) A distance measure on an object 3étis a relation
d: X x X — IR with the properties (1.3) to (1.6) that assigns a distaige v)
to each pairu, v of objects inX.

d(u,v) >0 (1.3)
d(u,u) =0 (1.4)
d(u,v) = d(v,u) (1.5)
d(u,v) < d(u,w) + d(w, v) (1.6)

Eqg. (1.3) asserts that the distance is non-negative. Thendes of an object to
itself is zero (Eq. (1.4)), as well as to all other objectsugyeng the same point
in space. Furthermore, the distance is symmetric (Eq.)(ar) complies to the
triangle inequality (Eg. (1.6)).

Examples for distance functions are the Euclidean distafiecev) =

\/Zf;l(\ui — u;|?) or the city-block metriel(u, v) = S2F_ |u; — v;, both given
here fork dimensions. They belong to the family 6f or Minkowski distances
whose members have the form

dyfu.v) = iZw _— (17)

i=1

for £ dimensions. For linearly dependent features, the Mahalandistance
[Mah36]
d(u,v) = (u —v)2  (u — )" (1.8)

should be used wheé is the inverse of the covariance matrix and— v)” is
the transpose afu — v). It has the advantage of being invariant to scale transfor-
mations and translations of the raw data.

The second model for object representation is the graph Imdtkre objects
are not represented by their absolute position in a metacesut rather using a
one-mode matrix that contains the strength of their retati the other objects,
either as dissimilarity or as similarity.

Definition 1.1.9 (dissimilarity) A dissimilarity measure on an object s¥tis a

relation with the properties (1.3) to (1.5) that assigns asiinilarity to each pair
of objects inX. It does not necessarily comply to (1.6), i.e. the triangkguality
may be violated.
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Definition 1.1.10 (similarity) A similarity measure on an object s&tis a rela-
tions : X x X — IR with the properties (1.9) to (1.11) that assigns a similarit
to each pair of objects iX'.

0<s(u,v) <1 (1.9)
s(u,u) =1 (1.10)
s(u,v) = s(v,u) (1.12)

Similarities are usually — but not necessarily — normed ®ittierval [0, 1]
(Eqg. 1.9). The self-similarity is set to one respectivelg thghest possible value
(Eq. 1.10) — normally, cluster algorithms do not use thisigal The similarity
relation is symmetric (Eq. 1.11). The case of directed gsaptth asymmetric
similarities is not considered in this thesis.

In the context of information retrieval, the cosine measareften used to
obtain similarities between objects represented as v@ot@a metric space, each
vector containing in its components the features of thealjeepresents.

Definition 1.1.11 (cosine similarity) The cosine similarity between two objects
u and v represented as vectors infadimensional vector space is given as the
cosine of the angle between their vectors

|u - ]

cogO(u,v)) = ———— (1.12)

IRIRIE]
Here,|u - v| = 2 wuv; is given as the scalar productefindv, and for the

length or norm|u|| = y/>_F_, u2 of u the Euclidean vector norm is used.

Finally, another useful group of tools for modelling inp@ta sets should be
introduced: graphs [Die05, Jun99].

Definition 1.1.12 (graph) A graphG = (V, E,w) is defined by the set of its ver-
ticesV, the setZ C V' x V of edges and the matrix = (w;;)|v|x|v| containing
the edge weights between the pairs of nodasd j. Graphs can be undirected
or directed: In an undirected graph, if nodé has an edge leading to nodg, B

is considered to also be connectedAo This is not necessarily true for directed
graphs.

If the edge weights represent the pairwise similaritiesveen the respective
nodes, the graph is also called a similarity graph. Graphsaoatain cycles in
the form (iy, g, ..., i) With i, = dy; 4, € VV1I <1 < k; 4y # i, V1 < [;m <
kNl # m,andk > 2, i.e. sequences that end at their start node and contain no
repeated nodes with the exception of the start/end nodeeéiaase of a graph
IS a tree:
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Table 1.1: Raw data for the example graph

A[B|C|[D[E[F|G
Al-[5(6[1|-|—-]-
B|5|-|4]|-|—-]2]2
Cl6|4|-|-|-|-|7
D1 |- |=-[=-[=]1]-
El-|-|-|—-|-|-]6
Fl-[2|=[1]=-[-]=
Gl-[2|7[=]6]|-]=

Definition 1.1.13 A tree is a cycle-free graph (undirected or directed).

The reason why graphs are often used in the context of clasigysis is
that they offer an intuitive approach to the exploration afizen data set and a
standardized format as well as a tool box for its analysis.ekVbonsidering a
graph in its graphical representation like the one in Fig, itis often possible to
gain a first idea of what “natural” clusters should look likeibentifying densely
populated regions (where a metric exists that allows suaiersients) or regions
with high similarities. Furthermore, the graph represeotais optimal for data
sets where only a similarity or dissimilarity measure isilade; the objects in
such a data set can be mapped to the vertices, and the (digjgymmeasure is
reflected by the edge weights. For instance, the data sefarsdgk construction

Figure 1.3: Section of an example similarity graph
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of the example graph in Fig. 1.3 is given in Tab. 1.1, whereettteies in the cells
represent the pairwise similarities between two nodes @ctd If there is no
entry, the similarity is not defined explicitly and can beltamsd to be minimal —
usually zero; as a consequence, the respective nodes aenmaicted by an edge.
In our example, the groug BC' can be interpreted as a cluster since all its
members are connected with relatively high similaritiequély, there is an im-
portant relation between nodés§ G, andE due to the high similarities between
them. For instance,'G andG E might form a cluster. If we assume transitivity
of relations — for instance in social networks, where thegrither is incomplete
due to observation errors or may develop new edges over tithe three nodes
CGFE might also form a cluster. In that case, the high similargyweenC' and
G on the one hand an@ and E on the other allow to deduce a “considerable”
similarity betweenC' and E; as a consequence, the three nodes form a cluster.
We will see later on, in the third chapter, that the RRW alyoni also finds such
transitive relations.
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Chapter 2
Related Work

This chapter will provide an overview of the literature tigtelevant in the con-
text of this thesis.

An important concept for the restricted random walk clustgorithm is that
of a stochastic process. Therefore, section 2.1 contaiimgrauction to stochas-
tic processes, with an emphasis on Markov chains, a spedcifioneell-known
class of stochastic processes. The restricted random wadlefined by Scholl
and Scholl-Paschinger [SSPO03] is introduced, and its idiefiris delineated from
other restricted random walk concepts found in the litegatu

In addition to Markov chains, random graphs are anotherestag construct
with close ties to the subject of random walks. Section 2/2ga short introduc-
tion into the subject.

The remainder of the chapter will review cluster algorithmig an emphasis
on two areas: “dynamic” clustering and randomized algarghin the context of
this thesis, the term dynamic clustering will encompasse¢hduster algorithms
that are fit to cope with data that is — in one sense or anothgnandic. More
precisely, this includes data sets whose object set mayivaiye, as well as data
sets with changing distances, dissimilarities or simikesi

As an introduction into the subject of clustering, sectidhstarts with a short
survey of cluster algorithms, before section 2.4 presdmglifferent approaches
that can be summarized under the label of dynamic clustefihgse approaches
are divided into three subclasses. The most establishedtalg class is the one
in section 2.4.1 that deals with growing data sets and degarsts. The description
of truly dynamic algorithms that are able to work on data setghich similarities
or distances can change follows in section 2.4.2. A speaiatlass of such dy-
namic problems can be found in section 2.4.3: mobile scesanhere clustering
based on visibility criteria is used to e.g. optimize rogtin wireless networks.

The following two sections are dedicated to the stochasieets of cluster-
ing: Section 2.5, after giving a short introduction to ramdalgorithms, presents

11



12 CHAPTER 2

a number of probabilistic algorithms for clustering, wheesaection 2.6 discusses
approaches that are deterministic, but based on ideas &dom walk theory.

It should be noted here that this thesis uses the origingarnames pro-
posed by the authors of the literature reviewed. While thiditates a later com-
prehension of the original work, it also implies that theseof the variable def-
initions in the sections 2.3 to 2.5 is always limited to thepective section or
paragraph.

2.1 Stochastic Processes

According to Ferschl [Fer70], a stochastic process in gdrngra mathematical
model for randomized experiments over a probability sphaedonsists of a se-
guence of observations or states. This sequence is repeddey a succession
{X:, t € T} of states that are visited by the process at time$' is called the
parameter space of the process and represents the time. dagé of the discrete
state spacé& = IV, transitions between the states may occur at given intrval
the process is then called discrete. In other cases/like IR, the process may
change its states at any point in time; it is called contirsuothe set containing
the possible states, i.e. the possible values ofXthds denoted by and called
the state space. It may either be finite or infinite. We willldezre only with
discrete processes with a finite state space.

A concrete realization of such a process may be written Xas =
(x0, 21,9, . ..), Where eachr;, can be interpreted as a realization of a random
variable X.. The process itself is defined by the parameters), and P, where
S is the aforementioned set of stateg,is the initial state of the process, afd
denotes the transition probabilities, i.e. the probabgibf entering a certain state
xy, after the process has been in the statgs. ., x;_1.

2.1.1 Random Walks

The term random walk was first introduced in a contributioth®Nature maga-
zine in 1905 by Pearson titled “The problem of the random M&kaO05]:

Can any of your readers refer me to a work wherein | should find
a solution of the following problem([...]. A man starts fronpaint O
and walks! yards in a straight line; he then turns through any angle
whatever and walks anothégards in a second straight line. He re-
peats this processtimes. | require the probability that after these
stretches he is at a distance betweeandr + §r from his starting
point, O.
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The problem is one of considerable interest [...]

Given that last sentence it is not surprising that Pearspuméstion was not the
first mention of this problem and that it was answered by Loag|&gh in the
same magazine shortly after [LRO5]. Rayleigh cited thetsmithe had found in
1880 for the analysis of a large number of harmonic vibrati@iR80]. Over the
last century, there has indeed been a considerable intarést problem of the
random walk. Bachélier [Bac00] had considered a simil&stjon in his analysis
of speculation, investigating for instance the probapitiitat the price of a bond
reaches a certain limit at a given time or the expectatione/&dr the first time the
price exceeds a predetermined level. Instances from the pasblem class were
also discussed by Markov [Mar12] who, among others, presktfite solution to
the ruin problem in a two-player game that will serve as exXanmthe following
section.

There are different formulations of random walks. The bésimulation as
given by Cox and Miller [CM65] is that of a particle (the watkén a multidi-
mensional space. K is the (random) vector denoting its initial position and the
walker’s displacement in thieth step is denoted by, its position aftem steps is
X, = Xo+ Y ,_, . Ther, are independently (and in many cases identically)
distributed random variables with denspy(ry). If the r, — and with them, the
X, — are defined on a discrete set, the resulting process islcaligtice walk as
introduced by Polya [Pol21].

Furthermore, if the process is defined in continuous timetaadime interval
between two consecutive steps approaches zero, the ngspfbcess converges
to a Brownian motion [BN70].

Random walks have received considerable interest as peddy Pearson
because they can be used to model, analyze, and predict hlagibeof many
systems where random events play a role. Examples inclsdeance problems
with ruin models or games [Spi01] as will be exemplified intsec2.1.4.

2.1.2 The Restricted Random Walk Used for Clustering

In order to give a first idea of the random process underlyiegRRW clustering
algorithm, this section will introduce the restricted randwalk process as pro-
posed by Scholl and Scholl-Paschinger [SP02, Sch02, §SPchapter 3, these
ideas are presented in much deeper detail, and the usemétezstandom walks
for clustering purposes is described.

Consider a walk process in a metric space that is populatdd atjects:
belonging to some finite set. Let the process start at some objéct It picks
a successor object from a uniform distribution over all other objects . For
the second step, a restriction is introduced: The next bbggto be closer tg
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thanig is. If d(i, j) is the distance relation associated with the metric sphég, t
means that the restriction

d(ir, j) > d(ir, ik—1) (2.1)

has to be fulfilled for allc > 1. If there is no object that satisfies the restriction
in Eq. (2.1), the walk ends. It follows from the constructtbat such a walk must
be finite on a finite object set.

This formulation of the restricted random walk is the one teaised in this
thesis. As can be expected, the term restricted random vealknbt been used
exclusively by Scholl and Scholl-Paschinger for thegaalthm. Literature men-
tions other types of restricted random walks. In order to/jg® a delineation to
these concepts, the next section includes other definifmmestricted random
walks; these will not be used again in this thesis.

2.1.3 Other Concepts of “Restricted Random Walks”

Many publications, for instance [BN70, WK99, Yan05], use tabel restricted
random walks for self-avoiding walks on graphs that are camdavalks with a
different kind of restriction: Instead of requiring an ieasing similarity between
successive nodes as does the RRW method discussed her&jcéecesandom
walk in the sense of these publications is a walk that may etotm to a node it
has already visited. This restriction applies either fa ldsti steps or for the
whole walk. Formally, a restricted random walk in the senséis definition
has the form(ig, ..., i,]i; # iVl # h A0 < [,h < n) (strict formulation)
respectively(io, . . ., i,|iy # inVl #h AN |l — h| < kA0 <[, h <n)(lastk nodes
forbidden). The choice of a successor among the admissblesusually follows
a uniform distribution. The advantage of this formulatisrthat the process has
the stochastic exploration capabilities of a random walk, ib forced to visit
and explore unknown nodes instead of reiterating over @ré&aown ones. As
a consequence, the probability is high that a restrictedaamwalk in this sense
explores larger portions of a graph than its non-restriceanterpart. On the
other hand, if the threshollis not well chosen, the random walk might become
trapped in an isolated region of the graph that is only cotatet the rest by a
node already visited by the process. The use of such restnianhdom walks for
the exploration of graphs has for instance been discuss&dry [Yan05].
Engelberg [Eng65] has scrutinized specific walks of lengthh. These walks
are designed to move along theaxis; their movement along theaxis is a ran-
dom choice between -1 and 1. The walker — called particle fssaia(0, 0), and
its vertical movement in the-th step is given by a random varialglee {—1, 1}.
The position after thé-th step is thusk, Zle &;). The restriction that is imposed
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on the walks in this case is that the number of positive movesnis exactlya,
and that of negative ones is exacblyFor these, Engelberg developed the proba-
bility distributions for the number of zeros, i.e. visitsttee z-axis and the number
of crossings of the walk, i.e. the number of times the proeessally crosses the
x-axis.

Gray [Gra68] has generalized these findings to the distabwf the number
of visits and crossings at an arbitrapyevel.

2.1.4 Markov Chains

Markov chains are generally considered well-behaved anttimvestigated
stochastic processes. As will be shown in section 3.1.1rjct=d random walks
can be modeled as Markov chains in discrete time, thereloyilfy access to
the complete toolbox offered by Markov theory. A comprehensverview of
these tools can be found e.g. in the books by Ferschl [Fer76] a more general
context, Karr [Kar93].

A stochastic procesX = (zg,x1,9,...) is called a Markov chain if it is
compatible with the Markov condition that the choice of thesessor state only
depends on the current state, i.e.

P(Xy =j1Xo=x0,..., X1 = 2p-1) = P(Xp = j| X1 = 2p—1)
Vike N,jeS (2.2)

A Markov chain is called homogeneousif{ X, = j| X1 = zx_1) is indepen-
dent of the parametédr, in other words, if

P(Xk - j|Xk71 - .Z'k;,l) - P(Xl - j‘lel - xlfl) Vk,l € W, j € S (23)

In that case, the transition probabilities are denoted @scahastic matrixP <
IRS*S, For the rest of the thesis, it will be assumed that the Madtwins under
consideration are homogeneous. This is justified sincetapaever occur during
awalk, but always between executions of the algorithm; equsntly, the Markov
chain constructed in each execution of the algorithm is hgemeous.

A typical example of a Markov chain is a dice game: A persom\ait initial
endowment,, < X, < n; throws a dice and obtains one monetary unit (MU) if
the number on the dice is greater than 3 and loses one MU ifasgsor equal 3.
Each round’s payoff is a variablé, € {—1, 1} and the state variable in this case
is the person’s wealttX, = X, + Y1 ,Y; = X;_; + Y;. Obviously X; only
depends on the last state and the result of the dice throw.

There are several conceivable state spaces for this @anig;, or sets formed
by an intervalng, n,| with n; — ny € IN. In the first case, the player is granted
unlimited credit and the game may go on infinitely. If, in aast, credit is not
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granted £ = IVy), the game will end at some point with the ruin of the player
when X, = 0. Finally, if the state space is limited on both sides due ¢oplayer
quitting when an endowment af; is reached§ = {ng,no+1,...,n1 — 1,n1}),

the transition probabilities are given by

% Ifj € {l’k»,1 — 1,z 1+ 1} andno < Tp—1 <N
P(Xk = j) = 1 if Tp—1 € {no,nl} andj = Tp—1 (24)
0 else

In this formulation, the stateg, andn; are absorbing states, i.e. once the process
enters one of these states, it cannot leave it anymore. Eqgolélyer in the ex-
ample entering the statg represents his ruin. Often, for instance for insurance
companies, the probabilities connected to the ruin aretefést. Let/ be a set

of absorbing statesl’; denotes the first time the process enters one of the states
contained in/; the probability thafl’; is finite, i.e. in our case, that the ruin occurs

in finite time when the player starts in statean be calculated as the solution of
the equation system

P(T; < o0)= sz’k + sz‘kpk(TJ < ) (2.5)
keJ kgJ

with 0 < P;(T; < oo) < 1. For the following computations,, = 0 andn; = 5
shall be assumed.

The probability of the ruin of our player in finite time is contpd by setting
up the equation system above fbr= {0} that is given here witt®; as abbreviated
notation of P;(T; < oo). The right hand side contains the probability of directly
entering the absorbing statg. It follows from the definition of the process.

Py = 1
P - ip = 1

- P+ P — 3P = 0
- P + P — 3P = 0

- i+ P - P =0

Ps = 0

Solving the equation system, we see that for instance thigapility of ruin is
0.4 if the player starts with an initial endowment 8§ = 3. The probabilities of
reaching the state, instead are calculated analogously.

Additionally, if the process reaches an absorbing statesiisurely, i.e. with
probability 1, in finite time, it might be interesting to conotp the time that the
process takes on average to terminate.J i§ once again the set of absorbing
states, the expected number of stépl’;) the process takes frord, = i before
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entering an absorbing state is the solution of the equayisies

Ei(Ty) =14 puEr(Ty)
keJ

with E;(T;) > 0 Vi.
If the state space of the game is not limited, the processaa@dom walk on a
one-dimensional lattice where the stafe is defined asX,, = X,,_; + Y,, and

PY,=1)= { g géee =11 (2.6)

Using the one-step transition probability mat¥ it is possible to calculate
the probability distribution after a given number of stepsst, let the row vector
m, € [0,1]"! represent the probability distribution of the states atetim The
distribution fort 4 1 is obtained by multiplication

Ttr1 = 7Ttp (27)

and by recursion, we get
Tl = 7TtPl (28)

A special case occurs if, starting from a timyethe distribution does no longer
change from step to step:

Definition 2.1.1 (stationary distribution) If 7, = m,.; = « forall t > ¢y, the
distribution7 of the Markov chain is called stationary or “steady state”.

A Markov chain is bipartite if its state spadecan be split into two subgroups
S1, 59 such thatS; U Sy = S andp;; =0Vi € 51,7 € S1, Vi€ Sy, 5 €5y, 1.e.if
there are no transitions between two members of the samembgAs Lovasz
[Lov96] has shown, all non-bipartite Markov chains haveagishary distribution.
Bipartite chains, on the other hand, cannot have a stafahistribution because
with each step, the transition probabilities change rdigicdepending on which
part of the state space the current state belongs to.

Another important notion is that of (ir)reducibility.

Definition 2.1.2 (irreducible Markov chain) A Markov chain is said to be irre-
ducible if each of its states can be reached from each otlae sie. if no part
of the state space can get separated from the rest duringuiheimg time of the
process.
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2.2 Random Graphs

Closely related to random walks on graphs is the subjectrafom graphs that
goes back to Erdds and Renyi [ER57, ER60]. In a random gtaphyertices are
predetermined; their edges, on the contrary, are createdshychastic process.

For instance, consider a party where guests walk randombygjin the room
and engage in dialogs for a limited time with the first perdogytmeet and that
currently is not having a conversation. Clearly, the nodethe graphs are the
persons participating in the party. Furthermore, for eaalod that is established,
we add an edge between the two persons having this coner#atidoes not yet
exist. If the party were to go on infinitely [Ada82], the grapbuld be connected
after a while, after a longer time, it will finally be a cliques. a graph where every
node is directly connected to each other node. The growtheoftaph follows a
stochastic process and the realization of a concrete coafigo of the graph is
the realization of a random graph.

Two formulations have been developed for the formation ahsa graph.
Bollobas [Bol01] introduced the concept of thg , random graph. Formally, the
graph consists of vertices. For each of thé}) possible edges, imagine a coin
being tossed that with probability lands heads up and thus leads to the edge
being added. With probability — p the edge is not added to the graph. Each

graph thus created is one ffs) possible realizations of th&,, , graph.

Asymptotically, this is equivalent to th&,, ; formulation of a random graph
where a set ofV edges is chosen from a(IZ) possible edges under the restriction
that every possible graph witN edges and. nodes has the same probability of
being created. Alternatively, @, y graph [ER57] can be created by iteratively
adding edges from a uniform distribution over all possilniges not yet assigned
until N edges are present. The equivalenc&pf andG,,  for very large graphs
follows whenp andV are chosen such thé})p = N since the firstis the expected
number of edges in th€', , graph and the latter is the fixed number of edges in
theG,, v graph.

With a growing number of edges a phase change behavior wsiheot to
different properties of the graph like connectedness isable. A phase change
is marked by the rather abrupt transition from one state ¢éoater. For the
analysis of this effect on random graphs, it is useful toodtrce the graph family
G pn) [Spe01], where the probability of an edge being added isesgad as a
function of the number of nodes. It can then be shown that fanyrproperties
of the graph, a threshold functiafv) for p(n) exists such that, in the asymptotic
view, if p(n) < t(n), the property almost surely does not apply to the graph.ewhil
for p(n) > t(n), it almost surely holds. Tab. 2.1 lists some of these progzert
along with their respective threshold function.
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Table 2.1: Threshold functioni$n) for graph properties
| Threshold| Property of the Graph

n=? The graph has edges

n=2 The graph has nodes with a degree of at least two
n-1-% | The graph contains trees with4- 1 vertices

n-! The graph contains triangles and cycles

1“7” The graph is connected

n- k-1 The graph has complete subgraphs wviitmodes g > 3)
n=%In2z n | Each pair of the graph’s nodes has a common neighbor

Let us consider the property of being connected a bit furthep(n) = 1“7”

the expected number of edges(i§nz = =" ~ 1y nn. According to

Erdods and Renyi [ER57], the probability of a graph withlog n + cn edges and
n vertices being connected is

lim P(G, (1108 n4cn)iS connectefi= ¢ (2.9)

n—~o0

By varying ¢, we obtain the function plotted in Fig. 2.1. The phase chasge

' p(connecte'd)

0.8 | -

0.6 | -

p(connected)

04| .

0.2 -

jasa function of ¢

nlogn+cn

Figure 2.1: The probability of connectednessd?){[%
[Fra03]
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visible in the interval—1, 3], where the probability of the graph being connected
goes up from practically zero to nearly one.

Random walks may also be considered as generators for suretramentally
growing graph, if for each edge in the similarity graph \@diby the walk, an edge
is added to the random graph between the appropriate plaaois not already
exist. The difference, however, is the order in which theasodnd edges are
visited: The order of the edges visited by the random wallotsas free as for the
normal random graph since it depends on the underlyingtsireicFurthermore,
using only one walk process, the graph always consists aflgxane component
and many singletons. This can be overcome by using sevetklpacesses,
possibly with restrictions as introduced in chapter 3.

In that case, as stated in [Fra03], the most interesting mofoe clustering
purposes is when substructures in the graph start formiridydfore the graph is
connected. In this case, the substructures give informafnothe clusters present
as will be detailed later when dealing with restricted randealks in chapter 3.

2.3 Cluster Algorithms

This section gives a short overview of the related literatm cluster algorithms
in general and presents three algorithisneans, single pass, and hierarchical
agglomerative clustering, in more detail since these valled in the following
section on dynamic clustering. The era of classificationdnstering on comput-
ers began in 1957 with Sneath’s seminal paper [Sne57] ongb@iucomputers
in taxonomy. It would be beyond the scope of this thesis te g overview of
the complete area of cluster algorithms. A more in-deptlere\can be found
in [Fra03]. The book by Bock [Boc74] offers a very good intnation to the
general ideas and principles of clustering and still is oh#ne standards in this
field. Another good introduction is contained in the first gtess of the book by
Kaufman and Rousseeuw [KR90], followed by the rather spepitesentation of
some cluster algorithms. Both Sokal [Sok77] and Duran andllQ@O74] offer
a broad review of cluster methods. For the practical apjdinaof clustering al-
gorithms the paper by Dubes and Jain [DJ76] can be recomrdefides works
of Augustson and Minker [AM70], and Matula [Mat77] are foedsespecially
on graph theoretic clustering methods. There have beemjgit$eat defining gen-
eral frameworks, for instance by Lance and Williams for &rehical bottom-up
cluster methods [LW67a, LW67b]. Jain et al. [JMF99] give aeyal overview
over the subject of clustering, including such topics agyudustering [Bez81],
clustering with artificial networks, and evolutionary dieisng [GDO03].

In general, the following requirements for a “good” clugstgrare considered
in the literature [Fra03]:
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e Stability: According to Godehardt and Jaworski [GJ02], stability cri-
terion comprises three aspects: First, the addition of niej@ats should
not have a significant influence on the clustering, and théaoaktnust dis-
play insensitivity against reordering of the data as wetbdsistness against
outliers. The first two aspects are especially importanhédontext of up-
dateable cluster algorithms: The first is the discussionladtity versus
stability of the clustering, i.e. the question of how striyng clustering is
adapted when new objects arrive. The second is even moieatfdr the
quality of the clusters, as will be discussed in the follogveections: Often,
it is not possible for stream or incremental algorithms teoithe data in a
way that would create a good cluster quality. While not a sjpgaroblem
of dynamic clustering, the question of how to treat outlisralso impor-
tant since single outliers can change the cluster shapadssably when
included in a cluster. It must thus be decided whether toagitsoutliers,
keep them as singleton clusters or include them in the egisiusters.

e Comprehensibility: The resulting clustering must be coshensible in the
sense that the user must have the possibility to underdtarsteéps that the
algorithm has taken toward the solution. This is comple@eibty the next
criterion,

e “Natural” clusters: Obviously, the clusters produced bybgorithm should
be intuitive and compatible to the structure that is inheirethe data set. In
an attempt to grasp the concept of natural clusters in tefras objective
guality measure, there has been a plethora of formal aiterithe quality
of clusters, for instance by Halkidi et al. [HBV02b, HBV02#&]agen and
Kahng [HK92] or Pantel and Lin [PLO2]. Halkidi et al. give aryegood
survey both of external criteria, when it is possible to canepthe cluster-
ing with some a priori classification, and of relative measywhere two
algorithms are compared. An example for the first type of meas the
Jaccard measure [Jac08] that computes the fraction ofatlyridassified
object pairs over the number of pairs that are assigned teahmee cluster
either by the clustering, the original classification, otdmgh. A member of
the relative class of criteria is the Dunn family of indices

d 1y U
D,, = min min (e Cj). (2.10)
" i=logne | G=itlne | maxg—y ., diam(cg)

7777

with n. the number of clustersi(c;, ¢;) = min,c., yec, d(x,y) the dissim-
ilarity between the clusters andc;, anddiam(c,) = max, ye., d(z,y).

Hagen and Kahng have proposed the degree/separation mdasuis de-
scribed in section 2.5.4. The objective functions used enaiigorithms by
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Fisher [Fis58], Ward [War63], and others also representrgiicit quality
criterion. Fisher, for instance uses the weighted quaddastance or sum
of squares from the cluster centroid

K

where K is the number of objectsy; is the weight of object, a; is some
numerical measure assigned tefor instance the position in a metric space
— andg; is the arithmetic mean of the numerical measures of all ¢bjec
assigned to the same clusteria#t is then of course desirable to minimize
this measure. However, in spite of all these attempts, iilshioe noted that
the naturalness criterion is still hard to grasp formally.

Efficiency: It is clear that even clusters of high quality aseless if their
computation takes too much time, i.e. if the results are wmail@ble when
they are needed. Consequently, the computational contpleikan algo-
rithm should always be borne in mind, especially for larged®ts. Many
solutions that were proposed are NP-hard and as such hdrftlyfeal ap-
plications. But sometimes approximations can be foundinfstance by a
more efficient randomized algorithm as discussed in se&isn

Shape independence: Optimally, a cluster algorithm shioeilable to iden-
tify clusters independently of their shape and relativee siHowever, as
Jain et al. [JMF99] note, there is no universally applicatilester algo-
rithm. Rather, as mentioned in section 1.1, there existrafgos that are
specialized for clusters with certain shapes. For instakieeeans cluster
algorithms are especially fit for the detection of sphericampact clusters,
whereas single linkage will reliably identify elongatedsters, but with a
strong tendency towards bridging.

Optionally, support for dynamic data sets as defined in ttredluiction: In
addition to the above criteria, a dynamic algorithm shoadble to cope ef-
ficiently with data sets of changing size, containing olgélcat may change
their pairwise similarity over time. Especially, it is naeé@imed efficient to
simply recompute the clustering using the whole data sat rEguirement
will be elaborated in section 2.4 for the evaluation of ergimethods and
will be the benchmark for the development of the algorithiscdssed in
this thesis.

Cluster algorithms can be classified according to variouter@ that Good
[Goo77] quite eloguently described in his “botryology ofttyology”. The term
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botryology — that never really caught on —is derived from@neek word3orpvs
that designates something that resembles a cluster of grapge more widely
used criteria from his list, supplemented with those lidtgdSneath and Sokal
[SS73] are:

e disjunctive versus overlapping

qualitative versus quantitative

agglomerative versus divisive

hierarchical versus nonhierarchical (partitional)

local versus global criteria

direct versus iterative solutions

In addition, the criteria

e deterministic versus stochastic (cf. section 2.5)

e hard versus fuzzy [Bez81]

should be mentioned.

The algorithm that is at the center of this thesis is eithgjudictive or overlap-
ping, depending on which cluster construction method isluges quantitative,
hierarchical, uses local criteria, is direct, stochastid¢ hard. Due to the formula-
tion of the process, it cannot be assigned the label aggktiveror divisive.

Before considering dynamic clustering in detail, let useevsome static al-
gorithms that will be referenced later in this thesis.

2.3.1 k-Means Clustering

k-means ok-medoids clustering is a simple iterative cluster algonitheveloped
by MacQueen [Mac67]. It finds clusters in a vector space faedgfined number
k of cluster centers by iteratively adjusting the clusterteeshand the association
of the objects with these centers. Lt ..., u, represent the cluster centers. In
the case ok-means, they are computed as the average value of its cdusiem-
bers, fork-medoids, the:; are assigned the cluster member closest to this average.
Usually, the algorithm is initialized with random vectoos they;. In each itera-
tion, first each of the objects is assigned to the clusterecenhas the minimum
distance to. Then the cluster centers are recalculatedhéonext iteration. The
algorithm stops either after a predefined number of itenatiar when the set of
cluster centers does no longer change significantly.
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An interesting preprocessing step for theneans algorithm has been devel-
oped by Lin et al. [LVKGO04]. It addresses two known problemsthe algorithm:
First, the running time of thé-means algorithm depends on the dimensionality
of the input data, which constitutes a problem for timeesemputs. Second, the
method being a hillclimbing algorithm, it may get stuck icéb optima, depend-
ing on the initial distribution of the cluster centers.

Both issues can be alleviated by reducing the dimensigr@ithe input data
set by using e.g. a Haar transformation; the authors claatrettny multi-resolution
decomposition such as discrete Fourier transformatioagpdicable, too. The
idea behind a Haar transformation is to iteratively cal@ithe average of two ad-
jacent data points at the next higher resolution; the fHeaefficient is the global
average. The transformation is lossless and thus completegrsible.

In order to avoid local minima, the first clustering is stdr® a low-resolution
level. At this level, the probability of finding a local optum is less pronounced
than with high-resolution data. In further steps, the ladtition obtained at a
lower level is used as input for data of higher and higherlwgm levels, using
more and more Haar coefficients, until finally the origingbuh data has been
restored and is used for the clustering. The authors showttiearunning time
in practice is lower than for the normatmeans algorithm and that the average
quality is higher.

2.3.2 Single Pass Clustering

The term single pass clustering is applied for a class otetuy algorithms that
cannot use random access on the data set but instead musfiteoohygster as-
signments as each object is introduced. One variant of @miadigm has been
introduced by Deichsel [Dei78]. As each object is considdoe clustering, it is

either assigned to one of the existing clusters if its distaio one of the cluster
members is below a predefined threshold, else it forms itsabuster.

The advantage of the single pass class of algorithms islihear computa-
tional complexity. On the other hand, the quality of the Hasg clusters is not
optimal since every object can only be considered once, afard knowledge
of the layout for the rest of the data set is present. Sub@ptdacisions that
were made at an early stage cannot be reverted. Furthertheressults of such
an algorithm depend on the order in which the objects to betetad arrive. If,
for example, the first objects are just outside each othéuster radius, they are
assigned to different clusters, even if later data pointgylypetween these initial
objects suggest that there should be one large cluster regien instead of many
small ones.
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2.3.3 Hierarchical Agglomerative Clustering

The term Hierarchical Agglomerative Clustering (HAC) [Wat describes a gen-
eral framework for obtaining a hierarchy of clusters as temthe requirement in
information retrieval. The general idea is to start with acfesingleton clusters
that form the leaves of the dendrogram. In each step of thaidig, the two
clusters that are closest to each other with respect to thecsed are merged,
until there is only one cluster left: The root node of the degdam.

Usually, the metric is one of the following: Smallest distarbetween mem-
ber objects of the clusters in question (single linkageg¢rage distance (average
linkage) or largest distance (complete linkage), diam@aegest intra-cluster dis-
tance of the merged cluster) or radius (the size of the sgheriesing the cluster)
of the clusters.

2.4 Dynamic Clustering

After the general overview of the last section, this sectimsents the approaches
proposed for clustering dynamic data. The designation miynaata can mean
two things: First, it may be the size of the object set thatéases or decreases
over time as new members join or old members leave the sebn8ethe mem-
bers themselves may change their relation, i.e. distan@natarity, to other
members, thus necessitating an adaptation of the clustestwte. A problem
that occurs in this context is that of the stability/plaggidilemma [DHS01]. On
the one hand, the clustering should be able to integrate bgets as accurately
as possible in the cluster structure: The clustering shioeldlastic. On the other
hand, such a good integration may entail considerable @sanghe cluster struc-
ture due to the insertion of single objects which means tmatctusters are not
stable. The conflict between plasticity and stability sdag kept in mind when
examining the algorithms reviewed here.

All algorithms compiled here can cope with at least one ofdtenarios de-
scribed above, where the insertion of nodes seems to be Hysfamost common
problem — at least judging from the respective number ofipabbns. Optimally,
a cluster update algorithm should be able to cope with imsest deletions, and
changing similarities while maintaining the quality thadwid result from a re-
newed execution of the algorithm on the updated data set.

Another field of research where the problem of dynamic daiseften en-
countered is the domain of data mining. Solutions were fetaince proposed
by Wang [Wan97] who used dynamic suffix trees to detect reaypatterns
in sequential data (strings), given minimal values for swppnd confidence, or
Parthasarathy et al. [PZOD99] who used the relations betwebsequences and
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sequences in data streams to quickly detect frequent segglelhese two algo-
rithms will not be detailed further here since they rathdobg to the domain of
association mining than to clustering.

Section 2.4.1 contains an overview of algorithms that candleegrowing and,
in some cases, shrinking data sets. It starts with an owerefethis algorithm
class before presenting the different approaches publishthis field. The sec-
tion ends with an evaluation of the algorithms’ capabiitie the context of dy-
namic data sets in the broader sense. The next section, @rds&nts algorithms
that are also capable of integrating changing similarif@sinstance for the pur-
pose of access pattern optimization in object-oriented bastes, followed by a
summarizing evaluation. Finally, section 2.4.3 gives aareeew about a domain
of research that is currently quite active: mobile, wirslaad ad-hoc networks.
This class of algorithms naturally faces both dynamic digetsizes and moving
objects; the methods are often used for finding optimal olaethe network. The
important difference that discriminates algorithms forlnt® scenarios from the
ones described in section 2.4.2 is that they usually onlg ladvinary similarity or
distance measure (two nodes can directly reach each otmat)orFurthermore,
given that the execution environment for the algorithm isally a mobile device
with limited battery power, limited computational resoescand limited commu-
nication bandwidth, the clustering algorithms have to n@akapromises between
guality and resource usage, as will be discussed in the suyrohaection 2.4.3.

2.4.1 Integration of New Objects into an Existing Clusterirg

The typical application scenario in this problem class éssbquential appearance
of objects for example in data streams. Clusters have to h&treated before the
object set is complete. Application examples include @mnment detection for
autonomous agents [MMR96] and especially stream clugi¢Bar02].

In general, these algorithms are not capable of dealingaehi#imging similar-
ities or distances, but if the algorithm also supports tmeaweal of objects, it is
possible to integrate this scenario. For instance, if dbjetove with respect to
each other, the moved objects can be first removed from tlesdaand reinserted
at their new position. Whether this is efficient or produdesters of the desired
quality is a different question.

Cover-Coefficient-Based Incremental Clustering Methodabgy

One of the first publications in the area of dynamic clusterathe article of Can
and Ozkarahan [CO87]. They stipulate the following requeats for dynamic
clustering in an information retrieval environment thaedap with the general
requirements for clusters given in section 2.3:
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1. Stability: The appearance of new objects should not leasubstantial
changes in the cluster structure. Equally, small errorsiéndetermination
of similarities e.g. from a textual description should nfiteet the clustering.

2. Order independence: The order in which the objects argepted to the
algorithm should not have an influence on the cluster stractu

3. Well-definedness: The algorithm should either produdegles classifica-
tion, i.e. clustering, or a small set of compatible clasatfans when clus-
tering a given data set.

4. Uniformity of distribution of the documents in the cluste

5. Efficiency: The addition — and possibly removal — of olgeshould be
efficient and practical

6. Optimality for retrieval: The resulting clustering sthdallow an efficient
and effective retrieval procedure.

The algorithm developed by Can et al. [CO87, CO89, CD90, BaG8SF95] was
motivated by a typical information retrieval (IR) probler@ivenm documents
described by: terms, find groups of similar documents. The input data isrgas
a feature matrixD,,,,, where the entryi;; is either a binary variable that denotes
whether documentis described by ternj, or it contains the weight of termin
document. In the following, binary entries will be assumed. The recgal of
the sum of the-th row of D is denoted byy;, the reciprocal of the sum of itsth
column bygy.

The cover coefficient matrig’,, ., describes for every document how well it
is described by each other document. Its elements are atdduhs

Cij = O Z ﬁkdikdﬂc (2-12)
k=1

c;; denotes how well is covered by;. Due to the formulation of the;;, the
row sums ofC' are equal to one. In addition to the coverage by other doctsnen
the uniqueness or decoupling coefficient= c¢;; represents the self-coverage of
documenti;. The lowerd;, the more: is coupled with other documents. The
coupling coefficient of a documenntis the row sum of the off-diagonal entries
Y; = 1 — &;. The coupling coefficient [sic] for the whole data base ", %

is a good criterion for the appropriate number of clusterste that despite the
name, the coefficient has nothing to do with correlationsrm@dr interactions.



28 CHAPTER 2

The authors suggest to generate= dm clusters. For each document, the
cluster seed power

pi = 0it; Zdij (2.13)
j=1

determines its fitness to be a cluster center or seed.nJl®cuments with the
highest cluster seed power are selected as cluster seeithe fimitial clustering.
The other documents are then assigned to the cluster sdetbtieas them best
according tac;;.

For the cluster maintenance, the following algorithm isclise; is the set of
documents that have to be (re)clustered:

1. Compute the; for all documents
2. Determine the cluster seeds of the new data set

3. Ifan old cluster seed is no longer a seed, add the docurnentsts cluster
to Df

4. If a non-seed becomes a seed, add all documents from tteedaster to
Dy

5. Assign the members d; to the new cluster seeds as above

The overall complexity of this approach is given é¥3t + mlogm) +
O(nem(|Dyf| — ner)zq) Wheret is the number of non-zero entries in the feature
matrix D, n.,, is the number of cluster centers in the updated datansethe
number of seeds in the set of documents to be (re)clustekd,as the average
number of terms per document. The algorithm is designedrmwigg data sets,
but could also be used when objects are removed. The quéliheclusters is
maintained during the updates at the cost of a relativelly bamplexity.

Dynamic Clustering for Time Incremental Data

Another early work in the domain of incremental clusterisgthe article by
Chaudhuri [Cha94] who systematically listed the possildtoas upon arrival
of new objects:

1. Absorption: A new objecp is “sufficiently” close to an existing cluster in
order to be considered as member. Distance in this case iedéh the
sense of single linkage, i.e. as the minimum distance betywead one of
the members of the respective cluster. Lé&tbe the nearest cluster jo
Chaudhuri suggests that the distance of the objedot the closest cluster



CHAPTER 2 29

memberg, € C; should approximately correspond to the average distance
of ¢, to itsm closest neighbors i@; wherem is a predefined constant.

. Merging of clusters: If, during the steps described farech, two clusters
C; andC; have reduced their distance, the two are merged. The destanc
betweenC; and(; is defined here as the minimum distance between one
pointp € C; and another point € C}:

d(C;,Cj) = _min ¢ d(p. q) (2.14)
This case can only occur if at least one of the clusters hasrgdue to the
absorption of one or several new objects and thus decretsdigtance to
some of the other clusters. The clusters are merged if thainacteristics in
the vicinity of p andg correspond. As a measure for the correspondence, the
share of closest neighbors pfthat come fromC’; and vice versa is used.
If it is close to%, Chaudhuri takes this as an indicator that the clusters’
characteristics correspond.

. New cluster formation: For the decision whether leftaMgects from step 1
should form a new cluster or be considered as outliers, Ghaugdroposes
the use of a minimum spanning tree that is constructed oeeydhof objects
not assigned to a cluster. For these objects, the averagackd, to their
nearest neighbor in one of the existing clusters is computed all edges
with an associated distance greater thagp, « > 1 are discarded in order
to obtain a threshold graph. Those subtrees with more-thanodes form
the new clustersy being a predefined threshold

. Outliers: All objects not associated with a cluster in oh¢he preceding
steps are considered as outliers

. Split of clusters: At regular intervals, all clustersithave grown due to
absorption or merging are considered for a split. Firstldbal densities are
calculated for each object. If; and,, are, respectively, the minimum and
maximum local densities, all objects with a density lessha 5(, — 1)

are discarded, whereis a given constant. Then, a minimum spanning tree
Is constructed. If the maximum distance associated withd@e & much
higher than the average distance, clusters should be sphieadge with
the highest weight, but only if its removal generates twotieds with a
“reasonable” number of nodes — unfortunately, the papes doedetail the
guestion what a reasonable number of objects is for a cluster

As can be seen, the actions here are triggered by criteriatadormulated in a
vague way and must be concretized in order to be operatjousdible.
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Incremental Conceptual Clustering

Algorithms from the field of incremental conceptual clustgr[Fis87, GLF89,
Nev95] are among the earliest methods capable of integratw objects. The
methods are motivated by human learning processes \is-a-get of yet un-
known objects that are presented sequentially. In the géoase, the knowledge
of the structure inherent in the data set is represented Bceidn tree where
every node represents one or several criteria accordingpiiwvthe objects in its
sub-hierarchies can be classified. While the static algmstseparate between a
learning phase for the construction of the tree and the bdagsification task, the
incremental algorithms surveyed by Gennari et al. [GLF&®8grate both func-
tions: Each object that is presented to the algorithm mayenite the structure
of the tree.

Gennari et al. [GLF89] propose to use an incremental hithblng learning
algorithm in order to cope with the dynamics of the objectaset to reduce the
memory requirements. In this case, the landscape the imibelr must cross is
the space of all concept hierarchies, the altitude or gualita single solution
being determined according to the fit between the data piegeo far and the
hierarchy. Contrarily to static hill climbing methods, thi# climber in the context
of incremental conceptual clustering is confronted wittharging “landscape”
in every step. As a consequence, the algorithms may be degesndent as the
authors note in their survey.

Influence of Instance Ordering on the Clustering Quality

For most incremental algorithms, the order in which new cigjarrive is crucial
(cf. [GLF89]). Some of them deal with this problem by reongamg the clusters
with either local or global strategies. While local straésgare cheap to imple-
ment, it cannot be guaranteed that they correctly reflettajichanges in the data.
Global strategies, on the other hand, do not have this prmoldat they are usually
computationally much more complex than their local coyrdets.

For algorithms without these reorganization facilities,has been shown
[FXZ92] that the best cluster results are achieved when tsiedbjects presented
to the algorithm are as dissimilar as possible, thus defitiiegegions in which
objects can be found. In this case, the initial clusters @aexpected to cover a
large part of these regions. If, on the contrary, very sinolajects are encoun-
tered at the beginning, the initial cluster centers aretjposad close to each other.
As a consequence, they must be repositioned when remotetobje presented
to the algorithm. This increases the probability of the atho sticking to local
optima.

Roure and Talavera [RT98] have therefore suggested they/&tbstrategy for
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various clustering algorithms, where each insertion iduatad in terms of the
algorithm’s cluster quality criterion. If the expectedliyi i.e. the confidence of
adding the new object, is above a given threshold, it is tegerlse it is stored
in a buffer to be inserted later on. The idea has a certainagiityi to simulated
annealing (cf. section 2.5.3) and has been shown by the @utth@onsiderably
reduce the influence of a bad instance ordering.

A similar principle has been proposed as the leader algorithar75]: Given
a vigilance parametef, each new object is either placed in a cluster if it lies
within a radius off around its cluster center or it starts its own cluster if it is
too remote from all existing clusters. Prehn and Sommer §P88alculate this
vigilance parameter by iteratively clustering the objesttwgith decreasing until
the classification error falls below a predefined thresh@lgkarly, the lower the
vigilance parameter, the better the fit, but the lower theegaization capabilities
of the clustering. The algorithm allows for ellipsoidal sters, has a reduced
sensitivity to instance ordering problems and runs in lirieae of the number of
clusters, but can only handle insertions.

Incremental Clustering and Dynamic Information Retrieval

In the context of information retrieval, Charikar et al. [EX@97] have analyzed
the extension of hierarchical agglomerative clusterinthtodynamic case. Their
goal is to maintain a predefined number of clusters with mahidiameter where
the diameter of a cluster is defined as the maximum interephjistance in the
cluster. As a quality measure, the authors suggest therpafe ratio that uses
the optimal — i.e. static — clustering as a benchmark. Théopeance ratio is
defined as the ratio of the maximum cluster diameter overpalate sequences to
the maximal cluster diameter of the optimal clustering.

Additionally, the dual problem of maintaining a fixed clustkameter with
a minimal number of clusters is discussed. The authors dtuéyge algorithms:
a greedy algorithm with two alternative selection critetlde doubling and the
cligue algorithm. The greedy algorithms work by mergindheitthe clusters
whose centers are closest (center-greedy) or those thahipanthe diameter of
the merged cluster (diameter-greedy). The two latter &lgos encompass sev-
eral phases that each consist of two stages: The first stage serves toksthe
initial number ofk + 1 clusters by merging, while new elements are added in
the second stage. In the case of the doubling algorithm, éaeest clusters are
merged in such a way that the radius, i.e. the maximum distaheach cluster
memberp from the cluster center;, max,cc,d(c;, p) does not exceedd;, where
a is a predefined constant ardgddenotes a lower bound on the optimal cluster di-
ameter (OPT) for the phase. Furthermore, the distance battwe clusters must
bed(c;j, ¢;) > d; andd; < OPT. In the second phase, the new objects are inserted
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into a cluster if it is possible without increasing the dideneof the cluster and
given the respective restrictions for the cluster diansetéithis is not possible, a
cluster is added that contains the new objects as only mambkee second phase
runs until the number of clusters excegdsThe authors show that the perfor-
mance ratio of the algorithm is 8. In other words, the cludiameter for the most
disadvantageous update sequence is smaller than eiglst i@ eliameter of the
clusters in an optimal clustering of the same data set.

The clique algorithm works in a similar manner. In stage angially the
following conditions hold: The radius of each cluster is atst2d;, its diameter
at most3d;, d; < OPT. In the merging stage, a threshold grdpbf the cluster
centers is constructed with thresha@ldl. The cliques inZ are then considered as
new clusters. New objects are either added to existingeaisisthen the resulting
cluster has a diameter of no more thad), or they establish a new cluster. A
new merging phase begins when the number of clusters exéeeds Although
the performance ratio of the clique algorithm is 6 and thutebeéhan that of
the doubling algorithm, the problem is that computing ofigus NP-hard and
therefore not really practicable for dynamic clustering.

Both variants can only handle insertions. In addition, #suits of the update
procedure are not equivalent to those of the original allyori

The greedy and the doubling algorithm have for instance hesed in the
clustering of user profiles for web agents by Somlo and How¢0[l§. They
showed that for this application, the doubling algorithnswaperior to the greedy
algorithm.

BIRCH

The algorithm BIRCH [ZRL96] has been primarily developed4hang et al. as
a memory-saving algorithm with several passes, but cantmsaesed as single
pass variant; in that case, the quality obtained with sépasses is of course not
attainable. The goal of the algorithm is to reduce large datsa by representing
densely populated (“crowded”) areas of a metric space ateckithat should fit
into a single memory page and by discarding outliers.

The cluster concept relies on six concepts: centroid, ;a@dind diameter of
a cluster, the clustering feature (CF), a distance meaaunckethe CF tree. For a

cluster consisting oV elementsX, ..., Xy, the centroid is given by
N
> i X
Xo = 77\} (2.15)

The radius is defined as
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and the diameter as

> Z;V:l(Xi — X;)? 3
o ( N(N —1) )

(2.17)

In order to compute these characteristics of a cluster, limgaring feature CF
stores for every cluster the tuplé/, >~ | X;, 27 | X?) that is sufficient to cal-
culate centroid, radius and diameter. Different measuresapplicable for the
inter-cluster distance, for instance the Euclidean or Ntaim/city-block distance
(definition 1.1.8). Finally, a CF tree is a height-balanaed twhose dimensions
are guided by the following parameters: The branching faBtaetermines the
maximum number of child entries in a non-leaf node, the pateni the maxi-
mum number of entries in a leaf node and the threshold fdcteithe upper limit
for either the diameter or radius of the cluster composedeétements in one en-
try of aleaf node. IfX = { X}, ..., Xy} is the set of all objects to be clustered, an
entry X, C X of a leaf node thus has the formy. = {X,,,..., X |R(X.) <T}
or X, = {X,,...., X, |D(X.) < T}, respectively. A non-leaf node consists of
the clustering features of its child nodes or subclusteds@minters to the chil-
dren. Each entry of a leaf node contains several objectsfahait a subcluster
with maximum diameter or radius; this is called the threshold condition. Zhang
et al. do not give further information on the height balantte tree.

A new element is inserted into a CF tree by descending theaheays choos-
ing the entry that is closest to the new object until a leafenigdeached. The new
element is inserted into the leaf’s closest entry, if thenging cluster still satisfies
the threshold condition. Otherwise, a new leaf entry istecdor the new ele-
ment. If this is not possible because the leaf already/hastries, the leaf node is
split. Finally, the CF information on the path from the maelifileaf or leaves to
the tree root is updated.

The BIRCH algorithm consists of four phases, of which the fssnost in-
teresting here, because it generates a clustering whitesgathe data only once
(first pass). Phase two optionally reduces the size of tlee plhases three and
four serve to improve an existing clustering, but need ahirscan of the data
set, which is why they cannot be used sensibly on stream @ardindata.

Phase one builds the CF tree while scanning the data set.g&hal. claim
that at any point in time during the CF tree construction {tee represents a good
clustering of the data processed so far. As a consequerealgbrithm is able,
using only the first phase, to work on dynamically growingpdsts.

The static algorithm was evaluated against the CLARANSteluslgorithm
[KR90] which it outperformed both with respect to the clugjaality and the run
time. The dynamic version copes only with new objects andahasferior quality
compared to the static one which would necessitate a recingt
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Star Clusters

In contrast to algorithms that demand the number of clustebe fixed a priori,
the method developed by Aslam et al. [APR97, APR98, APR9isned to find
a “natural” number of clusters. As a result, the authorsedfadt this procedure
guarantees — contrarily to algorithms with a fixed numberlo$ters — a lower
bound on the similarities inside a cluster. Similarity imnsthase is defined as the
cosine measure (cf. definition 1.1.11). The algorithm ipiresl by clique clusters,
but since their computation is NP-hard, the authors inst@aploy dense areas of
the graph with a star-like structure as clusters.

A high intra-cluster similarity is achieved by thresholglithe similarity graph
G = (V, E,w), i.e. by removing all edges with a weight lower than a preaefin
thresholds. While the thresholding is sufficient to guarantee minimumilsirity
between cluster members for clique clusters, this is natraatically the case
for star-shaped clusters. For two cluster satellites -hb@-cluster centers — the
expected similarity isos a; + cos asp + cos # sin a; sin as Wherea; anda,, are the
respective angles between the satellites and the centériaride dihedral angle
between the planes respectively formed by the center andfdhe satellites.

The algorithm in its static version is a greedy cover aldponifor finding star
graphs as follows:

1. SetG, = (V,E,), E, = {e € E|lw(e) > o}
2. Set the status of all vertices @), to unmarked
3. Calculate the degree of all vertices

4. While unmarked nodes exist:

(a) Let the unmarked node with the highest degree be a newlstter
center.

(b) Add all adjacent nodes as satellites and mark the datellind the
cluster center

5. Represent each cluster by the object that is designaiesiaster

The resulting clustering is not unique since it depends erotider in which the
objects arrive in the sorted list used for the loop. Per cansbn, it fulfills the
correctness criterion stipulated by the authors: No twetelucenters are adjacent
and each object has at least one adjacent cluster center.

The dynamic, online version of the algorithm is one of the feat explicitly
treat the removal of objects. When inserting an object, tlewing cases may
occur:
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¢ If no star centers are adjacent to the new node, it becomas eestter itself.

e If at least one of the adjacent star centers has a higherelégna the new
node, it is assigned to the respective cluster or clusters.

¢ If all adjacent star centers have a lower degree than the ode, their clus-
ters are disbanded and all nodes not belonging to a clugteealustered.

¢ Ifthe insertion causes a satellite to obtain a higher deiya®its star center,
the respective cluster is disbanded and all nodes not belgng a cluster
are reclustered.

Equally, the removal of a node may cause the following Sibunagt

e If the node is a satellite, it is removed.

e If the node is a cluster center, the cluster is removed andtiies not
assigned to a cluster are reclustered.

¢ If the removal causes a star center to obtain a lower degegedhe of its
satellites, the members of this star must be reclustered.

The authors give a complexity 6f(n? log” n) for the insertion of: nodes into an
(initially empty) graph and for the removal efnodes from amf{-vertex) graph.

Incremental Gravitational Clustering

The general idea of clustering using analogies to gravity been proposed
by Wright [Wri77], Kundu [Kun99], and Gomez et al. [GDNO03]. hén et
al. [CHO02, CHOO5] propose the GRACE algorithm for clustgrihat is based
on a model for the movement of water drops in a space craftiwbdénfluencing
factors for a water drop in this environment are gravitaidorces and friction
generated by contact with the air molecules. The velocity pérticle; is given

as
v — ||Znodem ng
J Cr

where(, is the air resistance an#l,, is the force: experiences from all other
particles. In the case of two particleand; its amount is given as

(2.18)

_¢, (mass ofn;)(mass ofn;) (2.19)
distancé(n;, n;)

|1 F,
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with £=2 “in the physical world” and”, a “coefficient” [sic]. A further interpre-
tation of the two terms is not given. The mass of a clusterfindé as the number
of objects it contains.

Using these forces, the positions of all particles are tisezly updated. When
two drops meet, i.e. when their centers’ distance is smtikan the sum of their
radii, they merge and continue together. The result is aeliserarchy formed
over the course of the algorithm’s execution. A cluster aivarglevel is charac-
terized by a sphere around its centroid; the radius of thergpis the maximum
distance between the centroid and the cluster members.o@dlyithe spheres
may overlap, even if the resulting clusters are disjundtivierms of the objects
they contain.

Based on the GRACE algorithm, the authors have developeG®RiBl algo-
rithm. The idea is to use the GRACE algorithm to obtain anahdustering for a
randomly selected subset of constant size and to assigarnianming original ob-
jects as well as new objects to these clusters. If the regutiusters, once again
described by their centroid and radius, have a sufficientbmrraf members, they
are tested for spherical shape: The distribution of theimimers isy?-tested for
uniformity. Clusters too small to be sensibly tested areimesl to be spheri-
cal. These clusters together with the clusters that pageshéor their shape are
considered for the next stage. All clusters that

1. are of spherical shape,
2. have — if any — only spherical descendants, and

3. have a parent that does not fulfill the two above conditions

are inserted as so-called leaf clusters into a tentativdrdgnam. Their subtrees
are flattened, i.e. all elements that belong to the subteeattached as direct chil-
dren of the leaf cluster. Optionally, outliers can be rentbaad the dendrogram
can be rebuilt in their absence. This step is especiallynacended if the outliers
have a strong influence on the clustering.

With the dendrogram completed, the remaining data pointgtisas the ones
arriving at a later point of time can be integrated. If a newudafalls into the
sphere of a cluster, it is integrated. If it falls into the spds of several clusters,
the cluster exerting the highest gravitational force, aeiteed from the cluster’s
weight and distance, is selected to receive the object. elfréw element lies
outside every cluster, the algorithm attempts to enlargectister exercising the
highest gravitational force on the new element such thabntains the new el-
ement and still passes the test for its spherical shape. tén Varsions of the
algorithm, a step has been added that checks each time a emegrdlis added
to a cluster whether the cluster in question should be gpliight of the latest
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addition. Finally, if none of the above steps succeeds, #@veabject is put into
the tentative outlier buffer.

When a threshold on the number of objects in the tentativieouduffer is
reached, the object set has to be reclustered using GRACEsasiltkd above
using the old leaf clusters and the contents of the tentatitiger buffer as input
objects.

The time complexity for the first, static phaselén?) for n objects and con-
stant if the dendrogram is constructed using a fixed-siz@kanhe update phase
has a complexity 0O (n) if the dendrogram cannot grow infinitely and ©fn?)
if it does. The authors show that the results are superidie®@iRCH [ZRL96]
algorithm for the data sets chosen in the paper. The algothly handles inser-
tions, and the requirement of regular reclusterings isqfdts design.

Incremental DBSCAN

Ester et al. [EKS98] have proposed an incremental version of the DBSCAN
(Density-Based Spacial Clustering of Applications withid&o[SEKX98]) algo-
rithm in a data warehouse context, supporting both ingestand deletions. The
general idea is to define clusters as regions with high loeatily. An objecip

is said to be directly density-reachable by another oljedth respect to a given
parameteips if p lies within a radius ofEps of g and the circleVg,,(q) with this
radiusEps contains at least/inpts other objects. Density-reachability is given if
there is a chain of directly density-reachable objects fgamp. Finally, p andg
are density-connected if there exists an intermediaryobbjsuch thap andq are
both density-reachable from For a cluster, the following two conditions hold
for clusters with at least/inpts members:

e The clusters are maximal, i.e. with all objects density-reachable from
are also in a cluster, and

e The cluster is connected, i.e. all objects inside a cluster density-
connected.

Clusters are initially constructed by iterating over altes, recursively retrieving
the Eps-neighborhoods and thus identifying density-connectegbres as clus-
ters. Cluster members are either core objects if thpi-neighborhood contains
at leastMinpts other objects, or border objects otherwise. Non-clustenbress,
i.e. objects not density-reachable from a core object amhbaa sparseFps-
neighborhood are classified as outliers or noise. The d@hgorworks iteratively
by considering yet unclassified objects and either constigi@ cluster around
them if they are core objects or designating them as noideif tlensity is not
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sufficient. Note that objects categorized as noise may teteome border objects
if they are density-reachable from a core object.

Due to the fact that cluster construction is density-baeticonsequences of
an update are locally contained inside a circle with raditiss around the inserted
or deleted objecp. Therefore the set of affected objects is given as the abject
in Ng,s(p) together with any objeaf in the 2 Eps-neighborhood that is density-
reachable from an object iVg,(p), since the insertion or deletion may have
established or destroyed a chain of density-reachabletsbjéhus affecting the
density-connectednessg@fFor these, the clustering must be updated accordingly.

In the case of an insertion, new density-connections maystabkshed, but
none will be lost. The set of concerned objects in this casganas all objects
that have the core property after the insertion and are iflseneighborhood of
those objects that have acquired the core property due toptiate. The cases
distinguishable are thus

¢ Noise: The set of concerned nodes is empig,an outlier.

e Creation of a new cluster: Through the insertiorpa&ome previous noise
objects have become core objects that solicit the creafienn@w cluster
also includingp.

e Absorption: All concerned objects are core objects coethin one preex-
isting clusterjp is added to that cluster.

e Merge: The concerned objects are core objects from at leastlifferent
clusters, in this case, the clusters are mergedpasdhcluded in the united
cluster.

For the deletion, those objects have to be taken into acdabantare still core
objects after the deletion, but have in théws-neighborhood at least one object
that has lost the core property due to the update. Here tlsgpp@actions include:

e Removal: If no further objects are affected by the deletibis,sufficient to
deletep from the object set.

e Reduction: If all concerned objects are directly denséigehable from each
other, the cluster is preserved.

e Split: If the objects are not directly density-reachablel @ney are not
density-connected by other objects from the same clustergluster must
be split in such a way that the cluster conditions given alzoeganet again.
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The algorithm can cope with insertions and deletions. feunttore, as the authors
have shown, the advantage of this incremental formulatfddBSCAN is that it
produces the same results as the static version executed changed object set.
Thus, there is no degradation over time that would make anteakcomplete
reclustering necessary.

An extension of (incremental) DBSCAN, (inc)OPTICS has beessented
by Kriegel et al. [KKG03]. The algorithm uses the densityséa principles of
DBSCAN, but produces a hierarchical clustering.

Document Cluster Trees

In the context of web page classification Wong and Fu [WFO®grestablished
the document cluster (DC) tree as a representation for wgé gasters that can
easily be updated. Borrowing concepts from #¢é algorithm [YM98], it also
supports the deletion of nodes. Each node in the tree regsasgher a document,
a set of documents or a cluster. In the latter case, the entigmposed of at most
B children containing the subclusters whétés a predefined value, the so-called
branching factor.

When inserting a new web document, it is passed down the taeeng from
the root node. In each step, the child it has the highestaiityilto is selected as
long as the similarity is above a given threshold. When ndsinld exists at a
given step, the element is inserted as a new child in the mun@de. If in one of
these cases the node created by this procedure has morB ttraldren, it is split
by choosing the pair of child nodes with the lowest pairwiseilarity and using
them as seeds for the newly created clusters.

Clustering with Cluster Similarity Histograms

Hammouda and Kamel [HKO3] have proposed the similaritydgsim-based
overlapping clustering (SHC) algorithm that is claimed tagntee a high de-
gree of coherency for each cluster at all times. A clusteilarity histogram for

a cluster is defined as having a numlagof bins /; that correspond to intervals
[s1, sui) With s;; ands,; the lower and upper limit of bin;. Each bin is assigned
the number of pairwise similarities inside the cluster talitinside the respective
interval. The idea in incremental cluster maintenance ise&p the distribution
represented by the histogram as skewed to the right as p@ssien adding new
objects. Given a similarity threshok-, the skewness is measured using the his-

togram ratio
B
HRy = ZZB;T
Zj:l hj
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whereT is the number of the bin that is associated with the simiylahteshold
Sr. A new object is either accepted when its addition to a ctustereases the
histogram ratio or at least does not decrease it by more tigareac > 0 that is
fixed in advance. Also, the histogram ratio is bounded by a&taWwreshold such
that successive degradation by new objects cannot redolb ilow a ratio.

For the insertion of a new object, the SHC and ratio for alstdus are com-
puted before and after an imaginary insertion. If the updledio for a cluster is
better or if it is not worse by and above the threshold, the object is inserted. If an
object cannot be assigned to one of the existing clusteianits its own cluster.
The complexity for the insertion @(n?). A disadvantage of this algorithm is that
the clusters depend on the order of the newly arriving objethe authors try to
mitigate this effect by introducing a reassignment stratdgpr each document,
the improvement in thé/ R is saved that would result from its removal from the
cluster. When a new object arrives and is inserted in a c¢lustese nodes are
candidates for removal whose deletion from the cluster doesult in a higher
HR than the current one. If one of them can be inserted into anafluster in
such a way that thé/ R of that cluster is also improved, the respective node is
reassigned.

Unfortunately, the authors do not detail the question of tmabtain an initial
clustering. It is thus not clear whether the incrementabaigm is used start-
ing from the first object or whether another method is emplageinitialize the
clusters.

The authors have tested the method on two small data setsimiogt web
documents and have found the performance of the algoritlparsr to HAC,
single-pass ané-nearest neighbors.

Incremental Hierarchical Clustering

Ribert et al. [REL99], motivated by the high memory requiesnts for the clus-
tering of large data sets with more than 10,000 objects,gg®@n incremental
hierarchical clustering method both for dynamic data basesor handling large
data sets. The memory requirements are effectively redbgestarting with a
small subset and iteratively adding the remaining objexthe clustering. They
build upon the algorithmic framework for the Lance-Williaiamily of hierarchi-
cal cluster algorithms [LW67a] that encompasses singkalye, complete linkage
and average linkage clustering. In their paper, the auttamsider average link-
age as underlying algorithm.

For the insertion, first the place in the dendrogram has t@bed where the
new element should be introduced. This is achieved via coimgpthe regions of
influence (ROI) for the clusters, i.e. the sphere around lirgter center that has
a radius inferior to the distance to the closest cluster. sTiuhe new element
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is in the ROI for a cluster, a new node is inserted above thetedun question
that merges the new element with the cluster. Afterwardstreas may have to
be moved inside the dendrogram due to the fact that theiartiss may have
changed. The search for these changes is propagated fronewheosition of
the element upward to the root cluster. Two scenarios argifpgles Two subtrees
are closer than they were before the update — this is nothdedsir complete
linkage — or they are further removed — this is not possiblemwhsing single
linkage. The algorithm has only been evaluated in termssqfutported goal, the
reduction of the memory requirement of the algorithm. Theuliéng reduction
is indeed visible, the authors claim that the incrementedige can handle seven
times more elements for a given memory size than the coreadtalgorithm.
The algorithm does not support deletions.

Another idea for incremental hierarchical clustering hasrbdeveloped by
Widyantoro et al. [WIY02]. It is based on cluster densitieattare defined as the
average distance of the cluster members to their respaatiaeest neighbors in
the same cluster. The requirements for a cluster hieranghjr\@mogeneity and
monotonicity. The first means that intra-cluster densglesuld be homogeneous.
The second implies that the density of a child cluster is gddagher than that of
its parents. In this way a new element is inserted into thetehuree where it least
disrupts the two criteria, either by appending the new dlifethe child list of a
node already present in the tree if the density lies in a pireet® interval or by
opening an intermediate cluster if the density lies betwbenntervals of parent
and child cluster.

Only insertions are possible into the cluster tree. For tgerahm, the in-
put ordering is not important. The authors have compareid #hgorithm with
Fisher's COBWEB [Fis87] algorithm. Both algorithms showngearable perfor-
mance if the ordering of the elements is random. If, coryrahe ordering is bad,
accuracy remains constant for the algorithm discussedevtlirops considerably
for COBWEB.

Clustering Data Streams

Due to the large growth of storage capacities over the lastiadks more and more
data are available as data streams, i.e. as ever-growiagetst Given the fact that
in the extremal case, no data is ever discarded, it is quitabenge to efficiently
keep clusters derived from these data sets up to date. Aajdiseof requirements
for algorithms that cluster data arriving as streams has lggeen by Barbara
[Bar02]. In general, when dealing with streams, it is assithat the data that has
arrived up to the current point in time is already includedhe clustering. New
data must be integrated with as little cost as possible. éfbes, the following
criteria should be met by the algorithm:
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1. Compactness of representation: Since the computatitreaiew clusters
has to be efficient, the algorithm must offer a compact repradion of
each cluster. This is due to restrictions naturally impdsgdhe memory
size of the computer. Furthermore, the list of cluster regmnéations should
optimally have a constant size; even a linear growth of thstels’ repre-
sentation list is considered intolerable.

2. Fast incremental processing of new data points: In mass;aomparing
a new point to all points in each cluster is not feasible. Tthesfunc-
tion should use the compact representation of the cluskendhermore, it
should display a “good performance” in deciding about thentoership of
the new objects in the respective clusters.

3. Clear and fast identification of outliers: When trendshe tlata stream
change, one of the signs is a higher number of outliers thatatebe fitted
into the existing cluster model. In that case, the algorigimauld be able
to mark those outliers and to decide when to start a recingtef the data
set as stated by Barbara and Chen [BCO01]. Depending on ghieaion at
hand, this can mean that either the whole data set is recddister that a
clustering containing only the newly arrived data is coneglut

In general, the data cannot be accessed using random aceg$®rbecause
the data set is too large to fit into the main memory or becausetiginal data
stream is never stored on a disk, but is used to compute teeecdand discarded
afterwards. Thus, in addition to the usual criteria for tduslgorithms like com-
putational complexity and quality of the results, it is innfamt to know how many
linear passes a stream cluster algorithm needs to computdusiers. Of course,
if the data is never stored on a hard disk, only one pass isipess

O’Callaghan et al. [OMM02, GMM*03] have developed &median based
stream clustering algorithm. It produces at méstlusters and relies on two
criteria: The first is to minimize the sum of squared distanoside the cluster.
Since, in terms of this criterion, singleton clusters argroal if £ is not fixed in
advance, it is linearly combined with a second criterionpat dunction for the
number of cluster centers to avoid the formation of too mduogters. The data
is assumed to arrive in chunks that each can be clusteredimmemory using
a k-median variant. The cluster centers found for each chualadded to the set
of all cluster centers found in any prior iteration and arégheed with the size of
their associated cluster in order to be clustered themseMee algorithm cannot
handle deletions and is dependent on the order in which tjeetskare presented.

The approach is enhanced in [COPO03] where not only the dudisga chunk
is used for k-median clustering, but also the result fronvipies iterations of the
algorithm.
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Gupta and Grossman [GGO04] present Genlc, another singke-qdgorithm
that is inspired by the principles of evolutionary algonmit (cf. section 2.5.2) and
only supports insertions. The population consists of thuster centers;. As
each data chunk arrives, the fitness of the cluster centeltgdied in the current
generation is measured as their ability to attract a newcopjm this chunk. The
successful cluster centers in this process are moved acgdaol

_ (wici +p)
v w; + 1

wherew; is the number of objects currently attachedtoThe terme; appears in
both sides of the equation in the original paper, althougrthe right hand side it
is assumed to represent the cluster center before the ypaatafter the update
on the left hand side. At the end of each data chunk, the falrefveach center
Is decided at random in accordance to its fitness. Centetsithaot survive
the selection are replaced by random points. In an evalugbaducted by the
authors, the Genlc algorithm performance surpassed thatnafowedk-means
and was at least equivalent in terms of quality to the stahtlaneans algorithm
on a synthetic data set.

A similar idea from the area of conceptual clustering wasetigyed earlier
by Rowland and Vesonder [RV87]. If a cluster center and a ne)wad are very
similar, the cluster center is replaced by a generalizatioitself such that it is
also able to represent the new object.

Aggarwal et al. [AHWY 03] criticize that often single-padge@rithms are used
for clustering data streams that ignore temporal trendge&d, analyzing a long
time span, historical data may prevail over current tremdgch means that the
most recent evolution in the stream is not registered by slee. As a remedy, the
authors propose a two-phase approach incorporated in tifetr€am algorithm
that consists of an online and an offline component. The edomponent sum-
marizes the cluster structure in so-called micro clusteas ¢ontain a condensed
representation of the clusters at given times; the graitylaf these clusters de-
creases with the age of the clusters. The offline componatdsbupon these
micro-clusters to offer different time frames for the arsadyof the data stream
by combining clusters inside the time frame requested by#es. Since it can
operate on the summaries provided by the online componemauthors claim
that it can execute its computations efficiently. An evatraagainst the BIRCH
[ZRL96] and the stream algorithm from [OMM2] showed both faster execution
times and higher cluster accuracy for the CluStream algorit

Zhong [Zho05] uses the ideas behind Aggarwal’s framewodkdler to cluster
text streams with a stream variant of the sphericateans algorithm and com-
bines it with principles from machine learning. The algomitdoes not only assign
new documents to clusters using their cosine similarity. (EdL2)) to the center
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of the respective clusters. Following the winner-takespalhciple [AKCM90]
the center of the cluster in question is updated using a dsitrg learning rate.
This approach has some similarities to the online clusggpiesented by Duda et
al. [DHSO01] or simulated annealing (cf. section 2.5.3). tdey to improve the
running time of the algorithm, Zhong proposes to only sanappart of the ob-
jects for the learning of the cluster centers, especialthateginning. The data
is, as is the case with many previously shown algorithmsl reahunks, allowing
a better adaption of the clusters by repeatedly visitingiely arrived objects.
The results on the data sets employed are superior to bosptiexicalk-means
and the CLUTO algorithm [Kar, Kar03] that the author conssdgate of the art.

Other approaches also deal with noisy data streams, eithesilhg an artificial
immune system [NUCGO3] or by density-based clustering [XB0G, CEQZ06],
but will not be detailed here.

All stream algorithms presented here only handle insestaomd are dependent
on the order of input.

Summary

There is quite a lot of literature on the subject of growintpdsets. Of the 45 doc-
uments presented in this section, two are from the sevefitiedrom the eighties,
and 17 from the nineties, where the subject of dynamic dumjeeally started
to develop. The dynamics of this domain are also reflectedardct that nearly
half of the contributions in this section have been writtéera2000. The meth-
ods reviewed here were motivated by a wide range of apphiegtifirom machine
learning over information retrieval to the handling of d#tat arrives as stream
instead of the usual static data sets. A problem that is é&ety encountered
is that of the sequence of the objects. Quite a few algorithraduce different
results when the objects are presented in a different olkecause this contra-
dicts the stability requirement for clusters, strategeeséordering data have been
proposed in order to mitigate these effects, or criterieeliaen developed to de-
termine the point at which a reclustering is necessary.

The removal of objects is explicitly supported only by thedgorithms, star
clusters [APR97, APR98, APR99], document trees [WFO00],iaocemental DB-
SCAN [EKSM98].

For the scenario that was outlined in the motivation, thégerahms are not
satisfying since

1. changing similarities are not directly supported — altffoit is possible to
handle these by removing and subsequently adding the shijegtiestion,

2. the results of most update algorithms differ from thosegby the original
algorithm, and a reclustering may be necessary after sones ti
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3. the input order of the objects should not play a role forrédseilts produced
by the algorithm.

2.4.2 Handling Changing Similarities

There is actually quite little literature on the subject bjexts that can change
their pairwise similarities. There are some approachegdas incremen-
tal k-means ork-medoids clustering (e.g. [CKTO06]), and the data base lit-
erature provides some further examples for this kind of dyinaclustering
[MK94, BS96, DG96, DFRO01]. Finally, the mobile/wireless/ad hoc scenarios
described in the next section, 2.4.3, offer some distribdigamic cluster algo-
rithms, but their quality is in most cases limited in favorasf easy computation
and low communication overhead.

Incremental k-Means

An approach labeled “Evolutionary Clustering” has been fpatward by
Chakrabatrti et al. [CKTO06] — this is not to be confused witllationary or ge-
netic algorithms as discussed in section 2.5.2. Rathelygwoary in this context
means that the clusters evolve over time as new data arflfes objective is to
find a balance between a reliable stability of the results tuge and a truthful
representation of the data at the current time.

Consequently, the quality of a clustering at timet with respect to a matrix
M, containing similarities or distances depends on the smpgfality sqC;, M,)
and the history cost ¢, C;), i.e. the distance to the clusteringtat 1 as a
weighted function, leading to the total quality of a clustgrsequence of

T

> " sqCy, My) —cpd _he(Ciy, Cy) (2.20)

t=1 t=1

where cp is the user-supplied weight for the history costs.

The method can be applied to different cluster algorithros,ifistancek-
means: At each step, the clustering is initialized usingchbseters from the last
time step — this is the basic incrementaineans clustering — and the usual itera-
tions are executed. The snapshot quality is then given by

sq(C, M) = ) (1~ min|lc — =] (2.21)
xzeU

where(C' is the set of cluster centroids andis the set of objects to be clustered,;
both objects and centroids are represented as vectors.affersorm|| - || must
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be used for both thé-means and the update part of the algorithm. Equally, the
history costs between two clusteringsandC’ are defined by

N . A
he(C,C") = f:%ﬁgl[k} |ei = il (2.22)

with f : [k] — [k] being a function that maps the cluster centroid¢’db those
of C'. The authors stress that the determination of cp is impbgart has a
strong influence on the trade-off between stability in forhsmall history costs
and plasticity in form of the snapshot quality. Due to the ptate reclustering
at each step, all kinds of changes are supported, but at bigiputational costs.
The quality of the clusters is mainly determined by the ulyileg algorithm.

Object Data Bases and Clustering

With the advent of object-oriented data bases (OODB) camelédmand for on-
line cluster techniques that support the specifics of tipe tyf data base. In the
context of OODBSs, clusters are sought that contain datan @lteessed together
and that fit into a given amount of main or secondary memorydeioto optimize
access times. In an object-oriented data base, the dataus&constituting an
object may be stored in different locations due to the faat these parts of the
object are inherited or belong to another object referebgetie one currently un-
der consideration. This leads to the requirement to supyironly set-oriented
operations, but also materialization and navigationa¢ss®ased ones: The ma
terialization access takes place when an object is recalédits parts must be
localized and read from secondary storage. The navigdtawtess is caused
by the recursive retrieval of the object's complex compaseA general review
of dynamic clustering algorithms for object-oriented dagéeses can be found in
the contributions by Darmont et al. [DER1, DG96]. Although simple greedy
algorithms like for instance CACTIS [HK89] do not perform Ny¢he results dis-
cussed in [DFRO01] show that it is not always the most complex algorithm that
gives the best results in dynamic scenarios either. In #8gdt is the DRO algo-
rithm (Detection & Reclustering of Objects) that is claimaath to be relatively
simple to implement and to return clusters of high quality.

The DRO algorithm uses statistics on objects as well as oagafy page in
this context is thaunit of transfer between disk and memofRor each objecj,
its access frequency F}, i.e. the number of times it has been accessed, is stored
as well as a binary attribute indicating whether it has bemessed at all. For
a page, the number of times the page has been loaded — theuodubn— is
recorded as well as the usage rate, i.e. the ratio of actizestared on the page
to its total capacity. When an object is accessed, its admpsency is increased,
the usage flag is set to true and the usage rate of the corgisggrage or pages
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is recomputed. When a page is loaded from disc, its load numsbacreased.
In the case of object removal, the respective statisticslaeleted. If an object is
moved to another page during the clustering, its statistiesreset. The actual
clustering is divided in four steps:

1. Determination of objects to be reclustered: If theretexmsore than one
page that has been loaded more often than a given thresheld7’, but
has a usage rate lower than the threshigld UR, the objects in these pages
are scheduled for reclustering. This criterion aims at nanginactive ob-
jects from frequently accessed pages. If the relation batweages to be
clustered and the overall number of pages used is suffigibigh, the next
step is executed.

2. Clustering Setup: The input for this stage is the list gkots to be clus-
tered, sorted in descending order of access frequencyuas foy the pre-
vious stage. In the first phase of this stage, the referenteaah ob-
jecti are evaluated up to a predefined depthzD and the corresponding
linked objects; are inserted into a list of references sorted in descending
order according to their access frequency, but only if theisimilarity rate
% to the starting object is below the threshdithzDR. The list
determines the order in which the objects are arranged dq chsother
words, the cluster for the object The lists are concatenated into a single
list in the second phase, and in the third phase, the resen®tate is com-
puted as the fraction of objects in the proposed clusteratenot moved
with respect to the current situation to the total numberlgéats in the
respective cluster.

3. Physical Object Clustering: If the resemblance rate isvb¢he threshold
MazRR, the objects are moved on disk according to the assembtéublis
stage 2. Furthermore, space no longer used by moved or delegects is
released.

4. Statistics Update: If the user has specified this, all eisstgtistics are
deleted. Otherwise, only the statistics for pages concehyethe object
moves are deleted.

The authors show that DRO is computationally less experasieeyields better
results on an OCB data base [DPS98] with 100,000 objects @rafiaSses than
the more complicated DSTC [BS96] algorithm.

Another interesting work has been published by Mclver andgiMK94]
who have presented an online clustering algorithm thatstak® account the
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OODB specific requirements when calculating object depecids for recluster-
ing. Two access patterns are considered for this purpo$ererees — when an
object is recalled directly — and co-references — when arabl$ recalled due
to its being referenced by another object that is currengindp retrieved. Two
measures are derived from these access patternshédief an object is the fre-
guency it has been recalled with in the past, i.e. the numbtmes it has been
accessed. Thensionof an object pair denotes the likelihood that the pair is ac-
cessed together. Speaking graph-theoretically, the resath interpretation as
weight on the nodes, i.e. objects, while the tension dertbeesdge weights.

When using greedy algorithms [BKKG88, HK89], the objects elustered as
follows: First, the object with the highest access freqyaachosen. Afterwards,
depending on the algorithm, either a depth-first or a bredthstructure is im-
posed on the nodes connected to this object, and objectsoneel ®n the same
page until the page is filled, at which point the object wita thghest heat that
has not yet been assigned is chosen as seed for the next page.

Both breadth- and depth-first traversal have their advastag accordance to
the access patterns. Mclver and King integrate both appesaimto their algo-
rithm and use the one better suited for the respective objedhis end, the algo-
rithm must be able to make the distinction between set-tgteand navigational
access statistics, so the heat measure is spietdheatand navigational-heat
Accordingly, either a breadth-first or depth-first travéisaused on each node,
depending on which access pattern has prevailed in the past.

For the reclustering, the task is split and distributed diieee components:
A statistics collector that keeps track of accesses, aarlastalyzer, and a reor-
ganizer that is responsible for actually moving the objactsording to the plan
developed by the analyzer. The advantage of this archrieuhat the first two
do not require data base locks as their data structuresrasidemory and that
even when the cluster analyzer has run, the reorganizerisrihiggered if the
utility of doing so is above a certain threshold.

Although the process of reclustering is computationallyesive, the system
shows that an intelligent architecture can compensateuidn disadvantages by
using offline computations that enable the component dgtaatessing the data
structure to achieve a fast online reorganization. Allémequired operations are
supported, but the cluster quality may be suboptimal fogtieedy approach.

Summary

Obviously, the case of changing similarities is much lessiroon in (central-
ized) applications than that of growing data sets. The firgppsed algorithm,
incrementalk-means displays the well-known problems of its static cerpart:
It is optimized for the detection of compact, spherical tdus, and the number of
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clusters must be fixed in advance, which is especially afitidth dynamic data
sets.

Clustering in OODBs, on the other hand, has the disadvantegehe term
cluster has a very particular interpretation in this contéxs used for describing
the unit of data that fits into one page of external memory arteatransfered in
one move from the external storage to the main memory.

As a summary, it must be stated that both method families @seas limited
use in our scenario.

2.4.3 Mobile Scenarios

In the context of mobile, dynamic wireless, and/or ad hogvodts an important
question is that of routing data between nodes that are rextttyi connected. For
this purpose, information about the network structure guir@d. In contrast to
conventional networks, there might not even exist desegghabuters; as a con-
sequence, the routing tables of each participating node tteibe larger than in
the conventional setting. As a countermeasure, the corntplekthe network
can be reduced by clustering the nodes and for example ezyineg densely con-
nected regions by their respective cluster centers. Th&esalgorithms must
work quickly and with as little communication overhead as$ble; as we will
see in this section, it is often considered more importaatttne clustering be sta-
ble than accurate. This last point implies that complet&usterings of the data
set are not desirable — even if the cluster structure coulthpeoved — as long as
the operation on the suboptimal structure is expected togmgmaller costs than
the reclustering and the ensuing communication. All athans support the three
required operations.

Krishna et al. [KVCP97] present an approach for clusterimgniobile sce-
narios based on overlapping clusters in a cluster-condegtaph. The graph
G = (V, E) is constructed over the set of mobile nodésE contains an edge for
each pair of nodes that are connected. This presupposdmidsatire symmetric,
which is not always the case, for instance when devices witrent transmit and
receive characteristics are used. The authors déficlasters as clusters whose
members can reach each other using at ragseps ork — 1 intermediate nodes.
In order to obtain a clustering, overlapping 1-clustess,dliques inG are sought.
If these clusters cover the whole graph and — in the case ohaeoted graph —
each node in the graph can be reached from any other by a sege$ each of
which only connect nodes in the same cluster, the graph s$esheconnected.

There are four basic cases that can take place in the network:

1. A node is switched on: In this case, the node asks its neirghor their
cluster tables and calculates a new set of 1-clusters thhtdes it in or-
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der to ensure the reachability of the remaining graph. Tlieaas show
that at least one new cluster is thus formed. In order to anexddndancy
and, consequently, communication overhead, clustersctmbe removed
without disrupting cluster-connectedness are removet. Adw set is then
propagated.

2. A node is switched off: The neighboring nodes expand tbleisters by
searching for and including further nodes into the clustiershis step, too,
it is possible that new clusters are formed and/or old oneseanoved.

3. A node connects to a new neighbor: This case can be redoicege 1.

4. A node disconnects from one of its neighbors: This caséeaeduced to
case 2.

It is important to note that a rule must exist to decide whioka executes the
expansion of the clusters, but this problem can easily beeddior example by
designating the node with the lowest or highest ID. Such &gdason based on
the ID has the advantage that it is easy to calculate and hasdmmunication
overhead. On the other hand, the authors note that due tofdneiulation of
the cluster construction process, the cliques found bydheng nodes are not
necessarily maximal.

Quite a few solutions rely on a hierarchical clustering @ thobile network,
where usually so-called clusterheads coordinate the mestmipeinside their re-
spective clusters based on local visibility or connectedn&he role of the clus-
terhead is not fixed a priori but is assumed by members sdléatenstance by
ID or connectivity. A general framework for clustering atgbms on the basis of
this principle for different application classes can benfdin the paper by Richa
et al. [ROSO01].

A rather simple cluster model serving for the coordinatiémesources and
traffic inside cells or clusters has been put forward by Gand Tsai [GT95].
Their approach uses local clusterheads that coordinatellthEation in their re-
spective cluster that is part of a wireless network. Two fbssnethods for find-
ing a clusterhead are presented: First, the node with thedbol® could be made
clusterhead. Each node broadcasts its ID. If a node doesoeitve a lower ID
than its own, it is a clusterhead. Gateways between cluaters this case nodes
that are connected to more than one clusterhead. The otBsibscheme for
obtaining a clusterhead is to locally elect that node amoset ®f nodes not yet
connected to a clusterhead that has the highest conngetiait approach that has
similarities to the star clusters proposed by Aslam et aPRA8] in section 2.4.1.
Using a simulation, the authors show that the first approactigies a higher sta-
bility of the cluster structure. The support for cluster ntibpis only sketched
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and, according to the authors, follows from the cluster troig§on. The problem
this approach entails, namely high load for the clusterlaaatithus the existence
of a possible bottleneck in the cluster, has motivated Lid &erla [LG97] to
develop a more distributed structure. However, the actatdrchination of the
cluster assignment by lowest ID from [GT95] is used. Clustae defined by
locality: There must exist a path with a length of no more ttvem hops between
each pair of nodes in the cluster. If this constraint is ng&rfulfilled due to
the movement of a node, the node with the highest connectagether with its
neighbors is kept in the cluster. Nodes outside the clustest mhetermine a new
cluster they can join.

Gao et al. [GGHO01, GGH" 03] use the highest ID to identify a clusterhead.
They model the mobile network using kinetic data struct{®gs8V99, FPT81],
enclosing each node in &dimensional cube. If two cubes start or stop over-
lapping, the appropriate procedures for inclusion or estolu are executed anal-
ogously to the other approaches in this section. The autlers able to show
that their algorithm delivers @(1) approximation of the optimal discrete center
problem that consists of finding a minimal set of nodes — thbile@enters — in
such way that all nodes in the network are visible from attleas of the mobile
centers.

A similar clustering algorithm has also been presented bsaBai [Bas99]
based on the connectivity of the nodes as represented bydieereights. He also
treats the four basic network events listed above, addilipnf a node receives
the clusterhead announcement from another node, a chex&asted whether to
join this new cluster or not.

Many protocols in the domain of mobile/ad hoc routing arectiga and only
use the static information available during an importaetriike the removal of a
cluster member. McDonald and Znati [MZ99, MZ02] have depelba more dy-
namic approach. Their approach includes an on demandiveaatiting strategy
for inter-cluster routing and a probabilistic proactive-@cluster routing compo-
nent that takes into account the mobility of nodes. This s is sensible since
the intra-cluster mobility is usually much higher than theer-cluster mobility,
thus justifying the higher overhead of proactive routingeTlusters are marked
by the mutual «, ¢)-availability of all their members(§;, ¢)-clusters). Two nodes
are said to b¢x, t)-available if the probability is at leastthat there exists a path
between them after units of time have elapsed, given that a path exists at the
current time. This probability is estimated using a randeatk model for the
movement of each node. In addition to reacting to the usuahtevin a mobile
network as given above, each node usesvamer that keeps track of the re-
maining life time of an(«a, ¢)-cluster. When this time has elapsed, the node starts
a proactive discovery to verify whether tle, t)-availability of all other cluster
members is still guaranteed. If this is not the case, the femles the cluster and
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attempts to join another one.

Another approach by Har-Peled [HP04] might also be applécaba mobile
scenario if the movement is known a priori. The idea is to gaeeclusterings not
only for the current time, but also for the future, given tmedgicted movement of
the points. In the same vein, the algorithm by Li et al. [LHY@#hintains micro-
clusters with a given cluster feature (analogously to BIRZRL96]) for sets of
linearly moving objects.

Summary

The algorithms reviewed in this section deal with movingeahs in the widest
sense. One cluster of research is that of mobile/ad hoc niedwahere the main
objective is to facilitate communication between mobileides by organizing the
routing in accordance with the — constantly changing — togplbf the network.
Usually, the nodes that can easily reach each other areipeghim clusters and
designated nodes maintain the connection to other clusters

The first problem when applying this class of algorithms to stenario is
that they use a crude binary “distance” measure — a node aeah enother node
directly — that cannot be easily generalized to more diffea¢ed distance mea-
sures. The second general problem is that their focus dddgnreas we have
seen — on a high quality of the resulting clusters but ratindlow overhead and
a fast reaction to topology changes, in most of the caseg b&uristics. Taken
together, the algorithms in this section are not sensibjpjieqble for our scenario
where high-quality clusters based on differentiated sinties are required.

2.5 Randomized Algorithms

In the most general formulation given by Motwani and Raghagrandomized
algorithm isan algorithm that makes random choices during executidRO0].
Randomized algorithms are often used in cases where deistimialgorithms
are too slow, i.e. have too high a computational complexitydlve a given prob-
lem in acceptable time. Furthermore, Motwani and Raghaxgueathat random-
ized algorithms are often easier to describe and implerhenttheir deterministic
counterparts.

Two kinds of randomized algorithms exist: Las Vegas and Mdarlo. The
former class of algorithm always returns the correct sofytbut its execution
time varies depending on the characteristics of the datngkthe random choices
made by the algorithm. A Las Vegas algorithm is called effitiéits expected
running time is bounded by a polynomial depending on thetisjze.
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Monte Carlo algorithms, on the other hand, have a fixed runtime, but
may produce wrong or suboptimal results with a certain (Brpabbability. This
may be acceptable for several reasons. First, if the probkmot be solved in
acceptable time by a deterministic algorithm, it is preliégdo have a suboptimal
solution instead of none. Second, the error probability mammade arbitrarily
small by repeated executions of the Monte Carlo algorithmd Anally, Motwani
and Raghavan show that any Monte Carlo algorithm can beftraned into a Las
Vegas algorithm if it is possible to efficiently check thewgan for correctness. In
that case, it is sufficient to repeatedly execute the Monte@dgorithm until the
result is correct. Efficiency for the Monte Carlo algorithmglies that its running
time is polynomially bounded by the input size for the wolste.

2.5.1 Randomizedk-Clustering

Inaba et al. [IKI94] consider the-clustering problem with a stochastic sampling
component. Theé-clustering problem is defined as the problem of finding a par-
tition of the data set inté nonempty sets that is optimal with respect to a given
intra- and an inter-cluster criterion. In this case, thearaze of the cluster mem-
bers is used as intra-cluster criterion; the fihatlustering is obtained by recur-
sively constructing 2-clusterings of the object set. As iwatiton, the authors
mention the color quantization problem where colored gixe a graphic display
must be clustered according to their colors in order to bplay®d using a given
number of colors. A common problem at the time was to tramsfitousands of
colors represented in the three-dimensional RGB spaceet@3b colors of the
VGA palette. A property of this problem is that the clustems lenearly separable
[WWP88], i.e. two clusters located in their respective gpean be separated by a
hyperplane.

Using the centroid

Z(S) = % > (2.23)

for the clusterS containing points;, the variance is given as the average squared
distance between the cluster members and its centroid

1 _
Var(S) = —  _ [Jz; — z(9)|? (2.24)
|S| ;€S
where|| - || is a vector norm. Based on this, a parametrized variance
Var®(S) = |S|*Var(S) (2.25)

with parameterr € [N, is defined. The authors claim that for higher values of
a the cluster size becomes more homogeneous. The overailygoiathe clus-
tering is obtained by summing the variances®Vai) of the clusters. Assuming
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that the number of clustefsis a constant, the problem is polynomially bounded,
but nonetheless computationally quite expensive. Witiot fixed, the problem
becomes NP-complete.

The approach chosen by Inaba et al. is to estimate the vasdncstochasti-
cally samplingn points of a cluster into a sé&t. For this set, all linearly separable
2-clusteringq7T;, T) are calculated along with their centroitisandt,. Since
these 2-clusterings may not be optimal in terms of variatieepbjects are reas-
signed to the two centroids by using the perpendicular bset the line segment
betweent; andt,. This hyperplane generates another 2-clusteffg.S,) with
minimal variance given the centroidsandt,. For all these clusterings, the vari-
ances are computed and the clustering with the minimal swaradnces is kept.
The authors show that it is admissible to use the sample setstitnate clusters
for the original sets since the expected values are idéntica

In a later publication [IIK96] the authors show the applicatof the random-
ized algorithm to obtain initial clusterings for themeans algorithm as well as
some simulation results for varying sample sizes. The straiis indicate that
small sample sizes are sufficient for obtaining good reshiétsin most cases ex-
ceed those of the algorithm by Wan et al. [WWP88], especiftlye separating
hyperplane is not perpendicular to one of the axes.

A similar idea has been brought forward by Sabharwal and S&0%]. In-
stead of fixing both centroids, they fix only one point as agpnate centroid and
use a set of lines passing through this point. The lines cornbra predefined
angle. The idea is to project the other points on each of s and to find the
centroid of the second cluster that minimizes the cost othstering by random
sampling.

2.5.2 Evolutionary Clustering

Gorunescu and Dumitrescu [GDO03] present an approach tteding that relies
on evolutionary principles [Hol75]. Based on the ideas afémental clustering
presented in section 2.4.1, they define the evolutionaryabpes as follows:

e Each population member is a possible clustering. Its chemme contains
a gene for each object to be clustered, the gene contairgrigdiex number
of the cluster the object is associated with. Zero meansttigbbject is
not (yet) assigned. For the initial population, the aldoritstochastically
selects one gene in each chromosome and sets it to one, #regethes
have zero values. As a consequence, the members of the popurtest
probably cover a large area of the object set because tle tliisters are
evenly distributed among the objects.
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e The performance of a chromosome is evaluated by summingdinevise
distances of the members of each cluster, where the distateeen two
objects is a weighted Euclidean distance measure. Thig valdivided by
the number of clusters in order to prevent singleton clgster

e The recombination is done by a one-point crossover opettadbmay either
split or merge clusters. The crossover operator cuts eaehngmgene string
in two parts — both at the same place — and concatenates theefit®f the
first parent’s gene string with the second part of the othdnaee versa. Of
the two parents and two children, the two fittest specimeaskept in the
following selection phase.

e Two mutation operators are employed: The first splits chsdtg assigning
an object to a new cluster if it is not alone in its old clusfBne other one
moves an object from one cluster to the other.

¢ In order to maintain the incremental nature of the algoritamincremental
operator is used that assigns an object whose correspogdimg has the
value zero to either a new or an existing cluster.

e The algorithm stops when no progress is made over the laatidgas.

The authors offer a small evaluation on a fictional weath¢s dat. The clusters
that the authors deem relevant are found in nine cases oem of t

Furthermore, the algorithm by Gupta and Grossman [GGO4¢diniced in
section 2.4.1 is an evolutionary algorithm for incremeptadtream data.

2.5.3 Clustering with Simulated Annealing

Simulated annealing [KGV83] is an optimization technighattmimics the be-
havior of cooling matter from a heated state where its mdésccan freely move
to a frozen or solid state where the structure is fixed. It geldeon the Metropo-
lis Monte Carlo algorithm developed by Metropolis et al. [RI53] where this
process was first modeled using a computer.

The principle is that of a relaxed hillclimbing algorithm:nAnitial solution
is iteratively altered by exchanging or permuting some ®tdmponents. These
new solutions are then evaluated. If such a solution is bitéa the previous one,
it is accepted as input for the next iteration. If it is nottbetthe probability of its
being accepted depends on the current temperature andgheiiterence to the
current solution. The general formula for the acceptanobatuility is

placcept = eFitn (2.26)
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whereD is the cost differencel,, is the current temperature aig is the Boltz-
mann constant. For models where the temperature variakeke mat correspond
to any real temperature, the acceptance probability camiydiBed to

p(accept = eTm (2.27)

The temperature-dependent acceptance rate allows thetlatgdo easily over-
come local minima at the beginning. Towards the end, theajlekploration by
the algorithm becomes more and more local, because onlyjlesnaald smaller
deteriorations of the current solution have a sufficienitjhiprobability to escape
a local minimum.

The general schema of a simulated annealing algorithm has geen by
Mitra et al. [MRSV86]:

X = Jo
m =0
while (termination criterion not met)
begin
while (inner loop criterion not met)
begin
j :=GENERATE(X)
if (ACCEPT(D, T,,))

THEN X =5
end
T,,.1=UPDATE (7,)
m=m-+1

end

GENERATE creates a new solution, ACCEPT decides whether stiia-
tion, having a cost difference ab, should be accepted at temperatdrg.
UPDATE is responsible for lowering the temperature acemdo the annealing
schedule.

The inner loop, where the temperature is kept constant canba interpreted
as a general Markov chain. It usually ends when a predefinetbauof moves
has been executed. The outer loop normally terminates atea ¢gmperature —
the frozen state — or when no change in the objective funciand be observed
in the last rounds. For the annealing schedijle; = 0.97,, it has been shown
that the optimal solution is found when the number of inn@platerations at
each temperature level is infinite [MRSV86]. A more genesaeation for the
minimization problem has been given by Hajek [Haj88]: He miegi cups as the
(reachable) neighborhood of local minima; the depth of a isugiven as the
difference of the maximal value outside the cup and the logalmum inside. If
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the annealing schedule = TRty Is used, where is a constant greater or equal
to the depth of the deepest cup, the probability of findingglodal minimum is

1.

In 1990, Bell et al. [BMSM90] presented different approache clustering
objects in (relational) data bases in such a way as to mieiagzess time for pre-
defined queries. They distinguished two layers for the dejarosation: Tuples
are organized in pages, and these in turn are grouped irdeyfin Access times
for objects on the same page are minimal while access foctb@n different
cylinders is slowest. Their first approach, having run tithe) according to the
authors borrows concepts from single linkage clusterirgysrall not be detailed
here.

The initial configuration for the simulated annealing altfon assigns each
data tuple to its own page. The initial temperature is setwag as to accept
almost all negative changes. The GENERATE function seketiple and a page
to which this tuple should be moved. ACCEPT follows the gahecheme given
above, UPDATE is given &5,,,1 = 0.97,,. For the inner loop criterion, a thresh-
old for the number of changes as well as for the number of atmpgr tuple is
used. If the latter threshold is met, the number of failuras increased. 1" = 3
or T,, = 0.01, the outer loop terminates.

The results show that the algorithm performs better tharother algorithms
known at that time if there is a high connectivity betweemedats from different
relations (high fanout).

Hua et al. [HLL94] have considered the problem of using sated annealing
on large data sets where the similarity graph cannot be fittedhe main mem-
ory of a computer. Due to the stochastic nature of the algworitconventional
buffer replacement strategies have a very low performanderay result in page
thrashing, thus reducing throughput to that of the disk gstiesn.

For this reason, the authors propose a decomposition ofrthiasty graph in
order to sequentially cluster parts of the grafih.is set in such a way that 95%
of all negative changes are accepted, UPDATE is a@gin = 0.97,,, the inner
loop terminates aftepn iterations, withg € [5, 8] and the outer loop terminates
when the temperature drops to 0.001 and the cost functiomgéeanged over
two iterations. The difference to [BMSM90] is that the algom starts withv
randomly chosen subgraphs. Of thes@&re considered simultaneously. In each
step of the algorithm, either a node-perturbing move — swape association of
two nodes to their respective subgraph — or a buffer-pargnmove — exchanging
the k subgraphs by other randomly chosen ones — is executed according to the
externally given probability parametefor the buffer-perturbing move.

As a result, the number of disk I/Os could be drastically cedl) especially if
the size of the buffer is small in relation to the total datadsize.
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2.5.4 Random Walk Circuit Clustering

Motivated by the growing complexity in the field of integrdteircuit (IC) de-
sign, Cong et al. [CHK91, HK92] have studied the usabilityaridom walks for
the partitioning of circuit graphs. Each IC can be represgis a netlist graph,
where the nodes symbolize the components and the edges thieioelectrical
contacts. In order to minimize run time and resistance, hod heat generation,
it is imperative for the design of an IC to group closely cbbieating groups of
elements in direct neighborhood on the die. Traditionatip-down partitioning
is employed for the task of grouping the elements on an IColduhately, these
techniques are usually NP-complete and therefore demamel amal more com-
putational power with growing IC size. In order to reduce pberity, the authors
propose the use of a cluster algorithm as a preprocessipg Steey present a
method that consists of finding clusters by identifying egcin a random walk
on the IC’s graph representation. These clusters can theepteced by single
nodes that inherit all edges of their cluster members artcatieaused as input for
a traditional top-down partitioning.

As afirst step, the authors develop what they call a “propesteting metric”,
the degree/separation (DS) metric. The degree of a clistheiaverage number
of nodes that are incident to a member node of that clustehawe at least two
neighbors in the cluster. The separation is defined as thagedength of the
shortest paths between all pairs of cluster members. Thwutlaim that the
DS measure is a robust measure for cluster quality.

In order to detect clusters, a random walk is executed on étlesihgraph
until all nodes have been visited at least once. This is @¢dhe cover time and
is defined as the maximum expected length of a walk that \aditsodes over
all possible starting nodes. According to Kahn et al. [KLI9E8he cover time is
betweerO(n?) andO(n?), depending on the graph’s properties like form, average
degree etc. During the running time, cycles begin to emergled walk. A cycle
in this context is defined as a node sequence of the feyn . ., v, } with v, = v,
andv; # v;,4,j € {p,...,q — 1}. The authors state that the members of such a
cycle form a cluster, since per construction the set of dbjeantained in the cycle
is as tightly coupled as possible: If there were a cycle goimtg less, more tightly
connected elements, it would be found by the random walk igh probability.

After a sufficient number of steps has been taken by the waddpingest cycle
C'(v;) is computed for each node. The binary relatigm< v, is defined to be true
if v, € C(v) anduv, € C(v,). Clusters are generated using the transitive closure
of therx relation.

In a later paper [HK92], the authors enhance the method bgdating the
sameness of nodes. The sameness of nddenodew is calculated according to
the similarity of the cycles starting from them.
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In tests, the algorithm performed better than the convaatialgorithms used
for this domain; this was especially evident when the athariwas used for gen-
erating an input clustering for the Fiduccia-Mattheyseasriséics [FM82], an al-
gorithm that is frequently used for top-down partitionifg©s.

2.5.5 Randomized Generation of Hierarchical Clusters in Ad
Hoc Networks

A two-stage model using first a randomized, then a detertieradgorithm for

the construction of star-shaped clusters in wireless né&sy@ach consisting of

a master and several slaves has been developed by RamarhdRHISAOQ].

In the first phase, a repeated Bernoulli trial is executeddshenode, typically
with a small probabilityp of success. If the node succeeds in at least one of
these trials, it is marked as a master-designate, else islava-designate. By
collecting responses from slave-designates, the masgégithte may become a
master. One of the masters is elected — either after reaehtimgeout or after
receiving a sufficient number of responses from other dssteas super-master
that deterministically corrects possible errors in the shiaster structure.

2.5.6 High-Speed Noun Clustering by Hash Functions

Ravichandran et al. [RPHO05] have presented a randomizedithign to quickly
compute the cosine similarity [Sal88] (cf. Eq. (1.12)) ofeatss in the domain of
Natural Language Processing (NLP). Withobjects in ak-dimensional feature
space, the running time for the deterministic computatibthe cosine similar-
ity matrix is O(n?k). The algorithm detailed here is interesting as a preparator
step for cluster algorithms using similarity measuresaathan feature vectors as
input.

The first aspect of the authors’ solution is to use Localityst®/e Hash (LSH)
functions [Cha02]. Contrarily to conventional cryptognaphash functions where
small differences between the string or binary represiematf an object should
entail large differences in the hash value, the LSH achieuet® the opposite:
Similar objects have a high probability of obtaining the sdmash value.

First d additional random vectorgr, ..., r;} with £ dimensions and of unit
length are generated;should be considerably smaller thanThe hash function

1 ifr-u>0
h’“(“)_{ 0 ifr-u<0 (2.28)

using the vector scalar product is applied to theectors for each vectar that
represents an object. The probability that the random Ipjaee generated by
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r separates two vectoisandv is proportional to the angl® between the two
vectors; for the proof refer to Goemanns and Williamson [®{V9

O(u,v)

P(h,(u) = h,(v))=1— (2.29)
T
In other words, the cosines of the two vectors can be writken a
cos(u, v) = cos((1 — P(h, () = h,(v)))7) (2.30)

By samplingd vectors, wherel is highly domain dependent, an estimator for the
cosine similarity is obtained. Furthermore,
H (u,v)

d
with H (u, v) the Hamming distance or the number of differing bits betweand
v. Thus, an algorithm is able to find all pairs with a cosine darthan a given
threshold value by repeatedly permuting and sorting thetteams or signatures
u = {hy (u),...,h,(u)} and checking each object’s closest neighbors for their
Hamming distance. Unfortunately, Ravichandran et al. doghe@ any informa-
tion about the convergence of the procedure, their onlyrciaithat the number
of “random vectors is highly domain dependent”.

The algorithm is likely to find similar pairs in at least onetloé permutations,
since a high similarity between two objects implies a low Haing distance be-
tween the bit stream representations and thus a high pidpabat the two are
within distanceB in at least one random permutation. Using a parameter 100
and a data set of 6GB (TREC9 and TREC2002), an accuracy of thane80%
for the top 10 lists could be achieved using 1000 permutatadrthe bit stream
representations.

2.6 Random Walk Theory and Markov Processes
for Clustering

The approaches presented in this section profit from theryheehind random
walks and especially Markov processes. They are howeverandbmized, but
deterministic and rely in general on some sort of transfoionaof the transition
matrix.

2.6.1 Clustering by Markovian Relaxation

The algorithm developed by Tishby and Slonim [TS01] is basedleriving a
Markov process from the distance matrix of an object set &edveards relaxing
this process.
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In order to transform the distance matrix into the tranaitizatrix of a Markov
process, the objects are interpreted as the states of the 8iace distances along
a path in a graph are additive, but probabilities are mudigpive, the transition
probabilities are constructed by exponentiating the dista:

play(t + 1)|z;(t)) o e @) (2.32)

where)\ is a scaling factor in order to normalize the probabiliti#he result of
this transformation is the stochastic matfix

p(zi(t)]|7;(0)) = P} (2.33)

denotes the probability of visiting state at timet after starting in state; at

t =0. Ast — oo, p(z;(t)|z;(0)) approaches the stationary distribution By
increasing the parameterthe influence of the starting point on the probability
distribution of the current state is relaxed, hence the niladkovian relaxation.
In other words: For large values ofthe information about the starting point
is gradually lost. This information loss is measured anddws®a criterion for
suitable clusterings. The proposed information measuteismutual information

I(XY)= ) p(ﬂ:,y)log]fzgi’w: > p(x)p(y|w)10gp;yy)

zeX,yeYy p(y) rzeX,yeY ( )
(2.34)

between two random variables: In this case, the starting &aand the current
stateX; are used. Thus, as an information measure for the Markoelaration
at timet, we obtain

I(t) = I(Xo, X;) = ijz

with p; the prior probability ofj andp! = Zj p;jpj the unconditional proba-
bility of visiting state: at timet¢. Note that the second sum in Eq. (2.35) is the
Kulback-Leibler divergence, a measure for the similaritdistributions [CT91].
The dissimilarity approaches zero as— oc. Analyzing the first derivative of
I(t), regions in the parameter space can be isolated wherewitlation is ob-
served, i.e. where the transition matrix faand¢ + 1 is nearly unchanged. In that
case, objects with very similar rows i form a cluster.

A similar approach was also presented by Szummer and Jaak&#l1] for
labeling big sets of points using few labeled examples.ebu$tof including all
distances in the computation of the transition matrix, tbaly included thek
nearest neighbors of each object.

Another stochastic approach to clustering by Gdalyahu .efGMVW99] is
based on transforming the similarity matrix of the obje@r and subsequently

(2.35)
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thresholding it. The components of the thresholded graphhan interpreted as
clusters.

For the transformation of the similarity matrix, the authaser-way cuts. An
r-way cut is a partitioning of the graph intadisjoint parts; the capacity of the cut
is the sum of the edge weights that connect members of diff@arts. Contrary
to min-cut algorithms [WL93] not only the minimal cut, but abssible cuts are
considered for this transformation. Each cut is assigneztaarrence probability
that decreases with increasing capacity of the cut. For Eaehr, i.e. number
of clusters, the probability;; is computed that the nodésind; are in the same
partition in an arbitrary--cut. Unfortunately, the complexity of calculating all
cuts is rather high, but as Karger and Stein have shown [K$9&Fut probability
decays fast with rising capacity such that gfiecan be bounded using only low-
capacity cuts. As a consequence, it is sufficient to genaratdynomially sized
sample of cuts that are generated according to their prbiiedand to estimate
thep;; based on the sample.

The authors show that the method is capable to cleanly depdwae inter-
twined spiral clusters in the presence of noise and avorlbtidging effect that
could be expected by clustering the data set using sindtadi clustering.

2.6.2 Text classification with Random Walks

Xu et al. [XYZ06] propose to use absorption probabilitiesrahdom walks to
classify texts. They assume a small set of labeled samplesfihich the labels of
the unlabeled data are derived. For this purpose, the sityitaatrix W = (w;;)
is once again transformed to transition probabilities efstochastic process

p.. e wij
7T ~—~
> Wi

for the unlabeled data. The labeled objects, on the contaaeyrepresented by
absorbing states of the Markov chain, ipg.= 1. The correct label for an unla-
beled samplg can then be found by identifying that absorbing state thattha
highest probability for absorbing a walk startingjat

The authors also present an approach for including new daiahe classifi-
cation. However, in the context of this work, this algoritiemot applicable since
it is based on the assumption that there can be no transitiomsthe old to the
new data, i.e. the arrival of new data does not disturb thelalskification.

(2.36)

2.6.3 Clustering by Flow Simulation

Van Dongen [vD0Oa, vD0OOb, vD0Oc] has proposed a methodcglaph clus-
tering by flow simulation or Markov Cluster algorithm (MCLhdt is especially
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suited for sparse graphs. Interpreting the pairwise siiti#¢a between nodes as
a flow, the general idea is to reinforce the flow inside thetehssand to weaken
flow between clusters by alternately applying expansioniafidtion operators
to a stochastic matrix of transition probabilities, urttiktinter-cluster flow disap-
pears or, in van Dongen’s words, “dries up”.

When considering random walks on a graph, the author staé¢stwalk of
lengthk started from a node inside a densely connected region, clesger, has
a high probability of ending in the same region, at least foaltvalues oft. The
expansion and inflation operators serve to amplify thisoeffe

The input graph is used for the construction of a flow matritifie underlying
process by row-wise normalization of the entries in the lyiapimilarity matrix.
The first operator, expansion, is theh power of the flow matrix that, as seen in
section 2.1.4, returns the probability okastep transition between two nodes of
the graph. In this way, it enables the node to potentiallgalier new neighbors
that are only indirectly connected to it. Asymptoticalliietk-th power of the
transition matrix returns the stationary distributionsithus important to choose
the correct parametér. The expansion serves to identify links inside the cluster.
However, the distinction between edges inside the cluatgidhose between two
clusters is not very pronounced after this step.

Therefore, the inflation operator is introduced as the Haddrschur prod-
uct of the flow matrix with itself. The Hadamard-Schur prodiac two matrices,
A o B has the entriefA o BJ;; = a;;b;;. In order to restore the stochastic nature
of the matrix, the result of this computation is afterwardltiplied with a diag-
onal matrix using standard matrix multiplication. In surme tHadamard-Schur
operator serves to enhance the distinction between intichirder-cluster edges
by strengthening the former and weakening the latter.

Although the method has a considerable complexity — it cayesquadrati-
cally in the number of matrix multiplications— the authoaiohs that it has been
used with success on large data sets incorporating ditfehester shapes.

2.6.4 Separation by Neighborhood Similarity and Circular Es-
cape

The idea of modifying object similarities in order to shargle distinction be-
tween inter- and intra-cluster edges has also been purguéthiel and Koren
[HKO1]. The algorithm expects a gragh= (V, E, w) as input. The authors claim
that by iteratively applying one of the two separation opmsadetailed below, it
is possible to let the similarity matrix converge to a binamgtrix where intra-
cluster edges are weighted with ones and inter-clustersedige so-called sepa-
rators, receive zero weights. The first of the separationatpes is the separation
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by neighborhood similarity based on the same idea as van &@osgxpansion
operator. For this measure, the vecklr,;, (i) denotes the probability distribution
of a random walk starting at nodeafterk; steps le. the -th component is the
probability of visiting nodej in this step. MoreoverP=% (v) = S Pi . (v)
aggregates the probabilities for all steps upctoThe role ofk is to select the
degree of locality: Fork = 1 only the one-step distribution over the node’s
neighbors is consulted, whereas for— oo, Pt .. converges to the station-
ary distribution that, as we have seen in section 2.1.4, doeslepend on the
starting node. As a result, the method produces a grapiiGG) with weights
wy(u,v) = sim*(P=E (v), PS* (1)) wheresim” is some measure for the simi-
larity of vectors.

Separation by circular escape is based on contemplatingriblgabilities
P.scape(v,u) that denote the probability that a random walk starting dirst
visits u before returning taw. The resulting grapitC E(G) uses the weights
W, v) = Pescape()(V, 4) Pescape(u, v). Both separations can be computed in
©(|E|) for similarity graphs of bounded degree.

For the clustering, it is either possible to use the new grepiiGG) or CE(G)
as input graph for another cluster algorithm, or to directlyster based on the
matrix of weights. To this end, the authors introduce a tho&svalue that sep-
arates inter- and intra-cluster edges. Clusters can thdoumel by identifying
connected subgraphs in the graph containing only the oltrster edges. Us-
ing different synthetic data sets for evaluation, the arglstow that the method
performs well in separating clusters, even if they overlap.

2.7 Summary

This chapter has built the foundation for the main part ofttresis, both by in-
troducing basic concepts like random processes and ramédmaigorithms and
by reviewing the state of the art in dynamic clustering. Ae dmscussion in the
respective sections has shown, no algorithms exists tbailde to fulfill the re-
guirements for our scenario. Either, the algorithms camogie with changing
similarities like the methods in section 2.4.1, have diffgrcluster concepts like
the OODB and mobile approaches, or produce clusters of smaipjuality due
to computational or bandwidth restrictions.

This lack of suited algorithms has lead to the developmenhefrestricted
random walk update algorithm that is at the core of this thesi
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Restricted Random Walk Clustering

Since — according to the literature overview of the last tdapno existing algo-
rithm fulfills all the requirements stipulated in chapteot €éluster updates, a new
cluster update approach will be presented here that is asesstricted random
walk (RRW) clustering. The presentation and discussiomefupdate algorithm
in chapter 4 is preceded by the introduction of the basic RRWter algorithm
in this chapter. The algorithm is composed of two stagesw#i& and the clus-
ter construction stage; these will be presented in the fastian. In the second
section some of the method’s properties are discussedhtqger ends with an
overview of the applications RRW clustering has been engaldgr together with
the evaluations that have been performed in that context.

3.1 RRW Clustering

In this section, we will consider a specific kind of random kyahe restricted
random walk as defined by Scholl and Scholl-Paschinged2SBch02, SSP03]
and see how it can be used to construct clusters of diffeteantacteristics. The
basic idea is to first execute random walks on the data settBatkvith growing
length of the walk only more and more similar objects arectett The cluster
construction relies on the assumption that pairs of obgatsirring at late stages
of one of these walks have a higher tendency to belong to tine stuster than
the pairs that occur only at the walks’ beginning where ramdofluences still
dominate structure information.

Following the categories given in the introduction in cleat, the algorithm
is a hierarchical, stochastic, and randomized algorithatwlorks both on dissim-
ilarities and similarities either in metric spaces or onpi&@ Depending on the
cluster construction method, it produces disjunctive @rlapping clusters.

65
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3.1.1 The Walks

The algorithm received its name from the restriction on theice of successor
states during the walks that enables them to detect clusterge consider an
object set with pairwise distances between the objects]lastarts at its starting
nodeiy and then, with each transition or step taken, traversedanaaid smaller
distances. Fig. 3.1 (adapted from [Sch02]) demonstrateptimciple for a walk
starting at node,: With each step, the circles containing possible successor
become smaller and smaller until, fgr the circle is so small that it only contains
the current node, because the walk has arrivediawia its nearest neighbot;.

Transferred to a similarity grapy = (V, E,w) with V' the set of objects,
E containing an edge for each pair of objects with a positivailarity, andw;;
the pairwise similarity between two nodéesnd j, this means that if the walk
arrives at nodg via the edg€, j), only neighbors ofj are considered that are
more similar to it than.. This leads to higher and higher similarities between
consecutive nodes. Finally, the walk ends when there areare sdges present
that satisfy the RRW restriction.

Two alternative formulations of the walks exist. Let us star considering
the original one by Scholl and Scholl-Paschinger in wiitod walk process is a
reducible, finite second order Markov chain. In order tolfete the analysis

Figure 3.1: Converging circles during a restricted randoafkwvith length five,
starting ati,
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of the process, an alternative but asymptotically equivalermulation as irre-
ducible infinite first-order Markov chain was developed img®3] that we will
discuss afterwards. Another possible way to obtain Markaairts for the process
is outlined in [Sch02].

In the original formulation, the objects to be clustered @atained in a set
X and a pairwise distance measui(e, j) exists for all pairss, j) of objects in
X. The alternative formulation operates on a graph repratentwhere the set of
objects and their similarities are given as a (finite) sintyagraphGG = (V, £, w).
Note that the original approach was formulated for distantee alternative one
on similarities. This, however, is merely a formality sirdistances and similari-
ties can easily be transformed into each other (cf. e.g. ){R®s an alternative,
the comparison operators and < can be interchanged in order to make the al-
gorithm run on the respective measure. Note though tha¢ timeght be special
cases like a zero similarity that translates to an infinig¢atice.

Consider first the original formulation of the walk process $choll and
Scholl-Paschinger. Each walk starts at an arbitrary rigds order to cover the
whole object set, Scholl and Scholl-Paschinger sugddststart a fixed number
of walks from each node.

The first successof;, is chosen among all objects in the sétand the dis-
tance between the two objects is recorded as the step widthd(iy, i;) for the
first step. For each following step the restriction is introed that the distance
between the current and the next node must be smaller thamthbetween the
current node and its predecessor. Formally, if the stephwsdt

Sm = d(im—la Zm) (31)

in the m-th step, this is achieved by selecting the+ 1st node from a uniform
distribution over the members of

Tn={j € X|d(im, j) < sSm}\{im} (3.2)

The selection is repeated urifil, is empty, i.e. until no admissible successor
exists.i,, is excluded since repeated visits to the same node in comgeesteps
are of little use for the detection of clusters.

In this formulation of the method, the states of the stocbgsbcess are de-
fined as the objects iX and transitions take place according to the pairwise dis-
tances. This has the disadvantage that the transitionsea$ttthastic process
depend on the two last steps; as a consequence the Markowiaoridr a first
order Markov chain is violated.

In order to obtain such a chain, let us consider a slightliedrig formulation
of the process: The walks are defined on the edges of the gcapeequently
a single walk has the forrfeg, eq, ..., ex) = ((i0i1), (i1,42), - - -, (ik, igy1)). AS
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we will see below, the two formulations are equivalent imtgiof the probability
distribution of the walk realizations.

Another problem is the choice of the first node. Althoughaterg through
all nodes and starting the same number of walks from eacheaf gjuarantees a
complete coverage of the object set, it may not be optimalesindoes not take
into account local particularities like the degree of a nodenore generally the
density of a graph region. For the following formulationisteelection process is
given by a stochastic selection of the first node of the stigée, from a uniform
distribution overV/.

Walks in the original formulation are finite. In order to oistan infinite,
irreducible chain, imagine the single walks being concaiieth As a delimiter
between two walks we introduce the start/end statieat represents the transition
between two consecutive walks and is also the initial sthteeMarkov chain.
From there, a first edge, = (ig, 1) is chosen from the set of all edges with a

probability of
1
P(eo|Q) = P((ig,i1)|?) = ———— 3.3
(€0| ) ((7’0? 7’1)‘ ) |V| deglo) ( )

with dediq) the degree of nodg. From the point of view of the probability dis-
tribution over all nodes and edges, this is equivalent tootfnginal formulation:
|V|, the first part of the denominator represents the choice &amiform distri-
bution over all nodes; dég)), the second part, stands for the uniformly distributed
choice among the links starting froin

For the choice of successor edges, the set of all admissibtessors of an
edgee,, = (im, im+1) IS defined as:

Tem = T(im.yi’m+1) = {(Zm+17j) S E|winz+17j > wimyim.+1} (34)

i.e. all edges incident to the target node of the current eshgkhaving a higher
weight than the current edge are considered as possiblesars. The actual
successor is determined by randomly selecting one membBEr ofising a uni-
form distribution. The walk stops whefi, is empty. In that case, the Markov
chain enters once again the st@teand another walk is started.

As a consequence, the process is now given as a irreducibiete first-order
Markov chain: It is irreducible since

1. Each state — i.e. edge — can be reached fibrfihis is guaranteed since
there is a positive transition probability frofd to every state as given by
Eq. (3.3).

2. Q, inturn, can be reached from each state. Were this not treg cdBnite
restricted random walks would be possible which, by corsitsa, cannot
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happen on a finite graph. Due to the finitenes& @ind the strictly increas-
ing similarity in each step, every walk must reach an edgeftha a higher
associated similarity than all of its neighbors, and thesstiate) is entered.

As a consequence, each state can be reached from each athewgtich means
that the process is irreducible; furthermore, it is clearfinite by construction.

The two formulations are equivalent for the purposes oftelirsg: The newly
introduced transition state is ignored when constructing the clusters, as will be
seen in the next section. The selection probabilities ofitbieedge are modeled in
such a way as to be equivalent to the behavior of Scholl ahdlBPaschinger’s
algorithm for the case of a uniform choice of the first nodenfrthe set of all
nodes. For the other case, where a constant number of wadtaried from each
node, the selection process for the transition frammust be redefined accord-
ingly.

Finally, it should be noted that starting a fixed number ofksdfom each
node and choosing the first node from a uniform distributeedk to the same
expectation for the distribution of the walks in the asyntigteiew, i.e. for an
infinite number of walks. The order in which the walks are exed may vary,
but we can expect that every node is chosen the same numineresfas starting
node when using the uniform distribution, i.e. the same remolbtimes it would
have been used when starting a fixed number of walks. Sinageshef the walks
is defined identically and since the order in which the walkksexecuted is not
considered for the cluster construction, the resultingtelts are expected to be
identical.

For an example of the walk process, consider the section example graph
shown in Fig. 3.2 — the dashed lines symbolize its connestiorthe remainder
of the graph; they will be ignored for the example. The traosimatrix for this
graph section is given in Tab. 3.1.

Let us now consider an exemplary realization of the Markaxcpss on this
graph. The process starts in st&eFrom there, let us say thatl" is chosen as
eo- The probability for this event is.; = - sinceV has seven elements, and
selectingD asig, the algorithm has the choice between its two neighbors. We
obtainT,, = {F B}, thus the choice oé; = FB is clear. Arriving atB via
the edge with weigh2, the edgeB( is excluded due to its weight being to low.
Consequently]., = {BA, BC'}. Each of them has a probability gfof being
chosen, let us say that the process piBks. FromT,, = {C'A, CG}, CG might
be chosen as successor. At that point, = () and the process returns fbto
continue, say, with the walkBGC, BGE, ACG, BCA, CBACG, GBCA, and
DACG.
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Table 3.1: transition matrix for the graph in Fig. 3.2

CA
1
21

0

BC BF BG

1 1
28 28
0

BA
1
8

AD
1
21

0

0
0
0

0
0
0

0
0
0

0 0 0
0 0 0
0 0 0

0
0
0

1
0
0

0
0 0
0 0

0
0

0
0

S HINO

S HINO

0
0
0
0
0
0
0
0

0 0 0
0 0 0
0 0 0
0 0 0
0 0 0
0 0 0
0 01
0 0 0

0
0
0
0
0
0
0

0
0
0
0
0
0
0

0 0
0 0
0 0
0 0

0
0
0
0
0
0
0

0
0
0
0
0
0
0

0
0
0
0

0
0
0
0
0

0 0
0 0

0 00 0 0 O

0

0

0
0

0
0

0
0

0 0 0
0 0 0

0
0

0
0

0 0 O

0

Figure 3.2: Section of an example similarity graph
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3.1.2 Cluster Construction Methods

In the walk stage described in the last section, restridadom walks were used
in order to explore the structure of the similarity graphalsecond stage, it is now
necessary to make use of the information thus collectedrstoact clusters. The
basic idea as sketched in the introduction to this chapthaisthe later in a walk
a pair of nodes occurs, the higher is their tendency to belonige same cluster.
In the following sections two cluster construction methads introduced that
implement this principle: component clusters and walk eghtlusters. These
approaches return substantially different clusters: @thke first produces very
large, disjunctive clusters, the clusters resulting frowa walk context are much
smaller and overlapping. The question which one is betteayd depends on the
application’s requirements.

In both cases, the actual outcome is a hierarchy of clustershe case of
disjunctive clusters, this hierarchy can be represented dgndrogram like the
onein Fig. 1.2. As discussed in the first chapter, a partiolustering is obtained
from the hierarchy by applying an horizontal cut through tlemdrogram at a
given cutoff level. The applications section contains awassion of how to set
this level.

Component Clusters

The original method for cluster construction put forward &sholl and Scholl-
Paschinger [SP02] is that of component clusters. A serigsaphs7,, = (V, Ey)
is constructed for all applicable levelssuch thatF, contains an edge between
two nodes iff they have formed theth step of any walk. It follows that the
connections i, are the more meaningful the highkeiis. From this series, a
second series of graphs

Hy = U2,.G, (3.5)

is derived that contains edges for all node pairs occurriigwel & or above in
any walk. Clusters are then defined as components, i.e. ctethsubgraphs of
Hk.

Returning to our example with the walkSFFBCG, EGC, BGE, ACG,
BCA, CBACG, GBCA, and DACG we obtain the components shown in
Tab. 3.2.

As can be seen, the cluster hierarchy is captured well iretkasnple. At the
lower levels two and three the weakly connected nodes (firshen £ and F)
are separated from the central cluster. Finally, on thedsglevel, the “central”
pair CG is correctly found.

Scholl and Scholl-Paschinger have evaluated RRW clnstergainst single
linkage (SL) and complete linkage (CL) in [SSP03]. Theirtfagaluation data set
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contains compact and elongated, overlapping clustersr 8btand RRW outper-
form SL in this case, since the latter algorithm cannot disogerlapping clusters
or clusters connected by bridges very well. The differeretevben CL and RRW
in this case was visible in the treatment of outliers thatenecluded into the
clusters by the CL algorithm, but not by RRW. The second datta@ntains a ring
shaped cluster that encloses a spherical one. Here, RRWitbatentify the two
clusters correctly. SL and CL discovered four subgroups@nenclosing cluster
and began merging them with the inner cluster. When theristdetween the
two clusters was increased, at least SL could find the coctestering.

In spite of these promising results, there is still potdritieimprovements, es-
pecially in the application context given by e.qg. libraryala=or example, the step
level concept used here lacks some granularity: The nadasd F' are removed
at the same level in spite of the strongly differing simti@s of the edges link-
ing them to the central cluster. A further disadvantage efdbmponent clusters
turned out to be their size: The clusters for the library datadescribed in section
3.3 proved to be very large — sometimes hundreds of thoudashocaments; the
average cluster size was 27,000. Although Scholl and ISBfaschinger state that
the bridging effect, i.e. the unwanted merging of small@tsinto one large clus-
ter, is noticeably smaller than with single linkage clustgy it could nonetheless
be observed very clearly [Fra03]. Obviously, the usabditgomponent clusters
for applications on large data sets that require small efass limited.

Furthermore, there are applications like the library datarhere disjunctive
clusters might not be the optimal choice. In such data setddbs” may link
document groups belonging to different subject groups. Mexample, consider
a book B on statistics for psychologists. This is a bridge betweengftoups
“psychology” and “statistics”; these groups shall be disjive for the sake of
argument. In addition, let us assume that the shares of pkygibal and statistical
contents in the book are equal. A disjunctive clustering has four possibilibés
coping with this situation:

e Treat B as an outlier and keep the clusters for the two subjects a&par
This does not optimally reflect the contents of the book asidannections
to both subject groups.

Table 3.2: Component clusters for the example
| level | clusters |

1 {A,B,C,D,E,F,G}

2 {A,B,C,E,F,G},{D}

3 {A,B,C,G},{D},{E},{F}

4 | {A} B} {C, G} {D} {E} {F}
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e Link B to both groups, thus constructing one big cluster. Thishaslisad-
vantage that two different matters — psychology and stedistare joined.

e Assign B to one of the groups. SincB is assumed to be positioned “in
the middle” between the two subject clusters, the choicbé®ttuster is an
arbitrary decision that generates a considerable error.

A non-disjunctive clustering, on the other hand, couldttieéas follows:

e B’s cluster contains some — though not necessarily all — dectsnfrom
both groups.

e The cluster for a document about “psychology” includgsbut no docu-
ment from the “statistics” group, and vice versa.

This reflects the actual situation much better which mogigdhe development of
walk context clusters.

Walk Context Clusters

The main reason for the large size of the component clustersralge elements
like the exemplary book on statistics for psychologists tioered above. It is
sufficient to have one walk cross this bridge to join the tweotvise disjunctive
clusters. In other words, one strong, but possibly randoge ¢dat is not repre-
sentative for the cluster is sufficient to link two clustdrattshould not be linked.
Furthermore, the additional question remains how to tteete bridge elements
in a semantically sensible way as discussed above.

The idea of walk context clusters is thus to only use the camktthe walks
in which the objects appear directly. In order to generagectuster for an object,
all walks are considered that contain that object in a stélp avievel higher than
the desired cutoff level. The cluster is then given by alleachs also occurring in
these walks at a level higher than the cutoff.

The walk context clusters are small and have a high pregis®mwe will see
in the results section (3.3).

This is due to the fact that bridge elements have but a limitédence on
the cluster construction: First, the probability of selegta way across the bridge
element is usually less than one, i.e. the bridge is not sacésincluded in the
cluster. Second, even if the random process decides tad@elbridge element
in one of the walks, the bridge element does not completalytlhe two other-
wise independent clusters. Only the elements that are abéelfrom the bridge
connection are eligible to be included in the cluster, arehdtais takes place only
with a limited probability.
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A second aspect in the construction of an alternative alust@struction
method is the fact that, when dealing with graphs with lgcairying density,
the length of the walks also differs considerably. Rementberbasic idea of
cluster construction: The later in a walk a pair of nodess#®d, the higher is the
tendency of those nodes to belong to the same cluster. Iti@idhe precision
and significance of the clusters depends on the length of &iiesweontributing to
them as we will see below. Component clusters only take ietoant the absolute
position of a pair of nodes in its walk. This assumption isnafematic as long
as the data set under scrutiny is relatively homogeneousrinst of the number
of objects that can be reached from each node, the densitynober of incident
nodes. This is for instance the case for the geometric ird&pon of an object
set with a pairwise distance function that is defined sepgi®. 0 < d;; < c0)
for all pairs of nodes.

If, on the other hand, the data set is represented as a grdplsiwiilarities
as edge weights, and if the density, i.e. the number of imtiddges for different
nodes, varies, considerably different walk lengths mayheeconsequence. Thus
walks in denser parts tend to be longer than their countesrpasparser areas of
the graph even though the similarity of their last node paley be comparably
high. When clusters with high precision are sought, thislte® a systematic
underrepresentation of the sparsely populated areasewinere is no possibility
for the development of long walks. As a result, pairs withhhgimilarity do
not show up as clusters if they belong to a region with a lowsdgn This is
counterintuitive, since for clustering, the number of mdigrs should not play an
important role, only their association — in terms of simtlaor distance — to each
other.

Furthermore RRW clustering has a local view on the data seilbbe seen
in section 3.2.2, and the applications described in se@i8meed this local per-
spective rather than a global one. This problem is not agthdly the component
clusters since it did not occur in Scholl and Scholl-Pasgér’s setting. But for
data sets with varying local densities a relative measuréhio position of node
pairs may give more intuitive results than an absolute one.

The first and most obvious remedy for this problem is the inedd¢vel defined

as
__ step number

~ walk length

While this measure levels out the differences in the wallylles, it does so
in too thorough a way. Although the relative position of a eqshir is more
important than the absolute one, the total walk length cgmugformation about
the quality of the information contained in the whole walknasntioned above:
The longer a walk, the higher is the resolution of the levehsuge. For example,
[ will give equal importance to the last — and only — step of a-step walk and

(3.6)
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to the last step of a ten-step walk. While the first relies omoalsastic choice
between the neighbors @f, the latter quite reliably designates two members of
the same cluster. A further advantage of longer walks ig thetiter resolution:
The more steps a walk has, the more levels are available irethdting entries

of the dendrogram. This is why two further level measuresewdsvised that
represent a compromise between absolute and relativeqrosithe walk:

. step number

~ walk length+1 3.7

_ _ step number- 1

walk length (3.8)

As the walk length approaches infinity, both only strive apyatically to one
for the last, i.e. most meaningful step of a walk. The diffexes betweef™ and
[~ can mainly be seen in the first part of walks and for short walsere/"
punishes short walks less severely thanAs can be seen from Figs. 3.3 and 3.4,
the difference becomes negligible for longer walks:

step step— 1

lim (t -1 = im —
length— 00 ength—oo length+ 1 length
_ oy step- length— (length- step+ step— length— 1)
T oo length(length+ 1)

i length— step+ 1
engi—oo length(length+- 1)

. 1 N 1 — step
oo \ length+1  length{length+- 1)
=0

For practical purposes, both measures are practicallyalgut [FGS05] in terms
of the quality of the resulting clusters.

For the example containing the walks"' BC'G, EGC, BGE, ACG, BC'A,
CBACG, GBCA, andDACG and using thé™ measure, we obtain the clusters
shown in Tab. 3.3. Since the clusters are no longer disjmdine clusters for all
nodes at level8.2, 0.5, and0.8 are listed.

As can be seen, the high-level clusters only contain thedsigtanked link
between node§' andG. Lowering the level, the central compondnt, B, C, G'}
is detected; additionally, due to their strong link,js added to the cluster far,
but not forA, B, or C' since itis not well connected to these latter nodesind F’
remain singletons at this level since their incident edgey loear relatively small
weights.
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level measure

0.8
0.6
0.4

0.2

step number
1

walk length

1001

Figure 3.3: Behavior of, [*, and/~ for walk lengths 5, 20 and 100 and the
respective step number

level measure

0.8
0.6

0.4 1
0.2

step number

walk length

Figure 3.4: Behavior of, [, andi~ for different combinations of walk length and
step number
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Table 3.3: Walk context clusters for the example (Fig. 3.2)

L] A | B | ¢ | D |
02| {B.C.,D,G} | {A,C,D,E,F,G} | {A,B,D,E,F,G} | {A,B,C,F,G}
05| {B,C,G} {A,C.G} {A B,G} 0
0.8 {} {} {G} {}
v B | F ] G |
0.2] {B,C,G} | {B,C,D,G} | {A,B,C,D,E, F}
05| {G} O {A,B,C,E}
0.8 { { {C}

3.2 Properties of the Method

As we have seen, the original formulation of the method byo8and Scholl-
Paschinger [SP02] as a stochastic process omadlkesof the similarity graph
leads to a finite, reducible, second-order Markov chain.h\&ifinite number of
nodes and a similarity that increases in each step, the eadvaik is definitely
reached in finite time. Furthermore, the chain is reducibiees after starting a
walk, it becomes soon impossible to reach all other nodelseogtaph — in most
cases, this happens with the selection of the first nodenbatrée cases also later,
but only if the graph is connected and it is possible to rehelstart node again via
a cycle. Finally, the chain is of second order because thiegtnibty distribution
over possible successors depends not only on the curreet batl also on its
predecessor.

In contrast, the alternatitepbased model presented in the last section leads
to a Markov chain with the following properties: It is of firstder since the next
step only depends on the last step. Due to the concatendtiba walks using a
transition staté) the chain is infinite and, as all states can be reached ftqrar
construction, it is also irreducible.

There are however two problems with this approach: Firg stiate space’s
size is the square of the original model’s state space simkthe process has an
even sparser transition matrix than the latter, which gelarcomputational re-
quirements for the analysis of the algorithm — but note thatime complexity of
the actual algorithm is of course not affected. Second, asislabove, the model
converges only asymptotically against the method predesiece the implemen-
tation incorporates a deterministic choice of the walk&tatg point whereas in
the probability model analyzed here it is stochastic. Hmvegiven the large
number of walks, this is not of real concern here.
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3.2.1 Complexity

One aspect that the applications presented in section 88ihaommon is that
they operate on a quite large data set. In this context, tipatational complex-
ity of RRW clustering is of considerable interest.

Let us first consider the walks themselves. For an object taize n,
Scholl and Scholl-Paschinger have shown that the exgdetegth of one walk
is O(logn), especially the logarithm with base two (lggeems to be a good es-
timator. This is valid for every object set where the numberesghbors depends
onn, like, for example, the original case where every pair okctg has a finite
distance associated with it. However, there are cases mablgi where the size of
the neighborhood does not dependdout is rather bounded by a constantor
an example, think of the network formed by connecting easkgreof a given
group with his or her: best friends.

Theorem 3.2.1f the size of the neighborhood of every node can be limitea by
constant, the expected length of all walks@log ¢) = O(1).

This will be shown here for the case where the distributidn$he neighbor
similarities in each node are identical, for instance, #rexgonential. The proof
shows that the expected size of the successor set is haheatinstep. If this
is the case, the repeated halving of the set’s size leadslassical divide-and-
conquer scenario that has a complexity(dflog c). We denote the number of
nodes incident to the:-th node in the walk ag,,. Then,, are assumed to in-
dependent identically distributed random variables. ©bsty,n,, < ¢, and we
definep,, as the expected valué(n,,).

For the proof, imagine that for the sake of picking a sucagskse neighbors
of the current node are sorted in ascending order and nuchbeoarding to their
similarity 1, . . ., n,,. Picking one of the:,,, neighbors is then identical to choosing
its index or position number in the list of neighbors, i.eawing a random variable
i from the uniform distribution over the sgt n,,|.

We can expect that the higher part of the ordered neighbocms#hins an
average ofD(=) elements that have a higher similarity than the one used in
the current step. Working with this set with si2& 5= ), we once again obtain
the successor by picking from a uniform distribution of10 (57 )], halving in
each step the expected size of the successor set. This igaltgfpucture found
for instance in divide-and-conquer algorithms, leading twntime ofO(log ¢).
The argumentation remains valid even if there are ties tweighbors. In this
case, the size of the successor set is further reduced whadmipatible with the
expectation to find at mo$i(5) admissible successors in theh step.

The proof is achieved via induction: The induction startsebtablishing the
setT,, from the neighbors of nodg. Thus we obtain
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B(E(T., ) =E (Z (i~ 1)plen = z'>> 39)

i=1

To obtain the expected value f.,|, we sum over all possible choices for the
successor of the initial node times the probability thas g¢hoice is realized. If
no andn; were equal, the number of nodes admissible after the cliovoelld be

¢ — 1. Since this is not the case, but since the distributionsgualewe calculate
the quantlle— in which the choice lies and then transform it to match the loeim
ny of nelghbors for the next node. We substitute, = ¢) with the concrete
probability nlo for the event that one of the initial node’s neighbors is emos

n 1
=E(Y 2i-1)—
i1 no )

Substituting: to start from 0 gives:

no_ln 1
- F oLz

1=0

We can transform the suin’ i to M.

-5 (3252)

Reducing the term by, leads to

- E (nl(no — 1))
271()

— B (n0n1 — nl)
271()

Using the linearity of the expectation, we get

o )-e(3)

Finally, substituting the expected values gives us

Simplifying gives:

_Ha—
2
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which proves the induction start. Consequently, we canebxpat the size of the
first step’s successor set is on averaés ). Thus, given that all nodes have the
same distribution over their neighbors — though not necigshe same number
of them — this means that the expected set size is halved agpeetehe node
chosenin the first step to lie in the middle of this distribatiIn the induction step
m, of the originaln,,,_, neighbors, we expe€(3==;) to be admissible successor
candidates for the step. Consequently, the expected sthe sliccessor set after
the stepn is

B(E(T,) —F (5 1) (3.10)
i:1 nm— 1 2m—1

Once again, we have the (adapted) number of legal succdes@ngery possible
i times the probability for this which is given by a uniform distribution over the
sm=t legal successors we expect to have inithh step. The first term in the

sum can be extracted in a fashion analogous to the one udeelimduction start,
equally we obtairffz=; (2=t — 1) for the sum) _ i:

:E( P Z?H?f—w)

Nm—1

T —
nmfl ogm—1 2

g (2l =D)
2nrn—l

expanding the term by~ gives

. (nmzmwg::_ll - 1))

2mnm71

cm—1 cancels, leaving

ogm—1

distributing the contents of the inner parentheses, wembta

mlitm—1 — QO_1
:E<nn 1—n )

2mnm71

and finally, splitting and reducing the fraction,

_pg(lm_ m
2m 277,m,1

which, substituting the expectations, gives

_ Fn

1
oom 9
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In other words, the set size from step— 1 to stepm has halved, which gives
us the desired divide-and-conquer situation from whiclofes a complexity of
O(log ¢) for ¢ > n,, for all objectsm.

If we start, as proposed by Scholl and Scholl-Paschirggegnstant number
of walks per node, this leads to a total complexity((fn log n) for the case of
neighborhoods only limited by the total object set size éxid) for object sets
with constant-bounded neighborhood sizes.

The computational complexity of the different cluster domstion methods
differs. Component clusters have a complexity(gf»?) for the naive approach
in the worst case. Using the fact that the cluster constradiasically consists of
the detection of components in a graph, the complexity camdheced ta)(n +
n?) = O(n?): As Tarjan [Tar72] has shown, finding connected componeass h
a complexity ofO(n + |Ex|) where| E| is the number of edges in the graph.
Furthermorg E.| = O(n?), which results in the complexity given above.

In order to derive the complexity of the walk context clustea storage of
the walks using an efficient hash table is assumed, suchdbhtedement can be
retrieved in constant time. Every walk among tilewalks started — wheréis
the number of walks departing from each of the nodes — hasateed length of
orderO(logn) as seen above, leading to a total expectatiof@ ©@flog n) for the
number of entries generated by all walks. Furthermore,\taege number of vis-
its to each of thex nodes i0(logn). Analogously, for a bounded neighborhood
size, the number of visits i9(1). This implies that the number of walks in which
the node in question is included @¥(log ), each of them containin@(logn)
entries on the average. In toté@l(log” n) entries must be retrieved for the cluster
construction of one node, @ (n log®n) for all clusters. In the case of bounded
neighborhood sizes, these numbers reduce(ig andO(n), respectively.

3.2.2 Asymptotic Behavior of the Walk Process

In this section, the asymptotic behavior of the random waticess underlying the
cluster algorithm will be scrutinized [FGS07a]: What belbawoes this process
display as the number of walks approaches infinity? In the¢ cavery possible
path along the nodes of the similarity graph is taken almaslg, i.e. with prob-
ability one. In the following, we assume that every admigstombination of
nodes that forms a walk occurs at least once in the infinitega®.

The objective of this analysis is to be able to characteheebehavior of the
walk process in the asymptotic view, which will finally alldevanalyze the prop-
erties of the clusters at different “levels” of randomne@&s the one side of the
scale, where the number of walks approaches zero, the stachdluence is very
strong. The results between consecutive clusterings csetine data set may vary
considerably if just one walk is executed. Clearly, thistsece strongly violates
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the stability requirement for cluster algorithms stipathin section 2.3. On the
other hand, there are two arguments against too high a nuohbelks: One of
them is operational, since the time needed for the execofitine algorithm in-
creases linearly with the number of walks. The other one iceptual: It may
be desirable to include certain nodes into a given clustbrwith a probability
that is smaller than one. In order to do so, it is useful to ktlegvcharacteristics
of the process for different numbers of walks including infinA sub-aspect in
these deliberations is also the knowledge of the point atkvhehavior changes
between “useless random”, “useful random” and quasi-detestic. In the fol-
lowing, the latter case is considered as a starting pointewle other two remain
as further research topics.

As a first step the convergence of the occurrence probaldity will be
shown:

Theorem 3.2.21f the underlying restricted random walk process is granaed
unlimited number of walks, the probability of a walk occagiat least once is 1.

For the proof, we need the probability that a specific wallaleh. As a side
remark, it can be assumed that the walks take place on a fiojeetoset. For a
walk w-: (eo, - - ., ex), the probability for its first edge i§(.eo\§2) = Wég—io)_ .>
0 as given by Eqg. (3.3) on page 68. For every following edge,pitodability
is P(em|em_1) = ﬁ > 0, whereT,__, is given by Eq. (3.4). In total, the
probability for the walkw is

m—1

1 S

Plo) = videgio) 1 7

>0

m=1 ‘ mfl‘

Therefore, the probability that is not taken when only executing one walk is
0 < 1— P(w) < 1 and thus the probability that it is not taken duringvalks is

(1 — P(w))™. Asn goes to infinity, we obtaitim,,_,..(1 — P(w))" = 0 for the
probability of no occurrence and can conclude that the gntibaof the inverse
event, i.eaw occurring at least once is— 0 = 1 which proves the claim.

To analyze the process — that, as we have seen in section 8.4 Markov
chain — for an infinite number of walks, consider a directedyeighted grapld:’
constructed in the following way: All states of the Markov i (i.e. all pairs
of nodes connected by an edge in the original similarity grép= (V, £, w))
constitute the set of nodés. There is an arrow from nodg to nodeC' in G’ iff
C'is an admissible successor statdsoh the original process. For the purpose of
this analysis, the state is split into two nodes of the grapH, (capital alpha) and
Q2. All nodes ofG’ can be reached from the starting notland all nodes without



CHAPTER 3 83

successor have an arrow pointing to the n@d&ormally, this grapld:’ is defined
as

G = (V' E) (3.11)

with
V' '=FEU{A,Q} (3.12)

and

E = {((Zvj)v (]7 k)) € E X E|ij > wij}
U{A} x E
U{(Z,]) S E‘ /H(], k) S Wik > wij} X {Q} (313)

It is on this graph that the asymptotic behavior of the rewtd random walk
process is studied using a combination of shortest and sirngggh algorithms.
For the latter it is important to note thé&t is cycle-free, such that a finite longest
path can always be found. A path is defined in this context lksife:

Definition 3.2.1 (path) A path onG’ is the succession of states (that may be edges
of another graph) of a Markov chain or a part thereof.

For the basic idea, consider Fig. 3.5 and remember the |efliions from
3.1.2. The following considerations hold for all of the Ieweeasures introduced
in section 3.1.2. The characteristics of the clusteringedepon the position of the
node pairs, and, in the case of walk context clusters, om toenbination inside
the walks. For any nodg, the walks visiting it can be split in two parts, the one
before crossing3, and the one afterwards. The position of a node is computed
using a separate analysis for the first part of the walk andebend one. Let be

Figure 3.5: Different paths meeting and separating at mddel”’
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the length of the longest path leading frotrto B ando the length of the shortest
walk from B to Q. The resulting level in the case of themeasure is

a 1
ato 1+2

l+_

It is clear that for any of the measurg$™ and/—, the level is maximal whenis
minimal anda is maximal for the given node a¥’.

For the asymptotic case, the following algorithm is useddetermining the
cluster level of every node i, i.e. the maximum level at which the objects
contained in the node are still assigned to the same cluster.graph is cycle-
free, since per construction, due to the strictly incregsimilarities on the edges,
a nodeB in G’ cannot be visited more than once per walk. As a consequence,
Dijkstra’s algorithm [Dij59] can be used both for calcutagithe longest and the
shortest paths for any node .

For the computation of the, the following algorithm is used, witf®?s the set
of predecessors ds:

F ={A}

ap = 0

While (F # EU {A, Q}):
Select staté3 with B ¢ F andPg C F
ap = MaXeep, {ac}t +1
F=Fu{B}

End

o Is computed in an analogous fashion, wifly the set of successors of

B:

F={Q}
o — 0
While (F # EU {A, Q}):

Select statds with B ¢ F andSg C F

op = minCeSB{Oc} +1

F=Fu{B}
End
With these maximum levels computed, it is possible to charee the be-
havior of the walk process. A first example is shown here; k& future, a
theoretical analysis of the cluster construction procesglanned. The result
resembles that of a single linkage clustering, however, dlosters are not
identical on all levels of the cluster hierarchy.

For this example, the Deep South data set from [DGG48] is.usée data
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. T/ T/ T | T | T|T|T|T|O0|0|0O]|O0O|T|O|T]|8T
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T T /T | -1v|v[E€E €€ |C|T|C|T|T|C|c|cCc|T]|ST
clc | T |V | -19]91€]€|c|c|c|T|T|c|€|cCc|c|VI
T T ||V |9 |-19|V |V ]E€E|C|C|T|T|C2|€|C|C]|ET
T T/21€]1S |9 -1V |€]C|C|T|T|O0O|T|C|T|C]|CT
T/ T/l e€l€|v | Vv | -1€]C|C|T|T|O|T|C|T|C]|TT
T T|c|l€ €|V | [E€ElE€|-1€|c|c|T|T|c|€|cCc|c|OT
T T|c|cd|c|€|c|c|€|-|cl€|Cd|c|E|VIE|E|6
T T|c|T|]c|c|c|cd|c|c|-|c|c|0|c|€|Cc|€ |8
0ol T |l c|c|T|T|cl€|c|-|€|c|Vv| Vv V| E|L
OO T |T|T|T|[T|T|T|Z|c|l€|-|Cc|Vv| Vv V| V|9
ojojo )7 7T|{1rT|O0j0|T7T]2|0|c|c |-V VI E|E|S
0|0 T |2l |c|T|T|cl€|Cc|V|V|VP|-19]9]|9|V
T | T|c|c¢|€|€|c|c|€ |V €|V |V | VP|9|-19]L]F
00T || c|c|T|T|c|€|c|V |V |EI9]9]-19]|¢
T | T|c¢|T|c|c|c|c|c|lE€|E€|E€E|V]|E€|9|L]|9]|-]T
8T | AT |9T |ST |[PT |(ET (ST [TT |OT |6 |8 |2 [9 |G [V €2 [T |sdl

Table 3.4: The similarity matrix derived from the Deep Soddia set by Davis et

al. [DGG48]

CHAPTER 3
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describe the attendance of 18 women to 14 social events amhigined in ap-
pendix B. Itis often considered in sociology since theredisinique, indisputable
assignment of women to groups as for instance Freeman’sshelg has shown
[Fre03].

|_

CCO~NOOOTBANWLE

Figure 3.6: The dendrogram for the Deep South data set wigieslinkage clus-
tering

CO~NOOOTA_NWEE

12
13 Ii
14

Figure 3.7: The dendrogram for the Deep South data set usRW Blustering
and the* measure

It is used here to give a first impression of the typical défeses between sin-
gle linkage clusters and the asymptotic behavior of RRWtelss The similarity
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between two women as given by Tab. 3.4 is coded as the numiemeats they
have taken part in together. The data set was clustered bsiingsingle link-
age clustering and restricted random walk clustering withdomponent cluster
method and thé&" level measure; the resulting dendrograms are given in Bigs.
and 3.7. The firstimpression is that the clusterings havgtagimilarity, however,
there also exist interesting differences.

The first of these effects is due to the limited horizon of tH®MRmethod.
Consider the pairs 2/4 and 12/13 in both dendrograms. As eagén, the pairs
are merged on the same level by the SL method: Since they hawsame simi-
larity, the global comparison operator of the SL method dales both pairs for a
merge on the same level. RRW, on the other hand, lacks thsbleew — which
incidentally contributes to the smaller run time — and thesides on the basis of
local similarity densities. In our example, the differeeingities result in a max-
imal walk length of five for the pair 2/4 and six for 12/13. Inense, the RRW
algorithm offers an additional level of differentiationsAhall be seen in section
3.3.3, this is an important feature if the data set is sparse.

On the other hand, there are pairs with different similesiin the data set that
are merged at the same level by the RRW method, for instaecedins 1/3 and
12/13. This effect is due to the fact that the similarity stawe around those pairs
is similar, though on different levels. This property of RBW method is useful
in applications where it is more important to detect locakmea than global ones.

3.3 Excursus: Applications

The clustering method presented in this chapter is appédabevery object set
with members that have a similarity or distance relation.weieer, due to its
relatively low computational complexity (cf. section 3Pit is especially with
large data sets that the algorithm shows its strengths. iy the algorithm
was originally chosen for the analysis of library usagedtist as presented in the
following section where it was used for the purpose of indgXibrary corpora
and the generation of recommendations.

3.3.1 Library Usage histories

When the following studies were conducted in spring 2008 ahline public ac-
cess catalog (OPAC) at the university library in KarlsruGermany, had usage
histories on 1.8 million documents out of which about 800,88ve been visited
often enough to include them in the clustering. The averagge® of a node in
this data set is about 39; this implies that the data set asegnearly 36 million
weighted edges. Let us start with the description of the datdefore detailing
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the two applications, (semi-) automated indexing and renendation genera-
tion, for which RRW clustering was used in this domain.

The usage histories are generated by users of the libranCQipdwsing de-
tail web pages of documents. Each visit is counted as an owe of that doc-
ument. All documents viewed by the same user in one sessenansidered
as cross-occurrences. These cross-occurrences betweemelts are summed
up and stored in raw baskets like the one shown in appendix Borltains the
identifier for a document (the last line) plus all other doemts, along with their
cross-occurrence frequencies. The preprocessing thatesgeary to extract these
sessions from the web server logs is described e.g. in [GRNand will not be
detailed here.

Since raw baskets stored in files represent a performanckerextk when
working with an object set of this size, the data is transi@no a data base,
preserving all information from the baskets.

In order to obtain a transition matrix, the similarity beemetwo objects is
defined as their number of cross-occurrences. This meaasralllcharacteristics
of a similarity measure as given by definition 1.1.10 exchptlimitation to the
interval[0, 1].

It is important to note that this similarity measure is nasdon any kind of
content analysis of the full texts or even the titles. Thiedentiates the approach
from many others used in information retrieval [CPS98, LHB8b02, SFFEO01,
Yan99]. A full text analysis is simply not possible in a contienal or hybrid
library, since some or all of the texts are not available ifgita format that would
allow their fast analysis. Instead, the method presenteslfielies completely on
the behavior of users following their own interests. This baveral advantages.
First, the data can be gathered automatically, withoutrwetgion of the user.
This means that there is no need to set incentives for useaojgerate with the
system. Second, systems based on implicit user “coopetaie less prone to
problems concerning incentives like manipulations or fidag as discussed by
Geyer-Schulz et al. [GSHJO01] or Nichols [Nic97].

Finally, the analysis of transaction data has a traditiomarketing and is
used to predict repeat buying behavior [Ehr88] or croskaggbotentials. In the
latter case, results show that there is a high correlatibmd®n cross-occurrences
and complementarity of products. As Samuelson [Sam38, 8pstdtes, choice
behavior reveals the users’ preferences.

3.3.2 Indexing Library Corpora

This application was motivated by the situation of the aagaks of the univer-
sity’s library at Karlsruhe as well as of many other librari@ Germany. As
a random sample drawn from the catalogue showed [FGSO04iit 8086 of the
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documents were not indexed with any keywords. Since mandeking is a time-
consuming and therefore expensive activity, there ilittiance that these parts
of the corpus will ever be indexed by hand. The problem is thasparts of the
collection cannot be found when using an index search. Bhé& problem for
many libraries today, independent of the nature of theitexn

While solutions have been proposed for digital librariesdshon an analysis
of the full text or an abstract [Yan99, Seb02, SFFEO01], thisdt a viable solution
for libraries like the one at Karlsruhe that for the most gamtains conventional
documents like books and journals in paper form. The satwlmould be usable
for libraries independent of the representation of themtent.

As a possible solution, the use of restricted random walktehing for au-
tomated or semi-automated indexing on the basis of usageribis was investi-
gated. The idea is that if the clusters obtained in this wayaia similar docu-
ments, then there should be a high similarity in the keywofdbe cluster mem-
bers, too. Consequently, for a document without manuakygagd keywords
it is reasonable to consult the distribution of the keywaadsigned to the other
members of its cluster.

As afirst step, restricted random walks are executed on thigndent set based
on the raw baskets containing the usage histories. Aftéopeing all walks, the
cluster for each document without keywords is construcéed, the occurrence
frequencies of the keywords assigned to documents in tipecése cluster are
counted. Obviously, the higher the fraction or number ofuioents sharing a
keyword in a cluster, the higher is the probability that tkeyword also fits for
the document without index terms that is the center of thstetu

Formally, the relevance of a keywofdfor a document can be defined in
several ways. Iff;(k, ) is the number of time& occurs in:’s cluster at level,
andt,(7) is the size of’s cluster at level, the following measures for significance
are conceivable: First, the absolute frequency of termweonae

Sig?bs(k> Z) = fl(k> Z) (314)
second, its relative frequency

fl(ka 7’)
ti(7)

sig(k, i) = (3.15)

or an adjusted measure,

filk,i) —1
t(7)
The theoretic drawbacks of the first two measures are obvibhs absolute

frequency does not take into account the total number ofeats in the cluster.

sig(k, i) = (3.16)
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Consequently, the event “10 documents out of 100 have keyowill be rated
higher than “9 out of 9 documents have keywéidvhile intuitively, the second
is more meaningful. The relative measure is blind in anottegy in that it does
not consider the absolute number of documents supportirgyadcd. So, no
matter if the cluster consists of one or 10 documents the uneasill yield the
same result although the first may solely be based on a sioglewkent that has
wrongly been assigned to the cluster.

Thus, in analogy to th& measure from section 3.1.2, the adjusted measure
was introduced that accounts for both important factorsster size and relative
support for a keyword inside the cluster. For large clusiszss it converges to
one.

The indexing was tested on two different classification sud® both in use
at the library. The first one is based on the SWD Sachgruppxing scheme
published by the Deutsche Bibliothek [Kun03]. It is a nuroalj hierarchical
classification with four levels. Due to the already mentmsparse manual clas-
sification, only the two highest levels were used.

For the SWD Sachgruppen, in addition to a manual evaluai@t04], we
conducted an automated evaluation for 15,000 documertsalteady had man-
ually assigned keywords — of course without making use ok#yavords in the
recommendation generation process. The cutoff level otlhsters was set to
0.5; sig” was used as significance measure with a significance thcesh6l27.
The evaluation measure was the precision of the keywords

number of correctly assigned keywords
prec= .
total number of assigned keywords

where the correctness of a keyword was judged according éth&hthe keyword
had also been manually assigned to the document in quegtitimthe parameters
given, it was possible to obtain a precision of 77% while gateg keywords for

66.8% of the documents. This seems to be an acceptable congerdor the

ever-recurring problem of information retrieval: Precisiversus recall.

A further evaluation was undertaken on the keywords fromstreond classi-
fication scheme in use. In this case, real keywords like édéfhtial equations” are
assigned to the documents. Reference librarians were &sljedge the quality
of the keywords that the algorithm generated for 212 docusetii™ = 0. At that
level, nearly 4,000 keywords were generated — keep in miatdahevel of zero
is the most imprecise level, but also the one with the higrezstll. Of these, 365
were classified as correct for their respective documenis d&ta base of evalu-
ation results allowed a more thorough evaluation of the &g parameters of
level, significance measure and significance cutoff. Intamldio the three sig-
nificance measures in [FGS04], more were developed thabuskedir definition
the termsj € C{ (i, k) for the documents idis cluster at level O that also have the
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keywordk andlt . (i, j) for the maximum level at whicli is still in ¢’s cluster.
The measures tested were:

. , 1 .
sigh(k, i) = e jeggk) linax(i: 7) (3.17)
. 1 _
sig™* (k1) = - jeczl(;k)l?nax(id) (3.18)
. , 1 .
sig® (k1) = 75 jggk}lﬁwax(z,ﬁ (3.19)
. , 1 -
sigh* (ki) = WJGCZW Ithax(?: 7) (3.20)
: ~ Jo(k, i) .
sigf (k. i) = ‘jff)(i; jeg(:ik)l?hax(ld) (3.21)
: o Jolk,9) .
sig’t (k, i) = "oR jECZ(:ik) Ihax(is 7) (3.22)
sig(k,i) = Y lhax(ij) (3.23)
JECy(i,k)
sig” (ki) = fo(k,i) Y Iax(i.j) (3.24)
JEC|(i,k)
sigh (ki) = (fo(k,)) = 1) > Iinax(i,J) (3.25)
JEC|(i,k)

sig¢t proved to generate the best results; they are plotted in3/8g.As can be
seen, a precision of 100% is feasible, but only for a smaliesh@bout one per
cent of the documents. On the other hand, when all keyworla@mitted at the
lowest level, precision drops to 10%.

3.3.3 Giving Recommendations

Recommender systems — like the well-known example at ameaaror the rec-
ommender in operation at the university’s library at Kartsx — offer added value
for both sides in a (possible) transaction. The customefféesenl a possibility
to further explore complementary or substitutive prodwdtsle the vendor can
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Figure 3.8: Precision versus number of generated keywdata {rom [FGSO07b])

expect an increase in sales by directing the customer’stattetowards com-
plementary products. In a non-profit setting like at the arsity’s library, qual-
ity of service and thus user satisfaction can be enhancedid&ethe obvious
recommendation for complementary books, it is also coadxdé/to recommend
available substitutes for books that are currently notlakée.

A general review of recommender systems can be found in thé&snof
Adomavicius and Tuzhilin [ATO5], Gaul et al. [GGSHSTO02], $déck and Var-
ian [RV97] or Schafer et al. [SKRO1]. All implicit recommesdsystems rely
on Samuelson’s thesis that observed behavior reveals usirgnces [Sam38,
Sam48]. Besides the relatively simple system used at am@zorthat consists of
recommending all items with a (relative or absolute) crossdrrence frequency
above a given threshold, there are more sophisticated ueth@ the one used
at the university’s library at Karlsruhe [GSNTO03] that ptdfom the evaluation
of the underlying distribution of the cross-occurrencelsrfiB] to distinguish be-
tween random and meaningful cross-occurrences in a mousta@ay. The dif-
ference between the two is that random cross-occurreneesreated by inde-
pendent purchase processes, whereas dependent prooessestey meaningful
cross-occurrences that can be identified by the framewotk&giing for outliers.

The use of clustering in order to improve the quality of a mogender sys-
tem has been proposed in the past. A general review of aliesntachniques
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for collaborative filtering applications has been given hyfftth and O’Riordan
[GOO02]. One of the first publications to apply clusteringfecommendation gen-
eration was written by Borchers et al. [BLKR98] stating thatlustering of the
users leads to both increased quality and increased sdglalireducing the user
data set’s size. Sarwar et al. [SKKRO02] analyzed the sdalabf recommender
systems and concluded that clustering users leads to maligbserecommender
systems for large user groups. Finally, most recommendgesys’ matrices are
sparse, especially if the system is new or if a new user is iotb@duced. Kohrs
and Merialdo [KM99] have especially focused on ways to effitly deal with
such matrices.

Getting back to our input data, the observable behaviorivedrby the two
relations we are searching for: On the one hand, objectseib#iskets may be
complementary as users search for literature complengetitir current selec-
tion. On the other hand, substitutes are contained in thee skttt because users
have browsed all possible literature for a subject befottirsg on the document
best suited for the purpose — or on one of the available oh#se best book is
currently on loan. Thus, by exploiting the usage historiee,recommender is
able to offer documents that are related in one of these twswa

Thus, given the quality of the clusters exhibited at eaidigplications, it is
possible to use RRW clustering for the purpose of recomntendgeneration
[FGSO05, FGSNO06, FGSO07b]. As argued above, once the clustergenerated,
there is not much left to do in order to obtain recommendatisimce the cluster
members for a given cluster center are already either comgalés or substitutes.
The fact that RRW clustering with the walk context methodmes nondisjunctive
clusters is an added bonus in this case since as discussedtions3.1.2, it is
e.g. favorable to include psychology and statistics bookki@ recommendation
list of an introductory course in statistics for psychokigj but it is not desirable
to include the same psychology books in the cluster for ortleeo$tatistics books.

Furthermore, the question of setting the “correct” cute¥fdl/ is solved very
elegantly in this context by setting the initial level to amermediate value and
leaving the decision about adjustments to the user since sleeas the only one
to know the requirements of the current session. If a broaderview is sought,
a low levell can be requested, returning large, but less precise custeon the
other hand, only documents narrowly related to the curreatave of interest, this
can be achieved with a high valuelof

A prototypical interface exists for displaying the reconmuations. Screen
shots in analogy to [FGS07b] are given in Figs. 3.9 to 3.11Hemooks by Kauf-
man and Rousseeuw [KR90] as well as by Bock [Boc74]. The tofhefweb
page contains the slider that allows the user to adjust the le the needs of the
current search.
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UB Karlsrube - Empfahlungen - Mozilla Firefax

Universitat Karlsruhe (TH)
Universitatsbibliothek

Home | Mein Konto | Kataloge | Digitale Bibliothek | Lieferdienste | Fachgebiete | Infos

Recommendations for

Automatische Klassifikation - theoretische und praktische Methoden zur Gruppierung und Strukturierung von Daten /
von Hans Hermann Bock (1974)

Few precise hits { | Many, but less precise hits

(83) Clustering algorithms / John A. Hartigan (1975)

(83) Clusteranalyse - anwendungsorientierte Einfuhrung / Johann Bacher (1996)

(83) Mathematical classification and clustering / Boris G. Mirkin (1996)

(80) Forecasting economic time series / Michael P. Clements and David F. Hendry (1998)

(77) Data analysis - scientific modeling and practical application ; with 45 tables / Wolfgang Gaul ... (eds.) (2000)
(70) Cluster analysis for applications / Michael R. Anderberg (1973)

developéd by
Schroff-Stiftungslehrstuhl fir Gefdrdert von der
Informationsdienste und elektronische Markte Deutschen Forschungsgemeinschaft

Figure 3.9: Recommendations for Bock [Boc74], high precisi

Recommendations for

Finding groups in data - an introduction to cluster analysis f Leonard Kaufman ; Peter J. Rousseeuwr (1990)
FEuW precise fits I Mary, Dot fess precise At

(75) Robust regression and outlier detection / Peter J. Rousseeuw ; Annick M. Leroy (1387
{66) Cluster analysis and data analysis / M. Jambu and M-, Lebeaux (1983)

Figure 3.10: Recommendations for Kaufman and Rousseeud(QKHRigh pre-
cision

In addition to the above evaluations, two more were condbictethe recom-
mendations. The first one relies on the SWD Sachgruppenifidasen scheme
as benchmark; documents are judged to be correctly in the samter if they
share at least one keyword. This is a rough criterion for tineds of the clusters
for recommendation purposes; the resulting precision®tthsters for a data set
of 40,000 documents is given in Fig. 3.12. Here, it becomeardhat the simple
level measure is not suited for the generation of recomntenda Even the most
restrictive level only provides a precision of little mofteah 50% while already
including 39,045 documents$! and/—, on the other hand, give quite similar re-
sults, with maybe a small advantage for The highest precision reachable on
this data set is 95.5% usirig). An additional manual test with 30 documents was
undertaken; the authors evaluated the top five recommemdatdr each docu-
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Recommendations for

Finding groups in data - an introduction to cluster analysis / Leonard Kaufman ; Peter J. Rousseeuw {1990}
Few precise hits B Hary tuttess precise bits

] Robust regression and outlier detection / Peter J. Rousseeuw ; Annick M. Leroy (1987)

] Cluster analysis and data analysis / h. Jambu and M-0. Lebeaux (1983)

) Clusteranalyse - anwendungsorientlerte Einfllhrung / Johann Bacher (1996)

) Empirical methods for artificial intelligence / Paul R. Cohen (1995)

) Clustern mit Hintergrundwissen f Andreas Hotho (2004)

) Bayeslosungen des Ausreilierproblems / Friedrich Gebhardt (1861)

) Ausreisser bei ein- und mehrdimensionalen ¥Wahrscheinlichkeitsverteilungen / Rudolf lathar (1981)

) Clustering algorithms / John A. Hartigan [ 1975)

) Wathematical classification and clustering / Boris G. Mirkin [1996)

)1 Data analysis - sclentific modeling and practical application ; with 45 tables / Wolfgang Gaul ... (eds.) (z000)

] hodern regression methods / Thomas P. Ryan (1937

) Untersuchung zur zeitlich-raumlichen Ahnlichkelt von phanologischen und klimatologischen Parametern in Westdeutschland u/ van ¥laogiu Chen

(1994)

) Cluster analysis / Brian Everitt (1874)

] Soclal Science Research Council / Social Science Research Council )

] Mew approaches in classification and data analysis f E. Diday ... (eds.) (1994)

] Clusteranalyse - Einfuhrung in hethoden und “Yerfahren der automatischen Klassifikation ; mit zahlreichen Algorithmen, FO / Detlef Steinhausen ; Klaus
Langer (1977)

) Tests und Schatzungen in Ausreiermodellen / Ursula Gather (1984)

) Concurrence probabilities for a locally slotted packet radio network by comhbinatorial methods / Rudolfl Mathar { 1930)

) Classification and dissimilarity analysis / Bernard van Cutsem (ed.) (1834)

) Fallstudien Cluster-Analyse / Helmuth Spath (1877)

) Mastering data mining - the art and science of customer relationship management / fichael J. A, Berry ; Gordan Linoff (2000)

] Entwicklung von Kundenbeziehungen - theoretische und empirische Analysen unter dynamischen Aspekten / Dominik Georgi (2000)

] Kundenwert - Grundlagen - innovative Konzepte - praktische Umsetzungen / Bernd Gunter ... (Hrsg.) (2003)

) Relationship harketing - das hManagement von Kundenbeziehungen / von Manfred Bruhn (z001)

)] Customer-Lifetime-alue-hanagement - Kundenwert schaffen und erhhen: Konzepte, Strategien, Praxishelspiele / Markus Hofmann ... (Hrsg.) (2000)

] Kundenwertmanagement - Konzept zur wertorientierten Analyse und Gestaltung von Kundenbeziehungen / Gunter Eberling. Mit einern Geleitw. von
Glnter Specht (2002)

11) Den Kundennutzen managen - so beschrelten sie den Weg zur \Wertschipfungskette / Harald hunzberg (1995)

8] Scheduling theory / Tanaew, Wjaceslav 5. (1984)

Figure 3.11: Recommendations for Kaufman and Rousseeuprecision

ment. The precision on this data set is 78,7%.

In the context of [FGSO07b], a comparison with other clustethnods was
attempted. There were, however, some difficulties: Fits, ltbrary data set
does not offer vector data, but only similarities. As a causace, centroid-
or medoid-based algorithms likemeans are not applicable to the data. Further-
more, as mentioned in the introduction to the data set, &rggel with 0.8 million
active objects and 36 million edges which requires efficegbrithms with a
time complexity of no more tha@(n logn). But even then, the most simple clus-
ter algorithm — single linkage (SL) — would have taken toogldor a significant
evaluation. Fortunately, as Gower and Ross [GR69] have shalvinformation
necessary for SL is contained in the minimum spanning treaeegraph. Thus,
in order to find the cluster for a given document at a givenllgvs sufficient to
find the component containing that document in the thresg@gh for the level
which considerably speeds up the cluster constructional3gdior the complete
linkage cluster algorithm, only documents incident to thester seed document
must be taken into account since only these have a positiwiasity with the
seed.

When constructing the clusters for the two books by Bock aadfifan and
Rousseeuw it became already clear that both SL and CL digame serious
problems in this setting that RRW does not have. First, toetfeat the book by
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Figure 3.12: Trade-off between recall and precision (data fFGS07b])

Kaufman and Rousseeuw [KR90] has only four documents ou@afish cross-
occurrence frequencies higher than one, the highest fregu®eing four, poses a
problem for the SL algorithm. Even if the cluster constrowtis restricted to this
highest level, thus only including one of the original ndighs of the book, SL
produces a cluster containing more than 250,000 documg&pégst from a cluster
of this size being unsuitable for recommendation purpdbses;onnections of the
cluster members are at least questionable given the scanectvity between
seed document and cluster.

CL, on the other hand, does not offer as many levels of difteméon as does
RRW. Instead of seven levels, the CL clusters are only diffeated into four
groups, which directly follows from the similarity distukion of the neighbors.
Additionally, the first three levels only comprised four datents, the rest entered
the cluster structure at level one.

For Bock’s book [Boc74], the results are less grim. Here Highest similar-
ity with a neighbor is 19. As a consequence, there is lesscitaat the highest
level, the SL cluster contains the books by Hartigan, Staiskn, Mirkin, Bacher,
and Gaul also included in the RRW recommendations (cf. FR). 3rhe differ-
entiation problem for CL remains, however: There are nind&vels, and 94 out
of 125 documents are only contained in the clusters for twest level, while the
RRW clusters have 25 different levels.
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As a result, it must be stated that both SL and CL are lessdstatehe gen-
eration of recommendations than the RRW method, espedfaihe similarity
distribution is narrow. On the other hand, it must be additteat no attempts
were undertaken to boost the SL/CL performance by e.g. rniaimgthe similar-
ities, so there might still exist potential for improvement

3.4 Summary

This chapter has introduced the RRW clustering method akotiga short discus-
sion of some properties like complexity or asymptotic betvavi he applications
to which the algorithm has been put have been presentedhardaluations were
given that were performed in the context of these applioatio

It has been shown that the RRW method is well able to cope witfeldata
sets like the purchase history data set at the universibyarly in Karlsruhe. The
evaluations of the cluster quality are promising as theywwshgood quality of the
clusters detected by the algorithm. This allows us to carglte RRW algorithm
as basis for a dynamic cluster algorithm that will be presein the next chapter.
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Chapter 4

Updating Restricted Random Walk
Clusters

As the literature review in chapter 2 has shown, dynamidefusg — in the widest
sense of the term — has received quite some attention dimenigs$t decade. This
is due to the fact that more and more large data sets are nmadtthat are not
static but grow and change over time. A good example for thesypmenon is the
OPAC usage data set discussed in section 3.3: A living OPAtli@sichanges in
the similarity matrix. New documents are added, and old onag be removed
due to the growth and management of the corpus. As the oveimiehapter 2
has shown, the case of growing, and, within limits, shrigktfata sets is often
considered in the literature. On the other hand there sedme two algorithms
actually capable of dealing in an acceptable way with “nesbabjects, i.e. ob-
jects that change their respective distance or similagtyathically. But this is
the even more important case in our scenario when clustbbragy usage data:
Users browse the collection, creating new market basketsithturn increase
the similarity between the documents visited. Furthernusex behavior changes
over time.

It follows that our task is to efficiently keep the clusterstamlate in the face
of insertions and deletions of objects as well as of changimgjarities. Clearly,
re-executing all walks in order to reflect these changes tsrfeasible solution
given the running time of the algorithm and the size of thadat. Likewise, it
is not a sensible solution given the characteristics of tR®VRcluster algorithm
as discussed in section 3.2.2. The local perspective ofltfeeitnm implies that
changes in the similarity matrix have only local effectslo@¢lusters. In addition,
the number of changes per update is relatively small condarthe overall size
of the document set, which would even allow the update psotcelsave a slightly
higher complexity in terms of the number of objects involaedi to still perform
better than a complete reclustering. In turn, the qualityhef updated clusters

99
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should not deteriorate compared to the original clustesimghat a reclustering
never becomes necessary.

A further point in favor of an update is the fact that not evelmange in the
matrix has repercussions on the clusters: The changes chaskmlly reduced
to two cases that will be elaborated in the next section: ¥/plesent in the data
base may become invalid and have to be removed or new patsssior walks
may be discovered and have to be taken into account. Frora toesiderations,
methods will be derived to deal with the basic cases

e insertion of an object,
e removal of an object, and

e update of the similarity between two objects.

4.1 The Basic Update Cases

Before detailing the update algorithm, let us discuss thevamt changes in the
similarity matrix and their consequences. For the sakeaftglof the proofs, let
us assume for now that the changes are processed sepafatstyon as a change
occurs, the respective actions are carried out before tkeupelate is integrated
into the similarity matrix. Section 4.2 contains a shortdssion of the extension
for several concurrent updates.

In addition to the sef;;, the set of admissible successors of eigg) from
the static scenario in section 3.1.1, we will need thel%ethat represents the set
of admissible successor for the edggj) just as given above, bafter the update
of the similarity matrix, wherea$;; in this context describes the set used in the
original settingbeforethe update. The terpathis used in this chapter according
to definition 3.2.1, especially in the sense of walk fragraent

For an illustration of the basic cases, consider the graphign4.1 where
wpr = wrp = k is a variable weight — or more specifically, similarity — thet
subsequently changed by updates of the similarity matrotder to demonstrate
the possible changes to the similarity graph.

Let us say that, in the original data, the vakieetween node® andF’ equals
two. In this case, walks can cross the liAlB and continue to eithet’ or A, but
a traversal fromB to F' is only possible ifB is the start node of a walk. Now
consider the following updates:

1. If, in a first update, the weight increaseskte= 3, paths that contain the
sequencé; BF and thus were not feasible before the update become viable.
In other words, for walks coming from node to nodeB, there is another
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Figure 4.1: Section of a similarity graph

possible edge to choose in addition®6' and BA. The handling of events
of this type will be discussed in section 4.1.1.

2. A subsequent update séts= 4. Consequently, all walks containing the
sequence’ BC' become invalid sinceizc > wpp is no longer true. The
procedure for handling this class of cases is developectiiosed.1.2.

As mentioned in the introduction to this chapter, not evéigrge in the similarity
matrix automatically implies a change in the walks. If, fgample, the similarity
betweenC' and £ changed from 2 to 3, the set of possible walks would remain
unaffected by the change, since we only use an ordinal soatbd similarities in
order to calculate the transition probabilities.

The insertion of new nodes as well as the removal of existimges can be
reduced to the cases given above as will be detailed in sscfid.4 and 4.1.5.

4.1.1 New Paths

Let us now consider the necessary actions for reacting ®@dagiven above. If
new possibilities for paths emerge, the algorithm must flhaalks that, given the
updated similarity matrix, might have included the edgélie increased weight
because they include one of its admissible predecessorsurlaxample, these
are all walks containing the edgeB. Before the update, a possible successor
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for GB was chosen with equal probability froflf};B = {BC BA}, i.e. each of
theses edges was chosen with a probabilit of = . If the initial weight on
BF had been greater tw@;z would have mcluded the three edgBs\, BC,
and BF. ConsequentlyBF would have had a probability c%f of being chosen,
just asBC' and BA would have had in that case. It follows that, in order to
mimic the output of the original algorithm on the new datg pebbability mass
must be redistributed frol A and BC to BF such that each of them is expected
to occur in% of the walks coming fromGB. To effectuate this redistribution,
the update algorithm considers all walks that cross the €dge If BF' is an
admissible successor, it means that some walks formerlgeping fromG B

to either BA or BC should be truncated at this point and continued as normal
restricted random walks, but usingF’ as successor fozB. For each of the
walks under consideration, the decision whether to rergtaiting fromBF' is
made based on the probability of

P(no change= |T?B| (4.1)
765
that this walk is preserved. If it is not preserved, the estifior this walk in
the walk data base are truncated afteBB, and the new edg& F is inserted.
Afterwards, a restricted random walk is executed as if it jusd visited BF',
i.e. it continues with the correct step number derived froewalk’s first part and
chooses a successor from the'5g}..
Taken altogether, the algorithm assigns a total probsglaifit

1 |Tos| _ 1
Tanl [Tgsl  Ts

of being included in a walk aftér B to each successor that was already admissible
before the update. This is just the probability that thiscessor would have been
assigned had the situation during the initial executiorhefwalks corresponded
to 7T/, instead ofl ;.

With a probability of

(4.2)

Tan| _ |Thsl — |Tas|
765 765
we discard the rest of this walk and restart it from the nodguestion, choosing

the successor among th€. ;| — |T¢5| new possible nodes with equal probability.
Thus, each of these nodes has a total probability of

1 Tt — | Tas| 1 1

|TGB| kS n ES y = y

—— Te sl T4 5] Tl — |Tesl  |Tép]
—— N N _

number of old successors ~~ ~~
P of being chosen froiff; P of change P of being chosen frorﬁ‘éB

P(change=1— (4.3)

(4.4)
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of being picked, which, once again, corresponds to the copmbability when
executing the original algorithm on the updated data set.
Formally, the algorithm for new paths over an edgs as follows:

Foralle’ € Ewithe € T/, ande ¢ T,
For alle” with e” € T,:
For all walks(... e, ¢",...):
With probability 1 — 7+
truncate the walk, starting fromf
inserte at the end of the walk
continue the walk by picking a successor fr@in
follow the original algorithm for the rest of the walk
End
End
End
End

Returning to the example on page 70 with the wdlks BC'GG, EGC', BGFE,
ACG, BCA, CBACG, GBCA, and DACG, we state that the walkiBC'A
contains the edgé&'B for which a new successor is available. As argued above,
the setT/.; = {BA, BC, BF'} now contains the edgB8F' that was not part of
Ter. According to the algorithm, there is a random choice bebweaintaining

the walk in its present form with probabilit§/ = {%B} and truncating it in favor
GB

of the new path with probabilit%'. Let us assume that the walk is truncated: The
remainder of the wall7 B, is continued usin@ F'. Sincel’;,. = (), the walk ends
here. This does not change the clustering for the compohgstec method since
both pairs,BC and BA, from the truncated walk are contained in other walks in
equivalent or higher positions and the new pai¥' was already present at level
two before the update. In contrast, the obje¢tand B no longer belong to each
others’ clusters at level 0.5 when using the walk contexthme{cf. page 77). In
return, due to the modified walk? and F' occur now in each others’ cluster at
level 0.5.

The important advantage of the update procedure given sinatiit produces
the same results, speaking in terms of probability distidms over the states or
edges, as the renewed execution of all restricted randorksvead the updated
similarity matrix.

Theorem 4.1.1 The update algorithm produces the same probability digtidn
for the clusters as a reclustering of the updated data udwegoriginal algorithm.

To prove this, let us compute the occurrence probabilitiethe successor



104 CHAPTER 4

states — first the preexisting, then the newly added ones <camgare them to
the frequency distribution of the states using the origpracess. For this proof,
the following notations will be usedm is the number of walks arriving over
the predecessor edge in questions |7};| is the number of possible successors
before and' = |7};| the number of possible successors after the updéte) is
the number of walks choosing edges successor before the updatéie) marks
the same number after the update of the walks. As can easi#gd®N (¢) is
binomially distributed with aB(m, =) distribution before the update due to the
construction of the walks: It is the result of a repeated Balintrial, a choice
between the edge in question —which has a probabilig/coffbeing chosen —and
the othern — 1 edges that share a total probabilitylof- 1 = 21 The choice
is repeatedn times, once for every walk arriving via the predecessor eddge
probability mass functions of the binomial distributioreatenoted by’(-) and
P'(-) respectively.

Theorem 4.1.2 The frequency distribution of each member7gf i.e. after the
appearance of new walks B(m, ).

The proof is split into two parts. First, the correctnesshaf distribution for
members off}; is shown, then the proof is made for the new edges, i.e. the-mem
bers ofT}. \T”

To thls end, consider a successahat was admissible before the change. The
number of walks crossing it i8(B(m, +), Z)-distributed: The probability of
walks containinge in this place after the update is composed of the probability
thate was chosern times ¢ > k) in the original process — this is thg(m, %)
part — and that out of thegewalks, £ were not changed — this is where the term
-~ comes from, since this is the probability of the walk not lgeiruncated. The
number of walks being preserved is thBgN (e), 7;)-distributed.

The probability fork walks visitinge after the update is

Pve = b=3 e =0(5)" (") (i)

4 walks before update ~~
i — k walks redistributed

consisting of the probability fof visits in the original walks and the binomial
probability thatk out of these are preserved. Since the original distribugfdhe
visits is B(m, 1), we obtain

SO )
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writing out the two binomial coefficients and taking togettiee factorn in vari-
ous numerators and denominators leads directly to

m m—k k /oy i~k ,
B 1 (n— 1) m! 1 n' —n !
B —~\n (m —a)li! \ n/ n' (1 — k)K!

The factors(2)™ " and ()" are extracted from the sum, equally andk! from
the two binomial coefficients;! cancels. Furthermore, the fraction is expanded
by (m — k)L

(07 e ()

By transforming the sum’s counter variable to start coupntiom 0, we obtain

m—k k ' m—Fk ) - ' r_ 7
n n' ) (m—k)kl < (m —k —14)!(3)! n'
The first three terms remain unchanged. The sum is the bihoegpeesentation

of (n—1)+ ("/n*,”))m_k, its first part is expanded by’ in order to obtain a
common denominator:

B l m=k l k m)! ' —n' +n —n\™ "
- \n n' ) (m—k)k! n’

The two middlen’ in the last term cancel, Ieavin@lﬁ;—,‘”)mfk. By extracting
the factorn™* from this term, the first term is canceled. The third term &s th
binomial coefficient which in total leads to

1 k n, 1 m—k m D
() (%) ()

which is exactly the probability of &(m, ;)-distributed variable having valug
thus proving the claim. This is true for any positive numbiem@w successors.

The second part of the proof concerns the newly arrived sgoes. It uses
the distribution of the number of visits to the preexistingeessors given above.
In order to give one proof for any numbér= n’ — n of new successors, let
us consider the total number of walks that use one of thesepagias. Since
the distribution of the number of walks is per constructidantical on all new

paths, this should lead to tlidime convolution of aB(m, &) distribution. The
following idea is used to compute the probability that tinew successors receive
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k walks: If the total number of walks departing from the prestsor edge is
and all new paths together should receivevalks, the old paths must be visited
by a total ofm — k walks. These are distributed over the preexisting pathsch s
a way that the successor edgec T;; obtains between zero amd— £ walks with
the probability distributioB(m, =) as shown in the last proof, the successor edge
ey € T;; between zero angh — k — N'(e;) and so on. The-th existing successor
is visited by as many walks as are necessary in order to oatsim ofm — k, in
other wordsn — k — ") N'(e;).

Thus we obtain as probability for the eventiolvalks selecting one of the new
successors:

P(Y Ne) =)

j=n+1
—2
m—k m—k—i1 mfk’*z:?:l (]
! ! .
= \P(N(el):Zl)j
i1=0  i2=0 in—1=0 e

ey hasiy walks

2, P'(N'(e)) = 4|N'(e1) = i1,..., N'(ej1) = 1)
e; hasi,; walks, ;Cem‘l ..... ij—-1

n—1

P'(N'(en) =m—k = ij|N'(er) =1, ..., N'(en_1) = in1)

j=1
N -
vV

en, receives the necessary walks to complete— k

In order for thel new successors to obtainwalks, then old successors should
together receiven — k walks. The first of the old successors may obtain any
number between 0 and — k, the second one between 0 and what the first left of
them — k walks and so on, until the last old successor is visited byasymwalks

as necessary to reach a summof- k. The number of walks for old successors
follows a binomial distribution as we have seen in the lasbprThe conditional
probabilities here simply mean thai—k, the number of possible walks is reduced
by the walks already assigned to one of the prior old successt'riting these
out, we obtain
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m—k—zn_f i

j=1 "% I\ /1™ m
. n' n i

11=0 in—1=

1 \2 =2\ m—i
=) =) ()
1 il 1 Mo m — Zj 1
'(n/—n+2) <n’—n—|—2) < in1 )
1 m—k=3"" 1 n—n m=3 021 iy —mAk+ 300
(n’—n—i—l) (n’—n—i—l)

()

The first line contains the term for the first, the second fersthcond old succes-
sor. The second successor, givenisits toe, has aB(m —i,, — 1) distribution.
This continues till thex — 1st one in the third line. The probability for theth
old successor absorbing the rest of the- k£ walks is given in the last two lines.
This expression can be simplified: The numerators from thersgterm in each
line cancels the denominator of the first two terms of theofeihg line. Equally,
a part of the denominator from the binomial coefficient cémtee numerator of
the coefficient in the next line — in the first line, for instenthis ism — i; from
the termW What remains is the denominatg} ) "from the first term, the
numerator(n’ — n)* from the last term, thm' from the first binomial coefficient

and the product;! .. .7, (!k!(m — k — Z] 1 7;])' remaining from the binomial
coefficients’ denominators.

m—k

m!

1\™ , k — ‘
(n,) ( ) Z } il!,..in_llk!(m—k—Z}:llij)!

i1=0 in—1=0

We expand by(m — k — > " i), extract™, isolate the last sum and insert

the factor1i»-11"~#~%i= i in order to obtain a binomial representation(of+
1)mfkfzg-:f ij — gm—k=37"11;-

1

m m—k 'j
1 , Ll
(n,) ( ) Z 2. ; Lol (m— k= 300 )]

L n—2 .
1in_1 1m—k—zz_1:—11 ij (m — k - Z )'
in_1=0 in-1!(m—k — Z] 1 ia)
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We add another factor 1 in order to obtain the binomial represion of
3m—k—2?:_13 i]’:

_ 1 " ! km' =
11=0
m—k=37"7 i 1
3 gm—k=S122i; (in-

iy lins ol (m — k — Z] 123)

We continue calculating the binomial representatiof®ef1), (3+1),...,(n—2)
to the respective power, until we obtain

1 o
— — _ -1 m—k—z1121
(n/) (' =)t kl(m — k ! Z < 11! (m — k; - 21)'(n )

Once again, the sum is the binomial representation ofnthe k-th power of
(n=1)+1) =

(1 "o k m! m—k
_<n) =) ="

By substitutingn by n’ — 1, we obtain/* for the second an@’ — [)™~* for the
fourth term. Finally, we split the factqr}, )™ and distribute it over the second and
fourth term in order to obtain

k / m—k
-(w) (%) (%) :
n' n' k
which proves the assumption for the sum of the number of walsng any one
of the new successors.

The last line gives the probability for the sum loidentically B(m, ) dis-
tributed variables having value Since the number of walks at the new succes-
sors is indeed identically distributed, it follows that tmember of walks visiting
each of them if3(m, =) distributed.

This concludes the proof for case (1): The frequency distigims — for noth-
ing else is given by?'(N'(e) = k) — for preexisting and for new successors are
identical for both the updated walks and for the originalksalhen executed on
the updated similarity matrix. The update does not affegtather probabilities;
thus the two processes are equivalent.
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4.1.2 lllegal Successors

Case (2), on the other hand, describes the scenario wherecassor edge be-
comes illegal after the update. As a consequence, all watissing that edge
have to be modified since a transition to this edge is no lopgssible. For every
walk concerned, the part of the walk beginning with that edgest be deleted
from the walk data base and a new (partial) walk has to beestatparting from
the predecessor state in the same manner as in the initilal Wwabther words, a
successor is chosen with equal probability from the remgifii;| edges.

Formally, this implies the following algorithm for an illegsuccessor:

Forallwalks(...,e')e,...):
Truncate the walk, starting from
Picke” from a uniform distribution over?,
Inserte” at the end of the walk
Continue the walk by picking a successor fr@in
Follow the original algorithm for the rest of the walk

End

In our example (cf. page 70), the walk data base contains ks F BC'G,
EGC, BGE, ACG, BCA, CBACG, GBF, andDACG after the first update.
Due to the second update, the wdlkF’' BC'G is now invalid and must be re-
considered. After the first two sted3F B, we have the new set of successors
T = {BA}, which finally leads to the wallOF BACG. For the component
cluster method (cf. page 72), we have a new level 5 after tdategghat contains
the cluste{ C, G} and the other objects as singletons. Furthermore, the Aode
joins the cluste{C, G} at level 4. The final clustering is given in Tab. 4.1.

When considering the walk context clusters, the notlesd B are once again
part of each others’ cluster at level 0.5 after the seconatgon the other hand,
D is removed from the clusters f& and F' and vice versa at level 0.2 since the
first step of the walkD F BACG has only a level™ = ¢, andF and A are added
to each other’s cluster at level 0.2 as can be seen in Tab. 4.2.

Table 4.1: Component clusters for the example after thergkopdate
| level | clusters |

1 {A,B,C,D,E,F,G}

2 {A,B,C,E,F,G},{D}

3 {A,B,C,G},{D},{E},{F}

4 | {AC G} {B} {D} {E} {F}

5 | {A},{B}{C G} {D} {E} {F}
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Table 4.2: Walk context clusters for the example after tloesd update

L] A | B | c | D |
02]{B,C,D.F,G} | {A,C.E,F,G} | {A,B,D,.E,F,G} | {A,C,G}
05| {B,C,G} {A,C,G.F} {4,B,G} 0
0.8 {} {} {G} {}
1 e [ F ] G |
02]{B,C,G} | {A,B,C,G} | {A,B,C,D,E,F}
05| {G} (B} {A4,B,C,E}
0.8] {} { {C}

Of course, the update procedure for illegal successorgatghices the same
result as the original algorithm on the updated data set.

Theorem 4.1.3 The frequency distribution of each membeff i.e. after paths
have become illegal i8(m, ;).

For the proof that this method yields the same distribut®if the walks had
been executed from scratch again, consider the case wheren — [, i.e.
paths are no longer possible. Without loss of generality,le . . , ¢; be the edges
that are no longer ifij;. The respective number of walks choosing one of these
edges as a successor for the updated edge is givén(@s, ..., N(e). After
the update, the distribution of the number of walks selgctircertain successor
e € T}, should follow aB(m, &) distribution, i.e. the probability of walks out
of m selecting a given successor stat&s successor for the updated edge among
then’ admissible ones should be

P(N'(e) = k) = (—)*(

The probability distribution of the number of walks usingsessoe after the up-
date is the number of walks that crossed that edge beforgtheeiplus the num-
ber of walks that are added by the update. The first is eskegnliby theB(m, 1)
distribution for the original process. The latter is congalfrom thel-time con-
volution of theB(m, 1) distribution for the now illegal successors combined with
the probability that their walks are redistributed to theegi successar.

The first term gives the probability of the successor in qaastlready having
h walks. The second term gives the probability thatalks contain one of the
[ now illegal successors and thiat- / out of these are attributed to the path in
guestion.
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P'(N(e) = k)
k m—h I
= P(N(e) = h) P() N(ej) =1|N(e) = h)
=0, N ';h ; ’
walks one before updaté" " .

7 walks tar be deleted

INF /oy 1\ kR ;
) (=) G5
k — h deleted wa\II<s redistributed to

The first probability is, as discussed, a binomial distitoutvith m realizations.
The second probability is thitime convolution of binomial distributions, and
denotes the probability that, givénwalks visitinge, i of the remainingn — h
walks are candidates for redistribution. Inserting thectete probabilities leads

260
;h(nl_l) (%) (mz—h)

G) () G

Writing out the binomial coefficients and summarizing fastm each line gives
us

k

(5 ey

h=0

I ; n_s  (m—h)!
(n—l) 2 Hn—1-1m" i!(fn—h—i)!

i=k—h

(nl) (' =) h)!(li!— )]

(L)m_h, (m — h)!, andi! cancel.n — [ can be rewritten as’, which allows us

n—1

to simplify (n — [ — 1)™~h=i(n/ — 1)i=** " to (n/ — 1)™F,

h=0
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We substitute the counter variableto start counting from zero, expand by

(m — k)!, and extrac{-5)*~" from the last sum. Furthermore, we multiply with
1mk=t =

B (%)m(mmflk)'(nl - 1)mk§m (%)k—h

- 1m—k—z‘ i i (m _ k)'
— n' ) il(m—k—1)!

(2

With this, we obtain the last sum as binomial representalfc(rl + #)mfk:

(&) S () ()

Unifying the denominator and rewriting= n’ + [ leads to:

L = ONC O

h=0

We summarize the terms containing+ [ andn’, multiply by 1* = 1, and expand
by k! to obtain the binomial representation(@f+ - )*:

N\ -\ i: k! LR
o\ 1 n' (m — k)!k! “— (k= h)!Al \

Rewriting the binomial coefficients and unifying the denoators in the last term

gives:
LN\ =N om0
C\n+l n’ k n’

which is then simplified to

() (5 (1) :
n' n' k
The resulting distribution is once morem, -;) distribution which proves

the equivalence of the transition probabilities and thesatuivalence of the two
processes for case (2).
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4.1.3 New Paths and lllegal Successors

Up to now, we have considered the two cases and separatelyt rBay happen
that at a node, both one or more new paths are opened whileesastimg paths
become invalid due to changes on just one of the edges — weeatithe case of
multiple edge updates below, in section 4.2. However, a aatiknever be affected
by both cases at once: If, in our examplds incremented from two to four, the
sequencé; BF' becomes possible and the sequehdgC' is now illegal. As can
be seen the edgBF is part of both paths, but the paths traverse it in different
directions. Since per construction, an edge cannot beauidsgce in the same
walk due to the strictly increasing similarity restrictidhe two sequences cannot
be part of the same walk. This is equivalent to the assertidfig. 3.5 thatG’

is cycle-free. Consequently, the two events do not influesaadh other and thus
can be treated sequentially, i.e. by pretending that th@pé@ed one after the
other. As the updates do not deteriorate the cluster qutdgyorder of new paths
emerging and illegal successors being removed is not irapoior the outcome.

4.1.4 New Nodes

The introduction of a new node into the graph triggers twaoast First, the
appropriate number of walks starting from the new node mesi{ecuted using
the original algorithm, and second, the walks containiregiéw node’s neighbors
must be scrutinized whether the appearance of the new edgespgened new
possible paths as described in case (1) above. The firshdstsiraightforward
and does not differ from the initial walks described in seie®.1.1, and the second
one can be reduced to case (1).
Evidently, the insertion of new nodes does not invalidatead walks.

4.1.5 Deletion of Nodes

The deletion of the node is the inverse of the case of new nddest, all walks
starting from the deleted node must be removed from the wati& base. After-
wards, the walks visiting the node in question must be pranéd first occurrence
and restarted from there as described for case (2).

The removal of a node does not cause the formation of new paths

4.2 Concurrent Updates of the Similarity Matrix

Up to this point, we have treated the updates as separattseliaheach triggered
its own update process. For updates arriving in batches ptgsible paths of
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action are conceivable. The first one is to only consider qraate at a time,
and to use the update procedure outlined above. This iSrdgrtae most simple
implementation of a batch update, yet it is well suited fachas where only few
interdependencies between the changes inside the batth iexi if few walks

are affected by more than one change. Furthermore, thiseipaisthod is cheap
to implement as it does not require additional data stresttio account for the
current state of the walk update process.

Alternatively, it is possible to supplement each entry ia similarity matrix
with a delta field that contains the difference between tldeanld the new simi-
larity assigned to this entry if there is a difference, orozelse. In that case, the
update algorithm first fills the delta fields according to @tates in the batch. It
then considers all object pairs affected by an update, gatkiea appropriate steps
for each of them, but making the choices for successors lmast#tupdatedma-
trix. These walks are marked as updated along with the plaesaxthe truncation
took place. If, in a later stage of the batch processing, khperighm encounters
such a walk in a step that is located after the truncationyedk is excluded from
the redistribution process of old walks to new paths sindési(re-)creation, the
correct probabilities have already been used. The casel@tirdgthe new walk
because of a change after the truncation is not relevansh@se per construction
the updated walk would not have chosen a successor that basibellegal due
to the update.

Obviously, the problem with this approach is the large ogathfor the sim-
ilarity matrix updates and for marking new walks. This makes method only
practicable for cases where a considerable number of updatie a high amount
of interdependencies has to be carried out.

4.3 Complexity of the Update Procedure

Given the procedure for updating RRW clusters, it is of cewsry interesting

to know the computational complexity of these updates. lsetansider the two
basic cases of new paths and illegal successors. To thishenfhllowing defini-
tions shall be introduced: Letbe the average degree of a node in the similarity
graphG. It follows thatG has%* edges. Furthermore, we can state that each
walk has a length af)(log n) as seen in section 3.2.1. In total, this means that, by
startingk walks at each of the nodes a total o) (nk log n) steps is executed. In
other word, every node is visited on the averagelj¥ log n) walks, each edge
by 0(2’“%) walks. It is important to note that not every change in the lbas-
kets triggers an update, thus the complexity for updatelsbeiin practice lower
than theO (%16} derived here.
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4.3.1 New Successors

When a new successor becomes admissible, an averdaye afg n) walks must

be considered out of Whic@(%l%) walks must be chosen, truncated and par-
tially recomputed using the newly arrived successor. Smealk has a length
of O(logn) and can be expected to be cut in half at this step, deletimyaives
O(3 log n) steps. If the walk data can be accessed in linear time ey ashash

table this leads to a total complexity@f(%) for the deletion of all walk parts.
The same complexity applies to the insertion of the new wagrhents of aver-
age IengtrO(% logn), thus the overall complexity for a new successor becoming

possible is0 (k1" n),

4.3.2 lllegal Successors

The argumentation is comparable to the case above, onlyiibathoice process
selects a place to continue the truncated walks rather tlmmwalks to be trun-
cated and deletion and insertion are executed in otherido=atThus the overall
complexity for dealing with an illegal successor is equall®s). In total,
this implies a slightly increased complexity for the wallkg of the clustering
process. However, keeping in mind the relation between bfecoset with about
0.8 million active documents in the case of the OPAC datars®tvaeekly updates
of a few thousand documents, the update procedure stiligsliafavorable.

4.3.3 Cluster Construction

The complexity of the updates of the actual clusters dependke cluster con-
struction method chosen.

For walk context clusters, the clusters can be computec@mihen needed
with complexity of O(log” n) as proved in section 3.2.1. It is thus not necessary
to explicitly update the clusters since the requests falgvthe update will auto-
matically access the up-to-date data base.

For component clusters, each edge newly included in theluega must be
scrutinized whether it connects two formerly unconnectedters at any level.
This is achieved in linear time to the number of availableelgysince it suffices
to check for each level whether the two nodes incident to tlye @re in the same
cluster. If this is the case, no action is needed; othenthsetwo clusters must be
merged.

If, on the other hand, an edge is no longer included in thelolade because of
the update at a given number of levels, the algorithm mustkdar alternative
paths in thef,, graph introduced in section 3.1.2. If such a path is fourelcths-
ter is still connected at that level, otherwise, the two congnts, each containing
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one of the nodes incident to the edge in question, form twarseg clusters from
that point on. By using a simple depth-first search, a conitylex O(nd) is pos-
sible which is consistent with the complexity given in sent8.2.1, although here
n IS a rather coarse upper bound on the size of the clusterinorgahe deleted

edge.

4.3.4 Simulation

In order to determine the real-world performance of the tgg@eaocedure, a sim-
ulation was executed on an AMD Athlon64 X2 4200+ machine gighe library
data set described in section 3.3.1. This machine can habaigt 2 walks per
second when executing the original, non-incremental implatation on this data
set. A set of 5000 updated edges was created by randomlyiegledges from
the data base and increasing their similarity weight by &eger that is randomly
picked from a uniform distribution over the interval [1,10]

The simulation shows that the current implementation otgbeate algorithm
is able to handle about 0.5 updates per second. It followsdhaa data set com-
prisingn nodes and having characteristics comparable to the lilolaty set, both
methods take about the same time for the computation of @o-dpte clustering
if the number of updates equdjs If the number is smaller, then the update algo-
rithm is faster; if it is larger, the original algorithm sHdube used to recluster the
whole data set.

In practice, the additional possibility of real-time upetshould be kept in
mind. Of course, a real-time update is only possible whengugie update algo-
rithm: On a site with moderate traffic, it is possible to inttg changes occurring
during operation online. This is a strong advantage contp@aréhe original algo-
rithm, where changes can only be computed offline and thusawonsiderable
delay. On the other hand, the more frequently the updatesi@grated, the less
the system can profit from aggregating several subsequanetses in the weight
of the same edge or edges, which leads to a total increase obthputation time
needed. As a result, the update frequency should be fixedidudilly based on
the following factors:

¢ real-time requirements for the clusters that follow frore epplication at
hand,

e the computational resources, and

¢ the update frequency of the similarity matrix.
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4.4 Evaluation

The requirements that the update process for the restniatetbm walk cluster
algorithm has to fulfill were outlined at the beginning ofsluhapter: To effi-
ciently incorporate deletions, insertions and changeBlerstmilarity matrix into
the existing cluster structure while maintaining the pialiy distribution of the
original algorithm such that it never becomes necessargdiuster the data, in-
dependent of the number of updates.

We have seen that the update procedure has a time complémyﬁ‘jigﬁ)
for [ significant changes in the similarity matrix which allowsedficient handling
of the update process. Equally, a reclustering is not nacgssce the probability
distributions of the updated walks — and thus also thoseetiidated clusters —
are exactly the same as the ones that could be obtained bgtethg the changed
data set using the original cluster algorithm.

This constitutes a considerable advance in comparisonthatimethods pre-
sented in chapter 2. First, many of the algorithms are onpabke of adding new
objects, e.g. gravitational clustering [CHOO02] or similahistogram clustering
[HKO3]. Some algorithms like incremental OPTICS [KKGO3] star clusters
[APR97] are also capable of deleting objects, which wouldrarally under con-
siderable computational expense — also allow the integraif changes in the
similarity matrix by removing and reinserting the respeetobjects. Addition-
ally, the clusters produced by these algorithms are oftpeigent on the order in
which the object are presented. This effect does not ocdiarRRW clustering.

The algorithms from the data base domain, on the other hamdoften cope
with changes, but define clusters rather awkwardly as groipigjects that are re-
lated — in most cases, in terms of their usage pattern — amddiite memory page.
Furthermore, many of these algorithms are greedy and tlles-dependent, and
some approaches only offer criteria for determining the@pioitime when a com-
plete reclustering is necessary [MK94].

Finally, the domain of mobile, wireless, and/or ad-hoc reks seems to be a
promising application area for dynamic cluster algorithing the solutions pro-
posed in this field often enough sacrifice cluster qualitylber communication
overhead and low computational costs. Additionally, @dustare often simply de-
fined as the area around a node that is directly reachablaeaiteless network
without taking into account the spatial density distribatof the nodes inside the
network [KVCP97].

To sum it up: Literature research did not reveal a single tegpdorithm that
fulfills all of the requirements stipulated here. Each oné¢hefalgorithms cited
above lacks at least one feature from the requirementsvistyeas the algorithm
developed in this thesis is capable of performing updateésetluster structure
while fulfilling all of the above requisites.
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Chapter 5

Conclusion and Outlook

This thesis has presented a solution for the problem of kgegusters up to date
facing constantly changing data sets, both in size andnatstructure. After lay-
ing some foundations for general clustering and for staahpsocesses, existing
solutions for the handling of dynamic data sets were reviewelarge part only
deals with growing and possibly shrinking data sets, thasiigg the fact that
objects inside the data set may change their respectivéigpsi On the other
hand, solutions for mobile, wireless ad hoc scenarios thkeging distances into
account. Unfortunately, the solutions discussed focus #tgention rather on
heuristics that allow clusters to be maintained with mirlic@mputational and
communicational effort, but at the cost of the clusters’lqualn the domain of
data bases, algorithms were found that deal with the redjkireds of changes,
but that are also too restrained by the application, naneetydanize the objects
on a secondary storage, thus using a fixed cluster size.

Therefore, the restricted random walk algorithm preseiriechapter 3 that
has been successfully used in different scenarios wasaedan such a way as to
integrate the aforementioned changes with a minimum of eaatipnal complex-
ity. Furthermore, it has been shown that the clusteringdymred by the update
algorithm have the same probability distribution as thoseegated by the origi-
nal algorithm on the data set incorporating the changes.cohgutational cost
of the update algorithm allows to efficiently compute thelsenges.

For the future, there remain further interesting researastions in the con-
text of RRW clustering. The first complex is the question @& #hgorithm’s be-
havior subject to differing numbers of walks. As was disedss section 3.2.2,
the number of walks started at each node has an importanemntiuon the char-
acteristics, especially the stability of the clusters. €@mponent clusters and an
infinite number of walks, an analysis technique has beerciskdtin this thesis
that now must be extended both to walk context clusters afidite numbers of
walks. The final goal is to be able to give a number of walks oteoito obtain

119
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a desired property of the clusters — for instance a givenlgyalith a minimum
number of walks.

Furthermore, the walk process in itself should be more tinginty scrutinized;
for example, the question of the exact connection betweerdora graphs and
restricted random walks is yet unanswered.

Some applications do not have a symmetric similarity matfwor these, it
would be challenging to integrate directional aspects thealgorithm and to
find an interpretation for the resulting clusters.

Another open guestion concerns the use of restricted ransaliks for the
detection of bridge elements that do not belong to clustetsié between sev-
eral clusters. The characteristics of such bridge elenteaus been described in
section 3.1.2.

In the application area, further scenarios for the deployroéthe algorithm
are in preparation. A promising use for RRW clustering migghin the domain of
collaborative search: Search terms are clustered basedsbujperies, and when
one of these terms is entered in an ongoing search, the systoe to recom-
mend terms that complement the given one. These recommensiaan serve
both to broaden or to narrow down the search, depending oexide construc-
tion of the similarity matrix.
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A Sample Raw Basket

1002908FBLB_OPAC :={1}
10218646BLB_OPAC :={2}
1048708BLB_OPAC :={1}
10754698UBKA _OPAC :={4}
10823893UBKA _OPAC :={4}
1126473BLB_OPAC :={1}
1191048BLB_OPAC :={3}
119526 5BLB_OPAC :={1}
1199273BLB_OPAC :={1}
1255566BLB_OPAC :={1}
138338@BLB_OPAC :={1}
1544ZBLB_OPAC :={1}
158515BLB_OPAC :={1}
1586739BLB_OPAC :={1}
1613125BLB_OPAC :={12}
1613125UBKA _OPAC :={4}
1721233BLB_OPAC :={1}
1808764BLB_OPAC :={1}
187872FBLB_OPAC :={2}
1878749BLB_OPAC :={1}
1917029BLB_OPAC :={1}
192182FBLB_OPAC :={1}
19348GBLB_OPAC :={1}
1984206BLB_OPAC :={3}
2079804BLB_OPAC :={1}
2093415BLB_OPAC :={1}
2172028BLB_OPAC :={1}
230350FBLB_OPAC :={5}
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236128%BLB_OPAC :={1}
2541879BLB_OPAC :={1}
258295@BLB_OPAC :={1}
2582958BLB_OPAC :={1}
2582963BLB_OPAC :={1}
260076 FBLB_OPAC :={1}
271094TBLB_OPAC :={1}
2711858BLB_OPAC :={1}
274376GBLB_OPAC :={1}
283203BLB_OPAC :={1}

2967256BLB_OPAC :={1}
3070555BLB_OPAC :={1}
32163GBLB_OPAC :={1}

348308%BLB_OPAC :={1}
34880EBLB_OPAC :={1}

3533485BLB_OPAC :={1}
38848FBLB_OPAC :={1}

3984289BLB_OPAC :={1}
4008295BLB_OPAC :={3}
4038156BLB_OPAC :={1}
405013BLB_OPAC :={1}

4065003BLB_OPAC :={1}
4383274BLB_OPAC :={1}
450036BLB_OPAC :={1}

472097FBLB_OPAC :={1}

4748244BLB_OPAC :={12}

4763375BLB_OPAC :={1}
4910343BLB_OPAC :={1}
4942783BLB_OPAC :={1}
5006968BLB_OPAC :={1}
523894BLB_OPAC :={1}

5294064BLB_OPAC :={1}
5349248BLB_OPAC :={1}
5385116BLB_OPAC :={1}
561529%BLB_OPAC :={1}
570658 BLB_OPAC :={1}
57386%5BLB_OPAC :={5}

573865 UBKA _OPAC :={4}
608653GBLB_OPAC :={1}
611313%FBLB_OPAC :={1}
611314FBLB_OPAC :={1}
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6138003BLB_OPAC :={1}
6174273BLB_OPAC :={2}
619188BLB_OPAC :={1}
62792FBLB_OPAC :={1}
633383BLB_OPAC :={1}
6344176BLB_OPAC :={1}
6364443BLB_OPAC :={1}
65075$BLB_OPAC :={1}

6517614UBKA _OPAC :={4}

6573434BLB_OPAC :={4}
6624916BLB_OPAC :={4}
6774233BLB_OPAC :={3}
7062354BLB_OPAC :={1}
745766 5BLB_OPAC :={1}
758865FBLB_OPAC :={7}
768793BLB_OPAC :={1}

7691438BLB_OPAC :={1}
781689%FBLB_OPAC :={1}
781693GBLB_OPAC :={1}
78624FBLB_OPAC :={1}

79240%BLB_OPAC ={1}

801058 BLB_OPAC :={1}
8150443BLB_OPAC :={2}
8466829BLB_OPAC :={1}
854596 §BLB_OPAC :={1}
86111GBLB_OPAC :={1}

8833645BLB_OPAC :={1}
887581FBLB_OPAC :={1}
894802@GBLB_OPAC :={1}
903474%BLB_OPAC :={4}
9034776BLB_OPAC :={3}
90976 FBLB_OPAC :={1}

9198669BLB_OPAC :={1}

9733275UBKA _OPAC :={4}

9803654BLB_OPAC :={1}
9831246BLB_OPAC :={1}
9961263BLB_OPAC :={4}

ID := {9034706BLB_OPAC}
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Appendix B
The Deep South Raw Data

Table B.1: The original Deep South data set by Davis et al.(Ha6]
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