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Chapter 1

Introduction

A network consists of nodes and edges between those nodes. Figure 1.1(a) depicts a network with 6 nodes and 11 edges. Many relations in our daily life can be modeled as networks. For example, a social network of people can be created by linking any two of them if they share a friendship relation. There are networks based on communication, e.g. one can construct a network of radio controlled sensors and put a link between two of them if they are close enough to receive and send information via radio waves. A network can be constructed merely from information. Let us consider the set of all existing web pages as nodes. Two of them are related if either of the two references the other. This example shows that networks can be quite huge.

Describing properties of a network is one aspect of network analysis. A network index for example maps the network to a number. The structure of the network or at least a particular aspect of it should be reflected by the associated number.

![network](a) network

![neighborhood](b) neighborhood of $x$

![triangle](c) triangle

Figure 1.1: Examples of networks.
The number of nodes and the number of edges can serve as very simple network indices. From those an additional index can be determined. The ratio between the number of existing edges and the number of maximally possible edges, which can be determined from the number of nodes, is called the density of the network. For example the density for the network shown in Figure 1.1(a) is \( \frac{11}{15} \).

All nodes that share a link with the node \( x \) are the neighbors of \( x \). Figure 1.1(b) shows the induced graph of the neighbors of \( x \). This leads to the definition of the neighborhood density, an index of the node \( x \). Its value is \( \frac{6}{10} \) and it is the density of the graph depicted in Figure 1.1(b). The neighborhood density is more commonly known as the clustering coefficient of a node. This term was coined by Watts and Strogatz [1998]. The authors also defined the clustering coefficient of a graph, which is the average over all neighborhood densities of the nodes. The latter has become an extremely popular network index. The question arises how the neighborhood densities for all nodes of a network can be determined. The network induced by the neighborhood can be constructed and the number of edges and nodes in those networks can be counted. However, this approach is not the most efficient solution to the problem. We note that the number of neighbors can be determined easily. To calculate the neighborhood density it thus remains to compute the number of edges between those neighbors. In Figure 1.1(c) the edges between the neighbors of \( x \) are drawn with dashed lines. Additionally, a certain structure of the nodes \( a, b, \) and \( x \) is drawn in red color. This structure is called a triangle. Clearly, each edge between neighbors of \( x \) forms such a triangle with \( x \), and each triangle containing the node \( x \) also contains exactly one edge between two neighbors of \( x \). Therefore, the neighborhood density can be computed efficiently if the number of triangles of a node can be computed efficiently.

Let us consider another important issue in network analysis. The central problem in routing is to find “good” paths for traversal from one node to another node. There are two routes from \( x \) to \( y \) drawn with dashed lines in Figure 1.2(a). A package sent via the southern route uses seven edges and a package sent via the northern route only six edges. But what does happen if a link fails? Figure 1.2(b) depicts such situations. If an edge in the northern route fails the package has to be sent back to \( x \) and from there via the southern route to \( y \). This can be quite a long route in the end. However, if an edge in the southern route fails the package can take a detour that is at most one edge longer. A closer look reveals that this is guaranteed by a triangular structure of the southern nodes. Batagelj and Zaveršnik [2003] discuss such kinds of triangular connectivity.
Both of the two described problems in network analysis are related to the triangular structure of the network. We discuss these and similar applications in Chapter 5.

The key to handle such problems efficiently can be traced back to the algorithmic problem of finding and listing all triangles in the network. A triangle listing algorithm outputs all triangles of a graph. Consequently it cannot perform less operations than the number of triangles in the graph. A counting algorithm attributes each node of a graph with the associated number of triangles. There are two basic algorithms for triangle listing. Both are asymptotically equivalent in running time which can be coarsely bounded by the number of nodes times the number of edges. Itai and Rodeh [1978] introduced the first listing algorithm with improved running time bounded by the product of the number of edges and the square root of the latter. The achieved bound is sharp with respect to the number of edges. Chiba and Nishizeki [1985] give an improved bound that replaces the square root of the edges by the arboricity of the graph in the running time. With respect to triangle counting Alon et al. [1997] introduced the first algorithm that beats the bound given by Itai and Rodeh. All these publications discuss the counting or listing of triangles as a special case of small cliques and more commonly of short cycles. Chiba and Nishizeki extended their work also to
the listing of small subgraphs of other structure than cycles or cliques. This
direction has been continued until very recently [Sundaram and Skiena, 1995;
Kloks et al., 2000; Vassilevska et al., 2006]. However, triangle listing has not
been considered with respect to practical applications. The work of Batagelj
and Mrvar [2001] is the only one falling roughly into this category. Based
on one of the two folklore algorithms all subgraphs up to tree nodes are
counted. The feasibility of their approach is shown in one practical example.
However, there still remains a gap in the running time of their approach and
those algorithms that have an optimal running time with respect to the size
of the graph. We discuss this topic in in Chapter 3, in which we consider
primarily triangle listing algorithms with optimal running time with respect
to the size of the graph. In Chapter 4 we investigate triangle listing and
triangle counting algorithms for certain graph classes, i.e. for graphs that
have certain properties.

The consideration of huge networks [Kumar et al., 2000; Abello et al., 2002;
Eubank et al., 2004] requires algorithms that have at most linear or preferably
sub-linear running time. In many cases it suffices to compute an approximate
answer to the problem. This is likely to be accepted if the approximation can
be computed much faster than the exact solution. As mentioned above the
clustering coefficient is an average value, namely that of the neighborhood
densities of the nodes. In such a setup sampling techniques are a common
approach. Eubank et al. [2004] use such a method of sampling nodes to ap-
proximate the clustering coefficient of a graph. However, the neighborhood
density of a node itself can be expressed as an average value. The question
arises if this property can be exploited to approximate the clustering coef-
ficient more directly and consequently more efficiently. We discuss this in
Chapter 7.

The creation of random networks is important to understand existing net-
works and to test algorithms. The model of Erdős and Rényi [1959] is prob-
able one of the best known. At that time other models were studied as
well [Gilbert, 1959; Austin et al., 1959]. These models are not equivalent
but very similar and for most applications the difference does not matter. A
resulting graph of any of these models shares the property that its degree dis-
tribution does not show a high variation. This differs from findings in many
real world networks [Faloutsos et al., 1999; Chen et al., 2001]. The linear
preferential attachment graph generator considered in [Barabási and Albert,
1999; Albert et al., 1999] does generate random graphs with that property.
Subsequently, it was adapted in various ways to fulfill other properties, too.
Holme and Kim [2002] for example propose a method that is very close to
preferential attachment, but it also considers the triangular structure. It is
supposed to achieve a high clustering coefficient of the generated network. The approach in [Li et al., 2004] changes an existing graph such that the resulting clustering coefficient is higher whilst preserving the degree distribution. We discuss an alternative method that is also based on preferential attachment in Chapter 6.
CHAPTER 1. INTRODUCTION
Chapter 2

Preliminaries

2.1 Notation and Mathematical Foundation

Symbols and Notation

We use lower case characters to denote numbers and functions to numbers. These might be Roman or Greek letters or other variations we think are suitable, e.g. $n$, $\rho$, $\pi$, $\varpi$ etc. We might use $f(x)$, $f_x$ or even simply $f$ interchangeably, whenever the argument is clear from the context. We will use capital characters to denote sets and objects that are not simple numbers or functions to numbers, e.g. $G$, $\Pi$, $\Upsilon$, $\Delta$, etc.

We try to keep this rules throughout this work. However, if it does not seem convenient or some other notation is wildly used in literature we will follow the common usage. An example for this is the $O$-notation in the next section. In general we allow ourselves to abuse notation to a more mnemonic appearance if the meaning is clear from context and it is very unlikely that misunderstandings will happen. In rare cases we may not even give a formal definition of those notations, again only if their meaning is clear from context.

Numbers and Asymptotic Growth

We denote positive integer numbers including zero with $\mathbb{N}$ and the real numbers with $\mathbb{R}$.

To capture the asymptotic behavior of polynomials, Landau’s so called $O$-notation has become common practice. Let $f$ and $g$ be functions $f, g : \mathbb{N} \rightarrow \mathbb{N}$. Then $f$ is in $O(g)$, or equivalently $g$ is in $\Omega(f)$, if there exist two numbers
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$n_0 \in \mathbb{N}$ and $c \in \mathbb{R}$ such that $f(n) \leq c \cdot g(n)$ for all $n \geq n_0$. Informally we say that $f$ grows at most as fast as $g$. To describe equivalent asymptotic growth we define $\Theta(g)$ as $O(g) \cap \Omega(g)$. Finally, if there exists a number $n_0 \in \mathbb{N}$ for any $c \in \mathbb{R}_{>0}$ such that $f(n) \leq c \cdot g(n)$, we say that $f$ is in $o(g)$ for all $n > n_0$ or equivalently $g$ is in $\omega(f)$.

**Probability**

A pair $(\Omega, \mathbb{P})$ with $\Omega$ a finite set and $\mathbb{P}$ a mapping from $\mathcal{P}(\Omega)$ all subsets of $\Omega$ to $\mathbb{R}$ is a finite probability space if $\mathbb{P}[\Omega] = 1$, $\mathbb{P}[A] \geq 0$ for $A \subset \Omega$, and $\mathbb{P}[A \cup B] = \mathbb{P}[A] + \mathbb{P}[B]$ for $A \cap B = \emptyset$. The mapping $\mathbb{P}$ is called the probability measure on $\Omega$. The set $\Omega$ is called the sample space and a subset $A$ of $\Omega$ is called an event.

An arbitrary mapping $X : \Omega \rightarrow \mathbb{R}$ is called a random variable and we can define shorthand

$$\mathbb{P}[X \leq x] = \mathbb{P}[\{\omega \in \Omega : X(\omega) \leq x\}]$$

for example. The distribution or density $p$ of a random variable $X$ is the probability measure $p : X(\Omega) \subset \mathbb{R} \rightarrow [0, 1]$ for which

$$p(x) = \mathbb{P}[X = x] = \mathbb{P}[\{\omega \in \Omega : X(\omega) = x\}] .$$

The expectation of a random variable $X$ with its distribution $p$ is defined as

$$\mathbb{E}[X] = \sum_{x \in X(\Omega)} x \cdot p(x) .$$

The variance of a random variable is

$$\text{var}[X] = \mathbb{E}[X^2] - (\mathbb{E}[X])^2,$$

and the standard deviation is the square root of the variance

$$\sigma(X) = \sqrt{\text{var}[X]} .$$

**2.2 Graphs**

A graph (network) consists of a set of vertices (nodes) $V$ and a set of edges $E$. An edge connects two nodes. We denote the size of $V$ with $n$, and the size of $E$ with $m$. In an undirected graph $G = (V, E)$ the set of edges is conveniently
regarded as a set of two-element subsets of the nodes \( E \subset \{\{u, w\} \subset V\} \). Two nodes \( u \) and \( v \) are adjacent if they are connected by an edge \( \{u, v\} \in E \). The edge \( \{u, v\} \) is incident to the nodes \( u \) and \( v \).

For a directed graph or digraph \( D = (V, A) \) we preferably use the name arcs for the elements connecting vertices. The set of arcs \( A \) is conveniently regarded as a subset of the crossproduct of vertices \( A \subset V \times V \). In the following, the properties are mainly defined for undirected graphs. However, in most cases they will have a natural extension to directed graphs. The natural mapping from a directed graph \( D = (V, A) \) to an undirected graph \( G = (V, E) \) is to connect two vertices in \( G \) whenever there exists an arc in either direction in \( A \). Then \( G \) is called the underlying undirected graph of the digraph \( D \).

A graph without looping edges, i.e. \( \{u, u\} \notin E \) for all nodes \( u \), is called simple. If not otherwise noted, we restrict all graphs to be simple. Note that

\[
m \leq \binom{n}{2} = \frac{n(n - 1)}{2} \quad (2.1)
\]

holds for a simple undirected graph \( G \); written in asymptotic notation \( m \in \Theta(n^2) \). A graph is complete if equality holds in Equation 2.1. Such a graph with \( m = \binom{n}{2} \) edges is also called an \( n \)-clique. The ratio

\[
\rho(G) = \frac{m}{\binom{n}{2}} \quad (2.2)
\]

is called the density of a graph and a series of graphs is called dense if \( m \) is in \( \Omega(n^2) \).

**Degree and Neighborhood**

The *neighborhood* \( \Gamma(v) \) of a vertex \( v \) is the set of all nodes adjacent to \( v \)

\[
\Gamma(v) = \{u \in V : \{u, v\} \in E\}.
\]

The neighborhood of a subset \( S \) of \( V \) is defined as

\[
\Gamma(S) = \{v \in V \subset S : \exists s \in S : \exists \{s, v\} \in E\}.
\]

The *degree* \( d(v) \) of a node \( v \) is defined as the number of incident edges or the size of its neighborhood

\[
d(v) = |\Gamma(v)|.
\]
The maximal degree of $G$ is defined by
\[ d_{\text{max}}(G) = \max\{d(v) : v \in V\}. \]

When summing up the degrees of all nodes, each edge is accounted twice, once for each of its endpoints. The corresponding equation
\[ \sum_{v \in V} d(v) = 2m \tag{2.3} \]
is known as the Handshake Lemma.

In a digraph $D = (V, A)$ we distinguish between in-degree
\[ d_{\text{in}}(v) = |\{u \in V : \exists (u, v) \in A\}| \]
and out-degree
\[ d_{\text{out}}(v) = |\{w \in V : \exists (v, w) \in A\}|. \]

The degree of a vertex in a directed graph is the degree of the vertex in the underlying undirected graph.

Subgraphs

The subsets $V' \subseteq V$ and $E' \subseteq E$ define a subgraph $G' = (V', E')$ of $G = (V, E)$, if every incident vertex of an edge in $E'$ is in $V'$. The node induced subgraph $G[V']$ of $V' \subseteq V$ is defined by $G[V'] = (V', E')$ where $E' = \{\{u, w\} : u, w \in V'\}$. The edge induced subgraph $G[E']$ is defined by $G[E'] = (V', E')$ where $V'$ contains all of the endpoints of the edges in $E'$ and no more vertices. We allow us to use the short and mnemonic notation of $G \setminus v$ for $G[V \setminus \{v\}]$ and likewise $G \setminus e$ for $G[E \setminus \{e\}]$.

For a graph $G = (V, E)$ and $\mathcal{P}(G)$ the set of all subgraphs of $G$ we define $\mathcal{V} : \mathcal{P}(G) \to V$ and $\mathcal{E} : \mathcal{P}(G) \to E$ such that $\mathcal{V}(G') = V'$ and $\mathcal{E}(G') = E'$ for $G' = (V', E')$ in $\mathcal{P}(G)$.

Paths, Cycles, Connectedness and Distance

A sequence $v_1, e_1, v_2, e_2, \ldots, e_{n-1}, v_n$ is called a path $P$ from $v_1$ to $v_n$ in $G$ if for all $i : e_i = \{v_i, v_{i+1}\} \in E$. The number of edges of a path is the length of the path. A path is simple if $e_i \neq e_j$ for $i \neq j$.

We call a path a cycle $C$ if $v_1 = v_n$. An edge $\{v_i, v_j\}$ is a chord of a cycle if it is not an edge in the cycle: $\{v_i, v_j\} \neq e_k$ for all edges $e_k$ of the cycle. A chordless cycle is a hole.
A graph is connected if there exists a path between any two pair of nodes in $G$. If not otherwise noted, we require a graph to be connected from now on. This implies $m \in \Omega(n)$ which allows us to write shorthand $O(m)$ instead of $O(n + m)$.

The distance $\text{dist}(u, w)$ of two nodes $u$ and $w$ is the length of a shortest path between the nodes.

**Trees**

A graph is called a tree $T$ if it is cycle free and connected. A tree has exactly $m = n - 1$ edges. A node of degree one is called a leaf. A tree $T$ is a spanning tree of a graph $G$ if $T$ is a subgraph of $G$ and $\mathcal{V}(T) = \mathcal{V}(G)$.

**Rooted Trees.** Let us declare some node $r \in \mathcal{V}(T)$ the root of $T$. For some edge $\{u, w\}$ let us assume that $u$ is closer to the root than $w$, i.e. $\text{dist}(u, r) = \text{dist}(w, r) - 1$. Then $u$ is the predecessor of $w$ (with respect to the root $r$). Likewise, $w$ is a successor of $w$. Note, that every node except the root $r$ has exactly one predecessor.

**Tree Orders.** The subtree for a node $v$ with respect to a root $r$ is the induced subgraph of all nodes $w$, for which $v$ lies on the path from $w$ to $r$. A numbering of the nodes $(v_1, \ldots, v_2)$ is in preorder if any node $v$ appears directly before all other nodes of $v$’s subtree. Likewise a numbering is in postorder if for all nodes $v$ all nodes of its subtree appear directly before $v$.

**Neighborhood Density, Clustering Coefficient and Transitivity**

We briefly introduce the clustering coefficient and the transitivity here. Section 5.4 on page 85 has a more in-depth exploration along with extended bibliographical remarks.

**Triangles and Wedges.** A triangle $\Delta_{uvw}$ (or less specific simply $\Delta$) of $G$ is a complete subgraph of three distinct nodes $u, v, w$: $\mathcal{V}(\Delta_{uvw}) = \{u, v, w\}$ and $\mathcal{E}(\Delta_{uvw}) = \{\{u, v\}, \{v, w\}, \{w, u\}\}$. Motivated by this, the number of triangles of node $v$ is defined as the number of edges between neighbors

$$\delta(v) = |\mathcal{E}(G[\Gamma(v)])|.$$ (2.4)
Since each triangle contains three nodes (hence if we sum over all nodes each
triangle is counted three times) the following definition is intuitive
\[ \delta(G) = \frac{1}{3} \sum_{v \in V} \delta(v). \] (2.5)

For an \( n \)-clique \( \delta = \binom{n}{3} \) holds, and we get we get \( \delta(G) \in \cal{O}(n^3) \) for a graph
in general. In terms of \( m \) this yields
\[ \delta(G) \in \cal{O}\left(m^{3/2}\right). \] (2.6)

Note that a simple cycle of length three would have been a structurally
equivalent definition of a triangle. As a consequence, triangles occasionally
appear in literature as small complete subgraphs or short cycles.

A \textit{wedge} \( \Upsilon_{uvw} \) of \( G \) is a subgraph of three distinctive nodes \( u, v, \) and \( w: \)
\( V(\Upsilon_{uvw}) = \{u, v, w\} \) and two edges \( E(\Upsilon_{uvw}) = \{\{u, v\}, \{v, w\}\}. \) Unlike a
triangle, a wedge has a structurally distinguished center node \( v. \) The number
of wedges of a node \( v \) with \( d(v) \geq 2 \) is then defined as
\[ \tau(v) = \binom{d(v)}{2}, \] (2.7)
and summing the wedges of all nodes defines the number of wedges of the
graph
\[ \tau(G) = \sum_{v \in V} \tau(v). \] (2.8)

A wedge can also be seen as a path of length two. This alternative definition is
rather common in literature. If we consider an \( n \)-clique \( K_n \) we get \( 3 \delta(K_n) = \tau(K_n), \) and in general the following inequality
\[ 3 \delta(G) \leq \tau(G) \] (2.9)
holds for a graph \( G. \)

**Neighborhood Density.** The \textit{neighborhood density} of a vertex \( v \) is the
density of the subgraph induced by the neighbors of \( v. \) It can be equivalently
expressed by the quotient of triangles and wedges of \( v \)
\[ \varrho(v) = \rho(G[\Gamma(v)]) = \frac{\delta(v)}{\tau(v)}. \] (2.10)

Note that we require \( d(v) \geq 2 \) as in Equation 2.7. The neighborhood density
is also known as the \textit{clustering coefficient} of the node [Watts and Strogatz,
1998].
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Clustering Coefficient. The clustering coefficient [Watts and Strogatz, 1998] \( c(G) \) of a graph \( G \) with \( d(v) \geq 2 \) for all vertices is the average neighborhood density of all nodes in \( G \)

\[
c(G) = \frac{1}{|V|} \sum_{v \in V} \phi(v).
\] (2.11)

Transitivity. The transitivity [Newman et al., 2002] of a graph \( G \) is defined as

\[
t(G) = \frac{3 \delta(G)}{\tau(G)}.
\] (2.12)

As well as the clustering coefficient, it involves wedges and triangles and its value ranges between zero and one by Equation 2.9.

2.3 Algorithms

An algorithm is a procedure that computes the desired output from any allowed input instance in a finite number of steps. The running time of an algorithm assigns the number of computational steps to any input. Formally the running time \( T_A \) of algorithm \( A \) is a mapping from the set of all allowed input instances \( \Pi \) to the natural numbers, \( T_A : \Pi \rightarrow \mathbb{N} \).

In the context of this work the input is a graph \( G = (V, E) \) in most cases. To compare the running times we combine equivalent input elements into a collection, e.g. the set \( G_{n,m} \) of all graphs with \( n \) nodes and \( m \) edges. The worst case running time of an algorithm \( A \) is then the maximum running time over all elements in such a collection. For the case of \( G_{n,m} \) graphs the definition reads

\[
T'_A(G_{n,m}) = \max\{T_A(G) : G \in G_{n,m}\}.
\]

In many cases the only sensible general approach to compare running times is the worst case running time. Therefore, we will use the term running time, respectively the symbol \( T \), in the meaning of worst case running time from now on.

We say that an algorithm has linear running time, if its running time is in \( O(i + o) \) where \( i \) is the size of the input and \( o \) is the size of the output. We follow common usage in giving a statement like “algorithm \( A \) can be implemented with a running time in \( O(n) \)” in the shorthand form of “algorithm \( A \) has \( O(n) \) running time.”


2.4 Core Structure

The concept of cores was introduced in [Seidman, 1983]. The $k$-core $\mathcal{C}_k$ of a graph $G$ is the largest node induced subgraph with minimum degree of $k$ for each node

$$\mathcal{C}_k(G) = G[\{v : d_{\mathcal{C}_k}(v) \geq k\}].$$

We use $d_{G'}(v)$ for the degree of $v$ in the subgraph $G'$. The core number $\kappa(v)$ of a node $v$ is the maximum $k$ of all cores it belongs to

$$\kappa(v) = \max \{k : v \in \mathcal{V}(\mathcal{C}_k(G))\},$$

and the core number $\kappa(G)$ of a graph is the maximum core number of all of its nodes

$$\kappa(G) = \max_{v \in \mathcal{V}} \{\kappa(v)\}.$$  

The nodes with maximum core number induce the main core or simply the core of a graph.

The degeneracy of a graph is the largest over all minimum degrees of all subgraphs, see for example [Bollobás, 2004]. It can be easily shown that the degeneracy is equal to the core number $\kappa$ of a graph. Also related is the arboricity, the minimum number of disjoint forest to cover all edges of a graph, which is asymptotically growing linear in the core number $\kappa$.

Besides giving an interesting decomposition of the graph in its own interest, the $k$-core is used in many other graph related problems. Computing the core is one of the applied heuristics to find cliques in a graph, as a $k$-clique is necessarily contained in the $k-1$-core. An example is given in [Batagelj and Zaversnik, 2002]. The core concept can also be used to thin out graphs to their most interesting part, this is applied for example in [Gaertler and Patrignani, 2004].

The recursive definition in Equation 2.13 is quite compact. However, it is not directly suitable for computing the $k$-core. An alternative and constructive characterization of the $k$-core is to remove iteratively all nodes with degree less then $k$ until only nodes with degree $k$ or larger remain.

A straight-forward implementation of this idea leads to a non-linear time algorithm for computing the $k$-core of a graph. However, with some modifications it is possible to achieve a linear time algorithm. We give a rough description in the following. Algorithm 2.1 computes the $k$-core of a graph $G$. First each node $v$ is added to the set indexed by the degree of $v$ (line 1). Then all nodes in the sets $L_i$ with $i < k$ are removed from $G$ (line 2). In
course of removing a node \( v \), the sets \( L_i \) of all its neighbors are updated (line 3). To achieve running time in \( \mathcal{O}(m) \) the data structures have to be carefully chosen and some details must be considered. Since this is not our focus the interested reader might want to consult [Batagelj and Zaveršnik, 2002].

**Algorithm 2.1: \( k \)-core**

**Input:** Graph \( G = (V, E) \), \( k \in \mathbb{N} \)  
**Output:** \( k \)-core of Graph \( G \)  
**Data:** \( L_0, \ldots, L_{d_{\max}} \) initially empty sets of nodes  
\begin{align*}
\textbf{forall} \ v \in V \ \textbf{do} & \; \hfill \text{(append \( v \to L_{d(v)} \))} \\
\textbf{while} \ \exists i < k : L_i \neq \emptyset \ \textbf{do} & \; \hfill \text{(pop \( L_{\min\{i: L_i \neq \emptyset\}} \))} \\
\textbf{forall} \ u \in \Gamma(v) \ \textbf{do} & \; \hfill \text{(remove \( u \to L_{d(u)} \))} \\
\text{append} \ u \to L_{d(u) - 1} & \\
\text{remove} \ v \ \text{from} \ G & \\
\end{align*}

**Corollary 1** (folklore, [Batagelj and Zaveršnik, 2002]) The \( k \)-core of a graph can be computed in linear time.

We note that Algorithm 2.1 can be easily modified such that all the cores from 0 to \( \kappa(G) \) are computed in one single run whilst maintaining running time in \( \mathcal{O}(m) \); e.g. by enclosing line 2 in a loop from 0 to \( \kappa(G) \).

**Chapter Notes**

In this chapter we introduced the most important concepts and required definitions in a very compact manner. For a more in-depth exploration many textbooks are available. Diestel [2000] and Bollobás [1998] give an introduction to graph theory. Algorithms are treated by Cormen, Leiserson, Rivest, and Stein [2001]. Ross [2003] gives an introduction to probability which is discussed in context of algorithms by Motwani and Raghavan [1995].
Chapter 3

Algorithms for Listing and Counting all Triangles in a Graph

Chapter Introduction

This chapter is devoted to algorithms for listing all triangles of a graph efficiently. The problem of triangle finding, counting and listing has been studied before mainly from a theoretical point of view. The two basic algorithms are attributed to the folklore. They both achieve running time in $\Theta(d_{\text{max}} \cdot m)$. Itai and Rodeh [1978] introduced the first algorithm with running time in $\Theta(m^{3/2})$. With respect of the number of edges the bound achieved by Itai’s and Rodeh’s algorithm cannot be further improved for triangle listing algorithms. However, Chiba and Nishizeki [1985] can bound the running time of their algorithm in $\Theta(a \cdot m)$, in which $a$ is the arboricity of the graph. They also show that $a \leq \sqrt{m}$.

The $\Omega(m^{3/2})$ running time bound for listing algorithms does not hold for counting algorithms. In this context Alon, Yuster, and Zwick [1997] give a counting algorithm with running time only dependent on $m$ that indeed beats this bound. This is achieved with fast matrix multiplication. Triangle counting or listing can be seen as a special case of counting or listing either short cycles or small cliques. All the mentioned publications extend in one or both of this fields.

All of the above publications do not consider any practical evaluation of the presented algorithms. Batagelj and Mrvar [2001] give an extension of one
of the folklore algorithms to count triads (all directed subgraphs with up to three nodes). This is also the only work we are aware of that contains practical results. They show, that an implementation of their algorithms achieves very fast execution times. However, the algorithm they used has a running time in $\omega(m^{3/2})$.

**Contribution and Related Work.** Our goal is to close the gap between algorithms that are known to perform very good in practice, but do not achieve the theoretic best running times, and those algorithms that do so. We focus on the optimal bound given by the number of edges in $O(m^{3/2})$. Based on the known folklore algorithms we develop new triangle listing algorithms that achieve optimal running time with respect to the input size $m$. Our experimental work shows that one of the new algorithms which we call “forward” performs best with respect to execution time. This algorithm essentially uses the same basic operation as the algorithm of Batagelj and Mrvar [2001]. But it also uses some further techniques that guarantee a running time in $O(m^{3/2})$. Our experiments show that it performs much better for graphs with unbounded maximal degree.

The essence of our contribution was published in [Schank and Wagner, 2005b] and there exists also an extended technical report [Schank and Wagner, 2005c].

All the introduced listing algorithms can be implemented with linear space consumption. However, they can differ with respect to a constant factor. In a follow up work to [Schank and Wagner, 2005b], Latapy [2006] focuses mainly on memory consumption. Most notably he gives an improvement of our algorithm forward that he calls compact-forward.

**Organization.** This chapter is organized as follows. We introduce some basic concepts and notations directly following this section. In Section 3.1 we will first introduce some well known algorithms for listing and counting triangles followed by new variations of those. We will also prove that most of these new variations have good asymptotic running time bounds. The most promising candidates are evaluated in Section 3.2. We do this by experiments of the execution time on generated and real world graphs. We close this chapter with a conclusion.
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Preliminaries

Recall that a triangle $\Delta_{uvw}$ of a graph $G = (V, E)$ is a three node subgraph with $V(\Delta) = \{u, v, w\} \subset V$ and $E(\Delta) = \{\{u, v\}, \{v, w\}, \{w, u\}\} \subset E$. We use the symbol $\delta(G)$ to denote the number of triangles in graph $G$. Note that an $n$-clique has exactly $\binom{n}{3}$ triangles and asymptotically $\delta_{\text{clique}} \in \Theta(n^3)$. In dependency to $m$ we have accordingly $\delta_{\text{clique}} \in \Theta(m^{3/2})$ and by concentrating as many edges as possible into a clique we get the following lemma.

Lemma 1 There exists a series of graphs $G_m$ such that

$$\delta(G_m) \in \Theta(m^{3/2}).$$

We call an algorithm a triangle counting algorithm if it outputs the number of triangles $\delta(v)$ for each node $v$ and a triangle listing algorithm if it outputs the three participating nodes of each triangle. As a listing algorithm requires at least one operation per triangle we get the following by Lemma 1.

Corollary 2 A triangle listing algorithm has an asymptotic lower bound running time in $\Omega(n^3)$ in terms of $n$ and in $\Omega(m^{3/2})$ in terms of $m$.

Note that one could further distinguish between counting the triangles for the whole graph and counting the triangles for all of the nodes. However, there is no complexity difference in running time known up to date and actually all known algorithms for counting the triangles of the whole graph do this by counting them for all nodes first. For this reason we do not distinguish between these two cases.

3.1 Algorithms

We will list some algorithms for listing and counting triangles in the following.

3.1.1 Basic Algorithms

Algorithm “try-all”

A very simple algorithm with a running time in $\Theta(n^3)$ is to check for edges between nodes of every three element subset of $V$. 
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Algorithm “matrix-multiplication”

If $A$ is the adjacency matrix of graph $G$, then the diagonal elements of $A^3$ contain two times the number of triangles of the corresponding node. This immediately leads to a counting algorithm with running time $\Theta(n^3)$. However, it can also be implemented with fast matrix multiplication to run in $\Theta(n^\gamma)$ time, where $\gamma$ is the matrix multiplication exponent. It is known that $\gamma \leq 2.376$ [Coppersmith and Winograd, 1990].

Corollary 3 (folklore) All triangles of an undirected graph can be counted in $\Theta(n^\gamma)$ time.

Algorithm “tree-lister”

Itai and Rodeh [1978] presented the fist algorithm that finds a triangle if it exists in time in $\Theta(m^{3/2})$. Their original algorithm stops after finding the first triangle. However, it can be easily extended to list all triangles of a graph without additional cost in asymptotic running time. We call the triangle listing variant “tree-lister”. The pseudo code is shown in Algorithm 3.1.

Algorithm 3.1: Triangle Lister “tree-lister”

| Input: | graph $G = (V, E)$ |
| Output: | all triangles of $G$ |
| while $E \neq \emptyset$ do |
| $T \leftarrow$ Spanning Tree of $G$; |
| for $\{v, w\} \in E \setminus E(T)$ do |
| 1 if $\{pred(v), w\} \in E$ then |
| 1. output Triangle $\{pred(v), v, w\}$; |
| 2 else if $\{v, pred(w)\} \in E$ then |
| 2. output Triangle $\{pred(w), v, w\}$; |
| 3 $E \leftarrow E \setminus E(T)$ |

Theorem 1 All triangles of an undirected graph can be listed in $\Theta(m^{3/2})$ time.

We will reproduce a proof for the above theorem with the following two Lemmas.

Lemma 2 Algorithm tree-lister outputs all triangles of a graph and no more. Each triangle is listed once and only once.
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Proof: Clearly Algorithm 3.1 outputs only triangles. It remains to be shown that each triangle is listed exactly once.

As a tree $T$ is cycle free, each triangle has at least one edge in $E \setminus \mathcal{E}(T)$. Assume first, that all the edges of an arbitrary triangle are contained in $E \setminus \mathcal{E}(T)$, then the triangle is preserved after line 3. Since $E$ is empty in the end, for any triangle there exists an iteration step where an edge is in $E \setminus \mathcal{E}(T)$ and at least one edge is in $\mathcal{E}(T)$. Clearly after this iteration the triangle is destroyed. It remains to be shown that the triangle is listed exactly once during this iteration.

Now, let $\Delta$ with $V(\Delta) = \{u,v,w\}$ be the triangle destroyed in the current iteration. Without loss of generality, let $\{v,w\}$ be in $E \setminus \mathcal{E}(T)$. Then, $\text{pred}(v) = u$ (the triangle is listed in line 1) or $\text{pred}(w) = u$ (the triangle is listed in line 2, if not already listed in line 1) must be true, otherwise $T$ would not be a valid spanning tree or none of the edges would be in $T$, a contradiction to the assumption.

Lemma 3 Algorithm tree-lister can be implemented to run in $\Theta(m^{3/2})$ time.

Proof: First note that with appropriate data structures the steps inside the outer loop can be performed in $\Theta(m)$ time. We have to show that the outer loop is executed at most $c \cdot \sqrt{m}$ times, for some constant $c$.

In each loop at least the root node of each computed tree is split from the graph and so the number of connected components $\gamma$ increases in each iteration at least by one. We consider the costs while there are less (respectively more) than $n - \sqrt{m}$ components.

We first consider the costs until there are at most $n - \sqrt{m}$ components. Note, that in each iteration $n - \gamma$ edges are removed. Hence, at least $n - \gamma \geq n - (n - \sqrt{m}) = \sqrt{m}$ edges are removed in each step. After $\sqrt{m}$ such steps $m$ edges would be removed and consequently there cannot be more than $\sqrt{m}$ steps.

Now, we consider the case for $\gamma \geq n - \sqrt{m}$. The largest component has node size less than $n - \gamma \leq \sqrt{m}$. As already mentioned, in each iteration at least one node is split from each component, and hence, after at most $\sqrt{m}$ steps, we are left with only disconnected nodes.

We have seen the first existing $m$-optimal algorithm for triangle listing. However, it is not a good candidate for an implementation. Let us mention the
iterative construction of spanning trees and the tests for existence of edges with respect to the execution time. Moreover the dynamic modification of the graph imposes comparatively high costs either in respect of execution time or memory usage. This will become clear when we will have a closer look on the experiments carried out on the algorithms which will be introduced in the following sections.

3.1.2 Algorithm *node-iterator* and Related Algorithms

Algorithm “*node-iterator*”

Algorithm *node-iterator* iterates over all nodes and tests for each pair of neighbors if they are connected by an edge. Line 1 ensures that each triangle is listed only once. In practice the required order “<” can be easily gained e.g. from array position or pointer addresses.

Algorithm 3.2: Triangle Lister “*node-iterator*”

| Input: graph $G = (V, E)$, arbitrary order $<$ of the nodes |
| Output: all triangles of $G$ |
| for $v \in V$ do |
| for all pairs of Neighbors $\{u, w\}$ of $v$ do |
| 1 |
| if $\{u, w\} \in G$ then |
| if $u < v < w$ then |
| output triangle $\{u, v, w\}$ ; |

The asymptotic running time is given by the expression

$$\sum_{v \in V} \binom{d(v)}{2}$$  \hspace{1cm} (3.1)

and therefore bounded by $\Theta(d_{\text{max}}^2 \cdot n)$.

**Corollary 4** (folklore) The algorithm *node-iterator* can be implemented to run in $\Theta(d_{\text{max}}^2 \cdot n)$ time.

Algorithm “*ayz*” and “*listing-ayz*”

The counting algorithm due to Alon, Yuster, and Zwick [1997] combines the techniques of the algorithms *node-iterator* and *matrix-multiplication*.
Theorem 2 ([Alon et al., 1997]) All triangles of an undirected graph can be counted in time in $O(m^{2\gamma/(\gamma+1)}) \subset O(m^{1.41})$.

Informally the algorithm splits the node set into low degree vertices $V_{low} = \{v \in V : d(v) \leq \beta\}$ and high degree vertices $V_{high} = V \setminus V_{low}$ where $\beta = m^{\gamma-1/\gamma+1}$ and $\gamma$ is the matrix multiplication exponent. The standard method node-iterator is performed on the low degree nodes and (fast) matrix multiplication on the induced subgraph of $V_{high}$, see Algorithm 3.3 for details. The running time is in $O(m^{2\gamma/(\gamma+1)})$.

```
Algorithm 3.3: Triangle Counter “ayz”

Input: Graph $G = (V, E)$; matrix multiplication parameter $\gamma$
Output: number of triangles $\delta(v)$ for each node
1 $\beta \leftarrow m^{(\gamma-1)/(\gamma+1)}$;
2 for $v \in V$ do
   $\delta(v) \leftarrow 0$;
   if $d(v) \leq \beta$ then
      $V_{low} \leftarrow V_{low} \cup \{v\}$;
   else
      $V_{high} \leftarrow V_{high} \cup \{v\}$;
3 for $v \in V_{low}$ do
   for all pairs of Neibours $\{u, w\}$ of $v$ do
5     if edge between $u$ and $w$ exists then
      if $u, w \in V_{low}$ then
         for $v \in \{v, u, w\}$ do
            $\delta(v) \leftarrow \delta(v) + 1/3$;
      else if $u, w \in V_{high}$ then
         for $v \in \{v, u, w\}$ do
            $\delta(v) \leftarrow \delta(v) + 1$;
      else
         for $v \in \{v, u, w\}$ do
            $\delta(v) \leftarrow \delta(v) + 1/2$;
6    $A \leftarrow$ adjacency matrix of node induced subgraph of $V_{high}$;
9    $M \leftarrow A^3$;
10   for $v \in V_{high}$ do
11      $\delta(v) \leftarrow \delta(v) + M(i, i)/2$ where $i$ is index of $v$;
```
We will give an extended version of the proof from [Alon et al., 1997] for Theorem 2.

**Proof:** The correctness of the algorithm can be easily seen by checking the case distinction for different types of triangles consisting of exactly three (line 5), two (line 7), one (line 6) or zero (line 11) low degree nodes.

To prove the time complexity we first note that the lines 1, 2, 8, and 10 can be clearly implemented to run in linear time. We proof that loop beginning at line 3 is in time in $O\left(\frac{m^{2\gamma}/(\gamma+1)}{\gamma+1}\right)$, that is $O\left(\sum_{v \in V_{\text{low}}} \left(\frac{d(v)}{2}\right)^2\right) \subset O\left(\frac{m^{2\gamma}/(\gamma+1)}{\gamma+1}\right)$.

Note that with a hashed edge set the test of line 4 can be implemented to run in constant time. The following tests in line 5, 6 and 7 can be clearly performed in constant time. The claim follows from $\sum_{v \in V_{\text{low}}} \left(\frac{d(v)}{2}\right)^2 \in O\left(\frac{m^{2\gamma}/(\gamma+1)}{\gamma+1}\right)$. We have to show that $O\left(n_{\text{high}}\right) \subset O\left(\frac{m^{2\gamma}/(\gamma+1)}{\gamma+1}\right)$, which follows from $n_{\text{high}} \leq \frac{2m}{\beta}$.

□

We can derive a listing algorithm listing-ayz with a running time in $O\left(\frac{m^{3/2}}{2}\right)$ by using node-iterator also for the induced subgraph of $V_{\text{high}}$, in this case $\beta = \sqrt{m}$.

**Corollary 5** Algorithm listing-ayz has a running time in $O\left(\frac{m^{3/2}}{2}\right)$.

Note that $\beta$ is only bounded asymptotically to achieve the running times in the lemmas above. Latapy [2006] shows that it behaves well for a range of values. However, an optimal value still depends on the graph structure. We use $\beta = \sqrt{m}$ when we compare the algorithms experimentally in Section 3.2.

**Algorithm node-iterator-core**

The algorithm node-iterator-core listed in Algorithm 3.4 takes iteratively a node $v$ with currently lowest degree, proceeds with it as in algorithm node-iterator, and then removes node $v$.

Note that an order of nodes that would give a node with currently minimal degree, as required by the algorithm, can be computed in the same fashion as the core numbers, see Section 2.4. Consequently, line 1 does not impose more than an additional linear time cost during the execution of the algorithm.

We recall further from Section 2.4 that the $k$-core of a graph is the largest node induced subgraph with minimum degree at least $k$. The core number $\kappa(v)$ of a node $v$ is the maximum $k$ of all cores it belongs to. The core number
Algorithm 3.4: Triangle Lister “node-iterator-core”

**Input:** Graph $G = (V, E)$  
**Output:** all triangles of $G$

```
while $V \neq \emptyset$ do
    $v \leftarrow$ node with currently minimal degree;
    for all pairs of Neighbors $\{u, w\}$ of $v$ do
        if $\{u, w\} \in G$ then
            output triangle $\{u, v, w\}$;
        remove $v$ from $G$;
```

of a graph $\kappa_G$ is the maximal core number of all of its nodes. Hence, the current degree of the node $v$ from line 1 is less or equal than $\kappa(v)$, and the running time is bounded by

$$\sum_{v \in V} \binom{\kappa(v)}{2}.$$  
(3.2)

Analogously to algorithm node-iterator, we can bound the running time by $O(\kappa_G^2 \cdot n)$. Note that after removing all nodes $v$ with $\kappa(v) \leq \sqrt{m}$ the remaining graph is a subgraph of the node induced subgraph $V_{\text{high}}$ of listing-ayz. Hence, this algorithm is an improvement to listing-ayz and the running time is in $O(m^{3/2})$, too.

3.1.3 Algorithm edge-iterator and Derived Algorithms

Algorithm “edge-iterator”

The algorithm edge-iterator iterates over all edges and compares the neighborhood of the two incident nodes. For an edge $\{u, w\}$ the nodes $\{u, v, w\}$ induce a triangle if and only if node $v$ is present in both neighborhoods $\Gamma(u)$ and $\Gamma(w)$. It is possible to compare two neighborhoods $\Gamma(u)$ and $\Gamma(w)$ in $O(d(u) + d(w))$ time if those neighborhoods are stored as sorted adjacency arrays. The sorting can be achieved in linear time* or in $O(\sum_{v \in V} d(v) \log d(v)) \subset O(m \log n)$ time with standard sorting methods which has been used in our implementation. We will see in the experimental section how this preprocessing influences the overall execution time.

* e.g. by proceeding in a similar manner as in Algorithm 3.6
We display algorithm *edge-iterator* in Algorithm 3.5. Note that the listing is not presented in the shortest and most compact way. We list it as given to keep the differences minimal to an algorithm that will be introduced later (Algorithm 3.7 on page 35). The sorted array representation guarantees that the function “nextNeighborIndex” can be performed in constant time. Line 2 ensures that each triangle is listed only once.

**Algorithm 3.5: Triangle Lister “edge-iterator”**

**Input:** graph $G$, array of vertices $(v_1, \ldots, v_n)$ in arbitrary order, adjacencies arrays sorted in the same order as the array of vertices

**Output:** all triangles

**Functions:**

$\text{firstNeighborIndex}(v_i) = \begin{cases} \min\{\nu : v_\nu \in \Gamma(v_i)\} \quad &\text{if exists} \\ n \quad &\text{else} \end{cases}$

$\text{nextNeighborIndex}(v_i, j) = \begin{cases} \min\{\nu : v_\nu \in \Gamma(v_i), \nu > j\} \quad &\text{if exists} \\ n \quad &\text{else} \end{cases}$

for $v_i = (v_1, \ldots, v_n)$ do

for all $v_l \in \Gamma(v_i)$ do

    $j \leftarrow \text{firstNeighborIndex}(v_i)$;
    $k \leftarrow \text{firstNeighborIndex}(v_l)$;

    while $j < n$ and $k < n$ do

        if $j < k$ then
            $j \leftarrow \text{nextNeighborIndex}(v_i, j)$;
        end if
        if $k < j$ then
            $k \leftarrow \text{nextNeighborIndex}(v_l, k)$
        end if
        else
            if $i < k < l$ then
                output triangle{$v_k, v_i, v_l$};
                $j \leftarrow \text{nextNeighborIndex}(v_i, j)$;
                $k \leftarrow \text{nextNeighborIndex}(v_l, k)$;
            end if
        end else
    end while
end for

For now we will disregard the preprocessing in the running time, which can then be expressed with

$$\sum_{(u,v) \in E} d(u) + d(w).$$

(3.3)

As with the previous algorithms we can give some less accurate bounds for the running time which are: $\Theta(d_{\text{max}} \cdot m) \subset \Theta(n \cdot m)$. 
Corollary 6 (folklore, [Batagelj and Mrvar, 2001]) Algorithm 3.5 lists exactly the triangles of a graph. It can be implemented to run in $O(d_{\text{max}} \cdot m)$ time.

Comparing $O(d_{\text{max}} \cdot m)$ with $O(d_{\text{max}}^2 \cdot n)$ of node-iterator suggests that edge-iterator is an improvement to node-iterator. However, this is not true. Consider the following amortized analysis: We split the costs $d(u) + d(w)$ for an edge $\{u, w\}$ in $d(u)$ and $d(w)$ units and assign $d(u)$ to node $u$ and $d(w)$ to node $w$. In the outer loop each node $v$ is passed $d(v)$ times. Hence, the running time captured by Equation 3.3 can be equivalently expressed with

$$\sum_{v \in V} d(v)^2.$$ (3.4)

Corollary 7 Disregarding preprocessing, algorithm edge-iterator has the same asymptotic time complexity as algorithm node-iterator.

The algorithm edge-iterator is equivalent to an algorithm introduced by Batagelj and Mrvar [2001]. It has been implemented within the software package Pajek [Batagelj and Mrvar, 1998].

Algorithm “edge-iterator-hashed”

This algorithm is based on edge-iterator. If we use a hashed container for the neighborhoods, we can ask for every node of the smaller container whether it is present in the larger container in $O(1)$ time. This leads to a running time asymptotically growing with

$$\sum_{\{u, w\} \in E} \min\{d(u), d(w)\}.$$ (3.5)

It has been shown in [Chiba and Nishizeki, 1985] that the expression of Equation 3.5 is in $O(m^{3/2})$.

Algorithm “forward”

This is a refinement of algorithm edge-iterator. Instead of comparing the full neighborhood of two adjacent nodes, a subset $A$ of those is compared. See Algorithm 3.6 for the pseudo code and Figure 3.1 for an example.

As suggested by Figure 3.1 the algorithm is conveniently regarded on the directed graph induced by the order of the nodes. The size of the data
Algorithm 3.6: Triangle Lister “forward”

Input: graph $G$, array of vertices $(v_1, \ldots, v_n)$ in order of in increasing degrees

Output: all triangles

Data: initially empty array of nodes for each node $v$: $A(v)$;

for $v_i = (v_1, \ldots, v_n)$ do
  for $v_l \in \Gamma(v_i)$ do
    if $i < l$ then
      foreach $v \in A(v_i) \cap A(v_l)$ do
        output triangle \{v, v_i, v_l\};
        append $v_i \rightarrow A(v_l)$.

structure $A(v)$ is then bounded by the in-degree of node $v$. Node also that all arrays $A$ are sorted with respect of the input order of the nodes during the whole execution. Hence, the computation of the set of the common nodes of $A(v_i)$ and $A(v_l)$ in line 1 can be performed in $|A(v_i)| + |A(v_l)|$ steps. The running time for an arbitrary order is then bounded by the expression

$$
\sum_{\{u,w\} \in E} \text{d}_{in}(u) + \text{d}_{in}(w). \quad (3.6)
$$

As a “heuristic” to minimize Equation 3.6, the nodes are considered in non-increasing order of their degrees, which implies a preprocessing in $\mathcal{O}(n \log n)$. This order suffices to achieve the desired $\mathcal{O}(m^{3/2})$ bound.

**Lemma 4** Algorithm forward lists all triangles of a graph and no more. Each triangle is listed once and only once.

**Proof:** Let $\Delta_{uvw}$ be a triangle and without loss of generality $u < v < w$ with respect to the used order of the nodes. Then, there exists a time step $t_1$ when $v_i = u$ and $v_l = v$ during the execution of Algorithm 3.6 when $u$ is appended to $A(v)$, because of $u < v$. Likewise, there exist time steps $t_2$ (respectively $t_3$) when $v_i = u$ and $v_l = w$ (resp. $v_i = v$ and $v_l = w$). The time steps $t_1$ and $t_2$ happen before time step $t_3$, again because $u < v < w$. Consequently the node $u$ is in both arrays $A(v)$ and $A(w)$ at time step $t_3$ and the triangle is listed. Thus, we have shown, that all triangles are listed.

Clearly nothing else but triangles are listed. Since the ordering $u < v < w$ induces exactly one time step when the listing happens, each triangle is listed...
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<table>
<thead>
<tr>
<th>edge</th>
<th>A(b)</th>
<th>A(c)</th>
<th>A(d)</th>
<th>A(e)</th>
<th>triangles</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 (a, b)</td>
<td>a</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2 (a, c)</td>
<td>a</td>
<td>a</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3 (a, d)</td>
<td>a</td>
<td>a</td>
<td>a</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4 (a, e)</td>
<td>a</td>
<td>a</td>
<td>a</td>
<td>a</td>
<td></td>
</tr>
<tr>
<td>5 (b, c)</td>
<td>a</td>
<td>b</td>
<td>a</td>
<td>a</td>
<td>{a, b, c}</td>
</tr>
<tr>
<td>6 (b, d)</td>
<td>a</td>
<td>b</td>
<td>a</td>
<td>b</td>
<td>a</td>
</tr>
<tr>
<td>7 (d, e)</td>
<td>a</td>
<td>b</td>
<td>a</td>
<td>a</td>
<td>{a, d, e}</td>
</tr>
</tbody>
</table>

Figure 3.1: An example for algorithm forward.

Lemma 5 Algorithm forward can be implemented to have a running time in $\mathcal{O}(m^{3/2})$.

Proof: We actually show that Equation 3.6 is in $\mathcal{O}(m^{3/2})$ for the chosen order based on non increasing degrees. We can bound the expression of Equation 3.6 by $\mathcal{O}(\max\{d_{in}\} \cdot m)$, similar as in the case of algorithm edge-iterator. Now, we show that $d_{in}(v) \in \mathcal{O}(\sqrt{m})$ for all nodes $v \in V$.

Assume that there exists a node $v$ with $d(v) > \sqrt{m}$, otherwise $d_{in}(v) \leq \sqrt{m}$ for all nodes is trivially true. Now, consider the vertices $v_1, \ldots, v_n$ where without loss of generality $d(v_1) \geq \ldots \geq d(v_n)$ holds, i.e. in the nodes are in order of non increasing degrees. Let $k$ be the index where $d(v_k) > \sqrt{m}$ but $d(v_{k+1}) \leq \sqrt{m}$. Clearly, $d_{in}(v_i) \leq \sqrt{m}$ holds for $i > k$.

It remains to be shown that $d_{in}(v_i) \in \mathcal{O}(\sqrt{m})$ for $i \leq k$. First note that $k \sqrt{m} \leq \sum_{i \leq k} d(v_i)$. Moreover the Handshake Lemma gives $\sum_{i \leq k} d(v_i) \leq \sum_{i \leq n} d(v_i) = 2m$. It follows that $k \leq 2 \sqrt{m}$ and we can conclude that $d_{in}(v_i) \leq 2 \sqrt{m}$ for $i \leq k$, too.

Let us remark that Chiba and Nishizeki [1985] did also use the order of nodes sorted by non increasing degree to list a all triangles in a graph. However,
their approach does work differently. It specifically requires dynamic graph modifications. The authors mention the usage of doubly linked lists, which we already mentioned to be too memory consuming.

**Algorithm “forward-hashed”**

We can combine the methods of `forward` with `edge-iterator-hashed`. The upcoming experiments will show if this manifests in an improved execution time.

\[
\sum_{\{u,w\} \in E} \min\{d_{in}(u), d_{in}(w)\}. \quad (3.7)
\]

**Algorithm “compact-forward”**

Very recently Latapy [2006] proposed an improvement to `forward`. The basic idea is to use iterators to compare the subsets of adjacencies, as it is done in `edge-iterator`. To this end, the adjacencies must be sorted and the comparison must be stopped once a certain index is reached. We give Latapy’s algorithm, adopted to our notation, in Algorithm 3.7.

Note that there are only three small differences of Algorithm 3.7 compared to Algorithm 3.5. First algorithm `compact-forward` uses an ordering with non increasing degree as algorithm `forward`. Second the while-loop of line 1 now stops at index \(i\) instead of \(n\). Third the test in line 2 of Algorithm 3.5 can be omitted.

Further note that stopping at index \(l\) in line 1 corresponds to comparing only the neighborhood with nodes which are before node \(v_i\) in the given order. This is exactly what algorithm `forward` does.

**Corollary 8** ([Latapy, 2006]) Algorithm 3.7 (compact-forward) lists all triangles of a graph. It can be implemented to run in time in \(O(m^{3/2})\).

Algorithm `forward` and `compact-forward` are very similar and have the same asymptotic worst case bounds in running time and space consumption. However, algorithm `compact-forward` does not require the additional arrays \(A\). According to [Latapy, 2006] it is therefore more time and space efficient in practice.
Algorithm 3.7: Triangle Lister “compact-forward”

**Input:** graph $G$, array of vertices $(v_1, \ldots, v_n)$ in order of non-increasing degrees, adjacencies arrays sorted in the same order as the array of vertices

**Output:** all triangles

**Functions:**

\[
\text{firstNeighborIndex}(v_i) = \begin{cases} 
\min\{\nu : v_\nu \in \Gamma(v_i)\} & \text{if exists} \\
0 & \text{else}
\end{cases}
\]

\[
\text{nextNeighborIndex}(v_i, j) = \begin{cases} 
\min\{\nu : v_\nu \in \Gamma(v_i), \nu > j\} & \text{if exists} \\
0 & \text{else}
\end{cases}
\]

for $v_i = (v_1, \ldots, v_n)$ do

for all $v_\ell \in \Gamma(v_i), \ell < i$ do

\[j \gets \text{firstNeighborIndex}(v_i); \]
\[k \gets \text{firstNeighborIndex}(v_\ell);\]

while $j < \ell$ and $k < \ell$ do

if $j < k$ then

\[j \gets \text{nextNeighborIndex}(v_i, j);\]

else if $k < j$ then

\[k \gets \text{nextNeighborIndex}(v_\ell, k);\]

else

output triangle\{v_k, v_i, v_\ell\};

\[j \gets \text{nextNeighborIndex}(v_i, j);\]

\[k \gets \text{nextNeighborIndex}(v_\ell, k);\]
3.1.4 Overview of the Algorithms

Figure 3.2 shows an overview of the presented algorithms with their guaranteed running time. The interesting listing algorithms will be experimentally compared in the next section.

![Figure 3.2: Overview of the algorithms.](image)

3.2 Experimental Results

Notes to the Implementation and Experiments

The algorithms were implemented in C++ using the Standard Template Library and compiled with the gnu g++ compiler version 3.4 with Options “-g -O2”. The experiments were carried out on a 64-bit machine with two AMD Opteron processors clocked at 2.20GHz. The implemented algorithms only used one of the processors and were terminated if they used more than 6GB of memory. The execution times of the implemented algorithms were measured in seconds using the getrusage function.

The graphs are represented using node pointers of std::vector type for the nodes and their adjacency data structure. The algorithms node-iterator,
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listing-ayz and node-iterator-core use hashing for testing edge existence in constant time. The hash function combines two random numbers of size size_t with XOR, one for each node. The gnu::cxx::hash_map was used as a hash container. Creating the random bits is not contained in the execution time of the experiments, whereas filling the container is included. We also compare the performance between a hashed container and a balanced binary tree in Section 19.

Let us note that a straight forward implementation of algorithm node-iterator-core requires doubly linked adjacency lists, due to the dynamic modification of the graph. Such data structures turned out to be too space consuming to be competitive. However, in the case of this algorithm we were able to use an equivalent static implementation instead.

The algorithm edge-iterator requires to find common nodes in two adjacency data structures. For that purpose the used std::vector containers are sorted in a preprocessing step using the std::sort function. The sorting is included in the execution time of the algorithms. The generation of the node order for forward is also included in the execution time.

The implemented algorithms are evaluated on several networks originating from real world as well as on generated graphs. The algorithms are tested in two ways. On the one hand we list the execution time of the algorithms. On the other hand we give the number of triangle operations, which in essence captures the asymptotic running time of the algorithm without preprocessing. The kind of operation considered as a triangle operation differs for the various algorithms but in all cases it represents the number of triangle tests, e.g. for the algorithm node-iterator the number of triangle operations is equal to \( \sum_{v \in V} \binom{d(v)}{3} \) and for the edge-iterator equal to \( \sum_{v \in V} d(v)^2 \).

Experiments on Real World Networks

We will evaluate the introduced algorithms of Section 3.1 on three networks: a road network (Section 3.2), a movie actor collaboration network (Section 3.2) and one generated from hyper links of an Internet sub domain (Section 3.2).

Road Network Germany

This network is based on the roads in Germany. Hence, it is very sparse, almost planar, has very low average and maximum degree, and in consequence,
a very low deviation from the average degree, see Figure 3.3(a). The standard deviation from the average degree is an interesting measure. The square of it bounds how much improvement is possible for the more refined algorithms compared to the two standard algorithms node-iterator and edge-iterator.

The performance of the algorithms is listed in Figure 3.3(b) and Figure 3.3(c). As expected algorithm edge-iterator has the highest asymptotic effort in the number of triangle operations. However, in terms of execution time it outperforms all the other algorithms. The two algorithms edge-iterator-hashed and forward-hashed, which use hashed data structures for every node, perform badly.

**Movie Actor Network 2004**

This graph is constructed from *The Internet Movie Database* of the year 2004. Each node represents an actor. Two actors share a link if and only if they ever played together in a movie. The properties and results are shown in Figure 3.4.

This network has a more interesting structure compared to the network of Section 3.2. The degree distribution is somewhat skewed with a std. deviation of 183 from the average degree, see Figure 3.4(a). The algorithms node-iterator-core and forward-hashed are very efficient with respect to the number of triangle operations, Figure 3.4(c). As in Section 3.2 the algorithm listing-ayz is no improvement to algorithm node-iterator, since \( \sqrt{m} = 5252 \) is higher than the maximum degree. Again edge-iterator performs relatively well in execution time, see Figure 3.4(b), considering highest number of triangle operations, see Figure 3.4(c). The implementation of algorithm forward performs best in execution time.

**Notre Dame WWW**

In this Network each node represents a web page within the nd.edu domain. An edge between two web pages exists if one of them was linking the other. Properties and results are shown in Figure 3.5.

Compared to the road network of Section 3.2 and even to the collaboration network of Section 3.2 the difference between maximal degree to the average degree is more pronounced and there is a very sharp bend in the degrees of the nodes visible, see Figure 3.5(a). From this property one expects, that the more refined algorithms can reduce the number of operations comparatively
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<table>
<thead>
<tr>
<th>Property</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>nodes</td>
<td>4799875</td>
</tr>
<tr>
<td>edges</td>
<td>5947001</td>
</tr>
<tr>
<td>$d_{\text{max}}$</td>
<td>7</td>
</tr>
<tr>
<td>$d_{\text{min}}$</td>
<td>1</td>
</tr>
<tr>
<td>$d_{\text{avr}}$</td>
<td>2.5</td>
</tr>
<tr>
<td>$d_{\text{stddeviation}}$</td>
<td>0.90</td>
</tr>
<tr>
<td>core number</td>
<td>3</td>
</tr>
<tr>
<td>wedges</td>
<td>10752498</td>
</tr>
<tr>
<td>triangles</td>
<td>172699</td>
</tr>
<tr>
<td>transitivity</td>
<td>0.048</td>
</tr>
<tr>
<td>clustering coefficient</td>
<td>0.050</td>
</tr>
</tbody>
</table>

(a) properties and degrees

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Seconds</th>
</tr>
</thead>
<tbody>
<tr>
<td>node-iterator</td>
<td>13.73</td>
</tr>
<tr>
<td>listing-ayz</td>
<td>13.95</td>
</tr>
<tr>
<td>node-iterator-core</td>
<td>11.99</td>
</tr>
<tr>
<td>edge-iterator</td>
<td>4.27</td>
</tr>
<tr>
<td>edge-iterator-hashed</td>
<td>55.47</td>
</tr>
<tr>
<td>forward</td>
<td>9.03</td>
</tr>
<tr>
<td>forward-hashed</td>
<td>43.97</td>
</tr>
</tbody>
</table>

(b) execution times

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Operations</th>
</tr>
</thead>
<tbody>
<tr>
<td>node-iterator</td>
<td>10752498</td>
</tr>
<tr>
<td>listing-ayz</td>
<td>10752498</td>
</tr>
<tr>
<td>node-iterator-core</td>
<td>1244194</td>
</tr>
<tr>
<td>edge-iterator</td>
<td>33398998</td>
</tr>
<tr>
<td>edge-iterator-hashed</td>
<td>14476855</td>
</tr>
<tr>
<td>forward</td>
<td>1786531</td>
</tr>
<tr>
<td>forward-hashed</td>
<td>1426197</td>
</tr>
</tbody>
</table>

(c) triangle operations

Figure 3.3: Road Network Germany
### Properties and Degrees

- **nodes**: 667609
- **edges**: 27581275
- **\( d_{\text{max}} \)**: 4605
- **\( d_{\text{min}} \)**: 1
- **\( d_{\text{avr}} \)**: 82.6
- **\( d_{\text{stddeviation}} \)**: 183.18
- **core number**: 1005
- **wedges**: 13452695555
- **triangles**: 1176613576
- **transitivity**: 0.262
- **clustering coefficient**: 0.796

#### Execution Times

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Seconds</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 node-iterator</td>
<td>4649.05</td>
</tr>
<tr>
<td>2 listing-ayz</td>
<td>5285.50</td>
</tr>
<tr>
<td>3 node-iterator-core</td>
<td>610.61</td>
</tr>
<tr>
<td>4 edge-iterator</td>
<td>174.04</td>
</tr>
<tr>
<td>5 edge-iterator-hashed</td>
<td>1377.73</td>
</tr>
<tr>
<td>6 forward</td>
<td>64.48</td>
</tr>
<tr>
<td>7 forward-hashed</td>
<td>504.26</td>
</tr>
</tbody>
</table>

#### Triangle Operations

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Operations</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 node-iterator</td>
<td>13452269555</td>
</tr>
<tr>
<td>2 listing-ayz</td>
<td>13452269555</td>
</tr>
<tr>
<td>3 node-iterator-core</td>
<td>1725685526</td>
</tr>
<tr>
<td>4 edge-iterator</td>
<td>26059701660</td>
</tr>
<tr>
<td>5 edge-iterator-hashed</td>
<td>7460874664</td>
</tr>
<tr>
<td>6 forward</td>
<td>5423623560</td>
</tr>
<tr>
<td>7 forward-hashed</td>
<td>1745104092</td>
</tr>
</tbody>
</table>

Figure 3.4: *Movie Actor Network 2004*
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| nodes | 325729 |
| edges | 1090108 |
| $d_{\text{max}}$ | 10721 |
| $d_{\text{min}}$ | 1 |
| $d_{\text{avr}}$ | 6.7 |
| $d_{\text{stddeviation}}$ | 42.82 |
| core number | 155 |
| wedges | 304881174 |
| triangles | 8910005 |
| transitivity | 0.088 |
| clustering coefficient | 0.466 |

(a) properties and degrees

(b) execution times

(c) triangle operations

Figure 3.5: Notre Dame WWW
well, this is confirmed in Figure 3.5(c). However, algorithm forward again performs best in execution time, see Figure 3.5(b).

Experiments on Generated Graphs

The networks used in Section 3.2 give an indication on the performance difference of the various algorithms. To get a clearer picture, we investigate how the algorithms perform on a series of random graphs with increasing size. In Section 3.2 we evaluate on standard random graphs. This is then amended in Section 19 with a modified graph model that has a more interesting degree distribution.

Generated $G_{n,m}$ Graphs  Figure 3.6 shows the results on generated graphs where $m$ edges are inserted randomly between $n$ nodes. We do not allow loops or multiple links in our $G_{n,m}$ graphs. Note that the term $G_{n,m}$ graph is usually associated with the model of Erdős and Rényi [Erdős and Rényi, 1959], in which the set of non isomorphic graphs with $n$ nodes and $m$ edges is considered. Our generator is also related to the $G_{n,p}$ model of Gilbert [Gilbert, 1959]. We differ from the latter in generating exactly $m$ edges, which are inserted uniformly at random between the $\binom{n}{2}$ possible endpoints, whereas Gilbert’s model generates graphs with an expected number of $\binom{n}{2}p$ edges. Nevertheless we stick to the symbol $G_{n,m}$ since $n$ and $m$ are our input parameters.

We consider graphs in which the relation of the parameters $n$ and $m$ is chosen such that the average degree equals 50. Figure 3.6(a) shows the number of triangle operations versus the number of edges. Since $G_{n,m}$ graphs are very unlikely to have high degree nodes, algorithm listing-azy and node-iterator perform equally well with respect to the number of triangle operations. The algorithms node-iterator-core and forward-hashed most efficiently limit the number of triangle operations. They are very close to the optimum, i.e. the number of triangles.

Figure 3.6(b) shows the execution time in seconds versus the number of edges. Again the algorithm edge-iterator performs best together with forward. Both algorithms are very simple and do not use complicated data structures. In contrast, the use of hashing slows down the execution time of the corresponding algorithms. The plots of the algorithms using hashing show some notable pikes which are caused by automatic rehashing of the container.
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Figure 3.6: Generated $G_{n,m}$ graphs.
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Generated Graphs with High Degree Nodes  The $G_{n,m}$ graphs like in Section 3.2 tend to have no high degree nodes and to have a very low deviation from the average degree in general. However, many real world networks show a different behavior, see Section 3.2 and Section 3.2 for an example. The famous power law distributions in the degree found in many networks [Faloutsos et al., 1999] actually hint that skewed degree distributions are very common.

We use a very simple modification of the $G_{n,m}$ model to achieve high degree nodes. As in Section 3.2 we first generate a prime graph $G_{n,m}$ which we extend to a graph $G_{n,m,h}$. For each node $1 \leq i \leq h$ we add links to randomly selected nodes until the degree of the $i$-th node is $\frac{n}{2} - \frac{i}{h}$. The parameter $h$ is set to $h = \sqrt{n}$ for the results shown in Figure 3.7.

Now, the number of triangle operations is obviously not linear in the graph size, see Figure 3.7(a). Again the algorithms node-iterator-core and forward-hashed perform best in limiting the asymptotic effort. However, they are only in second and third place in the execution time. Algorithm forward performs clearly best.

Remarks on the Experiments

Before discussing the results we complement the experiments by comparing Hashing versus Balanced Tree data structures for storing edges, see Section 19. We also consider the statistical variation of the execution times in Section 19.

Hashing versus Balanced Trees

We investigate the performance between hashed containers and balanced tree containers for storing the edges. The template from __gnu_cxx::hash_map was used for the hashed container. We store two pointers from the incident nodes of an edge. The hashing function combines two random bit fields of size std::size_t (one for each node) with the XOR operation. The tree container is based on the template std::set, which is an implementation of a red-black tree. An edge is coded with the lexicographic order of the two addresses of the incident node pointers.

The results are shown in the Figure 3.8. We can observe that the hashed data structure outperforms the balanced tree structure. This justifies the chosen hashing function and the use of a hashed container in general for the purpose of testing edge existence.
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Figure 3.7: Generated graphs with high degree nodes.
Figure 3.8: Hashing versus balanced trees: Execution time in seconds (y-axis) depending on the number of edges (x-axis).

Statistical Experiments of the Execution Times

The algorithms show some unsteady behavior in the experiments for the execution times. The obvious pikes for the algorithms using a hashed container for the edges are caused by rehashing of the container. But there are other influences like the variations in the structure of the generated graph or other processes running on the same machine. To investigate these influences we generated for each algorithm 100 graphs. The sizes of the graphs are chosen such that the average execution time is not far from 60 seconds.

The results are shown in the Table 3.1. The variation of the execution times behaves well. As expected it is lower when the algorithm runs on the same graph (Table 3.0(a)) compared to test it on 100 different graphs (Table 3.0(b)).

Chapter Conclusion

The two known standard algorithms node-iterator and edge-iterator are asymptotically equivalent (Lemma 7). However, the algorithm edge-iterator can be implemented with much lower overhead (Figure 3.6(b)). It works very well for graphs with degrees that do not differ much from the average degree (Figure 3.3, Figure 3.6).
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(a) 100 graphs: one execution for each graph (time/sec)

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>min</th>
<th>mean</th>
<th>max</th>
<th>std. deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>node-iterator</td>
<td>58.83</td>
<td>66.94</td>
<td>83.18</td>
<td>6.15</td>
</tr>
<tr>
<td>listing-ayz</td>
<td>59.46</td>
<td>64.79</td>
<td>80.86</td>
<td>4.78</td>
</tr>
<tr>
<td>node-iterator-core</td>
<td>58.85</td>
<td>66.36</td>
<td>80.57</td>
<td>5.36</td>
</tr>
<tr>
<td>edge-iterator</td>
<td>59.72</td>
<td>60.62</td>
<td>61.18</td>
<td>4.06</td>
</tr>
<tr>
<td>edge-iterator-hashed</td>
<td>58.68</td>
<td>60.59</td>
<td>68.13</td>
<td>1.93</td>
</tr>
<tr>
<td>forward</td>
<td>56.11</td>
<td>60.08</td>
<td>67.49</td>
<td>3.18</td>
</tr>
<tr>
<td>forward-hashed</td>
<td>58.76</td>
<td>62.23</td>
<td>67.75</td>
<td>2.71</td>
</tr>
</tbody>
</table>

(b) 100 executions on one single graph (time/sec)

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>min</th>
<th>mean</th>
<th>max</th>
<th>std. deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>node-iterator</td>
<td>59.48</td>
<td>61.92</td>
<td>76.96</td>
<td>2.80</td>
</tr>
<tr>
<td>listing-ayz</td>
<td>62.72</td>
<td>69.15</td>
<td>81.39</td>
<td>5.33</td>
</tr>
<tr>
<td>node-iterator-core</td>
<td>58.98</td>
<td>66.12</td>
<td>79.99</td>
<td>5.07</td>
</tr>
<tr>
<td>edge-iterator</td>
<td>59.78</td>
<td>60.60</td>
<td>61.22</td>
<td>0.25</td>
</tr>
<tr>
<td>edge-iterator-hashed</td>
<td>59.95</td>
<td>60.08</td>
<td>72.88</td>
<td>2.71</td>
</tr>
<tr>
<td>forward</td>
<td>57.74</td>
<td>61.15</td>
<td>64.31</td>
<td>1.66</td>
</tr>
<tr>
<td>forward-hashed</td>
<td>59.18</td>
<td>64.05</td>
<td>69.23</td>
<td>2.81</td>
</tr>
</tbody>
</table>

Table 3.1: Statistical evaluation of the execution times.

If the degree distribution is skewed, refined algorithms are required. The algorithms node-iterator-core and forward-hashed are most efficient in reducing the number of triangle operations (Figure 3.4(c), 3.5(c), 3.6(a), 3.7(a)). However, they require advanced data structures which result in high overhead (Figure 3.3(b), 3.4(b), 3.6(b), 3.7(b)). The algorithm forward experimentally shows to be a good compromise. Its execution time is close to the one of algorithm edge-iterator for networks with low deviation from the average degree (Figure 3.4(b), 3.6(b)). However, it clearly performs best for graphs with notably skewed degree distributions (Figure 3.5(b), 3.7(b)). In general, algorithm forward achieves the best execution times. Altogether, we have shown that listing and counting triangles can be performed in reasonable time even for huge graphs.

We have shifted the future focus rather on memory consumption by the given fast algorithm. As a first step in this direction algorithm forward has been improved, mainly with respect of lower memory consumption, to algorithm compact-forward in [Latapy, 2006]. However, both algorithms require already only linear space and consequently the next step might be in limiting
the usage of central memory. Since triangles cannot be listed by streaming algorithms with reasonable models [Bar-Yosseff et al., 2002] further approaches could be based on memory hierarchy methods. A survey on this matter is [Meyer et al., 2003]. Indeed, in the meanwhile an adaptation of the algorithm forward has been implemented into the secondary memory library STXXL [Dementiev et al., 2005].
Chapter 4

Algorithms for Counting and Listing Triangles in Special Graph Classes

Chapter Introduction

In this chapter we will give efficient algorithms for listing and counting triangles for certain graph classes. We strive to achieve running time in $O(m + \delta)$, where $\delta$ is the number of triangles in the graph for listing triangles. In the case of counting triangles for each node we aim to achieve running time in $O(m)$. One could regard such running times as optimal with respect to the parameters $m$ respectively $\delta$.

However, it is possible to beat such optimal running times, for example if we know that we have a complete graph. While this case certainly is pathological and uninteresting, we will give an example in which we achieve $O(n)$ running time for counting by using a certain encoding of the graph. Note that we purposely do not handle properties relying on solution methods that involve high constants in any implementation of the algorithms. We have seen that there are very efficient general algorithms in Chapter 3. This renders algorithms with high constants disadvantageous to use.

Contribution and Related Work. As far as we know efficient triangle listing algorithms have not been considered for special graph classes. There exist work for triangle counting that considers other parameters such as degeneracy or arboricity, see [Chiba and Nishizeki, 1985; Alon et al., 1997] for
example. For some parts triangle counting has been considered previously, albeit by other methods. In these cases we will give a reference to the relevant work.

**Organization.** We consider graphs with bounded core number in Section 4.1. Planar graphs and graphs constructed by preferential attachment belong to this class. Section 4.2 treats comparability graphs and Section 4.3 chordal graphs. In Section 4.4 distance hereditary graphs are discussed.

Before we start let us agree on the following. We will use a sentence like “Algorithm xyz lists all triangles.” in the meaning that algorithm xyz lists all triangles, each triangle is listed exactly once, and nothing else but triangles are listed by the algorithm. This convention makes many upcoming statements compact and easy to read.

## 4.1 Graphs with Bounded Core Numbers

We introduced the core concept in Section 2.4 on page 18. And in Section 3.1.2 we have seen that there exists a listing algorithm with running time $O(k^2 \cdot n)$ where $k$ is the core number of the graph. See node-iterator-core listed in Algorithm 3.4 on page 29. If $k$ is bounded by a constant we get a running time in $O(m)$ and we list a few graph classes which benefit from a bounded core number in the following.

### Planar Graphs

A planar graph is characterized by the property that it can be embedded in the plane such that no two edges intersect except in the incident node. A linear time algorithm for finding a triangle in a planar graph was given by Itai and Rodeh [1978], see also page 24 in Section 3.1.1. It can be extended to counting and listing all triangles without additional costs with respect to asymptotic running time.

**Theorem 3** All triangles of a planar graph can be listed in linear time.

Our approach is slightly simpler than the algorithm in [Itai and Rodeh, 1978]. We use the fact that each planar graph has at least one node with degree five or less. Clearly, a planar graph remains planar when parts of it are removed. Hence, the core number of any planar graph is also 5 or less.
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(a) transitive triangle  (b) cyclic triangle

Figure 4.1: Directed triangle orientations.

Preferential Attachment Graphs

The so called preferential attachment graphs are generated graphs where in every iteration a node $v$ and $\mu$ new edges, each connecting $v$ to some existing node, are added. See Section 6.1 on page 95 for more details. We point out that the last added node $v$ has degree $\mu$ and consequently the core number is bounded by the parameter $\mu$.

**Theorem 4** All triangles of generated preferential attachment graphs can be listed in linear time for fixed parameters $\mu$.

4.2 Comparability Graphs

An undirected graph that has an acyclic transitive orientation is called a comparability graph. A digraph $D = (V, A)$ is transitive oriented if $(u, v)$, $(v, w) \in A$ implies the existence of $(u, w) \in A$, see Figure 4.1(a). We will show Theorem 5 in this section.

**Theorem 5** All triangles of a comparability graph can be listed in $O(m + \delta)$ time and counted in $O(m)$ time.

Golumbic [1977] gave an algorithm to compute a transitive orientation of a comparability graph in time in $O(d_{\text{max}} \cdot m)$. The first linear time algorithm was given much later by McConnell and Spinrad [1997].

A Triangle Listing Algorithm for Comparability Graphs

The required existence of the arc $(u, w)$ in Figure 4.1(a) leads to a simple algorithm for listing triangles. For every node $v$ one simply outputs all pairs consisting of one adjacent incoming with one adjacent outgoing node. Here,
incoming respectively outgoing refers to the edge by which the node is connected to \( v \). This is idea is realized in Algorithm 4.1.

**Algorithm 4.1: Triangle Lister for Comparability Graphs**

**Input:** comparability graph \( D = (V, A) \) in transitive orientation

**Output:** all triangles

1. \( \text{forall } v \in V \text{ do} \)
2. \( \text{forall } u \in \{ u \in V : \exists (u, v) \in A \} \text{ do} \)
3. \( \text{forall } w \in \{ w \in V : \exists (v, w) \in A \} \text{ do} \)
   
   output triangle \( \{u, v, w\} \);

---

**Lemma 6** Algorithm 4.1 lists all triangles of comparability graph given in transitive orientation. It can be implemented to run in \( \mathcal{O}(n + \delta) \) time.

**Proof:** We start with the correctness. Every triangle has to be in transitive orientation. Clearly each transitive triangle has a center node \( v \), as in Figure 4.1(a). Hence, each triangle is listed exactly once by the algorithm.

Clearly, each output \( \{u, v, w\} \) is guaranteed to be a triangle.

Let us consider the time complexity. If we consider the loop starting at line 1 to be empty we iterate in \( n \) steps over all nodes. We start the loop of line 2 conditional only if the outgoing links from \( v \) are not empty. Thus, we guarantee that every iteration produces an output and both loops are in \( \mathcal{O}(\delta) \).

Note that we still get running time in \( \mathcal{O}(m + \delta) \) if we do not perform this test. \( \square \)

---

**A Triangle Counting Algorithm for Transitively Oriented Graphs**

Algorithm 4.1 lists the counting algorithm for comparability graphs in transitive orientation.

**Lemma 7** Algorithm 4.1 counts all triangles of a transitive orientation for each node. It can be implemented to run in \( \mathcal{O}(m) \) time.

**Proof:** Note that the number of outgoing and incoming edges (line 5 and line 3) of a node sum up to the degree. Then the running time is due to the Handshake Lemma.
Algorithm 4.2: Triangle Counter for Comparability Graphs

- **Input:** comparability graph \( D = (V, A) \) in transitive orientation
- **Output:** number of triangles \( \delta(v) \) for each node \( v \)

1. **for all** \( x \in V \) do
   2. \( \delta(x) \leftarrow d_{in}(x) \cdot d_{out}(x) \);
   3. **forall** \( v \in \{v \in V : \exists (x, v) \in A\} \) do
      4. \( \delta(x) \leftarrow \delta(x) + d_{out}(v) \);
   5. **forall** \( v \in \{v \in V : \exists (v, x) \in A\} \) do
      6. \( \delta(x) \leftarrow \delta(x) + d_{in}(v) \);

We distinguish between three types of triangles for each node \( x \). There are exactly \( d_{in}(x) \cdot d_{out}(x) \) triangles for which \( x \) is the center node (\( x = v \) in Figure 4.1(a)). They are counted in line 2. The node \( x \) is the “first” node (\( x = u \) in Figure 4.1(a)) of the triangles with the pair \((v, w) \in V \times V\) for which \((x, v), (v, w) \in A\). There are exactly \( \sum_{v : (x, v) \in A} d_{out}(v) \) of those and they are counted in the loop starting at line 3. The node \( x \) is the “last” node (\( x = w \) in Figure 4.1(a)) of the triangles with the pair \((u, v) \in V \times V\) for which \((u, v), (v, x) \in A\). There are exactly \( \sum_{v : (v, x) \in A} d_{in}(v) \) of those and they are counted in the loop starting at line 5.

4.3 Chordal Graphs

A graph is **chordal** if every simple cycle of length at least four has a chord, i.e. an edge between two nodes that do not induce an edge in the cycle. Equivalently, a chordal graph does not have an induced \( k \)-cycle for \( k \) larger than three. A perfect elimination order (PEO) is an order of the nodes \( v_1, \ldots, v_n \) such that all neighbors of \( v_i \) in \( G[\{v_j : j \leq i\}] \) induce a clique. A graph is chordal if and only if it has a perfect elimination order [Fulkerson and Gross, 1965]. Testing chordality and moreover computing a perfect elimination order can be done in linear time [Rose et al., 1976].

This is done with so called lexicographic breadth first search (lexBFS) a variant of BFS which ensures that unvisited neighbors of a currently visited node are discovered before non-neighbors. A survey of lexBFS and related elimination orders can be found in [Corneil, 2004].
Now, we have collected all ingredients to efficiently perform triangle computation in chordal graphs and in the end show the following Theorem:

**Theorem 6** All triangles of a chordal graph can be listed in $\mathcal{O}(m + \delta)$ time and counted in $\mathcal{O}(m)$ time.

To do so, we first compute a PEO and then iterate over the nodes in the inverse order. In each iteration we determine all triangles of the current node with those nodes of lower PEO number. How this is precisely done depends on whether we want to count, see Algorithm 4.4, or list all triangles, see Algorithm 4.3.

**Algorithm 4.3: Triangle Lister for Chordal Graphs**

```plaintext
Input: chordal graph $G$; PEO $(v_1, \ldots, v_n)$
Output: all triangles

1. for $v_k = (v_n, \ldots, v_1)$ do
2.     for all $v_i \in \Gamma(v_k)$ do
3.         for all $v_j \in \Gamma(v_k), i < j$ do
4.             output triangle $\{v_i, v_j, v_k\}$;
5.     remove $v_k$ from $G$;
```

**Lemma 8** Algorithm 4.3 lists all triangles of a chordal graph. It can be implemented, such that it runs in $\mathcal{O}(m + \delta)$ time.

**Proof:** We start with the correctness of the algorithm. In line 4 only triangles are listed, since all neighbors of $v_k$ with lower PEO number than $k$ induce a clique together with $v_k$. Note that $i < k$ (i.e. all neighbors of $v_k$ have lower PEO number than $v_k$) is always true because of line 5.

A triangle is listed at most once since any combination of $i, j, k$ can appear at most once. This is due to the removal of node $v_k$ after processing it in line 5 and the requirement $i < j$ in line 3.

It remains to be shown that all triangles are listed. Let $G[\{u, v, w\}]$ be a triangle and without loss of generality assume $u < v < w$ with respect of the given PEO. Since $k$ iterates over all vertices there is a value of $k$ such that $v_k = w$. Note that at this time $u$ and $v$ are still present in the graph because we iterate in invers PEO in line 1. Then there must exist some value of $i$ such that $v_i = u$ and some value of $j$ such that $v_j = v$. Therefore the triangle $\{u, v, w\}$ is listed.
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We turn to the time complexity. A crucial point is to execute line 2 and line 3 efficiently, i.e. incrementing i and j in constant time. This can be achieved if the neighborhoods are also sorted according to the PEO. Sorting all neighborhoods according to a given order of nodes can be done in linear time, e.g. by proceeding in a similar manner as in Algorithm 3.6 on page 32.

By the proof of correctness above line 4 is executed exactly δ times. However, the Loop in line 3 might be empty. Therefore, it remains to be shown that all loops including those of line 3 are in linear time. This is nothing else but an iteration over all edges.

\[\text{Algorithm 4.4: Triangle Counter for Chordal Graphs}\]

\begin{verbatim}
Input: chordal graph G; PEO (v_1, ..., v_n);
Output: all triangles
for i = (1, ..., n) do
  δ(v_i) ← 0;
for v_k = (v_n, ..., v_1) do
  δ(v_k) ← δ(v_k) + (d(v_k)^2);
  forall v_i ∈ Γ(v_k) do
    δ(v_i) ← δ(v_i) + d(v_k) - 1;
remove v_k from G;
\end{verbatim}

Algorithm 4.4 is merely an adoption of Algorithm 4.3 for counting.

\textbf{Lemma 9} Algorithm 4.4 counts all triangles of a chordal graph. It can be implemented, such that it runs in \(O(m)\) time.

\textbf{Proof:} We start with the time complexity. Analogous as in the previous proof all loops together can be implemented to run in the order of the number of edges. Nothing else remains to be shown here.

We show in the following that in every iteration of the loop beginning at line 1 all currently existing triangles containing the node \(v_k\) (and no more) are counted.

Only neighbors of \(v_k\) with lower PEO are present in the current loop \(k\). There are \(|Γ(v_k)| = d(v_k)|\) such neighbors with which \(v_k\) induces a clique and hence there are \(\left(\frac{d(v_k)}{2}\right)\) triangles in this clique containing node \(v_k\). Consequently in line 2 all triangles of node \(v_k\) with nodes of lower PEO number than \(k\) are counted for node \(v_k\).
It remains to be shown that the triangles are counted for the nodes with PEO number less than $k$. In the loop starting at line 3 the triangle number for these nodes is updated. There are again $d(v_k)$ of them. Each forms triangles with $v_k$ and the rest of the $d(v_k) - 1$ nodes in the induced clique. Consequently the number $d(v_k) - 1$ has to be added, which is done in line 4. Arriving at line 5 all triangles containing node $v_k$ have been counted and $v_k$ can be safely removed. □

4.4 Distance Hereditary Graphs

The distance hereditary graphs will be the last graph class we consider in this chapter.

Introduction and Preliminaries

A connected graph $G$ is distance hereditary if for any path $P$ of $G$ the induced subgraph $G[V(P)]$ is distance preserving (isometric). That means that any two nodes of $P$ have the same distance in $G$ as in $G[V(P)]$. We will use the abbreviation DH for distance hereditary in the following.

There exists an equivalent definition by forbidden subgraphs [Hammer and Maffray, 1990]: a graph is DH if and only if it does not have an induced subgraph of the type: house, hole (induced cycle of length at least five), domino or gem. See Figure 4.2. The abbreviation HHDG-free is frequently used in the literature.

Distance hereditary graphs have an equivalent description, like chordal graphs, based on an elimination order. A graph is distance hereditary if and only if it has a 2-simplicial elimination order [Nicolai, 1996]. See for example the

---

**Figure 4.2:** Forbidden induced subgraphs.
We used the perfect elimination order to efficiently list and count triangles for the case of chordal graphs in Section 4.3. However, here we will use a further equivalent formulation for DH graphs based on splits.

We have listed the important and more common ways to describe DH graphs, but there are more. The book “Graph classes, a survey” [Brandstädt et al., 1999] is a good starting point for the interested reader.

Splits

A split [Cunningham, 1982] in a graph $G = (V, E)$ is a partition of the set $V$ into two sets $U$ and $W$, such that $|U| > 1$ as well as $|W| > 1$, and such that for all $u', w' : u' \in U' = U \cap \Gamma(W), w' \in W' = W \cap \Gamma(U) \Rightarrow \{u', w'\} \in E$. See Figure 4.3(a) for an example.

Given a split $S = (U, W)$ the graph can be split decomposed by

1. adding the split nodes $u$ and $w$,
2. adding the split edge $\{u, w\}$,
3. adding the edges $\{\{u', u\} : u' \in U'\}$ and $\{\{w, w'\} : w' \in W'\}$ respectively, and
4. removing all edges $\{\{u', w'\} : u' \in U', w' \in W'\}$.

See Figure 4.3 for an example. We will call the edges which are not created in Step 2 the regular edges.

Without the split edge $\{u, w\}$ the remaining graph falls into two connected components which are called the split components. This procedure can be applied recursively until no further suitable split is found. If the result consists of components of the size three the graph is called totally split decomposable,
see Figure 4.4. As the split edges always form bridges between the components the resulting graph is a tree of components which is called the split decomposition tree.

A graph is totally decomposable if and only if it is distance hereditary [Hammer and Maffray, 1990]. The total decomposition can then be computed in linear time [Hammer and Maffray, 1990]. A later result also gives a linear time decomposition algorithm for the general case [Dahlhaus, 1994].

Let us have a closer look to adjacent nodes in Figure 4.4(a) and their connection in the decomposition in Figure 4.4(b). We can see that all of them are connected by an alternating path of regular and split edges. This observation holds generally and we emphasize it in Lemma 10 since it will become very useful in later sections of this chapter.

**Lemma 10** Two nodes are adjacent in \( G \) if and only if they are connected by a path of alternating regular and split edges in the decomposition tree \( T \).

Both directions can be easily seen by induction over the splits. Note, that such a path always starts and ends with a regular edge.

There are only 9 variants of components in a total decomposition possible, see Figure 4.5 on page 71. As the total decomposition is a tree of components we divide the components into leaf components (Figure 4.5(a) to Figure 4.5(c)), and internal components(Figure 4.5(d) to Figure 4.5(h)). Component comp-0 (Figure 4.5(i)) is listed for completion. From now on, we will exclude graphs of size less than 4 from the discussion.
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The Size of the Total Decomposition Tree

The algorithms for counting or listing triangles, which we will give later in this section, take the decomposition tree of a DH graph as an input. We already mentioned that it can be efficiently computed in linear time. However, it is even more interesting if DH graphs are stored implicitly as a total decomposition.

Lemma 11 Let $T$ be an arbitrary total decomposition tree of a DH graph $G$. The size of $T$ is linear in the number of the nodes of $G$.

Proof: Let $T$ denote the total decomposition tree of a DH graph $G$. Let $l_1$ be the number of leaf components, $l_2$ the number of internal components with exactly 2 split nodes, and $l_3$ the number of internal components with 3 split nodes. Then $|T| \in \Theta(l_1 + l_2 + l_3)$ clearly holds since $T$ is a tree. We show that $l_1 + l_2 + l_3 \in O(|V|)$ in the following. Since any of the leaf components includes two nodes of $G$ we have

$$l_1 \in O(|V|) \quad (4.1)$$

Likewise $l_2 \in O(|V|)$ is true, because each such component includes one node of $G$. It remains to be shown that $l_3 \in O(|V|)$.

Let $T'$ be the tree in which all of the internal components with exactly 2 split nodes have been replaced by a split edge. All the leaf components and internal components with 3 split nodes remain. Since $T'$ is a connected tree it follows by induction that $l_1 = 2 + l_3$. Now, by Equation 4.1 $l_3 \in O(|V|)$ holds, too.

The Listing Algorithm

We have collected all ingredients to formulate an algorithm and prove the following theorem by the end of this chapter.

Theorem 7 All triangles of a distance hereditary graph can be listed in linear time.

The algorithm we will develop in this section takes a total decomposition tree $T$ as an input. The more or less straight forward solution would be to reconstruct the original graph $G$ by iteratively rebuilding the splits. Let
us again consider Figure 4.3 on page 57. If we store the “inter split” edges between \( W' \)-nodes (as well those between \( U' \)-nodes) we can easily output all the triangles that occur across this split: each node in \( U' \) forms a triangle with each inter \( W' \) edge (and also the other way round). No other triangles are involved in this split.

We use the basic idea just mentioned. However, we proceed in a slightly more complicated fashion. The reason is that we can then reuse some concepts in the next section, where we will discuss efficient triangle counting.

Instead of simply merging some random split we proceed from outside to inside, towards a randomly chosen split edge which we call the root. We thereby use an order that ensures that the components lying to the outside of the currently processed split have already been processed. Such an order is the well known postorder tree traversal for example. Note that during the traversal we do not rebuild \( G \) from its decomposition representation. We only carry along and modify interesting sets of nodes and edges that are potential candidates for triangles.

Let us go into details, Algorithm 4.5 on page 61 contains the core steps. Handling of the internal components is separated into Function 4.6 on page 62. In the first part of Algorithm 4.5 starting at line 1 the leaf components are initialized. For each leaf component we create two sets: one containing edges and the other containing nodes. These sets are associated with the split node of the component. The part starting at line 3 handles the processing of the internal components. Here, the associated data of already processed neighboring components are evaluated (e.g. triangles lying across the affected split are listed), updated and passed on. The chosen postorder in line 3 guarantees that components lying outside of a current component have already been processed. In Figure 4.4 on page 58 the direction of the split edges implies which components are outside with respect to the undirected root edge. The tuple of integers listed with each component is one valid pre- and postorder with respect to the root.

The actual handling of each internal component is listed in Function 4.6 on page 62. Note that distinguishing between components does not suffice. Let us consider for example the component \( \text{COMP-IIc} \):

- If the component is traversed as in Figure 4.6(c), by Lemma 10 the node \( x \) does not share an edge with any of the nodes of the set associated with \( u' \). This case is handled in line 1 and following.
- On the other hand, if the component is traversed as in Figure 4.6(d), again by Lemma 10 the node \( x \) forms triangles with all the edges in
Algorithm 4.5: Triangle Lister for DH Graphs

Input: total decomposition of a DH graph $G$
Output: all triangles of $G$

1. for $comp \in \text{LeafComponents}$ do

   switch $comp$ do
   \hspace{1em} case COMP-1a
   \hspace{2em} $V(w) \leftarrow \{x, y\}$, $E(w) \leftarrow \{x, y\}$
   \hspace{1em} case COMP-1b
   \hspace{2em} $V(w) \leftarrow \{x, y\}$, $E(w) \leftarrow \emptyset$
   \hspace{1em} case COMP-1c
   \hspace{2em} $V(w) \leftarrow \{y\}$, $E(w) \leftarrow \emptyset$

2. RootEdge: \{u, w\} $\leftarrow$ arbitrary split edge between two internal components;

3. forall $comp = (\text{int. components in postorder with resp. RootEdge})$ do

   see Function 4.6 on page 62

4. for $x \in V(u)$ do

   for $\{y, z\} \in E(w)$ do
   \hspace{2em} output triangle $\{x, y, z\}$;

5. for $x \in V(w)$ do

   for $\{y, z\} \in E(u)$ do
   \hspace{2em} output triangle $\{x, y, z\}$;
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Function 4.6: Triangle Lister for DH Graphs: OutIn

<table>
<thead>
<tr>
<th>Case</th>
<th>Description</th>
</tr>
</thead>
</table>
| comp-IIa | For \{y, z\} ∈ E(u') do output triangle \{x, y, z\}; 
\(V(w) ← \{x\}, E(w) ← \emptyset;\) |
| comp-IIb | For \{y, z\} ∈ E(u') do output triangle \{x, y, z\}; 
\(E(w) ← E(u');\) 
For \(y ∈ V(u')\) do 
\(E(w) ← E(w) ∪ \{\{x, y\}\};\) 
\(V(w) ← V(u') ∪ \{x\};\) |
| comp-IIc case 1 | \(E(w) ← E(u') ∪ V(u') ∪ \{x\};\) |
| comp-IIc case 2 | For \{y, z\} ∈ E(u') do output triangle \{x, y, z\}; 
\(E(w) ← E(u') ∪ V(u');\) |
| comp-IIIa | \(E(w) ← E(u') ∪ E(v');\) 
For \(x ∈ V(u')\) do 
For \{y, z\} ∈ E(v') do output triangle \{x, y, z\}; |
| comp-IIIb case 1 | For \(x ∈ V(u')\) do 
For \{y, z\} ∈ E(u') do output triangle \{x, y, z\}; 
For \(x ∈ V(v')\) do 
For \{y, z\} ∈ E(v') do output triangle \{x, y, z\}; 
For \(y ∈ V(v')\) do 
\(E(w) ← E(w) ∪ \{\{x, y\}\};\) 
\(V(w) ← V(u') ∪ V(v');\) |
| comp-IIIb case 2 | For \(x ∈ V(u')\) do 
For \{y, z\} ∈ E(v') do output triangle \{x, y, z\}; 
For \(x ∈ V(v')\) do 
For \{y, z\} ∈ E(u') do output triangle \{x, y, z\}; 
\(E(w) ← E(u') ∪ E(v');\) |
| comp-IIIb case 2 | \(V(w) ← V(u') ∪ V(v'), E(w) ← E(u') ∪ E(v');\) |
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the set associated with node \( u' \) but not with any nodes in the data sets associated with \( w \). This case is handled in line 2 and the following.

The component COMP-IIIb has to be treated in a similar way. The remaining components are symmetric with respect to the traversal.

We come to the third and final part of Algorithm 4.5. After all internal components have been treated the root edge \( \{u, v\} \) has associated data to both nodes. By Lemma 10 the nodes in the node set attached to \( u \) form triangles with all the edges of the attached set to \( w \) and vice versa. The triangles are computed in the same fashion as for component COMP-IIIa (see line 5 of Function 4.6).

Lemma 12 Algorithm 4.5 lists exactly the triangles of a DH graph.

Proof: We prove by induction over the processing of the components in the same order as Algorithm 4.5 proceeds.

To do so we need some definitions first. Let us call the split node of a component which is closest to the root edge the inward split node. Each component has such a node, one and only one. We will denote this node for the currently regarded component with \( w \) throughout this proof. Further we use \( w' \) for the node connected with a split edge \( \{w, w'\} \) to \( w \). The remaining split nodes of a component are denoted with \( u \) and \( v \), if they exist. This notation is consistent with Figure 4.6 on page 72.

For a decomposition tree \( T \) and some split edge \( \{u, w\} \) we assume that \( B_{\{u, w\}} \) would be a decomposition of \( G \) with only one split, namely the one induced by \( \{u, w\} \). Further let \( B_u \) be the connected component of \( B_{\{u, w\}} \setminus \{u, w\} \) that includes \( u \). Let us regard Figure 4.3 on page 57 for an example, where \( B_u \) corresponds to the induced graph of the nodes \( U \cup U' \cup \{u\} \). Note also that our algorithm never rebuilds any \( B_v \) actually. It is a merely theoretical concept used only within this proof.

We will show that the following induction hypotheses hold after processing the current component with the inward split node \( w \):

1. All the triangles induced by \( V(B_w) \) in \( G \) have been listed.
2. The set \( E(w) \) contains exactly all the edges of \( E(G) \) that are part of a triangle with the node \( w \) in \( B_w \): \( E(w) = \{\{x, y\} \in E(G) : \{x, w\}, \{y, w\}, \{x, y\} \in E(B_w)\} \).
3. The set $V(w)$ contains exactly all the nodes of $\mathcal{V}(G)$ that are adjacent to $w$ in $B_w$: $V(w) = \{x \in \mathcal{V}(G) : \{x, w\} \in E(B_w)\}$.

Note that only invariant 1 is relevant to finally show the Lemma, the remaining ones are only helper statements. The inductive base cases consist on verifying the properties listed above for the components handled before line 2 is reached. These are all the leaf components and the correctness for those is easy to see.

In the following we show that the statements hold when processing component “comp-ii case 2” as in Figure 4.6(d). This case is handled by line 2 and following in Function 4.6. By Lemma 10 the node $x$ is connected to all nodes in $V(u')$ and hence forms triangles with all the edges in $E(u')$. All these triangles (and no others) are listed in the Loop beginning at line 3. According to Lemma 10 the node $x$ is not connected to any of the nodes of $\mathcal{V}(B_w) \cap \mathcal{V}(G)$ in $G$. Hence, it must not be included in $V(w)$, and consequently does not have an endpoint in $E(w)$. The node $u$ is incident to all nodes listed in $V(u')$, hence again by Lemma 10 we can simply assign the set $V(u')$ and $E(u')$ to the node $w$, which is done in line 4. This shows that invariant 2 and 3 hold from which the correctness of invariant 1 follows.

Showing the invariants for the remaining 6 cases of Function 4.6 is quite similar to what we have just seen. We omit the details here. We continue with the final part, processing the root edge $\{w, u\}$. By the inductive hypothesis all triangles induced by $\mathcal{V}(B_w)$ and $\mathcal{V}(B_u)$ in $G$ have been listed. By the invariants each edge in the set $E(u)$ forms triangles with each node in $V(w)$ and the other way round. Also by the invariants and Lemma 10 no further triangle exists that contains both nodes from $\mathcal{V}(B_w)$ and $\mathcal{V}(B_u)$. All these triangles and no further are listed in line 4 respectively line 5 of Algorithm 4.5.

**Lemma 13** Algorithm 4.5 can be implemented to run in $O(m + \delta)$ time and $O(m)$ space.

**Proof:** We consider linked lists as data structures to store the edges and nodes sets. They can be merged in constant time when the formation of unions is required. The linear space requirement now follows from the fact that each edge respectively node is contained in at most one of the sets.

For the time complexity we note that finding and initializing all the leaf components can be done in linear time. Computing a postorder of the
internal components can also be done in linear time. We turn to the internal components handled in Function 4.6. We first disregard all the for-loops, in this case only set merging operations remain. Due to the linked lists such an operation can be done in constant time and all merging operations together are in the size of the number of components. Now, we disregard all the loops containing triangle output. The remaining loops create edges and add them to the sets or they add nodes to the sets. As already mentioned with the space complexity each edge and each node is listed only once. Hence, all these operations are in \( \Theta(m) \).

Finally we include the for-loops with triangle output in our consideration. With exception of component COMP-IIIb every iteration of the loops also outputs a triangle. For component COMP-IIIb some empty iterations of the outer loops iterating over the nodes could occur if the corresponding edge sets are empty. However, this can be avoided if the edge sets are previously tested whether they are empty. In that case only one operation is required in the other case every operation also outputs a triangle. Therefore, the number of all operations is in \( \Theta(m + \delta) \) time. 

\[ \square \]

The Counting Algorithm

We will show Theorem 8 by the end of this section. Note, that the \( \Theta(n) \) bound requires the graph to be encoded in total decomposition. Otherwise a decomposition preprocessing step in \( \Theta(m) \) time and space is required.

**Theorem 8** All triangles of a distance hereditary graph can be counted in \( \Theta(n) \) time and space.

The main code is listed in Algorithm 4.7. As promised we reuse some concepts that we developed with the listing algorithm of Section 26. Due to this we can keep this introduction brief and focus on the main differences between the two algorithms. Instead of storing sets of nodes and edges we only store the size of those. We call the associated variables \( n(v) \) for the size of the node set, respectively \( m(v) \) for the size of the edge set. In the listing case we proceeded from outside to inside and listed the triangles along this traversal. Here we traverse from outside to inside, too. See line 2 of Algorithm 4.7. However, we then also traverse from inside to outside (line 2) where we take along the data to the nodes. The actual output is then computed in a final step in line 4.
Now, we proceed with actually showing Theorem 8 in several parts. These parts are self contained but generally rather compact compared to those of the previous chapter.

**Algorithm 4.7: Triangle Counter for DH Graphs**

| Input: | total decomposition of a DH Graph |
| Output: | number of triangles \( \delta(v) \) for each node \( v \) |

1. **RootEdge** ← arbitrary split edge between two internal components;
2. **forall** \( \text{comp} = (\text{components in postorder with resp. RootEdge}) \) **do**
   - **OutIn**(\( \text{comp} \))
     - see Function 4.8 on page 69
3. **forall** \( \text{comp} = (\text{components in preorder with resp. RootEdge}) \) **do**
   - **InOut**(\( \text{comp} \))
     - see Function 4.9 on page 70
4. **forall** \( \text{comp} \in \text{components} \) **do**
   - **Calc-\( \delta \)**(\( \text{comp} \))
     - see Function 4.10 on page 71

**Lemma 14** Algorithm 4.7 can be implemented to run in \( \Theta(n) \) time and space.

**Proof:** We consider the time complexity first. Note that the postorder and the preorder can be computed in time linear in the size of a tree. Processing each component in the Functions 4.8, 4.9 and 4.10 can be done in constant time. By Lemma 11 there are only \( \Theta(n) \) components. Each component is processed at most once in each of the three loops starting at line 2, 3, and 4. Hence, the total running time is in \( \Theta(n) \).

Now, let us consider the space complexity. We associate at most 2 integers with each node. There are no more than 3 nodes in any component and by Lemma 11 the number of components is in \( \Theta(n) \).

**Lemma 15** Let \( T \) be the total decomposition tree of \( G \). After the execution of line 3 for each split node \( u \) the following holds:

- \( n(u) \) is equal to the number of regular nodes that are connected to \( u \) in \( T \) by an alternating path,
- \( m(u) \) is equal to the number of pairs that consist of regular nodes, which are themselves connected by an alternating path, and also connected by an alternating path to \( u \).
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Proof: Let $T$ be the total split decomposition tree of a DH graph $G$ with a designated root edge $\{u, w\}$. Let us call the split node of a component which is closest to the root edge the *inward* split node. Each component has exactly one such node. In Figure 4.4(b) on page 58 the inward split nodes are those split nodes which are not pointed by an arrowhead. The remaining split nodes are called the *outward* split nodes. Note that the in- and outward split nodes define a partition on the set of the split nodes. Further, for some split edge $\{w, w'\}$ let $T_w$ be the connected subtree of $T \setminus \{w, w'\}$ that includes $w$.

We first prove the statement for all inward split nodes. We do so by induction over processing the components in the same (post)order as used in line 2 of Algorithm 4.7. The induction basis is covered by the processing of the leaf components* handled in the Lines 1, 2, and 3 in Function 4.8. It is straightforward to see that the statement holds after processing the leaf components by Function 4.8.

We proceed to the inductive step where we consider exemplarily the processing of component “COMP-Itc case 1” starting at line 4 in Function 4.8. By induction hypothesis and by using postorder processing the associated $n(u')$ and $m(u')$ data for node $u'$ has been computed such that the statements hold. The node $w$ is connected by an alternating path ending with a split edge to $u'$. All the alternating paths from $u'$ to regular nodes in $T_{u'}$ start with non-split edges. Hence, $w$ is connected by an alternating path to all those nodes, too. Further $w$ is connected by an alternating path to $x$. The number of regular nodes connected to $w$ by an alternating path in $T_w$ is consequently given by $n(u') + 1$. In $T_w$ the node $x$ is not connected by an alternating path to any regular node that is connected to $u'$ by such a path. Hence, $m(w)$ is equal to $m(u')$ in $T_w$.

The correctness for the remaining components can be shown analogously. This is rather straightforward and we do not go into further details. Now the statements have to be shown for all of the outward nodes. This can be done by induction over the components in preorder. It is again very similar to the inward case and we omit the details here.

For a split node $u$ let $\{u, w\}$ be its incident split edge. Assume that $B_{\{u, w\}}$ would be the split decomposition of $G$ with only one split, namely the one induced by split edge $\{u, w\}$. Further let $B_u$ be the connected component of

*following strictly Algorithm 4.7 the set of bases cases would be empty and the leaf nodes are handled in the inductive step, either way yields the same result.
$B_{\{u,w\}} \setminus \{u,w\}$ which includes the node $u$. Figure 4.3 on page 57 shows such an setup with $G$ being the graph on the left (Figure 4.3(a)) and $B_{\{u,w\}}$ being the graph on the right (Figure 4.3(b)).

If we consider Lemma 10 together with Lemma 15 we can immediately state the following. After performing the out-in and in-out part of Algorithm 4.7 the number of the non split nodes adjacent to $u$ in $B_u$ is equal to $n(u)$ and the number of edges between those nodes in $B_u$ is equal to $m(u)$. Corollary 9 gives the statement in a more formal way.

**Corollary 9** After the execution of line 3 in Algorithm 4.7 for each split node $u$ and $B_u$ defined as above

\[
n(u) = |\{v \in V(G) : \exists\{u,v\} \in E(B_u)\}| \quad (4.2)
\]

and

\[
m(u) = |\{\{x,y\} \in E(G) : \exists\{u,x\} \text{ and } \{u,y\} \in E(B_u)\}| \quad (4.3)
\]

hold.

We are going to use Corollary 9 to show the last Lemma in this section.

**Lemma 16** Line 4 of Algorithm 4.7, respectively Function 4.10, computes the number of triangles $\delta(v)$ for each node $v$ of a distance hereditary graph.

**Proof:** We show exemplarily that component COMP-1a is correctly handled in line 1 of Function 4.10. Let $w'$ denote the adjacent split node of $w$. By Lemma 10 node $x$ forms triangles with all edges between neighbors of $w'$ in $B_{w'}$. There are exactly $m(w')$ such edges by Corollary 9. Further $x$ forms triangles with $y$ and all nodes that are neighbors of $w'$ in $B_{w'}$. There are exactly $n(w')$ such neighbors. Consequently, these triangles sum up to $n(w') + m(w')$. By Lemma 10 we have considered all triangles that include $x$. Thus, $\delta(x)$ is computed correctly in line 2. For node $y$ the same arguments hold and there remains nothing to be shown for this component.

Again showing the correctness for the remaining 6 components is analogous to this case and we omit further details. □
Function 4.8: Triangle Counter for DH Graphs: OutIn

```
switch comp do
  | case COMP-1a
  |   n(w) ← 2, m(w) ← 1;
  | case COMP-1b
  |   n(w) ← 2, m(w) ← 0;
  | case COMP-1c
  |   n(w) ← 1, m(w) ← 0;
  | case COMP-IIa
  |   n(w) = 1;
  |   m(w) = 0;
  | case COMP-IIb
  |   n(w) = n(u') + 1;
  |   m(w) = m(u') + n(u');
  | case COMP-IIc case 1
  |   n(w) = n(u') + 1;
  |   m(w) = m(u');
  | case COMP-IIc case 2
  |   n(w) = n(u');
  |   m(w) = m(u');
  | case COMP-IIIa
  |   n(w) = n(u') + n(v');
  |   m(w) = m(u') + m(v') + n(u') \cdot n(v');
  | case COMP-IIIb case 1
  |   n(w) = n(v');
  |   m(w) = m(v');
  | case COMP-IIIb case 2
  |   n(w) = n(u') + n(v');
  |   m(w) = m(u') + m(v');
```
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Figure 4.6(b)

Figure 4.6(c)

Figure 4.6(d)

Figure 4.6(e)

Figure 4.6(f)

Figure 4.6(g)
Function 4.9: Triangle Counter for DH Graphs: InOut

\[
\text{switch } \text{comp} \text{ do}
\]

\textbf{case COMP-IIa} \hspace{1cm} \text{Figure 4.6(a)}
\[
\begin{align*}
    n(u) &= 1; \\
    m(u) &= 0;
\end{align*}
\]

\textbf{case COMP-IIb} \hspace{1cm} \text{Figure 4.6(b)}
\[
\begin{align*}
    n(u) &= n(w') + 1; \\
    m(u) &= m(w') + n(w');
\end{align*}
\]

\textbf{case COMP-IIc case 1} \hspace{1cm} \text{Figure 4.6(c)}
\[
\begin{align*}
    n(u) &= n(w'); \\
    m(u) &= m(w');
\end{align*}
\]

\textbf{case COMP-IIc case 2} \hspace{1cm} \text{Figure 4.6(d)}
\[
\begin{align*}
    n(u) &= n(w') + 1; \\
    m(u) &= m(w');
\end{align*}
\]

\textbf{case COMP-IIIa} \hspace{1cm} \text{Figure 4.6(e)}
\[
\begin{align*}
    n(u) &= n(v') + n(w'); \\
    m(u) &= m(v') + m(w') + n(v') \cdot n(w'); \\
    n(v) &= n(u') + n(w'); \\
    m(v) &= m(u') + m(w') + n(u') \cdot n(w');
\end{align*}
\]

\textbf{case COMP-IIIb case 1} \hspace{1cm} \text{Figure 4.6(f)}
\[
\begin{align*}
    n(u) &= n(v'); \\
    m(u) &= m(v'); \\
    n(v) &= n(u') + n(w'); \\
    m(v) &= m(u') + m(w');
\end{align*}
\]

\textbf{case COMP-IIIb case 2} \hspace{1cm} \text{Figure 4.6(g)}
\[
\begin{align*}
    n(u) &= n(w'); \\
    m(u) &= m(w'); \\
    n(v) &= n(w'); \\
    m(v) &= m(w');
\end{align*}
\]
Function 4.10: Triangle Counter for DH Graphs: Calc-$\delta$

```
switch comp do
1  case COMP-Ia
   [ δ(x) ← m(w') + n(w');
   \ δ(y) ← m(w') + n(w');
   ]
2  case COMP-Ib
   [ δ(x) ← m(w');
   \ δ(y) ← m(w');
   ]
3  case COMP-Ic
   [ δ(y) ← m(w');
   \ δ(x) ← 0;
   ]
4  case COMP-IIa
   [ δ(x) ← m(u') + m(w');
   \ δ(y) ← m(u') + m(w') + n(u')n(w');
   ]
5  case COMP-IIb
   [ δ(y) ← m(u') + m(w') + n(u')n(w');
   \ δ(x) ← m(w');
   ]
```

Figure 4.5: Components of a total decomposition.
Figure 4.6: Directions for the processing the internal components.
Chapter 5

Applications of Triangle Listing in Network Analysis

Chapter Introduction

In this chapter we will discuss applications in network analysis for which the computation of the related indices is based either on triangle counting or triangle listing.

The clustering coefficient introduced by Watts and Strogatz [1998] is probably the most established network index that is computationally based on triangle counting. Given three actors $u, v$ and $w$ with mutual relations between $v$ and $u$ as well as between $v$ and $w$, the clustering coefficient of the node $v$ represents the likelihood that $u$ and $w$ are also related. In other words it is the average value of edges between pairs of neighbors. When we consider the graph induced by the neighbors of $v$ it is the density of this graph. Therefore we prefer to use the term neighborhood density. The average value over all nodes is the clustering coefficient coefficient of the graph. It is one of the most popular network indices. At the time of this writing a search with scholar.google.com for the term yields about 112000 results.

Harary and Paper [1957] introduced the index of transitivity in the context of linguistics. It has become popular again for some time. However, mainly because it has been used intendedly or unintendedly in the place of the clustering coefficient, in [Newman et al., 2002] for example.

Various versions of the edge weighted neighborhood density have become popular recently [Grindrod, 2002; Lopez-Fernandez et al., 2004; Barrat et al.,
Connectivity measures based on short cycles or small cliques have been proposed by Batagelj and Zaveršnik [2003] and considered by Palla et al. [2005]. As a triangle is simultaneously the smallest non trivial clique and the shortest non trivial cycle, efficient listing of triangles plays an important role in the computation of this measures.

Contribution and Related Work. By the nature of this chapter we mostly reproduce results from other publications and present them in a standardized manner.

In the case of the clustering coefficient and transitivity we mainly focus on the properties and relation of these indices. The inequality of both indices was discussed by Bollobás and Riordan [2002] and independently by Ebel, Mielsch, and Bornholdt [2002]. We introduce a variant of the clustering coefficient that takes weights of the nodes into account. We show that the relation of both indices can be given by certain functions for the node weights. The resulting equations of this approach were presented in [Bollobás and Riordan, 2002].

The other indices are considered with respect of efficient computation. Our basic approach is to give algorithms that compute the desired output by generic triangle listing. This simply means that the algorithm can make use of a procedure that lists all triangles of a graph, each triangle once and only once. In the case of short cycle connectivity we can improve the algorithms from [Batagelj and Zaveršnik, 2003]. The edge weighted clustering coefficient has been used in many variations, we present a general algorithm that is applicable for the different weight functions that have been considered.

Organization. We consider the connectivity induced by short cycles in Section 5.1. A similar measure induced by small cliques follows in Section 5.2. Section 5.3 contains the neighborhood density and most notably an extension to weighted edges. Finally Section 5.4 discusses the clustering coefficient and the related index of transitivity.

5.1 Short Cycle Connectivity

Batagelj and Zaveršnik investigated the connectivity induced by short cycles in [Batagelj and Zaveršnik, 2003]. The idea is that nodes (respectively edges)
have to be connected by a sequence of cycles which are overlapping in some terms. The authors introduce the concepts for cycles of length 3 and give also algorithms for the computation in this case. Some properties are proven for general $k$-cycles but without algorithmic context.

**Triangular Node Connectivity**

Two nodes $u$ and $w$ are *triangularly node connected* if there exists a sequence of triangles $(\Delta_1, \ldots, \Delta_s)$ with $u \in V(\Delta_1)$, $V(\Delta_i) \cap V(\Delta_{i+1}) \neq \emptyset$ for $1 \leq i < s$, and $w \in V(\Delta_s)$. The triangular node connectivity defines an equivalence relation $V^3$ on the set of nodes.

Batagelj and Zaveršnik give an algorithm to compute the equivalence classes of $V^3$. It is based on algorithm *edge-iterator* (see page 29 in Section 3.1.3) and it inherits the running time in $\mathcal{O}(d_{\text{max}} \cdot m)$ of that algorithm.

**Lemma 17** ([Batagelj and Zaveršnik, 2003]) The equivalence classes of the relation $V^3$ can be computed in $\mathcal{O}(d_{\text{max}} \cdot m)$ time.

By the above definition two nodes $u$ and $w$ are related by $V^3$ if and only if there exists a path $P$ that connects $u$ and $v$ and every edge in $P$ is contained in a triangle. Algorithm 5.1 uses this observation to compute the equivalence classes of $V^3$. It is based on generic triangle listing, which also bounds its running time.

**Corollary 10** The equivalence classes of $V^3$ can be computed in $\mathcal{O}(m^{3/2})$ time.

---

**Algorithm 5.1: Equivalence classes of $V^3$**

**Input:** graph $G = (V, E)$;

**Output:** connected components $C_1, \ldots, i$ of $G$, each containing equivalent nodes;

forall $\Delta_{uvw} \in G$ do

markEdge($\{u, v\}$); markEdge($\{v, w\}$); markEdge($\{w, u\}$);

forall $e \in E$ do

if $e$ is not marked then

$G \leftarrow G[E \setminus e]$;

$C_1, \ldots, i \leftarrow$ connected components of $G$;

return $C_1, \ldots, i$;
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Figure 5.1: An example of triangular connectivity. There is only one equivalence class of the nodes induced by $V^3$ but three equivalence classes of the edges induced by $E^3$.

**Triangular Edge Connectivity**

The triangular edge connectivity induces equivalence classes of edges similar to the node connectivity. Two edges $\{u, w\}$ and $\{x, y\}$ are *triangularly connected* if there exists a sequence of triangles $(\Delta_1, \ldots, \Delta_s)$ with $\{u, w\} \in E(\Delta_1)$, $E(\Delta_i) \cap E(\Delta_{i+1}) \neq \emptyset$ for $1 \leq i < s$, and $\{x, y\} \in E(\Delta_s)$. The triangular edge connectivity defines an equivalence relation $E^3$ on the set of the edges. See Figure 5.1 for an example of induced equivalence classes given by the two relations.

**Lemma 18** ([Batagelj and Zaveršnik, 2003]) *The equivalence classes of the relation $E^3$ can be computed in $O(d_{\text{max}} \cdot m)$ time.*

**Algorithm 5.2**: EQUIVALENCE CLASSES OF $E^3$

<table>
<thead>
<tr>
<th>Input:</th>
<th>graph $G = (V, E)$;</th>
</tr>
</thead>
<tbody>
<tr>
<td>Output:</td>
<td>sets $S_1, \ldots, i$, each holding equivalent edges</td>
</tr>
<tr>
<td>forall</td>
<td>${u, w} \in E$ do</td>
</tr>
<tr>
<td>_ makeSet $(S_{{u,w}})$;</td>
<td></td>
</tr>
<tr>
<td>forall</td>
<td>$\Delta_{uvw} \in G$ do</td>
</tr>
<tr>
<td>_ union$(S_{{u,v}}, S_{{u,w}})$;</td>
<td></td>
</tr>
<tr>
<td>_ union$(S_{{u,v}}, S_{{v,w}})$;</td>
<td></td>
</tr>
<tr>
<td>return</td>
<td>$S_1, \ldots, i$;</td>
</tr>
</tbody>
</table>

The algorithm in [Batagelj and Zaveršnik, 2003] depends on processing the triangles in a specific order. Unfortunately, this cannot be guaranteed by generic triangle listing. Our Algorithm 5.2 based on generic triangle listing uses basic set creation, finding, and merging operations. This multiplies the complexity of such operations to the running time complexity of triangle listing. However, they can be performed asymptotically in $\alpha(m)$, see [Cormen et al., 2001] for example. The function $\alpha$ is the inverse of the Ackermann
5.2. SMALL CLIQUE CONNECTIVITY

function. Note that \( \alpha \) grows very slowly. It is a constant not bigger than four for any practical considerations.

**Corollary 11** The equivalence classes of the relation \( E^3 \) can be computed in \( \mathcal{O}(\alpha(m) \cdot m^{3/2}) \) time.

We note that this result is more of theoretic value. The required data structures are generally not available in standard programming libraries, and the *BOOST-graph-library* is the only exception we are aware of. However, a running time in \( \mathcal{O}(\log m \cdot m^{3/2}) \) can be achieved by the more commonly used dynamic tree data structures.

5.2 Small Clique Connectivity

In the two publications [Derenyi et al., 2005; Palla et al., 2005] connectivity by overlapping of small cliques is considered. The basic idea is similar to the short cycle connectivity in [Batagelj and Zaveršnik, 2003] which we discussed in in the previous section. Indeed, Batagelj and Zaveršnik [2003] generalize the concept briefly and the connectivity considered by Palla et al. [2005] can be seen as a special case of this. Note that the contributions differ in principle. Batagelj and Zaveršnik consider methods whereas [Derenyi et al., 2005; Palla et al., 2005] primarily contain analytical results on networks.

In the small clique connectivity the authors define two nodes \( u \) and \( w \) equivalent if they are connected by a path of \( k \) cliques, where the overlap of the cliques is \( k - 1 \) nodes at least. Let us give a more formal definition. Let \( G^k = (V^k, E^k) \) consist of the node set \( V^k \) containing all \( k \)-cliques of \( G \) as nodes. Two nodes \( v_i^k \) and \( v_j^k \) in \( V^k \) are adjacent in \( G^k \) if and only if there exist nodes \( v_1, \ldots, v_{k-1} \in V \), all of them contained in \( V(v_i^k) \) and in \( V(v_j^k) \), i.e. \( |V(v_i^k) \cap V(v_j^k)| \geq k - 1 \). The connected components in \( G^k \) are the basis of the analytical consideration in [Palla et al., 2005]. Clearly this approach does not define an equivalence relation on \( V \) as the cycle connectivity does.

A node \( v \in V \) might be contained in several nodes \( v_i^k \in V^k \) which can belong to different connected components. The number of the different components for a node \( v \in V \) is actually one of the considered properties.

Depending on what kind of analysis is done, one can either construct \( G^k \) explicitly or construct sets, where each of those contains the nodes of \( V \) that can be found in one connected component of \( G^k \). However, these methods are not subject of this work and in the following we will focus on listing all of the \( k \)-cliques and in particular on the 4-cliques. The authors set \( k = \)
4 for the larger networks they consider. Let us note that they performed their computation in a different way, which is only vaguely described in the publication (quote [Palla et al., 2005]: “we use an algorithm which is exponential”).

Algorithm 5.3 is essentially a compact presentation of Algorithm 3.7 on page 35. We reproduce it here to conveniently compare the difference to Algorithm 5.4 which is an extension to $K_4$ listing. Now, let us consider the

\begin{algorithm}
\textbf{Algorithm 5.3: 3-Clique Lister}\\
\textbf{Input:} undirected graph $G = (V,E)$; \\
\hspace{1cm} nodes $(1,\ldots,n)$ in order of non increasing degrees; \\
\hspace{1cm} adjacencies $(\gamma_1(v)\ldots,\gamma_{|\Gamma|}(v))$ for each $v = (1,\ldots,n)$ ordered in same order as the nodes; \\
\textbf{Output:} all 3-cliques as node-sets; \\
\For{\ell = (1,\ldots,n)}{
\For{k \in \Gamma(\ell), k < \ell}{
\For{j \in \Gamma(k) \cap \Gamma(\ell), j < k}{
\text{output}\{j,k,\ell\};
}
}
}\end{algorithm}

\begin{algorithm}
\textbf{Algorithm 5.4: 4-Clique Lister}\\
\textbf{Input:} undirected graph $G = (V,E)$; \\
\hspace{1cm} nodes $(1,\ldots,n)$ in order of non increasing degrees; \\
\hspace{1cm} adjacencies $(\gamma_1(v),\ldots,\gamma_{|\Gamma|}(v))$ for each $v = (1,\ldots,n)$ ordered in same order as the nodes; \\
\textbf{Output:} all 4-cliques as node-sets; \\
\For{\ell = (1,\ldots,n)}{
\For{k \in \Gamma(\ell), k < \ell}{
\For{j \in \Gamma(k) \cap \Gamma(\ell), j < k}{
\For{i \in \Gamma(j) \cap \Gamma(k) \cap \Gamma(\ell), i < j}{
\text{output}\{i,j,k,\ell\};
}
}
}
\end{algorithm}

time complexity. Recall from Section 3.1.3 that line 1 together with line 2 require $m$-steps. Line 2 can be performed in $2\sqrt{m}$ steps, because of $k < l$ (see also the proof of Lemma 5 on page 33). Now, by similar arguments line 4 multiplies $3\sqrt{m}$ more steps to the total running time and we can conclude the following corollary.
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Corollary 12 Algorithm 5.4 lists all 4-cliques of an undirected graph. It can be implemented to run in $O(m^2)$ time.

As in the case of the triangles we cannot expect any better result since an $n$-clique contains $\Theta(n^4)$ 4-cliques in terms of $n$, or $\Theta(m^2)$ 4-cliques in terms of $m$ respectively. We can easily extend the algorithms to list all $k$-cliques. The total number of steps of such an algorithm is given asymptotically by $1/k \prod_{i=1}^{k-1} (i\sqrt{m})$ for $k \geq 2$ and we can bound the running time of the derived $k$-clique listing algorithm by $O(k! m^{k/2})$ for $k \geq 2$.

We tested an implementation of Algorithm 5.4 on the “Movie Actor Network 2004” (see page 38 in Section 3.2). The execution time to list all 4-cliques turns out to be about 70 minutes. Let us recall that the execution time for listing all triangles by an implementation of Algorithm 5.3 was about 1 minute. We did not try to list all 5-cliques. We can estimate very roughly that the computation of those for the same graph should take somewhere between 4 and 2000 days. The first number is a linear extrapolation from triangle and 4-clique listing. The upper bound is due to the running time analysis from above.

5.3 Neighborhood Density

Neighborhood Density or Clustering Coefficient of a Node

Let us recall from Section 4 that the neighborhood density (also called the clustering coefficient) of a node $v$ with degree at least 2 is given by the quotient of triangles and wedges $\rho(v) = \delta(v)/\tau(v)$. A wedge of $v$ is a simple path of length 2 for which $v$ is the center node. Therefore, the number of wedges can be easily computed as $\binom{d(v)}{2}$. This leaves the determination of the number of triangles as the main problem in computing the neighborhood density. We briefly discussed triangle counting algorithms and their complexity in Section 3.1 on page 23. Up to date the most efficient counting algorithms achieve running time in $O(n^\gamma)$ respectively in $O(m^{2\gamma/(\gamma+1)})$, where $\gamma$ is the matrix multiplication coefficient.

An algorithm based on generic triangle listing is given in Algorithm 5.5.

Corollary 13 Algorithm 5.5 computes the neighborhood density (i.e. clustering coefficient of a node) for all nodes of a graph. It can be implemented to run in $O(m^{3/2})$ time.
Algorithm 5.5: Neighborhood Densities

Input: graph $G$ with $\forall v : d(v) \geq 2$

Output: neighborhood density $\varrho(v)$ for all nodes of $V$

for $v \in V$ do
  $\delta(v) \leftarrow 0$;
for all triangles $\Delta_{u,v,w}$ in $G$ do
  $\delta(u) \leftarrow \delta(u) + 1$;
  $\delta(v) \leftarrow \delta(v) + 1$;
  $\delta(w) \leftarrow \delta(w) + 1$;
for $v \in V$ do
  $\varrho(v) \leftarrow \delta(v)/(d(v)^2)$;

The neighborhood densities are rarely considered for themselves. However, the clustering coefficient which is the average value over all neighborhood densities of a graph is very popular. We will discuss it in Section 5.4. A variation of the node density that takes edge weights into consideration will be discussed in the following.

5.3.1 Edge Weighted Neighborhood Density

We extend the neighborhood density in a natural way to take weights on edges into account. A very general definition is given that includes the commonly used varieties by which the weighted neighborhood density can be defined. We will give an efficient algorithm to compute these. We will discuss some restricted cases and develop a faster algorithm for those.

Generalized Presentation

Let $\mu$ denote a function that maps each edge of the graph to a strictly positive real, i.e. $\mu : E \rightarrow \mathbb{R}_+$. We write shorthand $\mu_{uv}$ for $\mu(\{u, v\})$ in the following. Recall that the neighborhood density $\varrho(v)$ of a node $v$ is defined as the quotient of triangles divided by wedges $\varrho(v) = \delta(v)/\tau(v)$. We rewrite this expression first in Equation 5.1, in which we replace $\delta(v)$ with the sum over all triangles that contain node $v$. Likewise, we replace $\tau(v)$ with the sum of all wedges for which $v$ is the center node.
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\[ g(v) = \frac{\sum_{\Delta uvw \in \Delta(v) \subset G} 1}{\sum_{\Upsilon uvw \in \Upsilon(v) \subset G} 1} \]  \hspace{1cm} (5.1)

We place functions of the participating edge weights into the sums instead of simply adding up the number 1. This extended formulation is given in Equation 5.2. Note that we rather use a shorthand notation here, e.g. the arguments of \( f \) and \( g \) are the edge weights of the triangles and not the subgraphs themselves.

\[ g(\mu(v)) = \varphi(v) \frac{\sum_{\Delta uvw \in \Delta(v) \subset G} f(\mu_{vu}, \mu_{uw}, \mu_{vw})}{\sum_{\Upsilon uvw \in \Upsilon(v) \subset G} g(\mu_{vu}, \mu_{vw})} \]  \hspace{1cm} (5.2)

In this general setup we require the functions \( \varphi : V \to \mathbb{R} \), \( g : \mathbb{R} \times \mathbb{R} \to \mathbb{R} \), and \( f : \mathbb{R}^3 \to \mathbb{R} \) to be computable in \( O(1) \) time. Further, \( \mu \) and \( g \) must be chosen such that the denominator does not take the value zero. We already mentioned, that the unweighted version of the neighborhood density is not defined for nodes with degree less than two. This carries over to the weighted case. Table 5.1 lists a few functions for \( f \) and \( g \) that are self-evident. Some combinations of those are shown in Table 5.2. Note that we omitted any constant factors in Table 5.2, for this reason the values may actually differ in the referenced publications.

Matrix Formulation and Computation

Before we list algorithms for computing the weighted coefficient we will review an alternative formulation based on matrices that has been used for example in [Barrat et al., 2004], [Onnela et al., 2005], and [Zhang and Horvath, 2005].

Let the nodes of \( G \) be indexed \((v_0, \ldots, v_n)\). Let \( A \) be the adjacency matrix: \( A \in \{0,1\}^{n \times n} \) with \( a_{ij} = 1 \) if \( \{v_i, v_j\} \in E \), and \( a_{ij} = 0 \) otherwise. Quite similar, let \( M \) be a real quadratic \( n \times n \) matrix \( M \in \mathbb{R}^{n \times n} \) with entries \( m_{ij} = \mu(\{v_i, v_j\}) \) if \( \{v_i, v_j\} \in E \) and \( m_{ij} = 0 \) else. With this notation Equation 5.2 can be equivalently expressed by Equation 5.3.

\[ g(\mu(v_k)) = \varphi(v_k) \frac{\sum_{1 \leq i \leq n} \sum_{1 < j \leq n} a_{ik}a_{ij}a_{jk} \cdot f(m_{ik}, m_{ij}, m_{jk})}{\sum_{1 \leq i \leq n} \sum_{1 < j \leq n} a_{ik}a_{jk} \cdot g(m_{ik}, m_{jk})} \]  \hspace{1cm} (5.3)
Table 5.1: Some functions for the edge weighted neighborhood density.

<table>
<thead>
<tr>
<th>reference</th>
<th>( f(\mu_{vu}, \mu_{uw}, \mu_{vw}) )</th>
<th>( g(\mu_{vu}, \mu_{vw}) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>[Lopez-Fernandez et al., 2004]</td>
<td>( \mu_{uw} )</td>
<td>1</td>
</tr>
<tr>
<td>[Barrat et al., 2004]</td>
<td>( \mu_{uv} + \mu_{vw} )</td>
<td>( \mu_{uv} + \mu_{vw} )</td>
</tr>
<tr>
<td>[Onnela et al., 2005]</td>
<td>( \sqrt{\mu_{uv} \cdot \mu_{uw} \cdot \mu_{vw}} )</td>
<td>1</td>
</tr>
<tr>
<td>[Grindrod, 2002], [Zhang and Horvath, 2005], [Kalna and Higham, 2006]</td>
<td>( \mu_{uv} \cdot \mu_{uw} \cdot \mu_{vw} )</td>
<td>( \mu_{uv} \cdot \mu_{vw} )</td>
</tr>
</tbody>
</table>

Table 5.2: Used combinations for the edge weighted neighborhood density.
5.3. NEIGHBORHOOD DENSITY

In the case of multiplicative functions like \( f = \mu_{uv} \cdot \mu_{uw} \cdot \mu_{vw} \) and \( g = \mu_{uv} \cdot \mu_{vw} \) this reduces to a simplified version as in Equation 5.4.

\[
\varrho^*_n(v_k) = \varphi(v_k) \frac{\sum_{1 \leq i \leq n} \sum_{i<j \leq n} m_{uv} \cdot m_{uw} \cdot m_{vw}}{\sum_{1 \leq i \leq n} \sum_{i<j \leq n} m_{uv} \cdot m_{vw}}
\]  

(5.4)

Kalna and Higham [2006] give their version in the form of Equation 5.4. They also give an equivalent of Equation 5.4 in algebraic formulation using matrix power operations and basic vector operations. They conclude that \( \varrho^*_n(v_k) \) for all nodes can be computed in \( \Theta(n^3) \) time. The theoretic bound based on fast matrix multiplication is in \( \Theta(n^{2.37}) \) [Coppersmith and Winograd, 1990]. The algebraic representation used by Kalna and Higham does not impose any disadvantages in their case since the input is a dense matrix with \( m_{ij} > 0 \) for \( i \neq j \).

Grindrod [2002] uses the weighted neighborhood density in conjunction with a network model, no real networks are considered. Other publications [Lopez-Fernandez et al., 2004; Barrat et al., 2004; Onnela et al., 2005; Zhang and Horvath, 2005] do not go into details of computation. We note that the algorithm directly gained from Equation 5.3 has a running time in \( \Theta(n^3) \) and due to the matrix representation a space consumption in \( \Theta(n^2) \). For the usual case of sparse networks the running time is not optimal and the space requirement makes such an approach intractable for larger networks.

**Algorithms**

We will give an algorithm to compute the weighted neighborhood density by generic triangle listing that is based on Equation 5.2. We will further give an improved version for restricted functions \( g \).

A realization directly derived from Equation 5.2 is listed in Algorithm 5.6. It computes the edge weighted neighborhood density for all nodes \( v \) of the input graph. We handle the general case of arbitrary functions \( f(\mu_{vu}, \mu_{uw}, \mu_{vw}) \), \( g(\mu_{vu}, \mu_{vw}) \), and \( \varphi(v) \). We require that these functions are computable in \( \Theta(1) \) time. We further note that depending on the function \( G \) and on the graph structure, the result of Algorithm 5.6 might not be defined in the case of a division by zero in Equation 5.2.

The correctness of Algorithm 5.6 is obvious due to the direct translation from Equation 5.2. The loops of line 1 and 4 can be implemented to run in linear time with reasonable data structures. The loops of line 2 and 3 are critical.
Algorithm 5.6: Edge Weighted Neighborhood Densities

Input: graph $G$ with $\forall v : d(v) \geq 2$, edge weights $\mu : E \rightarrow \mathbb{R}_+$

Output: weighted neighborhood density $\varrho_\mu(v)$ for all nodes of $V$

1 for $v \in V$ do 
   $\delta(v) \leftarrow 0$, $\tau(v) \leftarrow 0$;

2 forall triangles $\Delta_{u,v,w} \in G$ do
   $\delta(u) \leftarrow \delta(u) + f(\mu_{uv}, \mu_{vw}, \mu_{uw})$;
   $\delta(v) \leftarrow \delta(v) + f(\mu_{vu}, \mu_{uw}, \mu_{vw})$;
   $\delta(w) \leftarrow \delta(w) + f(\mu_{wu}, \mu_{vu}, \mu_{vw})$;

3 forall wedges $\Upsilon_{u,v,w} \in G$ do
   $\tau(v) \leftarrow \tau(v) + g(\mu_{vu}, \mu_{vw})$;

4 for $v \in V$ do
   $\varrho_\mu(v) \leftarrow \varphi(v) \cdot \delta(v) / \tau(v)$;

for the running time. Recall from Chapter 3 that listing all triangles of a graph can be done asymptotically in the number of wedges. The wedges are conveniently listed by a loop over all pairs of neighbors of a node and we conclude with the following Lemma.

Lemma 19 Algorithm 5.6 can be implemented to run in $\Theta(m)$ space and $\Theta(\tau) = \Theta(\sum_v d^2(v))$ time.

Let us remark that listing the wedges and for many cases computing $g$ are “cheap” operations, i.e. they involve only small constants. However, listing the triangles may be not so “cheap” and despite the above observation the line 2 can practically determine the execution time.

We now consider the case $g(\mu_{vu}, \mu_{vw}) = c \cdot (\mu_{uv} + \mu_{vw})$, with $c$ being a constant. We can then reformulate the denominator of Equation 5.2 since an edge incident with $v$ is part of $d(v) - 1$ wedges:

$$\sum_{\Upsilon_{uvw} \in \{ \Upsilon_v \subset G \}} g(\mu_{vu}, \mu_{vw}) = \sum_{\Upsilon_{uvw} \in \{ \Upsilon_v \subset G \}} c \cdot (\mu_{uv} + \mu_{vw}) = c \sum_{u \in \Gamma(v)} (d(v) - 1) \mu_{vu}$$

An adapted version is listed in Algorithm 5.7, in which we replaced line 3 of Algorithm 5.6. The computation of $g$ for all nodes can now be performed in $\Theta(m)$ steps. Consequently the part requiring the most steps is now the listing of the triangles and computing function $f$. This implies an effort in $\Theta(m^{3/2})$, see Section 3.1 for details.
Algorithm 5.7: Edge Weighted Neighborhood Densities with Additive $g$

\[
\text{forall } v \in V \text{ do}
\begin{align*}
&\text{forall } u \in \Gamma(v) \text{ do} \\
&\tau(v) \leftarrow \tau(v) + (d(v) - 1) \mu_{vu};
\end{align*}
\]

\[
\text{... (as in Algorithm 5.6) } ...
\]

Corollary 14 The edge weighted neighborhood density can be computed in $\Theta(m^{3/2})$ time if $g$ is restricted to $g(\mu_{vu}, \mu_{vw}) = c \cdot (\mu_{uv} + \mu_{vw})$ or $g = 1$.

Usage of the Weighted Neighborhood Density

As in the case of the standard neighborhood density it is very popular to compute the average over all nodes and argue for or against the small world property of the considered network. But there are also cases, in which the distribution of the weighted neighborhood densities are considered like in the following example.

Kalna and Higham [2006] analyze gene expression correlation data from normal and tumor tissues. They consider the distribution of weighted degrees and edge weighted neighborhood density. The latter is given in the form of

\[
\varrho_{\mu}(v) = \frac{\sum_{\Delta_{uvw} \in \{\Delta_v \subset G\}} \mu_{vu} \cdot \mu_{uw} \cdot \mu_{vw}}{\sum_{\Upsilon_{uvw} \in \{\Upsilon_v \subset G\}} \mu_{vu} \cdot \mu_{vw}}.
\]

They found that the cancer tissue has more pronounced features such as sharper pikes in both the degree and neighborhood density distribution. The authors point out that in the weighted neighborhood density distribution these differences are more clearly visible than in the degree distribution.

5.4 Clustering Coefficient and Transitivity

We have already introduced the clustering coefficient and the transitivity in the Preliminaries, see Section 4. We first recall some definitions briefly. Then we further investigate the properties of the indexes and the relation of the both.
The Clustering Coefficient

The clustering coefficient was introduced by Watts and Strogatz [1998] in the context of social network analysis. Given three actors \( u, v \) and \( w \) with mutual relations between \( v \) and \( u \) as well as between \( v \) and \( w \), it represents the likeness that \( u \) and \( w \) are also related. We introduced this concept formally as the neighborhood density \( \varrho(v) = \delta(v)/\tau(v) \) (Equation 2.10 on page 16). The clustering coefficient of a graph is the average over the neighborhood densities of its nodes. To compute the clustering coefficient of existing networks with nodes of degree one we define

\[
c(G) = \frac{1}{|V'|} \sum_{v \in V'} \varrho(v),
\]

where \( V' \) is the set of nodes \( v \) with \( d(v) \geq 2 \). Alternatively to Equation 5.5 the term \( \varrho(v) \) is in some cases defined to be either zero or one for nodes \( v \) with degree at most one and included in the sum. The computation of the index is straightforward. It essentially relies on computing the neighborhood densities which we discussed in Section 5.3.

Transitivity

We defined the transitivity of a graph \( G \) as used in [Newman et al., 2002] as

\[
t(G) = \frac{3 \delta(G)}{\tau(G)},
\]

see Equation 2.12 on page 17. It is essentially the index of transitivity [Harary and Paper, 1957] or the transitivity ratio [Harary and Kommel, 1979] restricted to undirected graphs. Like the clustering coefficient it involves wedges and triangles and it is also between zero and one by Equation 2.9. The computation of this index is straightforward and its efficiency is bounded by the efficiency of counting all triangles in a graph. Note that there is no known algorithm that is more efficient in counting the triangles for the whole graph compared to counting the number of triangles for all nodes.

Let us consider a series of sparse graphs \( G_n \) with \( m \in o(n^{4/3}) \) and at least one high degree node \( v \) with \( d(v) \in \Theta(n) \). Because of the latter \( \tau(G) \in \Omega(n^2) \) holds. By \( \delta \in \Theta(m^{3/2}) \) (Equation 2.6) we get \( \delta \in o(n^2) \) and we can conclude with the following.

**Corollary 15** The transitivity \( t \) approaches zero for a series of growing sparse graphs with high degree nodes.
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This leads to some important consequences. Skewed or even power law degree
distributions have been found in many real work networks and these have
commonly nodes with relatively high degree. By Corollary 15 the transitivity
does not seem to be a meaningful network index for those kinds of networks.
Bollobás and Riordan [2002] proved that the value of $t$ drops with $(\log^2 n)/n$
for constructed graphs by the LCD model. In practice this model is equivalent
to the so called preferential attachment generators, which will be briefly
discussed in this work in Section 6.1 on page 95.

Notes on Naming Conventions

We follow historical conventions in the way we use the names “clustering
coefficient” and “transitivity” for a graph. The latter derives from transi-
tive relations and the equivalent property in directed graphs, see page 51
in Section 4.2 where the transitive orientation is introduced. A priori the
term doesn’t make much sense in undirected graphs. The word “clustering”
itsel말 is awfully overloaded in network analysis. For the case of the clustering
coefficient of a node we rather prefer to use the term neighborhood density.
In the case of the index for the whole graph we keep the name “clustering
coefficient”. We can thus also easily distinguish between the corresponding
value for nodes or the whole graph. What we call a wedge is called a triple
in some publications that deal with both the clustering coefficient and the
transitivity. The term “triple” is also used with other meanings in literature,
e.g. in [Buriol et al., 2006]. Therefore, we decided not to adopt this term.

Extending the Clustering Coefficient with Node Weights
and Formal Relation to the Transitivity

The basic results of the following were given by Bollobás and Riordan [2002].
We give the contents in a unified presentation and extend them.

The transitivity as in Equation 2.12 was claimed to be equal to the clustering
coefficient as in Equation 2.11 in [Newman et al., 2002]. However, this is
clearly not true and the complete graph of four nodes with one edge removed
is the smallest counterexample, see Figure 5.2(a). It is even possible to
construct a series of graphs, such that $c \to 1$ and $t \to 0$ for $n \to \infty$, see the
double star [Bollobás and Riordan, 2002] in Figure 5.2(b). The reverse case
can be constructed by a graph $G_{c+r}$ consisting of a $c$-clique and an $r$-ring,
see Figure 5.2(c). We get $t(G) \approx \binom{c}{3}/\left(\binom{c}{3} + r/3\right)$ and hence $t(G) \to 1$ for
Figure 5.2: Examples for the inequality of clustering coefficient and transitivity.

$r \in o(c^3)$. On the other hand we get $c(G) \approx c/(r + c)$ and hence $c(G) \to 0$ for $r \in \omega(c)$.

A formal relation between the two indices will follow after introducing the following convenient extension. The definition of the clustering coefficient does not consider the fact that, depending on the network, some nodes might be more important than others. This can be specified by a weight function that is either induced by the graph structure or given explicitly. For a weight function $w : V \to \mathbb{R}^+$ we define the \textit{node weighted clustering coefficient} to be

$$c_w(G) = \frac{1}{\sum_{v \in V'} w(v)} \sum_{v \in V'} w(v) g(v). \quad (5.6)$$

Two implicit weight functions are immediate, the degree-based weight $w(v) = d(v)$, and the weight given by the number of wedges $w(v) = \tau(v)$. In the second case, $\tau(v)$ simply cancels out in each additive term of the numerator, and we get $c_\tau(G) = \sum \delta(v) / \sum \tau(v)$ which can be rewritten by equation Equation 2.5 and Equation 2.12 to

$$t(G) = c_\tau(G). \quad (5.7)$$

We recognize the transitivity herewith as the wedge weighted clustering coefficient. The following properties can be drawn directly from this observation.

**Corollary 16** The indices $c$ and $t$ are equal for graphs where

- all nodes have the same degree, or
• all nodes have the same clustering coefficient.

An equivalent of Equation 5.7 was given in [Bollobás and Riordan, 2002].

Historical Notes on Confusing the Clustering Coefficient with the Transitivity

As shortly mentioned previously the indices $c$ and $t$ are not uncommonly confused with each other. We list some literature on the history of this in chronological order.

Harary and Paper [1957] introduced the term index of transitivity in an analytical sense. As the name suggests it is defined for directed graphs. However, simplified to undirected graphs it is essentially what we defined as the transitivity.

Watts and Strogatz [1998] coined the term clustering coefficient. The index was introduced in context of studying what the authors refer as high local “clustering” and “cliquishness” of networks. On the one hand it is introduced as a measure on the nodes which is equivalent with what we defined as the transitivity.

Barrat and Weigt [2000] give a “simplified” version of the clustering coefficient. They write: “a simple redefinition” … “without altering its physical signification”. This redefinition is actually equivalent to the transitivity. However, Barrat and Weight use their version of the index only with respect to certain graphs that have little variation in their degree distribution from the average degree. We have seen that both definitions are practically equivalent for these networks, see Corollary 16. Barrat and Weight actually support the equivalence with some mathematical arguments and “numerical checks”, i.e. computational experiments on small world networks.
In 2001 and 2002 confusion manifest in a series of papers by Newman [2001]; Newman, Strogatz, and Watts [2001]; Newman, Watts, and Strogatz [2002]. The last of the three publications contains the quote “Consider the following expression for the clustering coefficient (which is one of a number of ways it can be written):”

\[
3 \times \frac{\text{number of triangles on the graph}}{\text{number of connected triples}^* \text{ of vertices}}
\]  

(5.8)

Clearly, Equation 5.8 is equivalent to the definition of the transitivity in Equation 2.12. The publications [Newman et al., 2001] and [Newman et al., 2002] contain also computational results on real world networks where the clustering coefficient is considered. They compute a value of 0.199 for the movie actor collaboration network. We compute \( t = 0.166 \) and \( c = 0.785 \) for the data set we have available for the movie actor collaboration of the year 2002. While some variation might be explained by slightly different data sets (the movie actor network is updated frequently) it seem clear that Newman, Watts and Strogatz actually computed the transitivity. In the original work [Watts and Strogatz, 1998] the clustering coefficient is computed to 0.79 for the movie actor collaboration network. Our result 0.785 agrees with this.

Bollobás and Riordan [2002] and independently Ebel, Mielsch, and Bornholdt [2002] state that the both terms \( c \) and \( t \) are not equivalent.

**Values for Real World Networks**

We consider values for \( c \) and \( t \) of real world networks to test of agreement with Corollary 16 and Corollary 15. These are presented in Table 5.3 along with some other properties. Some of these networks have a longer description along with extended properties in Section 3.2.

The first network is based on the German roads, see also page 37. It is almost planar, has little maximum degree and little variation in the degree, see Figure 3.3(a) on page 39. The values of \( c \) and \( t \) are quite close. The following three networks are based on projections of bipartite networks. The “DBLP Trier” is based on collaborative publications within the computer science community. The “actor” networks are based on actors playing together in a movie, see also page 38. All of these networks have considerable high values of \( c \) and comparatively lower values of \( t \). The actor network has an increase in \( t \) from the year 2002 to the year 2004. Note that this is not a contradiction

\(^*\text{wedges, in our definition}\)
5.4. CLUSTERING COEFFICIENT AND TRANSITIVITY

The maximal degree did only increase by a factor of 1.16 while the size of the network almost doubled.

The last two networks share some characteristics. The “WWW Notre Dame” is based on hyper links within a domain. See page 38 for a description and Figure 3.5(a) on page 41 for further properties. The “google 2002” network is based on the google contest from the year 2002. We do not exactly now how it is constructed. By its properties and origin we might speculate on a web graph background, too. Nevertheless, both have high degree nodes and quite small values for the transitivity. The values for “WWW Notre Dame” are higher for those of “google 2002”, this can be explained by large number of edges in the first one. In general we see good agreement with our conclusions from Corollary 15 and Corollary 16 for the considered real networks.

<table>
<thead>
<tr>
<th></th>
<th>roads</th>
<th>DBLP Trier</th>
<th>actor 2002</th>
<th>actor 2004</th>
<th>google 2002</th>
<th>WWW Notre Dame</th>
</tr>
</thead>
<tbody>
<tr>
<td>$n$</td>
<td>$4.8 \cdot 10^6$</td>
<td>$3.1 \cdot 10^5$</td>
<td>$3.8 \cdot 10^5$</td>
<td>$6.7 \cdot 10^5$</td>
<td>$3.9 \cdot 10^5$</td>
<td>$3.3 \cdot 10^5$</td>
</tr>
<tr>
<td>$m$</td>
<td>$5.9 \cdot 10^6$</td>
<td>$8.3 \cdot 10^5$</td>
<td>$1.5 \cdot 10^7$</td>
<td>$2.7 \cdot 10^7$</td>
<td>$4.8 \cdot 10^5$</td>
<td>$1.1 \cdot 10^7$</td>
</tr>
<tr>
<td>$d_{\text{max}}$</td>
<td>7</td>
<td>248</td>
<td>3956</td>
<td>4605</td>
<td>1160</td>
<td>10721</td>
</tr>
<tr>
<td>$d_{\text{avr}}$</td>
<td>2.5</td>
<td>5.4</td>
<td>78.7</td>
<td>82.6</td>
<td>2.4</td>
<td>6.7</td>
</tr>
<tr>
<td>$t$</td>
<td>0.048</td>
<td>0.341</td>
<td>0.166</td>
<td>0.262</td>
<td>0.007</td>
<td>0.088</td>
</tr>
<tr>
<td>$c$</td>
<td>0.050</td>
<td>0.760</td>
<td>0.785</td>
<td>0.796</td>
<td>0.228</td>
<td>0.466</td>
</tr>
</tbody>
</table>

Table 5.3: Clustering coefficient and transitivity in real networks.

to Corollary 15. The maximal degree did only increase by a factor of 1.16 while the size of the network almost doubled.
Chapter 6

A Graph Generator with Adjustable Clustering Coefficient and Increasing Cores

Chapter Introduction

The creation of random networks is important to understand existing networks and to test algorithms. Seminal work exploring properties of random networks dates back to 1959, see e.g. [Erdős and Rényi, 1959], [Gilbert, 1959], [Austin et al., 1959].

After the discovery of so called power-laws [Faloutsos et al., 1999] or at least heavy tailed degree distributions [Chen et al., 2001] in Internet related graphs and other networks; generators were proposed that mimic this behavior. A very popular approach functions by the so called \textit{linear preferential attachment} [Barabási and Albert, 1999; Albert et al., 1999]. Starting with a prime graph a newly inserted vertex connects to existing nodes with probability linear to their current degree. The concept was introduced in [Barabási and Albert, 1999] and refined to a strict mathematical model in [Bollobás et al., 2001]. Efficient algorithms for various generators are discussed in [Batagelj and Brandes, 2005].

However, generators only based on preferential attachment were found not to achieve various properties of existing graphs, see e.g. [Bu and Towsley, 2002]. In this section, we consider generators that on the one hand work
according to the preferential attachment rule but also achieve high values of the clustering coefficient. Our proposed generator achieves also an increasing core number \( \kappa \) and increasing size of the cores. See page 18 in Section 2.4 for an introduction to the core structure of a graph.

**Contribution and Related Work.** Holme and Kim proposed a generator with “tunable clustering coefficient” based on preferential attachment in [Holme and Kim, 2002]. However, we show that their approach gives the desired high clustering coefficients only for a limited set of parameters. On the other hand the method in [Li, Leonard, and Loguinov, 2004] achieves high clustering coefficients in a more general sense. However, it does so by post-processing an existing graph and hence does not model a growing process.

We give a very simple and well defined extension of preferential attachment and we show experimentally, that our approach can achieve any value of the clustering coefficient up to 0.68 for a wide range of input parameters. We also consider the core structure of the generated graphs. We reason that traditional preferential attachment as well as the approach in [Holme and Kim, 2002] does not achieve any non trivial core structure. However, we validate that our approach does so. More precisely we experimentally show, that our generator produces increasing core numbers \( \kappa \) and increasing size of the cores \( C_{k \leq \kappa} \) for a series of growing graphs.

A simplified version of our generator was used in [Schank and Wagner, 2004, 2005a] to test the efficiency of an algorithm for approximation of the clustering coefficient. These publications contain the results with respect to the achieved clusterings coefficient. However, these are presented in a very compact manner. The results with respect to the evolution of the core structure are new in this work. We are not aware of any other generators that are designed to produce increasing core structures for evolving graphs. Actually, results on the evolution of the core structure in real world networks appeared only very recently, for example in [Aggarwal et al., 2006].

**Organization.** The remaining of this chapter is organized as follows. We start with the general linear preferential attachment generator in Section 6.1 where we give a well defined generator in pseudo code. We review the generator by Holme and Kim [2002] in Section 6.2. We show experimentally that it fails to generate high clustering coefficients for general parameters and give an explanation for this behavior. We give the new generator in Section 6.3 and experimentally verify some properties of the generated graphs.
6.1 A Linear Preferential Attachment Generator

The basic idea behind linear preferential attachment is to connect in each step one new vertex $v$ with $\mu$ new edges to existing vertices. Algorithm 6.1 depicts a linear preferential attachment generator, where a part of it is outsourced in Function 6.2. Linear preferential attachment is characterized by choosing an existing vertex $u$ to be connected to $v$ with probability $\frac{d(u)}{\sum_{v \in V} d(v)}$ as in line 1 of Function 6.2. The return statement in line 2 of function PA-Step is not used in Algorithm 6.1, but it is required for the algorithm in the next section when we use Function 6.2 again.

Algorithm 6.1: A Preferential Attachment Generator

\begin{verbatim}
  Input: integer $n, \mu \geq 1$ ;
  Output: graph $G_{n,\mu}^{PA}$
  Data: initially empty node array $A$, node $v$
  1 $G(V, E) \leftarrow \max\{\mu, 2\}$-clique ;
  forall $v \in V$ do
    for $(1, \ldots, d(v))$ do
      append $v \rightarrow A$
    for $(\mu + 1, \ldots, n)$ do
      $v \leftarrow \text{NewNode}()$
      $V \leftarrow V \cup \{v\}$;
      for $(1, \ldots, \mu)$ do
        PA-Step($v$);
  2 $V \leftarrow V \cup \{v\}$;
\end{verbatim}
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Function 6.2: PA-Step

Input: node $v$
Data: Node: $u$

repeat
1. \[ r \leftarrow \text{uniformRandomInteger}(\{0, \ldots, |A|\}); \]
2. \[ u \leftarrow A[r]; \]
3. until \( u \neq v \) and \( \{u, v\} \notin E \);
4. \[ E \leftarrow E \cup \{u, v\}; \]
5. append $u \to A$, $v \to A$;
6. return $u$;

Note that we differ in constructing a clique as a prime graph (line 1) from many “traditional” descriptions of preferential attachment generators, including [Barabási and Albert, 1999]. Often a single node or a graph with an empty edge set in the beginning is used. However, if there are no edges the operation in line 1 of Function 6.2 is not defined. Further Function PA-Step is easier to describe this way since it is always possible to find $\mu$ nodes that have no link to $v$.

At first glance the running time appears to be a critical point. The $\mu + 1$-th node connects to all currently existing nodes. Choosing neighbors randomly in the loop of Function 6.2 seems to be quite inefficient. However, it is actually equivalent to the so called coupon collector problem and for connecting the $\mu + 1$-th to all other nodes the expected running is in $\mathcal{O}(\mu \log \mu)$.

Corollary 17 Algorithm 6.1 is well defined. For a fixed value of $\mu$ it can be implemented to use linear space and to run in expected linear time.

6.2 The Holme-Kim Generator

Holme and Kim give a variation of a preferential attachment generator that is also supposed to achieve a high clustering coefficient in [Holme and Kim, 2002]. They try to achieve this by adding a so called “triad formation step”. Algorithm 6.3 lists an equivalent of Holme’s and Kim’s algorithm and
Function 6.4 lists the triad formation step.

**Algorithm 6.3: Holme-Kim Generator**

**Input**: integer: \( n, \mu \geq 1 \); real: \( 0 \leq p \leq 1 \);

**Output**: graph \( G_{n,\mu,p}^{HK} \)

**Data**: initially empty node array \( A \); nodes: \( v, w \)

1. \( G(V, E) \leftarrow \max\{\mu, 2\}\)-clique;

2. **forall** \( v \in V \) do
   - for \( (1, \ldots, d(v)) \) do
     - append \( v \to A \);

3. for \( (\mu + 1, \ldots, n) \) do
   - \( v \leftarrow \text{newNode}() \);
   - \( w \leftarrow \text{PA-Step}(v) \);
     - for \( (2, \ldots, \mu) \) do
       - with probability \( p \): \( \text{TF-Step}(v, w) \);
       - else: \( w \leftarrow \text{PA-Step}(v) \);

In each loop (line 2) of Algorithm 6.3 the \texttt{PA-Step} is called at least once (line 3). Then for the remaining 2 to \( \mu \) new edges of \( v \) either \texttt{TF-Step} is called with probability \( p \) (line 4) or \texttt{PA-Step} is called again with probability \( 1 - p \) (line 5). In function \texttt{TF-Step} a triangle \( \Delta_{v,w,u} \) between the new node \( v \), the node from the last \texttt{PA-Step} \( w \) and a random neighbor \( u \) of \( w \) is formed.

**Function 6.4: TF-Step**

**Input**: node \( v,w \)

repeat
- \( u \leftarrow \text{uniformRandomAdjacentNode}(w) \);

until \( v \neq u \) and \( \{v, u\} \notin E \);

\( E \leftarrow E \cup \{u, v\} \);

append \( u \to A, v \to A \);

We applied a subtle change to the original description of Holme and Kim, which is not given in pseudo code and leaves some room for interpretation. The difference is that we start with a \( \mu \)- or at least 2-clique as in Algorithm 6.1 of the previous section. As already noted this makes function \texttt{PA-Step} easier to describe but also simplifies Function 6.4. Any node in \( V \setminus \{v\} \) has at least degree \( \mu \) and in course of executing \texttt{TF-Step} node \( v \) has less than \( \mu \) neighbors. Hence it is always possible to find a neighbor of \( u \) of \( w \) that has no link to \( v \). In the original description this is not necessarily the case and \texttt{PA-Step} is performed instead. We remark that for large \( n \) and for higher numbers in the loop of line 2 this case rarely happens and both specifications
Figure 6.1: Clustering coefficients for the Holme-Kim generator with $\mu = 3$. are practically equivalent.

Now, let us analyze Algorithm 6.3 with respect of the achieved clustering coefficient. On average the TF-Step is called $(\mu - 1)p$-times for each new node $v$ and Holme and Kim define:

$$\xi = (\mu - 1)p.$$  \hspace{1cm} (6.1)

Figure 6.1 shows the results for $\mu = 3$ and various values of $\xi$. This agrees with the result of Holme and Kim shown in Figure 3(a) in [Holme and Kim, 2002]. As to be expected the clustering coefficient is highest for $p = 1$. The authors have carried out only experiments with $\mu = 3$, and they write: “We only focus on the case of $\mu = 3$ with expectation that other values of $\mu$ should give qualitatively the same behavior.”

† We will check this claim experimentally in the following. Figure 6.2 shows the results for $p = 1$, which will give the highest clustering coefficients, and various values of $\mu$. We find that the clustering coefficient falls significantly with higher values for $\mu$. We will try to give an explanation for this in the following.

Our hypothesis is, that the clustering coefficient of the Graph is “not far” from the neighborhood density of the most recently added node. Now, the

*The original notation in is different: $\mu$ is denoted with $m$ and $\xi$ with $m_t$.
† We allowed us to change the symbols in the quotation to the ones we use.
6.2. THE HOLME-KIM GENERATOR

Figure 6.2: Highest clustering coefficients achieved with the Holme-Kim generator for various $\mu$.

<table>
<thead>
<tr>
<th>$\mu$</th>
<th>2</th>
<th>3</th>
<th>5</th>
<th>8</th>
<th>12</th>
<th>25</th>
<th>50</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\frac{(\mu-1)p}{\binom{\mu}{2}} = \frac{2}{\mu}$</td>
<td>1</td>
<td>0.67</td>
<td>0.4</td>
<td>0.25</td>
<td>0.17</td>
<td>0.08</td>
<td>0.04</td>
</tr>
<tr>
<td>$c_{\text{exp}}(G_{n,\mu,p}^{\text{HK}})$ for $n &gt; 3 \cdot 10^5$</td>
<td>0.74</td>
<td>0.62</td>
<td>0.47</td>
<td>0.35</td>
<td>0.27</td>
<td>0.15</td>
<td>0.08</td>
</tr>
</tbody>
</table>

Table 6.1: Experimental results for the clustering coefficient $c_{\text{exp}}(G_{n,\mu,p}^{\text{HK}})$ from Figure 6.2 compared with $c(G_{n,\mu,p}^{\text{HK}})$ as in Equation 6.2.

most recently added node $v$ has $\xi$ expected triangles created by the function $\text{TF-Step}$. We ignore other triangles that may be induced by existing edges between the neighbors of $v$ for now. Since $v$ has degree $\mu$ our claim is

$$\lim_{n \to \infty} c(G_{n,\mu,p}^{\text{HK}}) \approx \frac{(\mu - 1)p}{\binom{\mu}{2}} = \frac{2p}{\mu}.$$

(6.2)

This is generally in agreement with Table 6.1 where we compare the achieved clustering coefficient with our prediction. We see two discrepancies:

- The observed coefficients are lower than our prediction for high values. We explain this by the fact that new arriving nodes introduce higher degrees of existing nodes and therefore effectively reduce the coefficient of existing nodes.
• For low values we get slightly higher coefficients. This can be explained by “existing”, i.e. not by function TF-Step purposely created triangles. For low values they superimpose the effect mentioned above.

However, our general conclusion is that the clustering coefficient of the Holme-Kim generators falls with the inverse of $\mu$.

### 6.3 The New-Generator

In the last section we observed, that the clustering coefficients of graphs generated by the Holme-Kim generator fall significantly with increasing values of $\mu$, i.e. the number of added edges in each step. In the following we propose a new generator that is based on linear preferential attachment, but does also achieve high clustering coefficients as well as increasing core size for a family of growing graphs.

The **NEW-GENERATOR** listed in Algorithm 6.5 is similar to standard preferential attachment. However, in each round of the main loop we call an additional CC-Step (Function 6.6) after each PA-Step. In the CC-Step edges between the neighbors of the most recently added node $v$ are inserted until the desired neighborhood density $\varrho(v)$ is reached.

#### Algorithm 6.5: New-Generator

Input: integer $n$, $\mu \geq 1$, $\epsilon \leq \binom{n}{2}$;  
Output: graph $G_{n,\mu,\epsilon}^\text{NEW}$;  
Data: initially empty node array $A$, node $v$;  

\[ G(V, E) \leftarrow \max\{\mu, 2\}\text{-clique} ; \]

forall $v \in V$ do  
  for $(1, \ldots, d(v))$ do  
    append $v \rightarrow A$;  
  for $(\mu + 1, \ldots, n)$ do  
    $v \leftarrow \text{newNode}()$ ;  
    $V \leftarrow V \cup \{v\}$;  
    for $(1, \ldots, \mu)$ do  
      $\text{PA-Step}(v)$;  
    $\text{CC-Step}(v, \epsilon)$;
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Function 6.6: CC-Step

**Input:** node $v$, int $\epsilon$;

**Data:** node $u$;

while $\delta(v) < \epsilon$ do

repeat

$u \leftarrow \text{randomAdjacentNode}(v)$;

$w \leftarrow \text{randomAdjacentNode}(v)$;

until $u \neq w$ and $\{u, w\} \notin E$;

$E \leftarrow E \cup \{u, w\}$;

append: $u \rightarrow A, w \rightarrow A$;


Figure 6.3: Number of added edges on average in CC-Step for $\mu = 5$ and various $\epsilon$.

6.3.1 Clustering Coefficient

We assume again that the clustering coefficient of a graph is mainly influenced by the last nodes that were added. Hence, we adjust the neighborhood density of the last added node $v$, by increasing the number of edges between neighbors of $v$ until the number $\epsilon$ is reached, see Function 6.6. Note that the neighborhood density of the last added node is then bounded by

$$\varrho(v) \geq \frac{\epsilon}{\binom{\mu}{2}}.$$  \hfill (6.3)

Compared to standard preferential attachment and also to the Holme-Kim generator, it is not exactly known how many edges $\mean{\mu}$ are inserted in each
Figure 6.4: Clustering coefficients for Algorithm 6.5.
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<table>
<thead>
<tr>
<th>$\frac{\epsilon}{\binom{n}{2}} = \frac{\epsilon}{10}$</th>
<th>0.1</th>
<th>0.2</th>
<th>0.3</th>
<th>0.4</th>
<th>0.5</th>
<th>0.6</th>
<th>0.7</th>
<th>0.8</th>
<th>0.9</th>
<th>1.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>$c_{\text{exp}}(G_{n,5,\epsilon}^{\text{NEW}})$</td>
<td>0.07</td>
<td>0.12</td>
<td>0.19</td>
<td>0.25</td>
<td>0.32</td>
<td>0.39</td>
<td>0.46</td>
<td>0.52</td>
<td>0.60</td>
<td>0.68</td>
</tr>
</tbody>
</table>

Table 6.2: Experimental results from Figure 6.4 compared with Equation 6.3.

round by our method $\mu \leq \overline{\mu} \leq \mu + \epsilon$. Figure 6.3 shows how many edges are created on average in Function CC-Step for $\mu = 5$ and various values of $\epsilon$. We can see that $\overline{\mu} \geq 9/10 \cdot \epsilon + \mu$ and also that there is little fluctuation.

Figure 6.4(a) and Table 6.2 show the resulting clustering coefficients of Algorithm 6.5 for $\mu = 5$ and various values of $\epsilon$. Figure 6.4(b) shows the result for $\mu$ and the corresponding highest values of $\epsilon = \mu(\mu - 1)/2$. We first notice that we can achieve high clustering coefficients. If we compare with Equation 6.3, the neighborhood density of the last added node, we get approximately

$$\lim_{n \to \infty} c(G_{n,\mu,\epsilon}^{\text{NEW}}) \approx 0.7 - \frac{\epsilon}{\binom{n}{2}}.$$  \hspace{1cm} (6.4)

6.3.2 Core Structure

We introduced the core concept in Section 2.4. Table 6.3 lists some real world networks with their corresponding core number and network size. Some of these networks have been introduced in Section 3.2, the others are described in [Schank and Wagner, 2005c]. While the core number differs for the networks, it is considerably high in many cases. The movie actor network shows a notable increase in the core number between the two given instances from 2002 and 2004. As the movie actor network origins from a projection of a bipartite network (see page 38 in Section 3.2), one might expect a relative high core number. The projection results in a number of larger cliques. Each of them induces a core of its size minus one and the total core number can be even larger due to overlaying of cliques.

The evolution of the core structure in the Autonomous System Graph of the Internet was studied in [Aggarwal et al., 2006]. This network is based on routing paths between administrative collections of Internet router subnetworks. This recent study shows that the core number actually increased during the years from 2001 to 2004. For the same network a layout method which highlights the pronounced core structure was proposed in [Baur et al., 2005].
Figure 6.5: Resulting cores for Algorithm 6.5.
In standard preferential attachment as well as in the Holme-Kim generator new edges are always inserted with the node added at last, which has then a degree of $\mu$. Therefore the empty graph remains when all nodes with degree $\mu$ or less are removed iteratively. We can draw the following corollary from this observation.

**Corollary 18** The core number of a graph generated by standard preferential attachment or generated by the Holme-Kim generator is not higher than the number of added edges in each round: $\kappa(G_{n,\mu}^{PA}) \leq \mu$ and $\kappa(G_{n,\mu,p}^{HK}) \leq \mu$.

We want to emphasize that both the core number and the core size only depend on the input parameter $\mu$ but not on the size of the graph.

Let us now consider the proposed generator Algorithm 6.5. Additionally to adding $\mu$ edges to a new node $v$ we also add $\epsilon$ edges between the neighbors of $v$. Theses neighbors have been selected by preferential attachment and we can therefore hope that we also place a considerable fraction of these edges between high degree nodes. This should increase the density within the subgraph of the high degree nodes and we expect that the core size $\kappa(G)$ and also the number of nodes in the $k$-cores are increasing for growing graphs. This can only be true if $\epsilon > 0$ holds, otherwise the New-Generator is identical to the preferential attachment generator.

Figure 6.5 shows the core number, and some $k$-core sizes for graphs generated with our algorithm. As we predicted both are increasing over time, i.e. for growing sizes of the graph. We therefore argue that our generator models real world networks also with respect of the core structure much better than previous algorithms.
Variations of the New-Generator

Undiscretizing the Clustering Coefficient

The clustering coefficients of Algorithm 6.5 between consecutive values of $\epsilon$ might differ from the desired value. Algorithm 6.7 lists a variation with an additional input parameter $0 \leq p \leq 1$. It combines the clustering coefficient of the two consecutive values $\epsilon - 1$ and $\epsilon$ linearly such that

$$c(G_{n,\mu,\epsilon,p}^{\text{NEW}}) = c(G_{n,\mu,\epsilon-1}^{\text{NEW}}) + p \left[ c(G_{n,\mu,\epsilon}^{\text{NEW}}) - c(G_{n,\mu,\epsilon-1}^{\text{NEW}}) \right]$$

with high probability. Now it is possible to achieve any number between 0 and 0.68 for clustering coefficient $c$.

Algorithm 6.7: Variation of Algorithm 6.5

**Input:** integer $n$, $2 \leq \mu$, $1 \leq \epsilon \leq \left(\binom{n}{2}\right)$; real $0 \leq p \leq 1$;

**Output:** graph $G_{n,\mu,\epsilon,p}^{\text{NEW}}$

**Data:** initially empty node array $A$; node $v$; $G(V,E) \leftarrow \max\{\mu,2\}$-clique;

forall $v \in V$ do

\[\text{for (1, \ldots, d(v)) do}\]

\[\text{append } v \rightarrow A;\]

for $(\mu + 1, \ldots, n)$ do

\[v \leftarrow \text{NewNode}();\]

\[V \leftarrow V \cup \{v\};\]

\[\text{for (1, \ldots, } \mu \text{) do}\]

\[\text{PA-Step}(v);\]

with probability $p$: $\text{CC-Step}(v, \epsilon);$

else: $\text{CC-Step}(v, \epsilon - 1);$

Simplifying the Implementation

Function 6.6 was given such that it is convenient to analyze the results. However, computing the neighborhood and keeping track of it is a computational burden, though it can be done efficiently, see Chapter 3. Moreover, it complicates an implementation significantly. Therefore we give in Function 6.8 an alternative of $\text{CC-Step}$ that is simpler but looses some accuracy. However, from the results shown in Figure 6.3 we can assume that this variation behaves well, i.e. the added number of edges between neighbors is stable in expectation.
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**Function 6.8: Variation of CC-Step**

**Input:** node \( v \), int \( \epsilon \)

**Data:** node: \( u \);

for \( (1, \ldots, \epsilon) \) do

\[
\begin{align*}
& u \leftarrow \text{RandomAdjacentNode}(v); \\
& \quad \text{do} \\
& \quad \quad w \leftarrow \text{RandomAdjacentNode}(v); \\
& \quad \text{while } u = w; \\
& \quad \text{if } \{u, w\} \notin E \text{ then} \\
& \quad \quad E \leftarrow E \cup \{u, v\}; \\
& \quad \quad \text{append: } u \rightarrow A, v \rightarrow A;
\end{align*}
\]

---

**Chapter Conclusion**

We gave a new graph generator that is based on preferential attachment and creates graphs with adjustable clustering coefficient, in which any value up to 0.68 can be achieved. The value of the clustering coefficient does not depend on the total number of edges added in each round. The total number of edges added in each round is not deterministic but it can be estimated well. Our experiments show that core number and the size of the cores of the generated graphs grow with the size of the graph. This behavior is reasonable for existing evolving networks as it has been shown recently. The dynamic analysis of the core structure seems to be at its very beginning. Our generator is a first step in this area with qualitative reasonable behavior.
Chapter 7

Approximating Clustering Coefficient, Transitivity and Neighborhood Densities

Chapter Introduction

The consideration of very large graphs in network analysis [Kumar et al., 2000; Abello et al., 2002; Eubank et al., 2004] requires or makes it at least very desirable that the analysis can be performed in linear or preferably even in sub-linear time. We have seen in Chapter 3 that triangle listing and triangle counting can be performed very efficiently. However, the algorithms do still have super-linear running times with respect to the input size. It is even impossible to achieve running time in the size of the input for the case of triangle listing. Consequently applying these algorithms to compute network indices like the clustering coefficient results in super-linear running times, too.

This chapter is devoted to algorithms for the efficient approximation of the following indices in sub-linear time with respect to the size of graph. We consider the case of approximating the clustering coefficient $c$ and its node weighted version $c_w$ for which the transitivity is a special case. We also consider the neighborhood densities of the nodes.

Contribution and Related Work. Approximation algorithms based on sampling are well known and have been used extensively for various applications. Eubank et al. [2004] use such a method to approximate the clustering
coefficient $c$ by sampling nodes and compute the average neighborhood density of the samples. They mention that by applying general probabilistic bounds it suffices to take $\mathcal{O}(\log n)$ samples.

Our main contribution is a $\mathcal{O}(1)$ time algorithm for approximating the clustering coefficient $c$. We further give a $\mathcal{O}(n)$ time algorithm for the case of the node weighted clustering coefficient $c_w$ of a graph. These results and the algorithms on which they are based on were published in [Schank and Wagner, 2005a]. These work here extends our publication by the following. We review the method based on sampling nodes and also show why our method to approximate $c$ is favorable. We will further give an algorithm to approximate all neighborhood densities of a graph in $\mathcal{O}(n \log n)$ time, along with some consideration of practical applications.

Peripherally related to our work is the approximation of the number of triangles by streaming algorithms [Bar-Yosseff et al., 2002; Jowhari and Ghodsi, 2005; Buriol et al., 2006].

**Organization.** The rest of this chapter is organized as follows. We give some definitions and other prerequisites first. We review the method of approximating $c$ by sampling the neighborhood density of several nodes in Section 7.1. We will then introduce a method based on sampling wedges in Section 7.2. In Section 7.3 we consider the approximation of the neighborhood density of nodes of a graph. A conclusion closes this chapter.

**Preliminaries**

**Approximation and Randomized Algorithms**

We introduced the concept and especially the running time of an algorithm on page 17 in Section 2.3. An approximation algorithm is an algorithm that transforms the input to an output that is by some measure close to the desired output. The full meaning for our purpose will become clear within this chapter. Randomized algorithms appear frequently in the context of approximation algorithms. A randomized algorithm uses a number of random bits besides its usual input. In general either the output or the running time or both will depend also on the random input bits. The main interest will be in the expected output or the expected running time and the behavior of the distribution “around” the expected value. Actually, we have already seen randomized algorithms in Chapter 6. The probabilistic context there was
quite clear without giving any additional explanation. However, this chapter requires some further knowledge in this area which we will introduce now.

**Probability**

We will extend the basic concepts of probability which we presented on page 12 in Section 2.1. Two random variables $X$ and $Y$ are *independent* if for all $x, y \in \mathbb{R}$

$$\mathbb{P} \left[ \{X = x\} \cap \{Y = y\} \right] = p(x) \cdot p(y).$$

For a real number $r$ and independent random variables $X, Y$ the *linearity of expectation*

$$\mathbb{E} \left[ r \cdot X \cdot Y \right] = r \cdot \mathbb{E} [X] \cdot \mathbb{E} [Y] \quad (7.1)$$

is a useful property. There exist several results that bound the likeliness to deviate from the expectation of a random variable. The very general Markov inequality

$$\mathbb{P} [X \geq r \mathbb{E} [X]] = \frac{1}{r} \quad (7.2)$$

is valid for non-negative random variables $X$ and $r$ a positive real. For sums of non-negative independent random variables the much stronger Chernoff bound can be derived from Equation 7.2. The most general version of this bound can not be applied with ease in many cases and therefore many variants exist.

A very convenient bound for our purpose is due to Hoeffding [Hoeffding, 1963]. Since it is similar to the Chernoff bound it is also referred to as the Chernoff-Hoeffding bound. Let $X_i$ be independent real random variables bounded by $0 \leq X_i \leq \beta$ for all $i$. Then, Hoeffding’s bound [Hoeffding, 1963] states for $k \in \mathbb{N}_{>0}$

$$\mathbb{P} \left( \left| \frac{1}{k} \sum_{i=1}^{k} X_i - \mathbb{E} \left[ \frac{1}{k} \sum_{i=1}^{k} X_i \right] \right| \geq \epsilon \right) \leq 2 e^{-\frac{2\epsilon^2}{\beta^2}}. \quad (7.3)$$

**Hoeffding’s Bound in Example**

We give an example on approximating an average value by Hoeffding’s bound first. Assume that we have $m$ boxes. Each box is either empty or contains one item. We can compute the average number of items in a box in $O(m)$
time by looking in each box. Alternatively we can pick \( k \)-times a box uniformly at random and sum up the found items. At the end we divide the summed up items by \( k \) and have an approximation of the average number of items in one box. Note that the expected number of items found in one box sampled uniformly at random is exactly the average value we are looking for. Hoeffding’s bound tells us how many boxes \( k \) we should pick to have the desired result, i.e. the deviation from the average and the probability that this result is correct.

For example we want to be off from the average by at most \( \epsilon = 0.01 \) items and the value should be correct in all but one of \( \nu = \binom{49}{6} \) cases\(^*\), i.e. the normalized probability of getting a correct result is \( p = \frac{\nu - 1}{\nu} \). The random variable \( X_i \) corresponds to picking up a box and count the including items which are either zero ore one, therefore \( \beta = 1 \). Now, rearranging Equation 7.3 generally yields

\[
k = \left\lceil \frac{\beta^2}{2\epsilon^2 \ln 2\nu} \right\rceil \quad (7.4)
\]

and with our parameters we compute \( k \approx 8.6 \cdot 10^4 \) for the number of samples we should take. In asymptotic notation we get \( k \in \Theta(1/\epsilon^2 \log \nu) \). We want to emphasize the following two points:

- the number of samples, and thus also the running time, is independent of the number of total items, and

- raising the probability of correctness (logarithmic factor) is very cheap compared to improving the error bound (quadratic factor).

Note that it is not uncommon to include the input size nevertheless, e.g. for \( P(m) \) a polynomial in \( m \) one can get increasing probabilities of correctness with \( \nu \in \Theta(P(m)) \) whilst achieving running times in \( \Theta(\log m) \). However, in such cases as in our example there is a priori no reason why a larger instance should be handled with higher probability of correctness than a smaller instance.

\(^*\)1/\( \binom{49}{6} \) = 1/13983816 corresponds to the likeliness of winning the main price in the weekly German lottery with one single trial
7.1 Approximating the Clustering Coefficient by Sampling Nodes

Let us recall that the clustering coefficient of a graph $G$ is the average neighborhood density

$$c(G) = \frac{1}{|V|} \sum_{v \in V} \varrho(v),$$

in which $\varrho(v) = \delta(v)/(\frac{d(v)}{2})$. We assume, that $\varrho(v)$ is well defined for all nodes, i.e. $d(v) \geq 2$ for all $v \in V$.

A straightforward method to approximate the clustering coefficient of a graph $c(G)$ would be to take samples from the neighborhood densities of the set of nodes. Let $S$ be a multiset of nodes chosen uniformly at random from $V$. Then

$$\text{apx}(c(G)) = \frac{1}{|S|} \sum_{v \in S} \varrho(v)$$

is an approximation of $c(G)$ and Algorithm 7.1 lists a direct realization with $k = |S|$.

**Algorithm 7.1: $c$-Approximation by Node Sampling**

```
Input: graph $G = (V, E)$ with $\forall v \in V$: $(v) \geq 2$; number of samples $k$;
Output: approximation of $c(G)$;
Data: real $r$;
1. $r \leftarrow 0$;
2. for $(1, \ldots, k)$ do
3.     $v \leftarrow \text{uniformRandomNode of all nodes } V$;
4.     $r \leftarrow r + \varrho(v)$;
5. return $\text{apx}(c(G)) = r/k$;
```

This method has been used by Eubank et al. [2004]. They mention that choosing $k$ in $\Theta(\log n)$ “is easily shown via a Chernoff bound to give an accurate estimate”.

Actually, if we directly apply Hoeffding’s bound (Equation 7.3) it suffices to choose $k \in \Theta(1)$ for a fixed error bound $\epsilon$ and fixed probability $p$ of approximating within the range induced by this bound. See the example on page 111 for details. In the following we will assume $k \geq 1$ to be bounded by a constant.
Let us investigate the expected running time of Algorithm 7.1. The crux clearly lies in line 1 in which the neighborhood density of the sampled node $v$ is computed. Without any knowledge of the structure of $G$ and especially the neighborhood $\Gamma(v)$ a direct algorithm has no choice but performing $\binom{d(v)}{2}$ tests for edges in the neighborhood of $v$. For $k \in \Theta(1)$ the probability of a node $v$ being sampled in Algorithm 7.1 is asymptotically $1/n$. Therefore the following equation holds for the expected running time $E[T]$ of a direct implementation of Algorithm 7.1

$$E[T_{\text{Alg\,7.1}}] \in \Theta\left(\frac{1}{n} \sum_{v \in V} d^2(v)\right)$$

(7.5)

Now, let us consider a family of graphs with exactly one node $v$ of degree $d(v) \in \Omega(n)$ and all other nodes with degrees bounded by a constant. We can then directly conclude from Equation 7.5 that

$$E[T_{\text{Alg\,7.1}}] \in \Omega(n).$$

Note that we are still considering worst case running times with respect to the input of graphs. The expected running time does not depend on various graph instances, but is due to the randomized sampling of the nodes.

We have seen that a constant number of samples leads to an at least linear expected running time. Let us have a closer look at the running times depending on the random input. The whole point of applying tail inequalities as the Chernoff bounds is to show that is is very unlikely to deviate far from the expected value. This has been achieved for the computed approximation $\text{apx}(c)$. However, the distribution of the running times of Algorithm 7.1 itself doesn’t behave well in this sense. Let us consider again a graph with one single high degree node as above. For this case the expected running time is in $\Theta(n)$, but we get running time in $\Omega(n^2)$ with probability as high as $k/n$

$$P[T_{\text{Alg\,7.1}} \in \Omega(n^2)] \geq \frac{1}{n}.$$ 

To amend this problem one could also approximate the neighborhood densities $\varrho(v)$ for the nodes itself. However, we will propose a more elegant solution in the following section.
7.2 Approximating the Clustering Coefficient by Sampling Wedges

We will give approximation algorithms for the node weighted clustering coefficient $c_w$ (including the transitivity) and for the unweighted clustering coefficient $c$. Before getting to the algorithms we will first extend the transitivity $t(G)$ in a similar manner as the clustering coefficient $c(G)$ in Equation 5.6 on page 88.

Extending the Transitivity

Let $\Pi$ be the set of all wedges in a graph $G$, then $\tau(G) = |\Pi|$. Further consider the mapping $X : \Pi \rightarrow \{0, 1\}$, where $X(\Upsilon)$ equals one if there is an edge between the outer nodes of the wedge $\Upsilon$, and zero otherwise. Then we can rewrite the transitivity as

$$t(G) = \frac{1}{|\Pi|} \sum_{\Upsilon \in \Pi} X(\Upsilon).$$

This equation is similar to the definition of the clustering coefficient in Equation 2.11 on page 17. We define

$$t_w(G) = \frac{1}{\sum_{\Upsilon \in \Pi} w(\Upsilon)} \sum_{\Upsilon \in \Pi} w(\Upsilon) X(\Upsilon).$$ (7.6)

with a weight function $w : \Pi \rightarrow \mathbb{R}^+.$

**Lemma 20** The weighted clustering coefficient is a special case of the weighted transitivity.

**Proof:** For a node weight function $w$, let $w(\Upsilon) = \frac{w(v)}{l(v)}$ where $v$ is the center of wedge $\Upsilon$. Further, let $\Pi_v$ be the set of wedges with center $v$. Then accordingly $\tau(v) = |\Pi_v|$ and $\sum_{\Pi_v} X(\Upsilon) = \delta(v)$. The following transformation completes the proof:

$$c_w = \frac{1}{\sum_{V} w(v)} \sum_{V} w(v) g(v) = \frac{1}{\sum_{V} w(v) l(v)} \sum_{V} w(v) \frac{m(v)}{l(v)}$$

$$= \frac{1}{\sum_{V} w(v) l(v)} \sum_{V} \sum_{\Pi_v} w(v) \frac{m(v)}{l(v)} X(\Upsilon) = \frac{1}{\sum_{V} w(v) l(v)} \sum_{V} \sum_{\Pi_v} w(v) X(\Upsilon)$$

$$= \frac{1}{\sum_{\Pi} w(\Upsilon)} \sum_{\Pi} w(\Upsilon) X(\Upsilon) = T_w$$

□
The proof above will be useful for the upcoming approximation algorithms. Let $T$ be a wedge with center node $v$. For $w(v) = \tau(v)$, i.e. $\omega \equiv 1$ we get the unweighted transitivity $t_\omega = t$. Likewise for $w \equiv 1$, i.e. $\omega(\mathcal{Y}) = 1/\tau(v)$ we get the unweighted clustering coefficient $t_\omega = c$.

### 7.2.1 Approximating the Weighted Clustering Coefficient

We will show the following theorem in this Section.

**Theorem 9** The node weighted clustering coefficient $c_w$ and particularly the transitivity $t$ can be approximated in $O(n)$ time.

Roughly speaking our approximation algorithm samples wedges with appropriate probability. It then checks whether an edge between the non center nodes of the wedge is present. Finally, it returns the ratio between the number of existing edges and the number of samples. The pseudo code is presented in Algorithm 7.2. For simplicity we restrict the node weights to strictly positive integers.

**Lemma 21** For a graph $G$ with given node weights $w(v)$, a value $\text{apx}(c_w(G))$ that is in $[c_w(G) - \epsilon, c_w(G) + \epsilon]$ with probability at least $\frac{\nu - 1}{\nu}$ can be computed in $O(n + \frac{\log \nu}{\epsilon^2} \log n)$ time.

**Proof:** We prove that Algorithm 7.2 has the requested properties. Let us first consider the time complexity. The running time of the first for-loop (starting at line 1) is obviously in $O(n)$. For the second for-loop (line 2), the `findIndex` function (line 4) can be executed in $\log(n)$ steps asymptotically by performing binary search. Choosing two adjacent nodes (line 5 up to line 6) is expected to be in constant time. Testing of edge existence (line 6) is expected to be in constant time as well if for example a hashed data structure is used for the edges. Finally, defining $k = \lceil \ln(2\nu)/(2\epsilon^2) \rceil$ gives total expected running time of $O(\frac{\log \nu}{\epsilon^2} \log n)$ for the second for-loop.

In order to prove the correctness for our choice of $k$, we make use of Hoeffding’s bound [Hoeffding, 1963]. See Equation 7.3 on page 111 and in general Section 7 starting at page 111. We will now prove that the expectation $E[l/k]$ is equal to $c_w$ and that the bounds on $\epsilon$ and $\frac{\nu - 1}{\nu}$ are fulfilled for our choice of $k$. The proof of Lemma 20 on page 115 implies that $c_w$ can be computed by testing for each wedge whether it is contained in a triangle or not. With the
Algorithm 7.2: Node Weighted Clustering Coefficient Approximation

Input: graph $G = (V, E)$ with $\forall v \in V: d(v) \geq 2$; arbitrary indexed order of nodes $(v_1, \ldots, v_n)$; node weights $w : V \to \mathbb{N}_{\geq 0}$; number of samples: $k$;

Output: approximation of $c_w$

Data: node variables: $u, w$; integer variables: $r, l, j, \phi_0, \ldots, n$;

$\phi_0 \leftarrow 0$;

1 for $i = (1, \ldots, n)$ do
   $\phi_i \leftarrow \phi_{i-1} + w(v_i)$;
   $l \leftarrow 0$;

2 for $(1, \ldots, k)$ do
   $r \leftarrow \text{uniformRandomNumber}([1, \ldots, \phi_n])$;
   $j \leftarrow \text{findIndex}(i: \phi_{i-1} < r \leq \phi_i)$;
   $u \leftarrow \text{uniformRandomAdjacentNode}(v_j)$;
   repeat
      $w \leftarrow \text{uniformRandomAdjacentNode}(v_j)$;
   until $u \neq w$

6 if $\{u, w\} \in E$ then
   $l \leftarrow l + 1$;

return $\text{apx}(c_w(G)) = l/k$;
same notation as in Section 7.2 and particularly as in the proof of Lemma 20, we get
\[ c_w(G) = \frac{1}{\sum_{u \in V'} w(u)} \sum_{v \in V'} \sum_{\Upsilon \in \Pi_v} \frac{w(v)}{\tau(v)} X(\Upsilon) \]
where \( w(v)/\tau(v) \) is the weight of the corresponding wedge. This corresponds to the probability of \( w(v)/(\tau(v) \sum w(u)) \) that a wedge is chosen in one single loop starting at line 2. Hence, by linearity of the expectation \( E[l/k] = c_w \) holds. The random variable \( X(\Upsilon) \) is a mapping from \( \Pi \) to \( \{0, 1\} \), and consequently \( \beta = 1 \) in Equation 7.3. We can now immediately see that the bounds on \( \epsilon \) and the probability \( \frac{\nu - 1}{\nu} \) are fulfilled for our choice of \( k \). \( \square \)

One may regard the error bound \( \epsilon \) and the probability \( \nu \) as fixed parameters. The number of wedges \( \tau(v) \) for a node \( v \) can be computed in \( \mathcal{O}(1) \) time if e.g. adjacency arrays are used. Theorem 9 follows from these observations.

### 7.2.2 Approximating the Clustering Coefficient

The central statement of this section is the following Theorem.

**Theorem 10** The clustering coefficient \( c \) of a graph \( G \) can be approximated in constant time.

To show it we will use a simplified version of Algorithm 7.2 which is listed in Algorithm 7.3. The main difference is that the node \( v \), which corresponds to node \( v_j \) in Algorithm 7.2, is now sampled uniformly at random from all nodes in \( V \). Thus, all lines dealing with the node weights are not required and removed.

To see the correctness one verifies that a wedge at center node \( v \) is sampled with probability \( 1/(\tau(v)|V|) \) which corresponds to the correct weight \( w \equiv 1 \) or \( w = 1/\tau \) for obtaining \( c \), compare to the proof of Lemma 20 on page 115 and the paragraph following that proof. The rest follows analogously as in the proof of Lemma 21 on page 116.

**Corollary 19** For a graph \( G \) a value \( \text{apx} (c(G)) \) that is in \([c(G) - \epsilon, c(G) + \epsilon]\) with probability at least \( \frac{\nu - 1}{\nu} \) can be computed in \( \mathcal{O}\left(\frac{\log \nu}{\epsilon^2}\right) \) time.
7.2. APPROXIMATING THE NEIGHBORHOOD DENSITIES

Algorithm 7.3: Clustering Coefficient Approximation

| Input: | graph $G = (V, E)$ with $\forall v \in V$: $d(v) \geq 2$; number of samples: $k$; |
| Output: | approximation of $c_w$ |
| Data: | node variables: $u, w$; integer variables: $l$; |
| $l \leftarrow 0$; | |
| for $(1, \ldots, k)$ do | |
| $v \leftarrow \text{uniformRandomNode}(V)$; | |
| $u \leftarrow \text{uniformRandomAdjacentNode}(v)$; | |
| repeat | |
| $w \leftarrow \text{uniformRandomAdjacentNode}(v)$; | |
| until $u \neq w$; | |
| if $\{u, w\} \in E$ then | |
| $l \leftarrow l + 1$; | |
| return $\text{apx}(c(G)) = l/k$ |

Performance in Practice. We implemented Algorithm 7.3 to approximate the clustering coefficient. We set the parameters to $\epsilon = 0.01$ and $\nu = \binom{49}{2}$. It takes between 0.8 seconds for a very small graph of 4 nodes up to 1.4 seconds for the larger “Movie Actor Network 2004” (see page 38 in Section 3.2). This difference could be explained by the cache of the CPU. Note, that the execution times do not contain the creation of the used hash data structures for the edges.

7.3 Approximating the Neighborhood Densities

In this section we give algorithms to approximate the neighborhood density $g(v)$, i.e. the clustering coefficient of the nodes of a graph. The main result is compactly given by the following theorem.

Theorem 11. All the neighborhood densities $g(v)$ of a graph $G$ can be approximated in $\tilde{O}(n \log n)$ time.

The main algorithm is listed in Algorithm 7.4. We will discuss it in the following.
First note that there is a trivial bound for high degree nodes in otherwise sparse graphs. The neighborhood $G[\Gamma(v)]$ of a node $v$ can not contain more than $m - d(v)$ edges and therefore $\varrho(v) \leq (m - d(v))/(\binom{d(v)}{2})$ holds. Hence, the neighborhood density of nodes with $\epsilon > (m - d(v))/(\binom{d(v)}{2})$ can be set to zero without any further computational effort for an allowed deviation of $\epsilon$. This happens in line 1 of Algorithm 7.4. In the case of the “Notre Dame WWW” network (see also page 38 in Section 3.2) three nodes fall into this category for $\epsilon = 0.05$. However, these 3 out of 325729 nodes reduce the overall number of edge tests, and thereby also the execution time, to 1/3-rd (for Algorithm 7.4 without the approximation of line 2).

**Algorithm 7.4: Neighborhood Densities Approximation**

**Input:** graph $G = (V, E)$ with $d(v) \geq 2$ for all $v \in V$; subset $U$ of $V$; parameter $k, \epsilon$;  
**Output:** approximation $\varphi(v)$ of $\varrho(v)$ for all $v \in U$;  

**for all** $v \in U$ **do**

1. if $\epsilon > (m - d(v))/(\binom{d(v)}{2})$ **then**  
   \[ \varphi(v) \leftarrow 0; \]

2. else if $k < \binom{d(v)}{2}$ **then**  
   \[ \varphi(v) \leftarrow k\text{-sampling-apx}(\varrho(v)); \]

3. else  
   \[ \varphi(v) \leftarrow \varrho(v); \]

The next step is to include the $k$-sampling, i.e. test for $k$ randomly chosen pairs of neighbors whether they are connected by an edge. This method is integrated with line 2 to Algorithm 7.4. If we want to ensure that each node has the same probability of being approximated correctly, we need to change Equation 7.4 to

\[
k = \left\lceil \frac{\beta^2}{2\epsilon^2} \ln (2\nu |U|) \right\rceil, \quad (7.7)
\]

from which $k$ can be computed.

For $k \geq \binom{d(v)}{2}$ sampling does not make sense and therefore those remaining nodes are handled with the standard method of testing edges between all neighbors (see algorithm node-iterator on in line 3. See page 26 in Section 3.1.2 for a discussion of this method.

Let us note that the approximation in line 2 is essential for the following corollary, the cases handled by the lines line 1 and line 3 give improvements
in the running time by a factor that depends on the graph structure and the choice of $k$.

**Corollary 20** Algorithm 7.4 can be implemented such that it approximates the neighborhood density of all nodes in $U \subset V$ of a graph $G$ in $O\left(|U| \log(|U|) \cdot \frac{\log(|U|)}{\epsilon^2}\right)$ time. For each node $v$ a value $\text{apx}\left(\varrho(v)\right)$ is computed, which is in $[\varrho(v) - \epsilon, \varrho(v) + \epsilon]$ with probability at least $\frac{\nu - 1}{\nu}$.

**Discussion of the Practical Relevance.** We tested how small $k$ has to be set to beat the execution time of algorithm $\text{forward}$ in an implementation. The result for the graph “Movie Actor Network 2004” (see Section 3.2 on page 38) is $k \approx 190$ which does not give terribly good bounds on $\epsilon$. For example we would get $\epsilon \approx 0.2$ for the rather low probability of correctness that exactly one node out of all nodes is not approximated correctly in expectation.

Therefore, we have to draw the following conclusion: it is not beneficial to approximate the neighborhood density for all nodes in the case of sparse graphs. For reasonable bounds on the deviation there exist exact algorithms with at least equivalent execution times, i.e. algorithm $\text{forward}$.

This leaves two mentionable cases where Algorithm 7.4 should be used in practice. Algorithm 7.4 can be applied if one is interested in the neighborhood densities of a small subset of $V$. This is actually the reason, why we listed Algorithm 7.4 such that it processes a subset $U$ of $V$. In this context note that algorithm $\text{forward}$ for example can only be applied to process the whole graph. Further, the running time of the approximation algorithm is sub-linear in the case of dense graphs. We performed an experiment where we compared the execution time of $\text{forward}$ with the approximation algorithm on dense graphs, which were generated $G_{n,m}$ graphs (see Section 3.2 on page 42) with density $\rho = 0.5$. The number of samples was set to $k = 3429$. The break even point between the two algorithms turned out to be at about $m = 2.2 \cdot 10^6$ edges, and the execution time at this point was about 20 seconds. Certainly these numbers are specific to the implementation and the used hardware. However, they show that the graph sizes are not exorbitant when it is favorable to use Algorithm 7.4.
Chapter Conclusion

We have seen various results on the approximation of the clustering coefficient. We highlight the possibility of approximating the clustering coefficient $c$ of a graph in constant time. We have shown that it is feasible to apply this methods in practice. However, especially in the case of approximating the clustering coefficient of all nodes it has to be carefully considered whether it is worth applying an approximative method instead of a fast exact algorithm.

The algorithms might have a further impact on the approximation of the coefficients for very large networks that do not fit into main memory. For example, it is known that the exact number of triangles can not be counted by streaming algorithms with reasonable models [Bar-Yosseff et al., 2002]. However, it can be approximated within some bounds [Bar-Yosseff et al., 2002; Jowhari and Ghodsi, 2005; Buriol et al., 2006]. This is a field for future research.
Chapter 8

Conclusion

We introduced a triangle listing algorithm which is very efficient in practice. Its execution time is competitive to the previously considered practical algorithms. However, our algorithm also achieves optimal running time with respect to the input size of the network. Due to the improved running time, our algorithm performs much better on large graphs with high degree nodes. These types of networks are quite commonly considered in network analysis. Our algorithm achieves execution times in minutes on recent hardware for graphs that fill up all the main memory of an adequately equipped computer. The bottleneck is now rather memory consumption, and techniques that avoid storing the graphs in central memory will be the focus in the future.

We considered a variety of graph classes with respect to triangle listing and triangle counting. We presented triangle listing algorithms that achieve a linear running time in the input (the size of the graph) and the output (the number of triangles). For the case of triangle counting we developed algorithms that have a running time linear in the number of edges or even in the number of nodes. These algorithms do not use techniques that involve high constants in the running times. Therefore, they can be used in practical applications. They also exploit the triangular structure of the graph methodologically, which gives insights into the respective triangular structures.

We reviewed a variety of network analysis related problems that benefit from efficient triangle listing algorithms. We discussed the neighborhood densities and different weighted variants thereof. We gave a unified notation of those weighted versions and a general algorithm to compute them by generic triangle listing. We discussed the clustering coefficient and the related index of transitivity. We gave improved algorithms to compute equivalence classes
of triangular connected nodes and edges. In the context of connectivity by cliques we showed that our triangle listing algorithm can be extended to a 4-clique listing algorithm that achieves acceptable execution times even for larger graphs.

We reviewed the approach to approximate the clustering coefficient of a graph by computing the average of the neighborhood densities of randomly sampled nodes. We have observed that this approach leads to an expected running time at least linear in the number of nodes. We gave an approximation algorithm that achieves a constant running time. It is based on sampling wedges and can be extended to approximate weighted versions of the clustering coefficient. Similar techniques can be used to approximate the neighborhood density of a node. In the case of considering all nodes of a graph, these algorithms have a strong competitor based on the very efficient triangle listing algorithm as discussed above. However, we have shown cases where the approximation nevertheless shows considerable advantages.

We gave a graph generator that is based on preferential attachment. Unlike previously presented approaches, our generator achieves high clustering coefficient values for a wide range of parameters. Additionally, we achieve a nontrivial core structure of the generated networks that increases with the graph size.
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