


The previous page shows a rather delocalized Wannier function constructed by
a direct lattice Fourier transform of the original Bloch functions as obtained from
band structure computation. The very last page shows the corresponding symme-
try compliant and maximally localized Wannier function created by means of the
methods decribed in this thesis.
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1 Overview

Over the next decades, one of the main challenges that the computing and com-
munication industries will have to face, is to deliver more data faster. Consumers
will demand to download full-length movies, not just photos or music files, and,
of course, in shorter and shorter times. In addition, the number of Internet users
is steadily increasing. To meet these future demands, the bandwidth of todays,
especially on-chip, communication channels has to be increased.

One potential solution is photonics. Photonics offers much greater bandwidth than
traditional copper networks and can carry multiple signals simultaneously without
interference. Optical fibers have already started to replace electrical wires even
in short distance communication such as local area networks and other computer
interconnects during the last several years.

However, the realization of a completely seamless, all-optical network, where the
communication and, potentially, the entire information processing would be carried
out by laser light rather than electricity, requires novel optical materials capable of
confining and micro-moulding the flow of light. While the surrounding air acts for
electrical devices as an insulator, accomplishing that the electrical charge carriers
are confined to their circuit board tracks even around sharp edges, electromagnetic
pulses can easily escape into free space, when their light paths, e.g. conventional
optical fibers, are strongly bent or distorted.

Photonic Crystals (PCs) represent a novel class of optical materials which can
act as an insulator for light if their composition is properly engineered. In these
periodic dielectric structures, a combination of microscopic scattering resonances
from individual elements of the periodic array and Bragg scattering from the un-
derlying lattice leads, in analogy to the appearance of electronic band structures in
crystalline solids, to the formation of a so-called Photonic Band Structure (PBS).
This flexibility in material composition, lattice periodicity, and symmetry allows one
to tailor the photonic dispersion relations to almost any application need. Suitably
engineered, these PCs exhibit frequency ranges over which the propagation of light
is forbidden regardless of direction [1, 2, 3]. For frequencies inside these complete
Photonic Band Gaps (PBGs) the PC acts as an completely insulating material for
light, i.e. as a perfect mirror, and thus, enables for instance, the reduction of light
leakage out of sharply bent optical fibers [4, 5].

Using now such a PC with a complete PBG as a background material, the breaking
of the perfect periodicity of the structure by deliberately creating defect structures
inside the PC, yields narrow prescribed wave-guiding channels that confine electro-
magnetic radiation to a region of the order of only several wavelengths. By this,
PCs allow the creation of micro-circuit-like wave-guiding structures inside a perfect
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1 Overview

optical insulator1.

These prospects have triggered enormous experimental activities aimed at the
fabrication of two-dimensional (2D) and three-dimensional (3D) PC structures for
telecommunication applications with PBGs in the near infrared frequency range.
Considering that the first Bragg resonance occurs when the lattice constant equals
half the wavelength of light, fabrication of PCs with band gaps in the near infrared
regime, requires substantial technological efforts. For 2D PCs, advanced planar
micro-structuring techniques borrowed from semiconductor technology can greatly
simplify the fabrication process and high-quality PCs with embedded defects and
waveguides have been fabricated in various material systems such as semiconductors
[6, 7, 8, 9, 10, 11], polymers [12, 13], and glasses [14, 15]. Radiation losses [16, 17, 18],
occurring in 2D PCs along the third dimension, can be avoided altogether if light
is guided within the complete PBG of a 3D PC. Therefore, substantial efforts
towards the manufacturing of suitable 3D PCs have been made. These structures
include layer-by-layer structures [19, 20], inverse opals [21, 22, 23] as well as the
fabrication of templates via laser holography [24, 25] and two-photon polymerization
[26, 27, 28, 29, 30]. By double inversion of such polymer templates, 3D silicon-based
Photonic Crystals with complete PBGs have recently been realized [31].

Given this tremendous flexibility in the fabrication of PCs, it is clear that any ex-
perimental exploration, or technological exploitation, of PCs has to be accompanied
by a quantitative theoretical analysis. Detailed and accurate numerical simulations
of PC structures allow the interpretation of experimental data and help to extract
relevant parameters.

As alluded to earlier, substantial efforts have to be made to fabricate PCs featuring
a complete PBG. The production of those containing embedded defect structures
is even more sophisticated and, therefore, an expensive endeavor. Due to this,
the creation of integrated wave-guiding structures in such PCs is hardly advisable
without having already a detailed design blueprint, obtained by means of accurate
theoretical simulations, that meets the envisaged functionality.

However, as mentioned above, the design space of free parameters is tremendous,
and the best design found is only the best solution out of a limited set of combina-
tions analyzable in the available time. Through this, the demand for highly efficient
numerical tools enabling the accurate theoretical investigation of defect structures
embedded into PCs becomes apparent.

To date, theoretical investigations of defect structures in PCs have almost ex-
clusively been carried out by employing Finite Difference Time Domain (FDTD)
discretizations of Maxwell’s equations [32, 33]. Further methods being used are
Galerkin-type methods [34] utilizing Hermite-Gauss functions as expansion basis
[35, 36, 37], multiple multipole methods based on cylindrical [38, 39] or vector spher-
ical [40] harmonics, and plane wave supercell calculations. For a detailed overview
of these methods please see Ref. [41].

1PCs with complete PBGs are often regarded as the optical analogue of electronic semiconductors
where a controlled “doping” allows one to tailor optical properties and specific functionalities.
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All these methods disregard any information about the underlying PC. However,
this information is readily obtainable by standard photonic band structure com-
putation [41, 42], which provides dispersion relations and associated eigenmodes,
so-called Bloch functions, for infinitely extended, perfectly periodic PCs. The Bloch
functions themselves are less suited as an expansion basis for the theoretical descrip-
tion of defect structures with locally confined defect mode profiles, as they are, in
principle infinitely, extended.

However, an ideal basis is stated by the so-called Wannier functions (WFs) [43],
borrowed from solid state theory. WFs are obtained from Bloch functions via a
Lattice Fourier Transform (LFT), i.e. a (continuous) unitary transformation. These
functions contain all information about the periodic structure of the underlying
PC and can be chosen to be, at least in principle, exponentially localized [44, 45].
Unfortunately, the construction of maximally localized Wannier functions (MLWFs)
is problematic due to their non-uniqueness in definition with respect to additional
phase factors and entanglement of the underlying Bloch functions (see Chap. 4) and,
therefore, their practical importance in computational electronic structure theory
and computational electrodynamics has been fairly minimal.

The situation changed after the publication of a novel method for calculating
MLWFs for an isolated band complex in the context of crystalline solids by Marzari
and Vanderbilt [46]. An extension to this method for the treatment of entangled
groups of bands was later introduced by Souza et al. [47].

The aim of this thesis was to transfer these methods to periodically structured
dielectric materials, i.e. Photonic Crystals, for the construction of maximally local-
ized photonic Wannier functions [48] and to show their applicability and efficiency
as an expansion basis for defect calculations in PCs.

The thesis is structured as follows. In Chap. 2 the fundamental concepts for the
theoretical description of PCs are briefly reviewed and the utilized model systems
are introduced. The accuracy and efficiency of the Wannier function approach for
the theoretical description of defect structures embedded in Photonic Crystals is
demonstrated in Chap. 3, where novel designs for basic functional elements, such
as waveguide bends, intersections and couplers are presented. In addition, a rough
comparison of the computational performance compared to FDTD calculations is
given (Sec. 3.5). In Chap. 4, first the history of research on maximally localized
Wannier functions is briefly reviewed and the complications arising in their con-
struction are explained. Subsequently, the method of Marzari and Vanderbilt will
be presented and applied to a model system. The extension of Souza et al. is in-
troduced in Chap. 5, followed by the application of this method to a sample PC.
One of the major differences and complications in applying these methods to PCs is,
that the quanta of light, the photons, are bosons. Whereas it is usually sufficient in
the context of crystalline solids to construct maximally localized Wannier functions
only in a limited energy window around the Fermi energy, the description of defect
structures embedded into PCs demands in general way more MLWFs, depending on
the material structure of the PC and the strength of the introduced defect. These
complications have been overcome by means of a newly developed bottom-up ap-
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1 Overview

proach to the construction of arbitrary many, symmetry compliant and maximally
localized Wannier functions, which is based on the methods mentioned above. The
details of this new approach and its successful application to the construction of
the first 38 maximally localized Wannier functions for a triangular lattice model
system are presented in Chap. 6. A summary and future prospects are concluding
this thesis.

The manuscript is also intended to serve as a reference to the computer soft-
ware package that has been developed during my dissertation. Therefore, and since
certain minor differences in the derivation of the underlying methods of electronic
structure theory [46, 47] have been obtained, the calculations are presented in a
rather detailed fashion. However, in order to keep the structure of this thesis clear,
certain technical details such as longer calculations and proofs have been sourced
out into several appendices.
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2 Basic principles

In the following chapter the fundamental equations and concepts for the theoretical
description of Photonic Crystals are derived, starting from Maxwell’s equations up
to the definition of photonic Wannier functions. Thereby, a general formulation
will be used addressing the full vectorial problem in all three spatial dimensions at
first. After introducing 1D, 2D, and 3D Photonic Crystals, the derived equations
and definitions will be specialized for 2D systems in Sec. 2.3, as the construction of
maximally localized Wannier functions is demonstrated for 2D PCs in the subsequent
chapters. The model systems for this demonstration will be described in Sec. 2.3.2.
In addition, some fundamental concepts of group theory are provided for these model
systems in Sec. 2.3.3.

2.1 Wave propagation in dielectric media

Wave propagation in dielectric media is governed by the source- and current-free
Maxwell’s equations1

∇ D(r, t) = 0 , ∇× E(r, t) = −∂B(r, t)

∂t
, (2.1)

∇ B(r, t) = 0 , ∇×H(r, t) =
∂D(r, t)

∂t
, (2.2)

which connect the electric field E, the electric displacement D, the magnetic field
H, and the magnetic flux density B. Using that all known natural materials do
not show a magnetic response at optical frequencies2 and considering only field
intensities where the used dielectrics respond linearly to external electric fields, one
can identify

D(r, t) = ε0ε(r)E(r, t) , B(r, t) = µ0H(r, t). (2.3)

1In SI units.
2Nonzero magnetic response usually occurs only in the context of artificially created meta-

materials [49]. In a certain subclass of those, meanwhile established as so-called left-handed
materials, a negative magnetic permeability µ in combination with a negative electric per-
mittivity ε results in a negative index of refraction [50, 51] accompanied with several highly
interesting phenomena [52, 53, 54, 55].
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2 Basic principles

Here, ε(r) may also be tensorial, describing anisotropic media3. By combining now
the curl equations in (2.1) and (2.2), and replacing the electric displacement D and
magnetic field B by means of the material equations (2.3) yields a wave equation
for the electric (2.4) as well as for the magnetic field (2.5),

η(r)∇×∇× E +
1

c2

∂2E

∂t2
= 0 , (2.4)

∇× η(r)∇×H +
1

c2

∂2H

∂t2
= 0 , (2.5)

where the vacuum speed of light c = 1/
√
ε0µ0 and the inverse dielectric function

η(r) = ε−1(r) were introduced. Since the main interest lies on stationary states
we implicitly transfer above equations to Fourier space by assuming time harmonic
dependencies of the fields according to

E(r, t) = E(r, ω) e ı̇ωt , H(r, t) = H(r, ω) e ı̇ωt . (2.6)

Using these dependencies Eqs. (2.4) and (2.5) read in the frequency domain

η(r)∇×∇× E(r, ω)− ω2

c2
E(r, ω) = 0 , (2.7)

∇× η(r)∇×H(r, ω)− ω2

c2
H(r, ω) = 0 . (2.8)

Above equations might be recast into standard eigenvalue form

L(E) E(r, ω) =
ω2

c2
E(r, ω) , (2.9)

L(H) H(r, ω) =
ω2

c2
H(r, ω) , (2.10)

by introducing differential operators

L(E) := η(r)∇×∇ × , (2.11)

L(H) := ∇× η(r)∇× . (2.12)

Eqs. (2.7)–(2.10) are the starting point for the calculation of photonic band struc-
tures (Sec. 2.2.3) as well as for the computation of frequencies and field distributions
of defect structures (Chap. 3) embedded into Photonic Crystals. Therefore no spe-
cial restrictions, like for instance periodicity, have been imposed on the dielectric
function ε(r) so far. The special case of a periodically varying ε(r) constituting a
perfect Photonic Crystal will be discussed subsequently.

3In the case of Photonic Crystals two cases can be distinguished here: The first is that the
materials constituting the PC are anisotropic themselves which leads to inherently tunable
band structures [56]. Secondly, the case may be treated that the underlying PC consists of
isotropic materials but the embedded defect structures contain anisotropic elements [57].

6



2.2 Wave propagation in Photonic Crystals

(a) 1D (b) 2D (c) 3D

Figure 2.1: Schematics of one-, two-, and three-dimensional Photonic Crystals.

2.2 Wave propagation in Photonic Crystals

In this section the basics of wave propagation in PCs are briefly reviewed. Starting
from the definition of PCs and the direct lattice (Sec. 2.2.1), over the concept of
the reciprocal lattice (Sec. 2.2.2) up to terms like the photonic band structure and
photonic Bloch functions (Sec. 2.2.3) will be considered. After browsing through
these fundamental concepts the step towards the introduction of photonic Wannier
functions is performed (Sec. 2.2.4), followed by some remarks on the discretization
of Fourier space.

2.2.1 Definition of Photonic Crystals and the direct lattice

PCs are periodically structured dielectric materials and can therefore be described
mathematically by a periodically varying dielectric function

εp(r) = εp(r + R) , (2.13)

where the periodicity is meant with respect to the set

R := {R | R =
d∑

i=1

miai ; mi ∈ Z} (2.14)

of lattice vectors R, generated by the primitive translations ai , i = 1 . . . d , of the
underlying PC lattice. The set R is often referred to as the direct lattice. Its
counterpart in Fourier space, the reciprocal lattice, will be introduced in Sec. 2.2.2.

Depending on the dimensionality d of the lattice one can distinguish three- (3D),
two- (2D) and one-dimensional (1D) Photonic Crystals. For illustration, some sam-
ple schematics of those are depicted in Fig. 2.1. The focus of this thesis is set on
2D PCs, however, the subsequent derivations are performed in the full vectorial 3D
formulation and will later in Sec. 2.3 be specialized for the case of 2D PCs.
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2 Basic principles

a2

a1

(a) Square lattice.

a1

a2

(b) Triangular lattice.

Figure 2.2: Schematics of sample 2D PCs: arrangement of cylindrical holes on (a) a
square and (b) a triangular lattice. The primitive translations a1 and a2 of each lattice
are indicated as black arrows. The corresponding Wigner-Seitz Cells are enframed by black
lines.

Since the dielectric function is periodic, the spatial region of computation can be
limited to a Wigner-Seitz Cell (WSC)4, which is defined as the set of all spatial
vectors r which are closer to the origin than to any other lattice vector R. The
WSCs for two sample 2D systems are depicted in Fig. 2.2.

In the following, the case of a perfectly periodic PC is considered where

ε(r) ≡ εp(r) = εp(r + R) . (2.15)

The partial differential equations (2.7) and (2.8) have to be solved with respect to
periodic boundary conditions for the corresponding field intensities. This is synony-
mous to the fact that for a periodic dielectric function εp(r) the operators L(E) and
L(H) commute with the discrete translation operator TR, defined by its action on a
general function ψ(r) as

TRψ(r) = ψ(r + R) , (2.16)

for all lattice vectors R ∈ R defined in Eq. (2.14). The eigenfunctions of TR are
given by plane waves ψk(r) = e ı̇kr obeying the eigenvalue equation

TR e ı̇kr = e ı̇kR e ı̇kr , (2.17)

with eigenvalues e ı̇kR and being associated with a real wave vector k. They might
be utilized as an expansion basis for the solutions of eigenvalue equations (2.9) and
(2.10) since it is well known from operator theory that commutating operators can
be diagonalized within the same basis.

2.2.2 Reciprocal lattice

The special set of wave vectors k = G belonging to eigenvalues e ı̇GR = 1 constitutes
the so-called reciprocal lattice [58]. In analogy to the direct lattice (2.14), it is defined

4A restriction to a WSC is in general preferable, but its numerical realization quite cumbersome for
slanted bases such as the triangular lattice considered in Sec. 2.3.2. For those systems, usually
ordinary elementary cells are used for computations, i.e. rhomboids instead of hexagons for the
above example.
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2.2 Wave propagation in Photonic Crystals

as

G = {G | G =
d∑

i=1

niui ; ni ∈ Z} (2.18)

where the reciprocal lattice vectors (RLVs) G are generated by the primitive trans-
lations ui , i = 1 . . . d . Using column vector notation latter ones are defined by

[
u1 . . .ud

]T
= 2π

[
a1 . . . ad

]−1
(2.19)

and, therefore, obey

ui aj = 2πδij , (2.20)

where δij is the Kronecker delta. The Wigner-Seitz Cell of the reciprocal lattice is
called the first Brillouin Zone (BZ). Besides exhibiting the same symmetry as the
reciprocal lattice itself this definition of an elementary cell for the reciprocal lattice
has the advantage, that wave vectors k belonging to the BZ boundary obey the Laue
condition

kG =
1

2
G2 . (2.21)

Hence, Bragg scattering leads to the development of standing waves for these values
of k, observable in the band structure as states with zero group velocity perpendic-
ular to the BZ boundary.

2.2.3 Bloch functions and band structure

For partial differential equations, such as (2.9)–(2.10), Bloch’s theorem5 states that
their solutions ψnk(r) can be written as a lattice periodic function

unk(r) = unk(r + R) (2.22)

times a plane wave e ı̇kr:

ψnk(r) = unk(r) e ı̇kr . (2.23)

These functions are called Bloch functions and are labeled with a band index n, a
wave vector k and belong to the eigenfrequencies ωnk of

L(E/H)
p ψnk(r) =

ωnk
2

c2
ψnk(r) (2.24)

where L(E/H)
p denotes the operators L(E/H) defined in (2.11)–(2.12) for the special

case η(r) ≡ ηp(r). The newly occurring band index n originates in the possibility to
restrict the wave vectors k to lie within the first Brillouin Zone. Here, and also in
the remaining parts of this thesis, the same general labeling ψnk(r) for the solutions

5For a rigorous proof please see [58].
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of L(E)
p and L(H)

p will be used for ease of notation later on. Hence, it might be
advantageous for the reader to remember that

ψnk(r) :=





Enk(r) := E(r, ωnk) for L(E)
p ,

Hnk(r) := H(r, ωnk) for L(H)
p .

(2.25)

The name ψnk(r) will be used for properties which are common to both, the electric
and the magnetic field. Nevertheless, it should be emphasized that the same phys-
ical situation is described by both, the magnetic and electric field, of course, and
therefore either formulation can be chosen to fully describe the envisaged problem.
In practice, though, the magnetic field formulation is usually preferred for 3D PCs
[42] since div H = 0 eases numerical calculations significantly and, if desired, the
corresponding electric field E(r) can always be obtained6 by means of Maxwell’s
equations (2.1)–(2.2). For 1D PCs there is no advantage for either polarization as
div E = 0 is fulfilled there as well and for 2D systems the polarization of the consid-
ered electromagnetic wave influences the choice of a convenient formulation as will
be clarified in Sec. 2.3.

As mentioned above, the Bloch functions are eigenfunctions of the operators
L(E/H)

p belonging to their associated eigenfrequencies ωnk. Considering these fre-
quencies as continuous functions of k yields the dispersion relation for a certain
band n:

ωn(k) := ωnk . (2.26)

The entirety of those dispersion curves is called the Photonic Band Structure (PBS).
In Fig. 2.4 on p. 17 such PBSs are depicted for two example systems of 2D Photonic
Crystals which are going to be introduced in Sec. 2.3. It can be seen from these fig-
ures, that the dispersion relations (2.26) deviate strongly from the linear dispersion
in homogeneous media. Especially at the BZ boundaries the dispersion becomes
flat accompanied by the development of standing waves originating from Bragg res-
onances, i.e. from constructive interference of electromagnetic waves scattered back
from all single scatterers located at sites R of the entire lattice R. For certain well-
chosen dielectric functions, the Bragg scattering can open frequency ranges, where
no linear wave propagation through the crystal is possible7. In these frequency
regions the PC acts as a perfect mirror for incoming electromagnetic waves. In ad-
dition, this so-called PBG enables the confinement of waves to a width of the order
of the lattice constant, a, and by this gives rise to the development of wave-guiding
structures embedded into the Photonic Crystal, which will be discussed in Sec. 3.3.

The Bloch functions ψnk(r) constitute an orthonormal set of basis functions and,
by this, obey the orthonormality relation

〈ψmk|ψnk′〉 = δmn δ(k− k′) , (2.27)

6Please be aware of the fact that this mapping is not unique due to the gauge freedom of adding
arbitrary gradient fields.

7However, for sufficiently high intensities the propagation of non-linear electromagnetic waves is
possible, giving rise to the occurrence of solitary waves and interesting novel interaction effects
between those [59, 60, 61].
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2.2 Wave propagation in Photonic Crystals

where Dirac’s delta distribution and bra-ket notation for scalar products between
different Bloch functions have been used. Though the operator L(E) is not hermitian
with respect to the standard scalar product, this drawback can be eliminated by
choosing a different definition of scalar products. Thus, it is convenient to define

〈ψmk|ψnk′〉 =





∫
Rd ddr ε(r)ψ∗

mk
(r)ψnk′(r) for L(E) ,

∫
Rd ddr ψ∗

mk
(r)ψnk′(r) for L(H) ,

(2.28)

where the integration is performed over all space. To obtain numerical solutions
for these Bloch functions ψnk(r) and the corresponding eigenvalues ωnk, a straight-
forward way is to expand all the periodic functions, unk(r) and εp(r), into Fourier
series over the reciprocal lattice G, thereby transforming the differential equation
(2.24) into an infinite matrix eigenvalue problem, which may be suitably truncated
and solved numerically. Details of this plane wave method (PWM) for isotropic sys-
tems can be found, for instance, in Ref. [42] and for anisotropic systems in Ref. [56].
Iterative plane wave based methods are available as well [62, 63].

While the PWM provides a straightforward approach to computing the band
structure of PCs, it also exhibits a number of shortcomings, such as slow conver-
gence associated with the truncation of Fourier series in the presence of discontin-
uous changes in the dielectric constant. Therefore, an efficient real space approach
to computing photonic band structures has been developed recently [64]. Within
this approach, the wave equation is discretized in real space through finite differ-
ences or more advanced finite element techniques leading to sparse matrix problems.
The solution of the resulting algebraic problems are obtained by employing multi-
grid methods, which guarantee an efficient solution by taking full advantage of the
smoothness of the photonic Bloch functions.

Besides the determination of dispersion relations and associated Bloch functions,
other physical quantities of interest, such as the density of states, the local density
of states [42] and the group velocity [65, 64], can be directly obtained from these
band structure calculations.

It should also be emphasized at this point that the Bloch functions are the fun-
damental building blocks for the construction of Wannier functions, and, by this,
also for the accurate computation of frequencies and mode profiles of defect struc-
tures embedded into the Photonic Crystal. Due to this fundamental role of the
Bloch functions, their numerical quality with respect to convergence, orthonormal-
ity, and behavior under symmetry operations of the direct lattice, is of paramount
importance.

2.2.4 Photonic Wannier functions

Photonic WFs are formally defined as Lattice Fourier Transform (LFT) of Bloch
functions via

WnR(r) :=
1

VBZ

∫

BZ

ddk e ı̇kRψnk(r) , (2.29)

11



2 Basic principles

where the integration is performed over the entire first Brillouin Zone and VBZ

denotes the volume of the latter. It is worth mentioning here that the integration
is performed with respect to the wave vector index k and not with respect to the
position vector r. In the remaining part of the thesis notations like W

(E)
nR

(r) and

W
(H)
nR

(r) will be used to distinguish between WFs for the electric and the magnetic
field, respectively. In contrast to the infinitely extended Bloch functions, the WFs
are supposed to be a set of localized functions, labeled with a lattice vector R,
indicating that the center of the function is located inside a WSC around the lattice
site R, and a band index n, inherited from the corresponding set of Bloch functions.

In practice, however, achieving really localized WFs is not an easy task. Already
the non-uniqueness of Bloch functions with respect to a global phase e ı̇φ(k) changes
the localization properties tremendously. When dealing with the case of entangled
bands, a proper disentangling of those bands (a more detailed look on this topic
follows in Chap. 4) can only be achieved by allowing linear combinations of Bloch
functions (BFs) at each wave vector k, facilitating the demixing of such entangled
bands. The problems of non-unique phase choices and the demixing of bands can
be simultaneously addressed by introducing so-called generalized Bloch functions,
ψ̃nk(r), which are connected to the original BFs for each wave vector k by mutually

different unitary matrices U
(k)
mn according to

ψ̃nk(r) =
∑

m

U (k)
mn ψmk(r) , (2.30)

where the summation runs over all entangled bands m. The resulting functions
ψ̃nk(r) are disentangled in a certain sense, which will be illuminated in Sec. 4.1. In
analogy to Eq. (2.29) a corresponding set of generalized Wannier functions can be
defined by

WnR(r) : =
1

VBZ

∫

BZ

ddk e ı̇kR ψ̃nk(r) (2.31)

=
1

VBZ

∫

BZ

ddk e ı̇kR
∑

m

U (k)
mn ψmk(r) , (2.32)

where the index n can no longer be associated with a certain band due to the mixing
of bands by means of the matrices U (k). It is rather an integer label for the general-
ized WFs and BFs. As a matter of principle, these functions should intrinsically be
named W̃nR(r) as they are constructed by a LFT of generalized BFs, ψ̃nk(r). How-
ever, as this entire thesis is concerned with the localization of generalized Wannier
functions only, the tilde is dropped for notational convenience. As the underlying
BFs do, these functions build a complete set of orthogonal functions, too, obeying

〈WnR|WmR′〉 = δnm δRR′ , (2.33)

where the scalar product is defined as indicated in Eq. (2.28). In addition, the Bloch
theorem (2.23) translates into a discrete translational invariance condition for the

12



2.2 Wave propagation in Photonic Crystals

Wannier functions,

WnR(r) = Wn0(r−R) . (2.34)

Due to this translational invariance it is sufficient to construct Wannier functions
only for the WSC around the origin, as the WFs at other lattice sites R can be
obtained by just shifting the functions Wn0(r) by the considered lattice vector R.

2.2.5 Discrete Fourier space and finite domains

For the computation of Wannier functions it is obvious that the integration occurring
in the LFT (2.31) cannot be performed analytically. In fact, the integration has to
be approximated by a discrete sum over a finite set of wave vectors, k. As suggested
in [46], a uniformly spaced Monkhorst-Pack mesh [66] is used for this purpose. Based
on this mesh, the representation of integrations changes according to

1

VBZ

∫
ddk −→ 1

Nkp

∑

k

, (2.35)

where Nkp denotes the total number of wave vectors k contained in the mesh. After
performing this step towards a discrete set of wave vectors the definition of WFs
reads

WnR(r) :=
1

Nkp

∑

k

e ı̇kR ψ̃nk(r) . (2.36)

As mentioned in Sec. 2.2.4 the knowledge of the Wannier functions at the central
WSC is sufficient, due to the translational invariance condition (2.34). These func-
tions adopt in discrete Fourier space the rather simple form

Wn0(r) :=
1

Nkp

∑

k

ψ̃nk(r) . (2.37)

By this expression it might become apparent that the Wannier function Wn0(r)

can be regarded as the first Brillouin Zone average of Bloch functions ψ̃nk(r) for
the band n. In addition, by discretizing the BZ a finite and periodically repeating
computational domain on which the WFs are defined is inherently introduced. While
being defined formerly on all space R

d the WFs are now only defined on a domain
of Ncells unit cells. It is noteworthy that the total number of cells Ncells coincides
with the total number of wave vectors Nkp. This fact might be comprehensible by
two different arguments. The first is that the WFs have to fulfill Born-von Karman
boundary conditions which determine the proper set of wave vectors k depending on
the size of the supercell considered. The second and probably easier understandable
argument is a dimensional one. The dimension of the functional space made up of
the generalized BFs for a single band n is Nkp. On the other hand the set of lattice
sites R labeling the WFs is limited to Ncells. Since the dimension of vector spaces
should not be affected by a LFT, Nkp and Ncells have to coincide.
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The introduction of a discrete sampling of the BZ is also responsible for the fact
that the translational invariance (2.34) is only fulfilled approximately. Therefore,
for correct numerical calculations it has to be assured that Ncells = Nkp is chosen
sufficiently large, when using (2.34) for the construction of WFs located at lattice
sites R 6= 0.

Due to the strong localization of MLWFs it is mostly sufficient for numerical
calculations to limit the WFs to a smaller computational domain with Ncd < Ncells

elementary cells. This limitation is dependent on the localization of the WF it-
self and has to be determined empirically by employing certain accuracy limits for
orthogonality, normalization, and overlap matrix elements.

2.3 Two-dimensional Photonic Crystals

This thesis — although being applicable to 3D Photonic Crystals as well — is
focused on the generation of maximally localized Wannier functions for 2D Photonic
Crystals. For this reason the equations obtained in the previous sections will be
specialized for the case of two-dimensional systems. Later on, two example systems
will be introduced: a square and a triangular lattice of cylindrical air pores etched
into silicon [6]. The square lattice system will be utilized for the demonstration
of defect calculations and for determining maximally localized WFs for an isolated
group of bands addressed in Chaps. 3 and 4, respectively. The triangular lattice of
air pores can be considered as one of the most difficult cases for the calculation of
maximally localized Wannier functions8. It will later be used for the demonstration
of the construction of MLWF for higher order, wildly entangled bands.

2.3.1 Decoupling of polarizations

In the following, for two-dimensional systems the dielectric function ε(r) is assumed
to vary in the xy-plane while being homogeneous along the z -direction. This leads
to restrictions

∂ε(r)

∂z
= 0

∂E(r)

∂z
= 0

∂H(r)

∂z
= 0 , (2.38)

for the dielectric function ε(r) and the electric and magnetic fields. Substituting
these into the wave equations (2.7) and (2.8) yields one differential equation for the
Ez -component of the electric field

η(r)

[
∂2

∂x
+
∂2

∂y

]
Ez (r) +

ω2

c2
Ez (r) = 0 (2.39)

which is decoupled from the other components, and two coupled differential equa-
tions for the remaining field components, Ex (r) and Ey(r). The same is valid for

8Reasons for this will be given in Sec. 5.3.
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E-Pol.

H-Pol.

~E

~H

~E

~H

Figure 2.3: Decoupling of polarizations for 2D systems for a sample PC made of a square
lattice of rods in air. The dielectric function is constant along the vertical axis (z -axis).
E-Polarization: the E-field is oriented parallel to the z -axis. H -Polarization: the H -field
is oriented parallel to the z -axis.

the H -field. One obtains a decoupled wave equation for the Hz -component
[
∂

∂x
η(r)

∂

∂x
+

∂

∂y
η(r)

∂

∂y

]
Hz (r) +

ω2

c2
Hz (r) = 0 (2.40)

and two coupled equations for the Hx (r) and Hy(r) components. Due to this decou-
pling one can consider two different polarizations depending on whether the E -field
(E -Polarization) or the H -field (H -polarization) is parallel to the z -axis illustrated
in Fig. 2.3. In both cases the field distributions are conveniently describable by scalar
wave equations for the z -components of the respective fields. Arbitrary polarizations
can be handled by taking appropriate linear combinations. For a perfectly periodic
and isotropic 2D PC, ε(r) ≡ εp(r), this decoupling leads to two scalar eigenvalue
equations

ηp(r)

[
∂2

∂x 2
+

∂2

∂y2

]
Enk(r) = −ω

2
nk

c2
Enk(r) , (2.41)

[
∂

∂x
ηp(r)

∂

∂x
+

∂

∂y
ηp(r)

∂

∂y

]
Hnk(r) = −ω

2
nk

c2
Hnk(r) , (2.42)

where the Bloch functions Enk(r) and Hnk(r) represent the z -component of the
electric and the magnetic field, respectively. Based on this, scalar 2D Wannier
functions might be defined as

W
(E)
nR

(r) :=
1

VBZ

∫

BZ

d2k e ı̇kR Enk(r) , (2.43)

W
(H )
nR

(r) :=
1

VBZ

∫

BZ

d2k e ı̇kR Hnk(r) . (2.44)
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The lattice sites R and wave vectors k can be considered as two-dimensional vectors
lying within the xy-plane of the three-dimensional space and the set of vectors R

belongs to a 2D lattice.

2.3.2 Model systems

For two-dimensional periodic arrangements of cylindrical objects such as holes in
a dielectric, there exist five distinct so-called Bravais lattices [see Ref. 67, p. 6]:
the square, rectangular, centered rectangular, hexagonal (triangular), and oblique
lattice. The most commonly used systems for experimentally realized 2D PCs are
arrangements of pores or rods on a square or triangular [6] lattice, which have already
been illustrated in Figs. 2.2(a) and 2.2(b), respectively.

In this thesis two model systems of different Bravais lattice type and for different
polarizations will be considered:

The first is a square lattice (with lattice constant a) of air pores (εc=1) of radius
r=0.475a etched in silicon (εb=12), which will be utilized for the demonstration of
defect calculations in a Wannier function basis (Chap. 3) and for the construction
of MLWFs for an isolated group of bands (Chap. 4). This system exhibits for
E -polarized light two band gaps, with the fundamental band gap extending from
a/λ=0.238 to a/λ=0.291 (20% of the mid-gap frequency).

The second system is a triangular lattice of air pores of radius r = 0.45a etched
in silicon [6]. This PC exhibits for H -polarized radiation a large fundamental band
gap between a/λ=0.298 and a/λ=0.490 (48.7% of the mid-gap frequency). Also
two smaller higher order PBGs are visible and another one, not visible here, occurs
between bands 38 and 39, and will serve as a naturally given upper bound for the
number of bands for which MLWF will be constructed. At first this model system
will be utilized for the demonstration of the construction of maximally localized
Wannier functions for non-isolated groups of bands in Chap. 5. Later in Chap. 6 the
first 38 MLWFs for this system will be constructed by means of the newly developed
bottom-up approach [68]. The corresponding band structures, direct lattices, and
first Brillouin Zones for both systems are depicted in Fig. 2.4.
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(a) Square lattice of air pores with r = 0.475a. This PC exhibits for E -polarized light two band
gaps, with the fundamental band gap extending from a/λ = 0.238 to a/λ = 0.291 (20% of the
mid-gap frequency).
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(b) Triangular lattice of air pores with r/a = 0.45. This PC exhibits a large fundamental band
gap between a/λ=0.298 and a/λ=0.490 (48.7% of the mid-gap frequency). Also two smaller higher
order PBGs are visible and another one, not visible here, occurs between bands 38 and 39.

Figure 2.4: Photonic band structures for two 2D macroporous silicon PCs with different
lattice types and polarizations. The frequencies are given in dimensionless units of lattice
constant a over the vacuum wavelength λ which corresponds to the calculated frequency.
Band gaps are shaded in red. The upper insets show the underlying real space lattice (with
lattice constant a) of air pores with radius r and dielectric constant εc = 1 in silicon
(εb = 12) for each system, whereas the lower ones depict the first Brillouin Zone of the
corresponding reciprocal lattice with their irreducible wedges highlighted.
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2.3.3 Symmetries of 2D Bravais lattices

As symmetry is in general a mighty concept in nature and particularly with regard
to maximally localized Wannier functions, this section is devoted to a brief group
theoretical description of the symmetries of 2D Photonic Crystals.

2.3.3.1 Square lattice

In addition to the translational symmetry by a lattice vector R, (2.13), 2D Photonic
Crystals have other spatial symmetries, too. For instance, the considered square
lattice model system is invariant under mirror reflections σ′

v , σ
′′
v , σ

′
d , and σ′′

d , which
symbolize mirror reflections at mirror axes, pointing from the origin to the nearest
neighbors (σ′

v , σ
′′
v ) and second nearest neighbors (σ′

d , σ′′
d). It is also invariant under

rotations of 90◦, 180◦, and 270◦. These symmetry operations are denoted by C4,
C2(≡ C 2

4 ), and C−1
4 (≡ C 3

4 ), respectively, where Cn in general designates rotations
by 2π/n. Together with the identity operation, I , which keeps the structure as it
is, the above mentioned symmetry operations constitute the C4v point group9:

C4v =
{
I ,C4,C

−1
4 ,C2, σ

′
v , σ

′′
v , σ

′
d , σ

′′
d

}
(2.45)

A symmetry operation R1 is called conjugate to a different operation R2, if the
relation

R1 = RR2R
−1 (2.46)

holds for some R ∈ C4v . In the case of a square lattice, (σ′
v , σ

′′
v ), (σ′

d , σ
′′
d), and

(C4,C
−1
4 ) are pairs of conjugate operations as

σ′′
v = C4σ

′
vC

−1
4 , (2.47)

σ′′
d = C4σ

′
dC

−1
4 , (2.48)

C−1
4 = σ′

vC4σ
′
v

−1
. (2.49)

Due to a certain arbitrariness in choosing the underlying coordinate system10, con-
jugate operations might be considered as substantially equal. Hence, the group C4v

might be written as well as

C4v =
{
I , 2C4,C2, 2σv , 2σd

}
, (2.50)

where, for instance, 2σd designates two operations of type σd .
A representation of a general group G on an n-dimensional linear vector space L is

a realization of the group as a set of linear operators acting on L. I.e. each element
R ∈ G is associated with an operator D(R) acting on L as

D(R) fi(r) =
n∑

j=1

Dji(R)fj (r) , (2.51)

9The notation used here is known as Schönflies notation.
10E.g. σ′

v becomes σ′′

v when rotating the coordinate system by 90◦.
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where the functions fi(r) constitute a basis of L. The dimension of such a represen-
tation is given by the rank of its representation matrices Dji(R). While D(R) is the
representation of one single element R ∈ G, the set

D :=
{
D(R) | R ∈ G

}
, (2.52)

is called the representation of the group G. A representation is called reducible
if at least two true subspaces L(α) of L can be found so that the subspaces L(α)

themselves are invariant under all D(R) ∈ D . If it is not possible to find such a set
of subspaces L(α), i.e. L is the only vector space which is invariant under all D(R),
the representation is called irreducible. For the case of a reducible representation
(RREP) the vector space L is separable into direct sums of invariant subspaces L(α)

as
L = L(1) ⊕ L(2) ⊕ · · · , (2.53)

and therefore all D(R) can, by means of equivalence transformations, be brought
into block diagonal form

D(R) = D (1)(R)⊕ D (2)(R)⊕ · · · , (2.54)

where the D (α)(R) are the irreducible representations (IREPs) of group elements R
leaving the corresponding vector space L(α) invariant. As it might happen that a
RREP contains several non-equivalent IREPs one may write

D(R) =
⊕

α

mαD (α)(R) with mα ∈ N . (2.55)

The trace of an IREP is called its character χ(α)(R) with respect to R, i.e.

χ(α)(R) :=
n∑

i=1

D
(α)
ii (R), (2.56)

and if f̃α(r), connected to the fi(r) by unitary transformations, is a simultaneous
eigenfunction to D (α)(R) for all R ∈ G, Eq. (2.51) simplifies to11

D (α)(R) f̃α(r) = χ(α)(R) f̃α(r) , (2.57)

and, hence, the function might be associated with the IREP D (α) of the group G,

D (α) =
{
D (α)(R) | R ∈ G

}
, (2.58)

also uniquely characterized by the set of characters {χ(α)(R) | R ∈ G}. The matrix-
like arrangement of χαR := χ(α)(R) is called a character table. Such are depicted in
the left panels of Figs. 2.5 and 2.7.

11For one-dimensional IREPs.
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C4v I 2C4 C2 2σv 2σd

A1 1 1 1 1 1

A2 1 1 1 -1 -1

B1 1 -1 1 1 -1

B2 1 -1 1 -1 1

E 2 0 -2 0 0

x

y
σ′

dσ′′
d

σ′
v

σ′′
v

C2 C4

C−1
4

Figure 2.5: Character table (left panel) and corresponding symmetry operations (right
panel) for the C4v point group of the square lattice.

In general, assuming that the 2D PC is invariant under any symmetry operation
R that belongs to the point groupM of the lattice, the differential operator L(E/H)

p

defined on p. 9 commutes with all such elements of M. Group theory tells now
[69, 70, 71] that any eigenfunction, ψnk(r), is then associated with an IREP of the
k-groupMk, which is the subgroup ofM that keeps the wave vector k, labeling the
eigenmodes ψnk(r), invariant12. Hence, a classification of the eigenmodes according
to the IREPs ofMk is possible [72].

Of special interest (see Sec. 4.3.3) for this thesis are only the BFs at the Γ-point
of the reciprocal lattice, i.e. at k = 0. It might readily be seen that in general all
elements of the point groupM leave the Γ-point invariant and thus

MΓ ≡M . (2.59)

In the case of the square latticeMΓ ≡ C4v holds, and hence the Bloch functions at
the Γ-point can be characterized according to the irreducible representations of the
C4v point group. This group has four one-dimensional IREPs named A1,A2,B1,B2

and one two-dimensional, designated with E , where two-dimensional implies that
the corresponding modes are doubly degenerate. The spatial symmetry of these
IREPs is described by their characters χα(R) which are given for the C4v point
group in the left panel of Fig. 2.5. A sample set of Γ-point BFs for the square lattice
model system is depicted in Fig. 2.8, where the first 24 BFs are classified according
to IREPs of C4v . Later on, it will be referred to such functions as A1-modes or
functions of symmetry type A1, depending on their transformation properties under
C4v .

12Up to a reciprocal lattice vector G.
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2.3 Two-dimensional Photonic Crystals

Figure 2.6: The first 24 Bloch functions at the Γ-point classified with respect to the
irreducible representations of the C4v point group of the underlying square lattice.
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2 Basic principles

C6v I 2C6 2C3 C2 3σx 3σy

A1 1 1 1 1 1 1

A2 1 1 1 1 -1 -1

B1 1 -1 1 -1 -1 1

B2 1 -1 1 -1 1 -1

E1 2 1 -1 -2 0 0

E2 2 -1 -1 2 0 0

x

y

σy

σ′
y σ′′

y

σx

σ′
x

σ′′
x

C2
C3

C−1
3

C6

C−1
6

Figure 2.7: Character table (left panel) and corresponding symmetry operations (right
panel) for the C6v point group of the triangular lattice.

2.3.3.2 Triangular lattice

In analogy to the square lattice the right panel of Fig. 2.7 shows the symmetry
operations for the arrangement of cylindrical objects on a triangular lattice. This
structure is invariant under rotations of multiples of 60◦. Those rotations are denoted
by C6, C3(≡ C 2

6 ), C2(≡ C 3
6 ), C−1

3 (≡ C 4
6 ), and C−1

6 (≡ C 5
6 ). The structure is also

invariant under σx or σy mirror reflections and their equivalent mirror reflections
denoted by σ′

x , σ
′′
x and σ′

y , σ
′′
y , respectively. Together with the identity operation I ,

these symmetry operations constitute the C6v point group:

C6v =
{
I ,C6,C

−1
6 ,C3,C

−1
3 ,C2, σx , σ

′
x , σ

′′
x , σy , σ

′
y , σ

′′
y

}
, (2.60)

or merging conjugate operations

C6v =
{
I , 2C6, 2C3,C2, 3σx , 3σy

}
. (2.61)

This point group has six irreducible representations named A1,A2,B1,B2,E1,E2

whose characters are depicted in the left panel of Fig. 2.7. In addition, Fig. 2.8
shows the first 38 BFs of the considered triangular lattice model system classified
according to these IREPs.
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2.3 Two-dimensional Photonic Crystals

Figure 2.8: The first 38 Bloch functions at the Γ-point classified with respect to the
irreducible representations of the C6v point group of the underlying triangular lattice.
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3 Defect computations in a Wannier

function basis

Light paths for frequencies inside a PBG can be created by deliberately embedding
defects into a PC. For instance, if a single pore in the square lattice model sys-
tem, specified in 2.3.2, is modified or not edged at all, an optical micro-cavity is
formed leading to a localized mode of light with a frequency lying inside the PBG.
A chain of such point defects can act as a linear waveguiding channel and facil-
itates the construction of very sharp waveguide bends [73](for a PC of dielectric
rods in air). Combinations of these basic elements can provide ultra-small beam
splitters, Mach-Zehnder interferometers, and functional micro-optical elements such
as ultra-compact mode separators [74]. Properly designed, a set of such functional
elements may allow one to realize a PC circuitry capable of guiding electromagnetic
radiation in a way similar to the guidance of electrons in electronic micro-circuits as
alluded already in the introduction. In this section the usage and efficiency of the
Wannier function approach for the description of the optical properties of PC cir-
cuits is illustrated by presenting basic functional elements, like straight waveguides
(Sec. 3.3), highly transmissive waveguide bends and low-crosstalk waveguide cross-
ings (Sec. 3.4), for the model PC specified in 2.3.2. Since this thesis is focused on
the construction of maximally localized Wannier functions the demonstration of the
efficiency of the Wannier function approach is limited to the the case of E -polarized
light and only the basic equations for Wannier function based lattice models of defect
structures embedded into PCs are derived. Applications to H -polarized radiation
in combination with anisotropic defect structures is discussed in Ref. [57] and a
detailed description of the entire approach has been published in Ref. [48].

3.1 Wannier function based lattice models

The description of defect structures embedded in PCs starts with the corresponding
wave equation (2.39)

∇2E (r) +
(ω

c

)2

{εp(r) + δε(r)}E (r) = 0 . (3.1)

Here, the dielectric function ε(r) was decomposed into a periodic part, εp(r), and
the contribution δε(r) that describes the defect structures. Within the Wannier
function approach, the electromagnetic field is expanded into WFs according to

E (r) =
∑

n,R

EnR WnR(r) , (3.2)

25



3 Defect computations in a Wannier function basis

with unknown amplitudes EnR. The number of WFs and lattice sites R is limited
to NWF and NR, respectively. Inserting this expansion into the wave equation (3.1)
leads to the basic equation for lattice models of defect structures embedded in PCs

∑

n ′,R′

{
δnn ′δRR′ + Dnn ′

RR′

}
En ′R′ =

( c

ω

)2 ∑

n ′,R′

Ann ′

RR′En ′R′ . (3.3)

The matrix Ann ′

RR′ depends only on the dispersion relation and mixing matrices U
(k)
mn

of the WFs and is defined through

Ann ′

RR′ = −
∫

R2

d2r W ∗
nR

(r)∇2Wn ′R′(r) (3.4)

=
1

VBZ

∫

BZ

d2k e ı̇k(R−R′)
∑

m

U (k)
nm

†
(ωmk

c

)2

U
(k)
mn′ . (3.5)

Due to the smoothness of the photonic dispersion relation ωnk with respect to the
wave vector k, the exponential factor in Eq. (3.5) leads to a very rapid decay of the
magnitude of matrix elements with increasing separation |R −R′| between lattice
sites, effectively making the matrix Ann ′

RR′ sparse. Furthermore, it may be shown that
the matrix Ann ′

RR′ is symmetric and positive definite. Similarly, once the Wannier
functions of the underlying PC are determined, the matrix Dnn ′

RR′ depends solely on
the overlap of these functions, mediated by the defect structure:

Dnn ′

RR′ =

∫

R2

d2r W ∗
nR

(r) δε(r)Wn ′R′(r) . (3.6)

As a consequence of the localization properties of both the Wannier functions and
the defect dielectric function, the hermitian matrix Dnn ′

RR′ , too, is sparse. Moreover,
since MLWFs can be chosen to be real [46], both matrices, Ann ′

RR′ and Dnn ′

RR′ are real
and symmetric.

Depending on the nature of the defect structure, one is interested in (i) frequen-
cies of localized defect modes, (ii) dispersion relations of straight waveguides, and
(iii) transmission and reflection spectra through waveguide bends and other, more
complex functional elements. In the following, each of these cases is discussed con-
secutively.

3.2 Single defects

At first, simple cavities created by changing the dielectric constant εdef of a single
pore as shown in the inset of Fig. 3.2 are considered. Such a change could be created
by infiltrating a pore with e.g. a polymer or a liquid crystal [75]. The deviation
from the perfect PC is then described by

δε(r) = (εdef − εc) Θ(r−Rdef) , (3.7)
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Figure 3.1: Frequencies of the localized defect modes associated with a single pore infil-
trated with a material with dielectric constant εdef. Values indicated with diamonds are
calculated with the Wannier function approach by directly solving Eq. (3.3) as a generalized
eigenvalue problem for the cavity frequencies that lie within the photonic band gap. The
solid lines are calculated correspondingly using plane-wave-based supercell calculations [63].
The parameters and corresponding band structure of the underlying model system are given
in Fig. 2.4(a). The results of the Wannier function approach are in perfect agreement with
numerically exact results of supercell calculations.

where Θ(r) defines the area of the defect pore and εc is the dielectric constant
of the air voids (εc = 1). For a single infiltrated pore Θ(r) = 1 inside the pore
at Rdef = 0 and Θ(r) = 0 outside. After calculating the corresponding matrix
elements, Eq. (3.3) is solved as a generalized eigenvalue problem for the cavity
frequencies that lie within the photonic band gap. In Fig. 3.2 the dependence of the
eigenfrequencies of the monopole-like cavity modes on the dielectric permittivity of
the infiltrated material εdef for the model system specified in Fig. 2.4 is depicted.
It shows how a monopole-like defect mode emerges from the upper band edge and
traverses through the Photonic Band Gap as εdef increases. Fig. 2.4 also confirms
that results obtained with the Wannier function approach are in complete agreement
with plane-wave-based supercell calculations [63].

The symmetry properties of the cavity modes, which are shown in Figs. 3.2(b),
clearly correlate with the symmetry of the underlying Wannier functions. This
suggests that the convergence properties of the Wannier function approach depends
on the nature and symmetry properties of the cavity modes under consideration.
To determine the WFs which provide the largest contribution to the defect mode,
it is helpful to define a measure Vn of the strength of the contributions from the
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Figure 3.2: Electric field distribution for the monopole-like cavity mode arising from
filling a single pore with a material of refractive index εdef = 2.40. The contributions Vn =∑

R |EnR|2 to this cavity mode of each single Wannier function, labeled with generalized
index n, are displayed in the left panel. The WFs with highest contribution are marked
with red arrows.

individual WF associated with band n via

Vn =
∑

R

|EnR|2 . (3.8)

In the left panel of Fig. 3.2 the dependence of the parameter Vn on the band index n
is depicted for the cavity mode shown in the right panel. According to their contri-
butions a subset of NWF = 6 of former NWF = 20 WFs is chosen for the subsequent
calculations without worsening the reached accuracy. Thus, the calculation of defect
modes might be used to “gauge” the WF approach to numerically converged super-
cell calculations to determine a minimal set of WFs that yields the same accuracy
of results. Though being already a highly efficient approach, the picking of suitable
WFs improves the efficiency even more. For comparison: while plane wave based
supercell calculations require the solution of an eigenvalue problem with matrix di-
mensions of the order of several thousands, the WF approach reaches results of the
same accuracy by just solving a generalized eigenvalue problem (3.3) with matrix
dimensions of the order of (NWF × NR)× (NWF × NR) = 130× 130.

3.3 Dispersion relations of waveguides

Arguably the most important types of defect clusters in PCs are one or several
adjacent straight rows of defects. Properly designed, such defect rows form a PC
waveguide which allows the efficient guiding of light for frequencies within a photonic
band gap [73, 76]. Due to the one-dimensional periodicity of such a waveguide, its
guided modes obey the 1D Bloch-Floquet theorem

E (r + sw) = e ı̇k(ω)sw E (r) (3.9)
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Figure 3.3: Dispersion relation (left) and exemplary mode profile (right) for the prop-
agating guided modes of a waveguiding structure created by infiltration of a row of pores
with materials specified in Fig. 3.2. This waveguide is mono-moded throughout the com-
plete passing band ranging from a/λ = 0.275 to a/λ = 0.291, where the upper limit of the
passing band is set by the upper edge of the band gap. The results obtained with the Wan-
nier function approach, using NWF = 6 Wannier functions are indicated with diamonds
and are in complete agreement with the results of plane-wave based supercell computations
shown as solid line. The parameters and corresponding band structures of the underlying
model systems are given in Fig. 2.4.

and thus can be labeled by a complex and frequency dependent wave vector, k(ω),
parallel to the waveguide director, sw=w1a1+w2a2. Here, a1 and a2 are the primitive
lattice vectors of the PC, and the integers w1 and w2 define the direction of the
waveguide (for instance the so-called W1-waveguide depicted in the inset of Fig. 3.3
can be described through w1=1 and w2=0 where a1 is pointing along the horizontal
axis). In Fig. 3.3 the dispersion relation of the propagating guided modes (i.e. modes
with Imk(ω) = 0) for a waveguide embedded (as indicated in the corresponding
inset) into the model PC described in Fig. 2.4 is presented. The results obtained
with the Wannier function approach are compared to calculations carried out by
employing the supercell technique [63, 42] and show excellent agreement.

At this point it should be emphasized that, in contrast to the supercell technique,
the Wannier function approach, features also the calculation of dispersion relations
for evanescent guided modes, which obey Eq. (3.9) for complex wave vectors k(ω)
with non-zero imaginary part. Clearly, these modes are largely irrelevant in perfectly
periodic straight waveguides. However, they do play an important role as soon
as the perfect periodicity of the waveguide is broken either through imperfections
due to fabrication tolerances, or through the deliberate creation of deviations from
periodicity such as bends or coupled cavity-waveguide systems. In such cases, these
evanescent guided modes give rise to light localization effects and determine the
non-trivial transmission and reflection properties of PC circuits. Furthermore, they
allow for the calculation of the complex transmission and reflection amplitudes of
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3 Defect computations in a Wannier function basis

multi-port devices which will be presented subsequently (see also Ref. [77]). For
details on the computation of dispersion relations of waveguides by means of the
Wannier function approach please see Ref. [48].

3.4 Functional elements for Photonic Crystal circuits

Having established the basic properties of localized defect modes and waveguides
based on the infiltration of pores with low-index materials, a set of functional ele-
ments for the creation of tunable PC circuits that combine several attractive advan-
tages is presented:

1. The PC circuits are based on 2D PCs consisting of air pores in high-refractive-
index dielectrics and, therefore, can easily be fabricated.

2. They exploit the non-degenerate, monopole-like defect modes for E -polarized
light that result from infiltrating individual pores with appropriate low or mod-
erate refractive index materials such as liquid crystals and/or polymers (see
Fig. 3.2). By construction, this leads to essentially mono-moded PC waveg-
uides. Furthermore, a peculiar symmetry of the square lattice cavity modes
may be exploited to obtain designs for broad-band non-reflecting waveguide
bends and beam splitters as well as broad-band low-crosstalk waveguide inter-
sections operating in the same frequency range.

3. Owing to the tunability of the infiltrated materials the resulting circuits will
be tunable.

The results for the transmission characteristics are obtained within the Wannier
function approach by solving Eq. (3.3) in the basis of Wannier functions as a system
of linear equations with the frequency as a given parameter. To this end, certain
expansion coefficients EnR are assigned values to specify an incoming waveguide
mode, either propagating or evanescent. Of significant importance is the fact that,
in contrast to most standard methods, the Wannier function approach permits the
accurate and efficient calculation of the complete scattering matrices of PC devices
which consist of the complex scattering amplitudes connecting all, i.e., both propa-
gating and evanescent, incoming with all outgoing channels and, therefore, contain
all the phase relations and localization properties between these channels. As a con-
sequence, it provides the possibility to model large-scale PC devices exploiting all
the advantages of a guided-mode scattering matrix technique which is described in
detail in Ref. [48] and Ref. [77], and is conceptually similar to the well-known cas-
caded impedance matrices of microwave theory [78]. To some extent1 this technique
might also be associated with the concept of Jones matrices [79, 80].

1Jones matrices represent only the change of the polarization of a light beam when traversing a
certain optical device and the corresponding calculus employs standard matrix-matrix multi-
plication rules in contrast to those of scattering matrices.

30



3.4 Functional elements for Photonic Crystal circuits

0.276 0.278 0.28 0.282 0.284 0.286
Frequency a/λ

0

0.2

0.4

0.6

0.8

1

T
 a

nd
 R T

R

(a) 90◦ waveguide bend.

0.276 0.278 0.28 0.282 0.284 0.286
Frequency   a/λ

0

0.2

0.4

0.6

0.8

1

T
 a

nd
 R

R
T

u,d

T
u

T
d

R

(b) 90◦ beam splitter.
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Figure 3.4: Designs and transmission characteristics of different devices created by single
pore infiltration with materials of dielectric permittivity εdef = 2.40. All these devices
exhibit high transmittance values over a common and broad frequency range and might
therefore be utilized as basic building blocks for large scale integrated PC circuits.
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Figure 3.5: (a) Design and transmission spectrum for a folded directional coupler embed-
ded into a square lattice of air pores. (b) Resonance dip of the transmittance for different
values of refractive index n of the infiltrated material. The parameters and corresponding
band structures of the underlying model systems are given in Fig. 2.4.

In Fig. 3.4(a) a design for a waveguide bend with an angle of 90◦ is shown. This
bend design exhibits excellent broad-band transmission characteristics. Based on
this bend, it was possible to design a 90◦ beam splitter, depicted in Fig. 3.4(b),
with minimal reflectance over the same broad frequency range. Fig. 3.4(c) shows a
waveguide intersection created for the model system, where it was possible to almost
completely eliminate parasitic cross-talk between the waveguides without having to
take recourse to high-Q resonances as suggested in Ref. [81]. As a result, the achieved
waveguide intersection operates over a reasonable broad range of frequencies. In
addition to the here presented basic functional elements for a square lattice system,
analogous calculations for a triangular lattice of air pores can be found in [82].

It should be emphasized that the designs discussed above are created out of phys-
ical intuition based on the symmetry of the underlying localized single cavity mode,
which leads to several devices with nearly optimal transmission properties that all
work in a common frequency band.

Further improvements of the above designs may be obtained by applying recently
developed methods for PC-based device design optimization that utilize the full
numerical efficiency of the WF approach [74] together with the possibilities for fine
tuning of device properties provided by the single pore infiltration technique through
infiltrating different pores with materials of different refractive index.

Finally, to demonstrate the tunability provided by the single pore infiltration
technique a Folded Directional Coupler (FDC) [83] is presented. A schematic of the
coupler is depicted in Fig. 3.5(a). This FDC exhibits a sharp resonance with a quality
factor Q > 40, 000. Fig. 3.5(b) shows the change of the resonance frequency with
respect to a change ∆n = 1.6 ·10−3 of the refractive index. The resulting tunability
may be expressed through the shift ∆λ/λ of the resonance wavelength. The obtained
numerical results can be cast in form of a linear tuning in ∆n: ∆λ/λ ≈ 0.13∆n. This
tunability is solely based on the tunability of the infiltrated material. For instance,
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3.5 Design optimization

the birefringence of nematic liquid crystals can lead to values for ∆n as large as 0.2,
corresponding to rather substantial tuning ranges of the resonance frequency of the
FDC.

3.5 Design optimization

The aim of the development of any functional element for integrated PC circuits is
certainly to find a device design with optimal characteristics for a certain and pre-
defined functional purpose. However, due to the vast number of design possibilities2

finding a design that meets the required specifications is, using standard simulation
tools like FDTD, a long and tedious enterprise, if manageable at all.

Recent developments utilize the efficiency of the WF approach together with a
numerical small rank update technique [74] to provide a highly efficient tool for
developing optimal designs meeting predefined performance criteria. By using this
technique, it was possible to further improve the design of the waveguide intersection
depicted in Fig. 3.4(c) for achieving a high bandwidth (2% of the center frequency)
as well as low crosstalk (-40dB) and reflectance (-30dB) [84]. Starting from an
initial design, the optimization using small rank adjustments was carried out by
allowing each pore of a domain, consisting of 7 by 7 unit cells around the crossing,
to be either empty or filled with a low-index material. Due to symmetry, there
have been a total of 1024 possible designs (air pore filling patterns). Using a Solaris
workstation (400MHz UltraSparc II, 4GB RAM), this extremely efficient technique
required roughly 1h to check the transmission properties for all possible designs of
such a waveguide crossing, i.e., only 3.5 s are required to check a single pattern.
The results for the best design are shown in Fig. 3.6(b). Compared to the initial
design, Fig. 3.6(a), the frequency bandwidth of the operational window for which
the transmittance exceeds 95% has been more than tripled.

Finally, the achieved optimal design could even be further optimized by allowing
the filled pores to be infiltrated with different materials. However, for continuous
variations of the refractive indexes between 1.5 and 1.75 the design space is too
large to search brute force through all possible configurations. Instead, a recently
developed Wannier basis gradients sensitivity analysis [85] was employed, yielding
the fine-tuned design depicted in Fig. 3.6(c) which features a transmittance of nearly
unity by simultaneously no reduction in the operation bandwidth.

In conclusion, recently developed Wannier based methods like the small-rank up-
date technique [86], can help to speed up already highly efficient WF based numerical
calculations even more. For comparison of efficiency it should be mentioned that
calculations using the ”bare” Wannier function approach, i.e., without the small
rank adjustment method, checking all of the 1024 possible designs would have re-
quired about 500h on the same hardware. Using standard FDTD analysis would
have required about 10 000h.

2For the example considered here: which pores should be infiltrated and with which material.
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(c) Design and transmission characteristics for the fine-tuned waveguide intersection.

Figure 3.6: Transmission, reflection, and crosstalk spectra for three different waveguide
crossing designs: (a) the original design; (b) the best design that can be obtained by
infilling air pores in 7 by 7 unit cells around the crossing with a low-index material (n
= 1.7); (c) the optimized design obtained by refining design (b) through fine-tuning of
the refractive indexes of the infiltrated material. The different indexes are color encoded
over the range from 1.5 to 1.75: n = 1.75 (violet), 1.74 (green), 1.68 (turquoise), 1.58
(orange), 1.56 (magenta), and 1.5 (yellow). Please note that the optimization procedure
was performed for a conceptually equivalent square lattice PC with a pore radius of r=0.45a
instead of the model system with r=0.475a introduced in Sec. 2.3.2. The change of the
underlying PC was performed to ease its accessibility to an experimental realization.
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3.5 Design optimization

With this last demonstration of the efficiency and accuracy of the Wannier function
approach this chapter might be closed with the remark that the entire approach
depends crucially on the existence of a set of symmetric and maximally localized
Wannier functions, whose construction by means of the newly developed bottom-up
approach is illustrated in the following chapters. The set of WFs used for the above
described optimization of a waveguide intersection is exhibited in Fig. 3.7 and might
contribute to the reader’s motivation to learn more about their construction.
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3 Defect computations in a Wannier function basis

Figure 3.7: The first 19 Wannier functions which were used for the optimization of the
waveguide intersection displayed in Fig. 3.6(c). It is worth mentioning that only the 13th
WF has its center inside an air pore. All other functions are centered around positions
inside the background material.
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4 Maximally localized Wannier

functions for an isolated group of

bands

Wannier functions are named after their inventor, Gregory Hugh Wannier, who has
introduced this set of localized functions for studying electronic excitations in elec-
tronic insulators already in 1937 [43]. However, they have seen only little practical
use in computational electronic structure theory until the end of the 20th century.
This is mainly caused by their non-uniqueness in definition: even in the case of a
single isolated band, it is well known that the corresponding Wannier function is not
unique, due to a phase indeterminacy of the underlying Bloch functions. However,
for this case, the conditions for obtaining a maximally localized, exponentially de-
caying WF are known [87, 88]. For the case of several non-isolated bands, an even
stronger indeterminacy is given due to the mixing of bands, leading to the defini-
tion (2.31) of generalized WFs. It was shown by Des Cloiseaux [89] that achieving
well localized and symmetric WFs simultaneously is only possible for a set of such
generalized WFs. A closer look on this fact will be taken in Sec. 4.1. For this more
complicated case, a numerical method [46], was published in 1997 by N. Marzari and
D. Vanderbilt, allowing to obtain maximally localized WFs for an isolated group of
bands, i.e. for a group of bands which are crossing themselves but are separated to
higher and lower bands by band gaps. In 2002, Souza et al. provided in [47] an
additional algorithm for disentangling a non-isolated group of bands from higher-
and lower-lying bands. This algorithm is designed to be applied as a preprocessing
step to the method of Marzari and Vanderbilt.

In the context of research on the optical properties of defect structures in Pho-
tonic Crystals, Wannier functions have first been mentioned in Ref. [90] by K. M.
Leung in 1993. In 2002 a tight-binding Wannier function method was suggested,
where localized approximate WFs are obtained by means of the standard Slater-
Koster formalism [91, 92, 93]. The idea of obtaining maximally localized photonic
Wannier function according to the method of Marzari and Vanderbilt, and applying
those to defect structures embedded in a PC for E -polarized light was made public
around 2002 [94, 95]. The construction of some of the lowest lying MLWFs with the
above mentioned methods for the H -field was presented in Ref. [96] by Whittaker
and Croucher. The complete Wannier function approach, including the calculation
of defect modes, dispersion relations of linear waveguides, and transmission charac-
teristics of multiport devices was introduced by Busch et al. in Ref. [48].
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4 Maximally localized Wannier functions for an isolated group of bands

The aim of this thesis was to transfer the methods described in [46] and [47] to
periodically structured dielectric materials, i.e. Photonic Crystals, and to check their
applicability for the construction of maximally localized photonic Wannier functions.
This transfer process started with the analytical recalculation of [46] and its sub-
sequent implementation in computer codes. Therefore, this chapter is contributed
to the construction of maximally localized WFs for the case of an isolated group of
bands.

After a brief description of the complications arising from the mixing of bands
in Sec. 4.1, the algorithm of Marzari and Vanderbilt is explained in detail. Longer
calculations have been sourced-out into several appendices for better readability
of the manuscript. Special emphasis should be devoted to Sec. 4.3.3.2 where a
new set of initial trial functions is proposed, tremendously easing the calculation of
maximally localized WFs. Its usefulness is proven subsequently for the construction
of MLWFs for the example system specified in Fig. 2.4(a).

The more difficult case of non-isolated groups of bands will be discussed in Chap. 5.
A major complication arising from the fact that in the case of PCs, Wannier
functions have to be constructed for bosonic “particles” (photons) is discussed in
Chap. 6. In addition, a novel bottom-up approach for the construction of arbitrarily
many symmetric and well localized WFs is presented there.

4.1 Entanglement of bands

As already stated in Sec. 2.2.4, Wannier functions are defined as a Lattice Fourier
Transform of Bloch functions ψnk(r):

WnR(r) :=
1

VBZ

∫

BZ

ddk e ı̇kR ψnk(r) , (4.1)

where the involved fields are scalar quantities representing the z -component of either
the electric or the magnetic field, as explained in Sec. 2.3, since the main focus of
this thesis lies on 2D systems. However, the generalization to 3D is straightforward
by just considering these fields as vectorial with bold symbols WnR(r), ψnk(r), and
unk(r). For this purpose the notation is kept d -dimensional.

Though the definition and, therefore, the construction recipe looks somewhat
straightforward, the construction of a set of maximally localized WFs is in practice
a rather complicated task [97]. The reasons for this will be pointed out in the
following.

As mentioned earlier, the definition of Bloch functions is not unique. There is an
indeterminacy with respect to a phase factor φn(k)

ψnk(r)→ ψnk(r) e ı̇φn (k) , (4.2)

which might be different for every band n and wave vector k. This means that if a
Bloch function is multiplied with such a phase factor, the resulting function is still a
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4.1 Entanglement of bands

valid Bloch function . On a first sight such a non-uniqueness does not seem to cause
greater difficulties. However, as Eq. (4.1) is not invariant under phase transforma-
tions (4.2), one consequently obtains a different WF for each distinct set of phases
{φn(k)}. In addition, all of these Wannier functions have completely different lo-
calization properties. But among all those combinations of phases there is one1 set
which leads to a Wannier function that is maximally localized in a certain sense.
The practical problem which has to be solved is to find exactly this combination of
phases that leads to a MLWF.

Though there exists an analytic way of finding this combination in 1D systems
[87, 88], a corresponding method does not exist for higher-dimensional systems2.
For such systems, there are even further complications arising from the occurrence
of crossing and repulsive3 bands. In Fig. 4.1 this complication is illustrated. It
might be obvious that the mode structure or mode profile is not following the band
structure anymore. Especially the case of repulsive bands states the most complex
problem, as in this case the mode structure is transfered continuously from one
mode to the other over the region in k-space where the dispersion curves have non-
zero and opposite signed curvatures. In contrast to this, crossing bands are only
degenerate at certain k-points and can be disentangled at all other positions by just
interchanging the band indices if required.

For demixing repulsive bands one has to increase the degree of freedom further.
This is realized by introducing unitary matrices U

(k)
mn obeying the unitarity condition

U (k)†U (k) = 1 (4.3)

which allow linear combination of Bloch functions ψnk(r) belonging to the same
wave vector k according to

ψ̃nk(r) :=
N∑

m=1

U (k)
mn ψmk(r) , (4.4)

where the functions ψ̃nk(r) are called generalized Bloch functions and N is the
number of bands that build up a composite group.

For illuminating the meaning of these generalized BFs the Bloch functions dis-
played in Fig. 4.1 are demixed4 at different wave vectors k as follows: taking the
bands at the X -point as reference, i.e.

k =
2π

a
(0.5, 0.5) :



ψ̃5(r)

ψ̃6(r)

ψ̃7(r)


 =




1 0 0
0 1 0
0 0 1






ψ5(r)
ψ6(r)
ψ7(r)


 =



ψ5(r)
ψ6(r)
ψ7(r)


 ,

1Up to permutations of band indices and for requiring that the WF should be centered in the
WSC around the origin.

2Reasons for this are given in [46].
3Sometimes also called avoided crossings.
4Not considering the problem of a proper phase choice e ı̇φnk for each function.
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4 Maximally localized Wannier functions for an isolated group of bands

X 0.1 0.2 0.3
0.49

0.50

0.51
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a/λ

Symmetry with respect to XM:

even

odd

Figure 4.1: Absolute values of Bloch functions |ψnk(r)| of bands 5−7 of a sample square

lattice PC plotted along the XM direction, i.e. k = (0.5, ky) with ky = 0 . . . 0.5 in units
of 2π/a. The arrangement of the function plots is chosen to reflect the corresponding
dispersion relation ωn(k) for each band, depicted in the right upper inset as a function
of k = (0.5, ky). Starting at the X -point, i.e. ky = 0, first the sixth and seventh band
cross each other at ky ≈ 0.15, afterwards the former band seven and band five are repelling
each other over the region ky ≈ 0.2− 0.3 with a continuous transfer of the mode structure
between these modes. Close to the M -point band five carries now the mode structure of
the former seventh band, the sixth band corresponds to the former fifth band, and band
seven shows the mode structure of the former band six. For more details on crossing and
repulsive bands see Ref. [98].
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4.2 Measure of localization

the bands close to the M -point in Fig. 4.1 could be demixed by the unitary trans-
formation5

k =
2π

a
(0.5, 0.5) :



ψ̃5(r)

ψ̃6(r)

ψ̃7(r)


 =




0 0 1
1 0 0
0 1 0






ψ5(r)
ψ6(r)
ψ7(r)


 =



ψ7(r)
ψ5(r)
ψ6(r)


 .

For a wave vector between these k -points the unitary transformation would have
the form


ψ̃5(r)

ψ̃6(r)

ψ̃7(r)


 =




c 0
√

1− c2

−
√

1− c2 0 c
0 1 0






ψ5(r)
ψ6(r)
ψ7(r)


 =




c ψ5(r) +
√

1− c2 ψ7(r)

−
√

1− c2 ψ5(r) + c ψ7(r)
ψ6(r)


 ,

with an in general complex number c. In this way it could be reached that BFs
having similar mode profiles share the same band index n. This means, for the
generalized BFs the mode and band labeling coincide. When applying now the LFT
(2.29) on these functions

WnR(r) =
1

VBZ

∫

BZ

ddk e−ı̇kR ψ̃nk(r) (4.5)

=
1

VBZ

∫

BZ

ddk e−ı̇kR

N∑

m=1

U (k)
mn ψmk(r) , (4.6)

the resulting Wannier functions, WnR(r), are inherently symmetric and with a
proper phase choice highly localized. For simplicity the same notation is used here
as for the Wannier functions obtained by the direct lattice Fourier transform defined
in (2.29).

Concluding, for higher-dimensional systems not a set of phases has to be deter-
mined numerically, but a combination of unitary matrices {U (k)

mn } that yields a set
of maximally localized Wannier functions for a group of N composite bands simul-
taneously. How this matrices can be calculated will be explained in detail in the
following sections. Since the main goal is to achieve MLWFs, one first has to look
for an appropriate measure of localization which will be derived subsequently.

4.2 Measure of localization

In order to obtain a set of maximally localized Wannier functions a reliable measure
of localization is required. A natural choice for a single Wannier function with band

5Eq. 4.4 is for the following examples denoted as a standard matrix-vector product, where the
summation is carried out over the second dimension of the matrix. Therefore, to get matrices

U
(k)
mn complying Eq. 4.4 the transposed of the displayed matrices have to be taken.
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4 Maximally localized Wannier functions for an isolated group of bands

index n and centered inside the central WSC, i.e. R = 0, might be its moment of
second order or variance

σ2
n = 〈r 2〉n − r2

n (4.7)

with

rn := 〈r〉n :=
〈
Wn0

∣∣r
∣∣Wn0

〉
and 〈r 2〉n :=

〈
Wn0

∣∣r 2
∣∣Wn0

〉
, (4.8)

where the scalar products are defined as indicated in (2.28). As is well known
from statistics, the variance measures the width of a probability distribution around
its average value. Here, σ2

n measures the spread of the Wannier function Wn0(r)
around its center rn . A smaller spread σ2

n indicates better localization. Hence,
a maximally localized function is the one having the smallest spread among all
considered functions.

As pointed out earlier, for higher-dimensional systems one has to deal with a
group of N bands which have to be disentangled. For such a situation a reasonable
measure of localization is given by the functional

Ω =
N∑

n=1

σ2
n =

N∑

n=1

[
〈r 2〉n − r2

n

]
, (4.9)

which is just the sum of the spreads of all N Wannier functions considered. Recalling
that the generalized Wannier functions depend on the unitary matrices U

(k)
mn it’s

evident that the spread functional is a function of these matrices, too. To emphasize
this, one may write

Ω := Ω
[
{U (k)

mn }
]
. (4.10)

Based on this notation a mathematical criterion for the determination of the set
of unitary matrices that lead to maximally localized Wannier functions is readily
available. It is exactly the set which solves the minimum problem

Ω
[
{U (k)

mn }
]

= Min. (4.11)

The solution of this multidimensional non-linear minimization problem has to be cal-
culated numerically and the corresponding procedure will be outlined subsequently.

4.3 Minimization of the spread functional

As pointed out already earlier, the conditions for reaching the global minimum of
(4.11) can be given analytically only for certain systems6 like an isolated band in
1D [87]. In general Eq. (4.11) has to be solved numerically. For such a numerical
treatment one has to derive a discrete formulation of (4.9) that can be minimized
by means of computer algorithms.

6Please see Sec. IV.C and Sec. V.A in Ref. [46] for details.
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4.3 Minimization of the spread functional

4.3.1 Discrete formulation

The easiest way of which one could think of to solve (4.11) is just to start with a

certain set of unitary matrices U
(k)
mn , construct the corresponding generalized Bloch

functions and from these the generalized Wannier functions. Afterwards calculate
the value of the spread functional and compare with results of other functions con-
structed already. This procedure could be continued until the global minimum is
found. However, the LFT (4.5) is quite time consuming and an algorithm based
on this procedure would be somewhat inefficient. On the other hand, the Wannier
functions are connected to the Bloch functions via (4.5). Therefore, an expression
for the spread functional (4.9) in terms of Bloch functions ψnk(r) or their periodic
parts unk(r) might be derivable.

Indeed, as shown by Blount in Ref. [99], matrix elements of the position operator
between Wannier functions take the form

〈Rm|r|0n〉 =
ı̇

VBZ

∫

BZ

ddk e ı̇kR 〈umk|∇k|unk〉 , (4.12)

〈Rm|r 2|0n〉 = − 1

VBZ

∫

BZ

ddk e ı̇kR 〈umk|∇2
k
|unk〉 , (4.13)

where the operator ∇k is understood to act to the right only, i.e. only on the ket.
Using the above, one can reexpress the matrix elements occurring in the spread
functional by

rn =
ı̇

VBZ

∫

BZ

ddk 〈unk|∇k|unk〉 , (4.14)

〈r 2〉n =
1

VBZ

∫

BZ

ddk
∣∣|∇kunk〉

∣∣2 . (4.15)

Eq. (4.15) follows from Eq. (4.13) after integration by parts and utilizing the geomet-
ric properties of the first Brillouin zone. A detailed derivation is given in Appendix
A.1. In practice, the integration over the Brillouin zone has to be approximated by
a finite sum over a set of Nkp discrete k-points

1

VBZ

∫

BZ

−→ 1

Nkp

∑

k

(4.16)

where a uniformly spaced Monkhorst-Pack mesh [66] is used for the discretization of
the Brillouin zone. For this kind of BZ sampling the LFT of Bloch functions reads

WnR(r) =
1

Nkp

∑

k

e ı̇kR ψnk(r) . (4.17)
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4 Maximally localized Wannier functions for an isolated group of bands

Using the translational properties of WFs, it is sufficient to construct the WFs at
the center cell R = 0

Wn0(r) =
1

Nkp

∑

k

ψnk(r) (4.18)

and from these the ones at other lattice sites via Eq. (2.34). In addition the gradient
|∇kunk〉 has to be expressed by finite differences as well. For this purpose the
discretization scheme

∇kf (k) =
∑

b

wbb [f (k + b)− f (k)] (4.19)

∣∣∇kf (k)
∣∣2 =

∑

b

wb

[
f (k + b)− f (k)

]2
(4.20)

is used, where the vector b points from k to its nearest neighbors and wb is a
properly chosen weight factor obeying

∑
b
wbbα bβ = δαβ and depending only on

b = |b|. Using the above substitutions the discretized versions of Eqs. (4.14) and
(4.15) read

rn =
ı̇

Nkp

∑

k,b

wbb
[
〈unk|unk+b〉 − 1

]
(4.21)

〈r 2〉n =
1

Nkp

∑

k,b

wb

[
2− 2 Re〈unk|unk+b〉

]
. (4.22)

In the continuum limit (Nkp →∞, b → 0) these expressions reduce to Eq. (4.14)
and Eq. (4.15), respectively. However, using these the spread functional Ω is not
invariant under the special phase transformation

unk(r)→ unk(r)e
−ı̇kR , for all k, (4.23)

which should lead to a translation of the Wannier center rn → rn + R only, not
affecting the extent of the function and, therefore, leaving the spread unchanged.
Since this invariance condition is crucial for the development of a stable algorithm
for the spread minimization —as the spread of a function should remain the same
irrespective of the WSC it is located in— the discretized expressions (4.21) and
(4.22) are ill-suited.

Due to this fact, other finite difference expressions have to be found that guarantee
invariance under (4.23) and coincide with expressions (4.14) and (4.15) to first orders
in the mesh spacing b.

For convenience one might define an element of the matrix of overlap integrals as

M (k,b)
mn := 〈umk|unk+b〉 (4.24)

and expand the diagonal elements up to second order in b

M (k,b)
nn = 1 + ı̇xb +

1

2
yb2 +O

(
b3

)
(4.25)

44



4.3 Minimization of the spread functional

where x and y , following [46], are supposed to be real numbers. However, it was
possible to prove this fact for x only7. Interestingly, the algorithm works irrespective
of y being real or not, as only its real part enters the equations. Adopting the above
abbreviation for the scalar products, Eqs. (4.21) and (4.22) take the form:

rn =
ı̇

Nkp

∑

k,b

wbb
[
M (k,b)

nn − 1
]

(4.26)

〈r 2〉n =
1

Nkp

∑

k,b

wb

[
2− 2 ReM (k,b)

nn

]
. (4.27)

Using (4.25) it is obvious that the expression in brackets in Eq. (4.26) can be ex-
panded as8

M (k,b)
nn − 1 = ı̇xb +O

(
b2

)
. (4.28)

One might remember here that for a complex number z , ln(z ) ≈ z − 1 around z = 1
and, therefore,

lnM (k,b)
nn ≈ M (k,b)

nn − 1 . (4.29)

Combining the above with Eq. (4.28) yields

lnM (k,b)
nn = ı̇xb +O

(
b2

)
. (4.30)

One can identify
xb = Im lnM (k,b)

nn , (4.31)

which leads directly to

ı̇ Im lnM (k,b)
nn = ı̇xb +O

(
b2

)
. (4.32)

This expression shows exactly the same scaling behavior for small b as Eq. (4.28).
Hence, Eq. (4.26) might be recast to

rn = − 1

Nkp

∑

k,b

wbb
[
Im lnM (k,b)

nn

]
, (4.33)

where it is worth noting that the Wannier centers rn are directly related to the
complex phases arg(M

(k,b)
nn ) = Im lnM

(k,b)
nn of the overlap matrix elements M

(k,b)
nn .

Similar to Eq. (4.30), the expression in brackets in Eq. (4.27) can be expanded as

2− 2 ReM (k,b)
nn = −Re[y ] b2 +O

(
b3

)
. (4.34)

7The proof and additional comments are given in Appendix A.2. In principle, x and y should be
labeled with a band index n. However, for compliance with the original notation in [46] the
index is dropped.

8The spread functional Ω contains terms of r2
n , so it’s sufficient to consider terms up to first order

in b only.
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4 Maximally localized Wannier functions for an isolated group of bands

To find an expression that scales in the same way, the expansion

∣∣M (k,b)
nn

∣∣2 = M (k,b)
nn

∗
M (k,b)

nn

= (1− ı̇xb +
1

2
y∗b2 + · · · )(1 + ı̇xb +

1

2
yb2 + · · · )

= 1 + Re[y ] b2 + x 2b2 +O
(
b3

)
(4.35)

is examined. Using

x 2b2 =
[
Im lnM (k,b)

nn

]2

one might identify

1−
∣∣M (k,b)

nn

∣∣2 +
[
Im lnM (k,b)

nn

]2

= −Re[y ] b2 +O
(
b3

)
, (4.36)

which shows the same scaling behavior as (4.34). Thus the second moments might
be reexpressed through

〈r 2〉n =
1

Nkp

∑

k,b

wb

{
1−

∣∣M (k,b)
nn

∣∣2 +
[
Im lnM (k,b)

nn

]2
}
. (4.37)

Testing the behavior of Eq. (4.33) and (4.37) under the transformation (4.23) yields9

rn

(4.23)−−−→ rn + R (4.38)

〈r 2〉n
(4.23)−−−→ 〈r 2〉n + 2rnR + R2 , (4.39)

which implies

Ω
(4.23)−−−→ Ω . (4.40)

Hence, by carrying out the replacements

M (k,b)
nn − 1

O(b2)−−−→ ı̇ Im lnM (k,b)
nn , (4.41a)

2− 2 ReM (k,b)
nn

O(b3)−−−→ 1−
∣∣M (k,b)

nn

∣∣2 +
[
Im lnM (k,b)

nn

]2

, (4.41b)

a formulation of the spread functional Ω has been found that is invariant under
the transformation (4.23). At this point one should emphasize, however, that Ω is
invariant under (4.23), but, of course, not under a general unitary transformation
(4.4). This feature will be used in the following section to minimize the spread
functional numerically.

9For details please see Appendix A.3.
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4.3 Minimization of the spread functional

4.3.2 Steepest descent minimization of the spread functional

For solving an unconstrained highly non-linear optimization problem like Eq. (4.11),
several distinct methods exist [100]. One of those is the Steepest Descent (SD)
method, also known as gradient descent, which will later be used to minimize
Eq. (4.9). To give a short overview about available methods, some of the most
prominent algorithms for solving unconstrained non-linear minimization problems
are listed subsequently:

• Steepest Descent

Requires the computation of the gradient, either analytically or numerically.
Converges to the minimum as long as the initial guess is sufficiently close to
it.

• Conjugate Gradients

Converges in general much faster than the SD, especially for narrow valley
structures. However, for non-linear optimization problems not only the gradi-
ent, but also the Hessian matrix have to be computed.

• Simulated Annealing

This method is mostly applied to problems where an analytical expression for
the gradient of the functional is not derivable [101].

The first two methods might be combined with line searches along the gradient
directions to find an optimal step width. Since an analytical expression for the
gradient of Eq. (4.9) is derivable, as will be shown later in Sec. 4.3.2.2, the gradient
methods are favorable. The advantage of non-linear Conjugate Gradients over SD
is that the convergence speed is higher. However, the computational efforts which
have to be made are higher, too, as higher order derivatives have to be taken into
account. In some cases the analytical derivation of the Hessian matrix might be
cumbersome. If at the same time the computational expenses for a single iteration
step are rather low, a larger number of iteration steps might easily be tolerated in
favor of prevention from additional analytical acrobatics. As this situation is given
for the problem considered, SD is the method of choice.

In the next section the method of Steepest Descent will be described in a more
detailed fashion and illustrated by means of a simple scalar function as an example.

4.3.2.1 Method of Steepest Descent

As already stated, the method of Steepest Descent is an algorithm for finding the
nearest local minimum of a function which presupposes that the gradient of the
function can be computed. The SD algorithm starts at a point x0 and, as many
times as needed, moves from xi to xi+1 by minimizing along the line extending from
xi in the direction of −∇f (xi), called the local downhill gradient.

When applied to a one-dimensional function, the method takes the form of iter-
ating

xi+1 = xi − αf ′(xi) , (4.42)
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4 Maximally localized Wannier functions for an isolated group of bands

starting at an initial point x0 for some small α > 0 until a fixed point is reached.
As an illustration of this procedure Fig. 4.2 shows the graph of a sample third
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Figure 4.2: Illustration of the gradient descent for the simple example of a third order
polynomial f (x ) = x 3−2x 2+2. The graph of f (x ) is the continuous black line. The red and
green dots indicate function values f (xi ), where the xi are obtained through several iteration
steps of Eq. (4.42). The finite step width was chosen to be α = 0.1. Figs. 4.2(a)–4.2(c)
show the iteration procedure for different initial values x0. While the iteration procedures
shown in Fig. 4.2(a) and 4.2(b) successfully converge to the local minimum at xmin = 4

3
the gradient descent in 4.2(c) fails, since the initial value x = −0.01 is not lying in the
basin of attraction of the local minimum.

order polynomial, f (x ), as well as the function values f (xi) (filled circles), where
the points xi are obtained by iterating Eq. (4.42), but for different initial values
x0. It emphasizes that the choice of good initial values is crucial for the successful
application of this method. In addition, the number of iteration steps required,
depends significantly on the choice of initial values. The closer x0 is to the minimum,
the less iteration steps have to be performed. In Sec. 4.3.3 the construction of
good initial guesses for the minimization of Eq. (4.9) will be discussed and a novel
set of initial trial functions will be introduced that achieves for certain systems10

that the initial set of unitary matrices {U (k)(0)
mn } already coincides with the solution

{U (k)(min)
mn } of (4.11). But first the derivation of the gradient of the spread functional

is carried out in the next section.

4.3.2.2 Gradient of the spread functional

As mentioned in the section before, a Steepest Descent approach to solving the
functional (4.9) prerequisites an analytical expression for the gradient. To obtain
the desired expression one first reexpresses the unitary matrices as

U (k) = eW (k)

, (4.43)

with anti-hermitian matrices W (k)† = −W (k). The gradient will be determined
with respect to this newly introduced matrices W (k). The change dΩ of the spread

10It works especially well for E -polarization.
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functional Ω induced by infinitesimal small changes dW
(k)
mn is given by

dΩ =
∑

k

∑

m,n

dΩ

dW
(k)
mn

dW (k)
mn . (4.44)

Using the definition
dΩ

dW
(k)
mn

=:

(
dΩ

dW (k)

)∗

mn

= G (k)
mn

∗
(4.45)

which differs from the one chosen in [46], the change of the spread functional can
be conveniently expressed as

dΩ =
∑

k

∑

m,n

G (k)
mn

∗
dW (k)

mn

=
∑

k

Tr
(
G (k)† dW (k)

)
.

(4.46)

To get an idea how an expression for the gradient might be derived, a simple scalar
function

f : r→ f (r) (4.47)

is considered as an example at first. Calculating the first order change of the function
f (r) with respect to an infinitesimal change in space r→ r + dr

f (r + dr) = f (r) +∇f (r) dr +O
(
dr2

)
(4.48)

the gradient can be determined by relating first orders in dr. As an illustration the
example f : r→ r2 is picked. Applying a small change in space leads to

f (r + dr) = (r + dr)2 = r2 + 2r dr +O
(
dr2

)
(4.49)

and the gradient can be read off as ∇f (r) = 2 r. The derivation of an expression
for the gradient of the spread functional Ω is now performed in complete analogy to
the above example.

After identifying the first order change of the unitary matrices U
(k)
mn to an infinites-

imal small change W
(k)
mn →W

(k)
mn + dW

(k)
mn as11

dU (k)
mn = δmn + dW (k)

mn (4.50)

the change of the periodic part, unk(r) is given by

unk(r)→ unk(r) +
∑

m

dW (k)
mn umk(r) . (4.51)

11Using linearization of the exponential.
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4 Maximally localized Wannier functions for an isolated group of bands

After inserting (4.51) into the definition of the spread functional (4.9), a longer
calculation, carried out in Appendix A.5, leads to the desired first order change of
the spread

dΩ =
∑

k

Tr

{
4

Nkp

∑

b

wb

(
A

[
R(k,b)

]
− S

[
T (k,b)

])
dW (k)

}
, (4.52)

where the following definitions have been made

R(k,b)
mn := M (k,b)

mn M (k,b)
nn

∗
(4.53)

T (k,b)
mn :=

M
(k,b)
mn

M
(k,b)
nn

q (k,b)
n (4.54)

q (k,b)
n := Im lnM (k,b)

nn + b rn , (4.55)

and abbreviations for anti-symmetric and symmetric combinations of matrices have
been introduced according to

A [B ] :=
1

2

{
B − B †

}
, (4.56)

S [B ] :=
1

2ı̇

{
B + B †

}
. (4.57)

By comparison with Eq. (4.46) an expression for the gradient is finally given by

G (k) = − 4

Nkp

∑

b

wb

(
A

[
R(k,b)

]
− S

[
T (k,b)

])
, (4.58)

which differs from the one given in [46], apart from the sign, by a factor of N−1
kp ,

which leads later to a different definition of the finite step width α for a single
descent step.

4.3.2.3 Single descent step and optimal step width

Since an expression for the gradient is now available, a single step of the gradient
descent is demonstrated in the following. Later, in 4.3.2.4, the complete iterative
procedure will be described.

By introducing an infinitesimal change along the gradient direction, i.e.

dW (k) = ǫG (k) , (4.59)

where ǫ is a positive infinitesimal, one realizes that the first order change dΩ is
positive in this case due to

dΩ =
∑

k

Tr
[
G (k)† ǫG (k)

]

= ǫ
∑

k

∥∥G (k)
∥∥2
,

(4.60)

50



4.3 Minimization of the spread functional

and, therefore, by using the definition (4.45) the gradient G (k) points in the direction
of the strongest increase of Ω. Here, the latter equation was derived by inserting
(4.59) into (4.46) and ‖·‖ denotes the Frobenius norm. In practice, a finite step

∆W (k) = −αNkp

4w
G (k) , (4.61)

with w =
∑

b
wb against the gradient direction is performed to achieve a decrease

of Ω. The normalization12 was chosen such that α can generally be chosen to lie
within the interval (0, 1]. Stable convergence of the algorithm was always obtained
for α = 0.5 . If the number of k -points, Nkp, is large enough, values closer to 1 can
speed up convergence slightly.

The question which arises at this point is how a finite change ∆W (k) affects the
unitary matrix U (k). Since ∆W (k) and W (k) commute , i.e.

[
W (k), ∆W (k)

]
= 0 , (4.62)

the usage of the well-known Campbell-Baker-Hausdorff formula yields that the ma-
trix U (k) transforms under W (k) →W (k) + ∆W (k) like

U (k) → eW (k)+∆W (k)

= eW (k)

e∆W (k)

= U (k) ∆U (k) , (4.63)

and, therefore, the change of the unitary matrix ∆U (k) is just given by

∆U (k) = exp(∆W (k)) . (4.64)

The above equation could have been obtained equally well through the limiting
procedure

∆U (k) = lim
n→∞

(1+
∆W (k)

n

)n

= exp(∆W (k)) . (4.65)

Either way, one finally arrives at the following update equations

U (k) 7→ U (k) exp(∆W (k)) , (4.66)

M (k,b) 7→ U (k)†M (k,b)(0)U (k+b) , (4.67)

for performing a single descent step against the gradient direction G (k). For updating
the inner product matrices M

(k,b)
mn the “rotated” matrices U (k) from Eq. (4.66) are

used.

12With the above definition of the gradient (4.58) and the chosen step width ǫ = −αNkp

4w the first
order change given in Eq. (4.60) scales as dΩ ∝ 1

Nkp

∑
k

whereas the same equation would yield

dΩ ∝∑
k

using the corresponding expressions given in [46]. Latter behavior would imply that
|dΩ| increases steadily with increasing number of k-points, Nkp, and diverges, therefore, in the
continuum limit.
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4 Maximally localized Wannier functions for an isolated group of bands

4.3.2.4 Iterative procedure

After clarifying how a single descent step, that leads to a decrease in Ω, can be
performed, the complete iterative procedure of the gradient descent is sketched sub-
sequently.

1. At the beginning, i.e. at iteration step i = 0, all the matrix elements

M (k,b)
mn

(0)
= 〈u(0)

mk
|u(0)

nk+b
〉 (4.68)

have to be calculated numerically. The periodic functions u
(0)
nk

(r) are either
those constructed directly through a band structure program or those that
have already passed a certain preprocessing step explained in 4.3.3 later on.

2. Subsequently the gradients G (k) have to be calculated according to Eq. (4.58)
and from these the matrices ∆W (k), specified in Eq. (4.61), have to be con-
structed. If the absolute change |dΩ| of the spread functional, calculated
according to Eq. (4.60), is smaller than a reasonably chosen threshold δ, the
minimum is reached and the unitary matrices U (k) are used to construct the
new set of Bloch functions via (4.4).

3. If the gradient didn’t under-run the given threshold the matrices ∆W (k) are
used to proceed to the next iteration step by performing the updates (4.66)
and (4.67). Afterwards the algorithm continues with step 2.

Steps 2 and 3 are executed as long as |dΩ| > δ. After |dΩ| has under-run this
threshold a set of generalized Bloch functions is constructed according to (4.4) using

the obtained set of unitary matrices, U
(k)(min)
mn , which solves the minimum problem

(4.11). Afterwards the corresponding Wannier functions are constructed by means of
the Lattice Fourier Transform (4.18). In Fig. 4.3 the complete algorithm is depicted
as a Nassi-Shneiderman [102] chart.
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4.3 Minimization of the spread functional

Steepest Descent Algorithm

Parameters:
α ∈ R {Normalized finite step width}
δ ∈ R {Convergence threshold}

Constant variables:
ǫ ∈ R {Finite step width}
M (k,b)(0) {Matrix of initial inner products}

Variables:
U (k) {Unitary matrix}
M (k,b) {Matrix of inner products}
G (k) {Gradient of the spread functional}
∆W (k) {Finite change along gradient direction}

α← 0.5, ǫ← −αNkp

4w
, w :=

∑
b
wb

For all k:

U (k) ← 1
For all b:

For all m:
For all n:

M
(k,b)
mn ← M

(k,b)
mn

(0) ← 〈u(0)
mk
|u(0)

nk+b
〉

For all k:

G (k) ← (4.58)

dΩ← ǫ
∑

k
‖G (k)‖

|dΩ
α
| < δ��

@@
For all k:

U (k) ← U (k) exp(∆W (k))

For all k:
For all b:

M (k,b) ← U (k)†M (k,b)(0)U (k+b)

For all k:
For all n:

Construct rotated Bloch functions:
|unk〉 ←

∑
m U

(k)
mn |umk〉

Figure 4.3: Nassi-Shneiderman [102] chart of the steepest descent algorithm.
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4 Maximally localized Wannier functions for an isolated group of bands

4.3.3 Trial function based preprocessing

As alluded earlier a good choice of the initial values for a Steepest Descent minimiza-
tion is of paramount importance. They govern whether a minimum can be reached
at all and influence in addition the number of iterations steps which are required to
converge.

To construct now exactly such a set of good initial values, U
(k)(0)
mn , for the unitary

matrices the following procedure is used. First a set of trial functions Tn(r), chosen
to be a rough initial guess to the Wannier functions, is projected onto all considered
BFs at each wave vector k,

|φnk〉 =
∑

m

|ψmk〉〈ψmk|Tn〉 =
∑

m

A(k)
mn |ψmk〉 (4.69)

As this functions are not orthogonal a symmetric orthonormalization is performed
to obtain a set of orthonormal functions

|ψ(0)
nk
〉 =

∑

m

(
S−1/2

)
mn
|φmk〉 , (4.70)

where the overlap matrix is defined as Smn = 〈φmk|φnk〉 and its inverse square root
is calculated by transforming S into diagonal form, taking the inverse square roots
of the diagonal elements and transform back afterwards. The resulting functions
ψ

(0)
nk

(r) are labelled with iteration index i = 0 because they are the initial functions
for the spread minimization algorithm described earlier in 4.3.2 and are connected
to the initial functions ψnk(r) via

|ψ(0)
nk
〉 =

∑

m

(
AS−1/2

)
mn
|ψmk〉 =:

∑

m

U (k)(0)
mn |ψmk〉 . (4.71)

Criteria for “good” trial functions are:

1. They should be real valued functions, as maximally localized Wannier functions
can be chosen to be purely real for time reversal symmetric systems [45]. This

choice also ensures that ψ
(0)
n−k

(r) = ψ
(0)
nk

∗
(r).

2. They should reflect the symmetry of the underlying lattice, i.e. they should
transform under symmetry operations according to an irreducible or reducible
representation of the point group of the direct lattice.

3. They should be localized around a pronounced center.

Among several possibilities for suitable trial functions Tn(r) the ones which have
been used during the synthesis of this thesis are presented in the following sections,
together with brief explanations for which systems which functions are best suited.
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4.3 Minimization of the spread functional

4.3.3.1 Random Gaussians

A set of functions which is obtainable quite easily is a set of randomly arranged
Gaussian functions. Admittedly, these functions indeed state a really crude initial
guess on the Wannier functions. However, for certain systems they are already
sufficiently close to the envisaged solution and the minimization converges. It is
important that their centers are sufficiently far away from high-symmetry lines of
the underlying lattice to prevent the matrices A

(k)
mn from becoming singular for certain

values of k.
Their disadvantage is that it usually takes more iterations to converge to the global

minimum compared to symmetrically chosen trial functions suggested in Sec. 4.3.3.2
and sometimes no convergence is obtained. If one is interested in hybridized WFs
for square lattice systems, random Gaussians are a good choice, but in general they
are used rarely.

Figure 4.4: Randomly positioned Gaussians as trial functions for the square lattice model
system described in Fig. 2.4(a).

4.3.3.2 Localized Γ-point Bloch functions

The set of initial trial functions presented here arose from the question: what are
the Wannier functions for a 1×1 k -point sampling of the first Brillouin Zone? In
this case the only wave vector which is contained in the Monkhorst-Pack mesh is
the Γ-point, i.e. k = 0. Since the point group of this wave vector coincides with the
point group of the direct lattice, the corresponding BFs can be associated with an
irreducible representations of this group, and hence, reflect perfectly the symmetry
of the underlying lattice. In addition, the BFs at the Γ-point can be chosen purely
real. One might, therefore, conjecture that the BFs at the Γ-point should have a
certain affinity to the MLWFs for finer k -space meshes. And indeed —at least for the
case of E -polarized light— the similarity is striking, giving rise to the assumption
that these functions might be ideally suited as trial function. The only catch is that
being periodic functions they are, of course, not localized. But luckily, it proves to
be a successful strategy to artificially “localize” these functions by enforcing function
values of zero outside a WSC around well-chosen centers. In this regard it turned
out to be useful to use two different sets of these artificially localized functions.

The first set consists of all functions localized around the origin, r = 0. All
functions constructed in this manner are transforming according to an IREP of the
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4 Maximally localized Wannier functions for an isolated group of bands

Figure 4.5: Artificially localized Γ-point Bloch functions created for the square lattice
model system described in Fig. 2.4(a). The upper row shows the underlying Bloch function
at the Γ-point, ψn0(r). The functions in the mid row are created by “cutting out” a WSC
around the origin. For the functions in the bottom row the WSC was clipped around high-
symmetry points where the underlying BF has pronounced intensities, yielding the smallest
spread of all possible artificially localized functions having high-symmetry points as centers.

point group M of the underlying lattice. One might, therefore, refer to this set
as the full-symmetric set of trial functions. This set is well-suited for handling the
H -polarized case and states also a perfect set of trial functions for the subspace
optimization procedure, described later in Secs. 5.1.2 and 5.1.6. A sample set for
the considered square lattice model system is exhibited in the mid row of in Fig. 4.5.

The second set which is especially well-suited for the construction of E -polarized
MLWFs features functions centered around those high-symmetry points of the direct
lattice, where the spread 〈Tn |r 2|Tn〉−〈Tn |r|Tn〉2 of these functions is minimal. Due
to this fact, one might refer to it as the minimum-spread set. Such a set is depicted
in the bottom row of Fig. 4.5. In the case of E -polarized light, preprocessing with
this set yields in most cases instantly the global minimum of (4.11). It might also
be used to create well-localized and symmetric WFs stating a local minimum of a
large group of bands.

At this point it should be mentioned that there is —irrespective of a general and
wide-spread tendency of people to use smooth functions for such a purpose— abso-
lutely no need to localize the BF with anything else then a step function. In this
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way, the resulting function can be normalized properly and the area of integration
can be restricted to a single WSC which speeds up the entire preprocessing signif-
icantly. Most important is that a true WSC is cut-off, so that the clipped area is
symmetric with respect to its center.

4.4 Application to the square lattice model system

After the complete algorithm for obtaining MLWFs was described in detail, this
section is devoted to its application to the square lattice model system described
in Sec. 2.3.2. This system features two lower-lying band gaps (see Fig. 2.4(a)): the
first occurs between bands one and two and the second between bands three and
four. Therefore, the bands 1–3 build two isolated groups of bands as defined in
the introduction to this chapter. The first group contains only the first band, as a
single isolated band, and the second group consists of bands two and three. Hence,
the method of Marzari and Vanderbilt is applicable to both of them. In Fig. 4.6(a)
the obtained MLWFs13 are displayed. The maximally localized Wannier function of
the first band is an A1-type14 function centered at the M-point of the direct lattice,
i.e. r = (0.5, 0.5)a, whose point group coincides with the point group, C4v , of the
underlying lattice. The WFs for band two and three belong to the E -representation
and build, therefore, a basis of a two-dimensional irreducible representation of C4v .
In correspondence to atomic orbitals, these functions could be compared to s- and
p-orbitals.

Equally well, one could consider all three bands as a composite group which is
itself isolated to higher bands through a band gap. When minimizing the spread
functional of all three functions together a new global minimum occurs yielding a
set of hybridized functions depicted in Fig. 4.6(b). Again, in analogy to the atomic
case, these functions might be considered to represent three sp2 hybrid orbitals [103].
However, in contrast to “true” sp2-hybrids they are not 120◦ rotational images of
each other, as the underlying square lattice enforces that these modes transform
according to a representation of C4v and not to a representation of a point group
with at least 3-fold rotational symmetry.

In conclusion, this example shows that the choice of which bands are grouped
together leads to different global minima of the spread functional (4.9) and, conse-
quently, to different sets of MLWFs. Besides being perceived from a personal point
of view as less symmetric, the sp2-hybrids have some drawbacks with respect to
numerics. For instance, their centers can be determined less accurately compared
to those being high-symmetry points, and thus, their transformation under sym-
metry operations is inferior as well. This might lead, for instance, to significant
asymmetries in the transmittance of beam-splitting devices.

13The usage of minimum-spread trial functions presented in Sec. 4.3.3.2 yields directly the global
minimum of the spread functional.

14See Sec. 2.3.3 for classification of functions according to irreducible representations of the point
group of the lattice.
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4 Maximally localized Wannier functions for an isolated group of bands

(a) Maximally localized Wannier functions for considering the band range 1–3 as build up from two
isolated groups of bands: the first group consists of only the first band and the second group consists
of bands two and three. The resulting functions are of symmetry type A1 and E , corresponding to
atomic s- and p-orbitals.

(b) Maximally localized Wannier functions for considering the band range 1–3 as one composite
group of bands. In this case, there exists a new global minimum of the spread functional for this
band complex yielding a sort of sp2-hybridized functions. However, the square lattice prevents
the functions from having real 120◦ rotational symmetry, as they have to transform according to a
representation of C4v and not with respect to a point group with at least 3-fold rotational symmetry.

Figure 4.6: Set of maximally localized Wannier functions for the first three bands of the
considered square lattice model system exemplifying the freedom of choice in the grouping
of bands. The parameters of the model system and corresponding band structure are given
in Fig. 2.4(a) on p. 17.
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A second fact that should be mentioned here, is, that the MLWFs tend to be
localized in the material with higher refractive index. This fact is inherent already
to the underlying Bloch functions and one might, therefore, distinguish between
eigenmodes of the PC, having significant intensities in the material with higher
refractive index (material-modes), and eigenmodes that have pronounced intensity
inside the air pores (air-modes). In general, it is observable that there are more
material-modes than air-modes occurring in a PC in the low frequency regime.
In addition, the Wannier functions transform under symmetry operations of the
point groupM of the underlying lattice according to either reducible or irreducible
representations ofM with respect to symmetry centers whose point group coincides
with M. For the square lattice the M-point is such a center, and thus, MLWF
belonging to irreducible representations of C4v centered at this high-symmetry point
can exist. However, knowing that in a triangular lattice such a center, besides the
origin, does not exist, one might argue that MLWF corresponding to material-modes
and transforming according to an IREP of C6v might not occur.

Finally, one might also perceive that in general only a few isolated groups of
bands occur in PCs and with the method of Marzari and Vanderbilt [46] alone, only
a small set of WF can be constructed, which are in general not complete enough to
describe embedded defect structures sufficiently well. However, if it is possible to
artificially isolate a certain group of bands from higher ones by means of another
algorithm which is, for instance, implemented as an additional preprocessing step,
the algorithm of Marzari and Vanderbilt would be applicable again.
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5 Maximally localized Wannier

functions for entangled bands

As can been seen by inspecting the complete band structure of the triangular lattice
model system which is depicted in Fig. 5.1 up to band 40, isolated groups of bands
occur rather seldomly. Instead, one is in general faced with a huge bulk of wildly
crossing bands, which also might be called to be entangled.

As indicated at the end of the last chapter, it would be desirable to have a possi-
bility to isolate or disentangle a certain group of N bands from higher bands, with
whom they are entangled. Such an algorithm was developed in the context of solid
state physics by Souza et al. [47] and is intended to be a preprocessing step to the
spread minimization algorithm of Marzari and Vanderbilt [46].
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Figure 5.1: Complete band structure up to band 40 for the triangular lattice model system,
introduced in Sec. 2.3.2. The band structure is dominated by regions of wildly crossing
bands. Isolated groups of bands occur only rarely.
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5 Maximally localized Wannier functions for entangled bands

5.1 Artificial creation of an isolated group of bands

The algorithm of Souza et al. utilizes that the spread functional (4.9) is separable
into three parts1,

Ω = ΩI + ΩOD + ΩD . (5.1)

Here, ΩI , ΩOD, and ΩD are called the invariant, off-diagonal, and diagonal part of
the spread functional, respectively, and are defined in discretized form as

ΩI =
1

Nkp

∑

k,b

wb

(
N −

∑

m,n

∣∣M (k,b)
mn

∣∣2
)
, (5.2)

ΩOD =
1

Nkp

∑

k,b

wb

∑

m 6=n

∣∣M (k,b)
mn

∣∣2 , (5.3)

ΩD =
1

Nkp

∑

k,b

wb

∑

n

(
− Im lnM (k,b)

nn − brn

)2

. (5.4)

As its name already indicates, ΩI is invariant under all unitary transformations U
(k)
mn

between Bloch functions, and hence, states a lower bound for the spread functional
Ω.

5.1.1 Invariant part of the spread functional and its

interpretation

To examine the meaning of ΩI , it is re-expressed as

ΩI =
1

Nkp

∑

k

ωI (k) , (5.5)

where the functional ωI (k) is defined as

ωI (k) =
∑

b

wbTk,b , (5.6)

with

Tk,b = N −
N∑

m,n

|M (k,b)
mn |

2
= Tr

[
P̂kQ̂k+b

]
. (5.7)

Tk,b is called the “spillage” between neighboring spaces S(k) and S(k + b), mea-
suring the degree of mismatch between them, vanishing when they are identical.
P̂k =

∑N

n=1 |unk〉〈unk| is the projector onto the space S(k) spanned by the N pe-

riodic parts, unk(r), and Q̂k = 1 − P̂k. Therefore, ωI (k) might be interpreted as
“combined spillage” over all neighboring subspaces S(k + b), vanishing when they
are all identical. This means that the smaller ωI (k) the better the agreement of
S(k) with all its neighboring subspaces S(k + b). Concluding, it can readily be
seen that ΩI can be interpreted as a measure of “global smoothness of connection”
between the subspaces S(k) throughout the first Brillouin Zone.

1See Appendix A.4.
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5.1.2 Subspace optimization

That a certain group of N bands is entangled with higher bands, means, that the
corresponding BFs, building up the vector space S(k), carry mode informations or
contain mode structures of higher bands (see Fig. 4.1 on p. 40), which could again

be eliminated by means of unitary transformations, U
(k)
mn . However, the dimension of

the vector space is predefined by the number, N , of WFs that should be constructed,
and thus, the incompatible mode informations can not leave this subspace, as the
unitary matrices U

(k)
mn can only mix the BFs already contained in S(k). If one wants

to get rid of such incongruous mode informations, one has to provide a possibility
for them to leave the vector space S(k).

This is realized by defining a frequency window, i.e. a cutoff frequency ωc, such
that the number of Bloch functions, belonging to frequencies inside this window,
is in general larger than the number of Wannier functions, N , to be constructed2.
This means that the frequency window defines an Nk-dimensional space F(k) with
Nk ≥ N at each k-point. This situation is illustrated in Fig. 5.2. The cutoff
frequency ωc has to be chosen in such a way that all bands, presumably carrying
mode informations of bands which are element of S(k), are contained in F(k) at all
k-points where entanglement occurs.

|1〉|1〉
|1〉

|2〉 |2〉 |2〉
|3〉|3〉 |3〉

|4〉
|4〉 |4〉|5〉

k k + b1k + b3 kx

ω

ωc

S = F S = FS ⊂ F

Figure 5.2: A sample dispersion relation along the kx -axis through the Brillouin zone. At
each k-point the cutoff frequency ωc defines an Nk dimensional vector space F(k) spanned
by all states that belong to eigenfrequencies ωnk ≤ ωc. In this example, it is intended to
construct N = 4 Wannier functions. The cutoff frequency selects Nk = 5 states at k-point
k and, therefore, an optimal subset S(k) with dimension N = 4 has to be determined
at this wave vector. Since S = F holds for the neighboring mesh nodes, no subspace
optimization has to be performed there.

The group of N bands can now be isolated from higher ones by finding at each

2At some k-points the bands might not be entangled, and thus no additional bands have to be
taken into account there.
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5 Maximally localized Wannier functions for entangled bands

k-point an optimal N -dimensional subspace S(k) ⊆ F(k) that leads to the best
“global smoothness of connection”. This means, at each k, a subspace S(k) of F(k)
has to be determined that fits best to its neighboring spaces S(k + b). Clearly, this
is the set of subspaces, {S(k)}, that minimizes ΩI .

According to Eq. (5.5), ΩI is minimal when all ωI (k) are as small as possible.
Therefore, the problem of determining an optimal S(k) reduces to minimizing the
functional ωI (k) at each k-point with the additional constraint that the functions
spanning S(k) are still orthonormal. As ωI (k) couples functions at different wave
vectors k, the minimization has to be carried out self-consistently throughout the
first Brillouin Zone. This means, at each iteration step i one has to traverse through
all k-points of the Monkhorst-Pack mesh and find for each of them N orthonormal
functions, u

(i)
nk

(r), defining the subspace S(i)(k) ⊆ F(k) such that the “combined
spillage”,

ω
(i)
I (k) =

∑

b

wbT
(i),(i−1)
k,b =

∑

b

wb Tr
[
P̂

(i)
k

Q̂
(i−1)
k+b

]
, (5.8)

over all neighboring subspaces S(i−1)(k + b) of the previous iteration step, i − 1, is
as small as possible. Convergence is reached when S(i)(k) = S(i−1)(k) at all mesh
nodes k.

5.1.3 Minimization of the combined spillage

The minimization of the combined spillage, ωI (k), has to be carried out with respect
to a subset of N functions out of a superset of Nk functions. Using Lagrange multi-
pliers, Λ

(i)
nm,k, to enforce orthonormality, the Lagrange function at the ith iteration

step reads

L(i)(k) := ω
(i)
I (k) +

N∑

m=1

N∑

n=1

Λ
(i)
nm,k

[
〈u(i)

mk
|u(i)

nk
〉 − δmn

]
, (5.9)
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which is stationary when the first order variation δL(i)(k) vanishes. The variation,
δω(i)(k), of the first term is given by

ω(i)(k) + δω(i)(k) = Nw −
N∑

m=1

N∑

n=1

∑

b

wb〈u(i)
mk

+ δu
(i)
mk
|u(i−1)

nk+b
〉〈u(i−1)

nk+b
|u(i)

mk
+ δu

(i)
mk
〉

= Nw −
N∑

m=1

N∑

n=1

∑

b

wb



〈u

(i)
mk
|u(i−1)

nk+b
〉〈u(i−1)

nk+b
|u(i)

mk
〉

+ 〈u(i)
mk
|u(i−1)

nk+b
〉〈u(i−1)

nk+b
|δu(i)

mk
〉

+ 〈δu(i)
mk
|u(i−1)

nk+b
〉〈u(i−1)

nk+b
|u(i)

mk
〉

+ O
(
(δu

(i)
mk

)2
)


 . (5.10)

The variation of the second term which might be defined as

W (k) :=
N∑

m=1

N∑

n=1

Λ
(i)
nm,k

[
〈u(i)

mk
|u(i)

nk
〉 − δmn

]
(5.11)

is determined by

W (i)(k) + δW (i)(k) =
N∑

m=1

N∑

n=1

Λ
(i)
nm,k

[
〈u(i)

mk
+ δu

(i)
mk
|u(i)

nk
+ δu

(i)
nk
〉 − δmn

]

=
N∑

m=1

N∑

n=1

Λ
(i)
nm,k





[
〈u(i)

mk
|u(i)

nk
〉 − δmn

]
+

[
〈u(i)

mk
|δu(i)

nk
〉+ 〈δu(i)

mk
|u(i)

nk
〉+ O(δ2u)

]


 .

(5.12)

From Eqs. (5.10) and (5.12) it may readily be seen that

δω
(i)
I (k)

δu
(i) ∗
mk

= −
∑

b

wb

N∑

n=1

|u(i−1)
nk+b
〉〈u(i−1)

nk+b
|u(i)

mk
〉

= −
∑

b

wbP̂
(i−1)
k+b
|u(i)

mk
〉 (5.13)
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where P̂
(i−1)
k+b

is the projector onto neighboring subspaces S(i−1)(k + b). Similarly,

the functional derivative of W (i)(k) is

δW (i)(k)

δu
(i) ∗
mk

=
N∑

n=1

Λ
(i)
nm,k|u

(i)
nk
〉. (5.14)

The stationarity of L(i)(k) leads to two stationary conditions:

δω
(i)
I (k)

δu
(i) ∗
mk

+
N∑

n=1

Λ
(i)
nm,k

δ

δu
(i) ∗
mk

[
〈u(i)

mk
|u(i)

nk
〉 − δmn

]
= 0 (5.15)

and its complex conjugate version, where the matrices of Lagrangian multipliers
Λ

(i)
nm,k have dimensions N ×N . Inserting now the just derived functional derivatives

into the stationary condition (5.15) yields

[
∑

b

wbP̂
(i−1)
k+b

]

︸ ︷︷ ︸
=:Ẑ

(i−1)
k

|u(i)
mk
〉 −

N∑

n=1

Λ
(i)
nm,k|u

(i)
nk
〉 = 0 . (5.16)

By defining an operator Ẑ
(i−1)
k

as indicated above, this equation adopts the rather
simple form

Ẑ
(i−1)
k
|u(i)

mk
〉 =

N∑

n=1

Λ
(i)
nm,k|u

(i)
nk
〉. (5.17)

Choosing now the |u(i)
mk
〉 to be eigenvectors of Ẑ

(i−1)
k

yields the eigenvalue equation

Ẑ
(i−1)
k
|u(i)

mk
〉 = λ

(i)
mk
|u(i)

mk
〉. (5.18)

Until now, it is not obvious, in which manner this eigenvalue equation might influ-
ence the minimization of the functional ω

(i)
I (k). It becomes apparent when ω

(i)
I (k)
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is reformulated in terms of the newly introduced operator Ẑ
(i−1)
k

as

ω
(i)
I (k) =

∑

b

wb T
(i)
k,b

= N
∑

b

wb −
∑

b

wb

N∑

m=1

N∑

n=1

〈u(i)
mk
|u(i−1)

nk+b
〉〈u(i−1)

nk+b
|u(i)

mk
〉

= N
∑

b

wb −
N∑

m=1

〈u(i)
mk
|
∑

b

wbP
(i−1)
k+b
|u(i)

mk
〉

= N
∑

b

wb −
N∑

m=1

〈u(i)
mk
|Ẑ (i−1)

k
|u(i)

mk
〉

(5.18)
= N

∑

b

wb −
N∑

m=1

〈u(i)
mk
|λ(i)

mk
|u(i)

mk
〉

= N
∑

b

wb −
N∑

m=1

λ
(i)
mk
. (5.19)

As 0 ≤ λ
(i)
mk
≤∑

b
wb , the minimal value for ω

(i)
I (k) is found by picking the leading3

N out of Nk eigenvalues λ
(i)
mk

of Ẑ
(i−1)
k

and the optimal subspace S(i)(k) is spanned
by the corresponding eigenvectors.

At this point it should be mentioned that the equations derived here differ slightly
from the ones in [47]. In particular, as, according to Eq. (5.5), ΩI does not explicitly
depend on ωI (k + b), the occurrence of terms containing functional derivatives of
ωI (k + b) as in Eq. (13) of [47] is questionable. However, the additional terms
occurring there are yielding an additional factor of 2 which is re-absorbed into
matrices Λ̃k ∝ 1

2
Λk. Since these matrices are only Lagrangian multipliers, the

correctness of the algorithm itself is not affected, though.

3Leading is meant in the sense of having the largest eigenvalue.
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5.1.4 Implementation of the algorithm

In the following, the steps that have to be performed in the iterative minimization
scheme described above are listed consecutively.

Calculation of inner product matrices M
(k,b)(0)
mn

At first the inner product matrices have to be calculated numerically:

M (k,b)(0)
mn = 〈u(0)

mk
|u(0)

nk+b
〉 . (5.20)

This step is computationally expensive, but has to be performed only once in the
beginning.

Construction of the Z (k) matrices

In the next step, the matrix elements of the Ẑ (k)-operator have to be determined.

For this purpose, the set of functions |u(0)
nk
〉, created by a preceding preprocessing

step which will be described in Sec. 5.1.6, is chosen as a basis. These functions are
supposed to correspond to the iteration step i = 0. In this basis the representation
of the operator Ẑ (k) is:

Z (i)
mn(k) = 〈u(0)

mk
|
∑

b

wb

[
P

(i−1)
k+b

]
|u(0)

nk
〉 (5.21)

=
∑

b

wb

N∑

l=1

〈u(0)
mk
|u(i−1)

lk+b
〉〈u(i−1)

lk+b
|u(0)

nk
〉 (5.22)

=
∑

b

wb

N∑

l=1

M
(k,b)(0,i−1)
ml

(
M (k,b)(0,i−1)†

)
ln

(5.23)

=
∑

b

wb

N∑

l=1

Nk+b∑

m′,n ′



M

(k,b)(0)
mm′ A

(i−1)
m′l (k + b) (5.24)

A
(i−1)
n ′l

∗
(k + b) M

(k,b)(0)
nn ′

∗



 ,

where A
(i)
mn(k) = 〈u(0)

mk
|u(i)

nk
〉 are the unitary matrices expressing states |u(i)

nk
〉 at the i -

th iteration step in the basis of initial functions |u(0)
mk
〉 and M

(k,b)(0,i)
mn = 〈u(0)

mk
|u(i)

nk+b
〉

are the inner product matrices between states at iteration step 0 and i . Please note,
that the sum in Eqs. (5.23)–(5.24) runs only until l = N and not l = Nk and,
therefore, a complete matrix-matrix product is not given in these equations.

Determination of S(i)(k) and convergence check

After the construction of the Z (k)-matrices, these matrices have to be diagonal-
ized and the resulting composite matrices of eigenvectors4 are represented by the

4Ordered by decreasing value of corresponding eigenvalue.
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matrices A
(i)
mn(k) = 〈u(0)

mk
|u(i)

nk
〉 introduced above. The leading N eigenvectors span

the subspace S(i)(k). It has to be checked whether S(i)(k) = S(i−1)(k) and if this
is true, convergence is reached and the first N columns of the unitary matrices
A

(i)
mn(k) are utilized to construct the set of functions spanning the optimized sub-

space S(i)(k) = S(k) according to

|u(i)
nk
〉 =

N∑

m=1

A(i)
mn(k)|u(0)

mk
〉, n = 1 . . .N . (5.25)

Updating of inner product matrices

If S(i)(k) 6= S(i−1)(k) still holds at iteration step i , the inner product matrices have
to be updated using

M (k,b)(0,i−1)
mn =

Nk+b∑

m′

M
(k,b)(0)
mm′ A

(i−1)
m′n (k + b) (5.26)

=
(
M (k,b)(0)A(i−1)(k + b)

)
mn

(5.27)

and the Z (k)-matrices of the subsequent iteration step i +1 can be calculated. The
entire procedure is continued until convergence is obtained.

Matrix dimensions and initial values

For clarity, the dimensions of the occurring matrices are listed

M (k,b)(0,i−1) : Nk × Nk+b , (5.28)

A(i)
mn(k) : Nk × Nk , (5.29)

Z (i)
mn(k) : Nk × Nk , (5.30)

and also their initial values

A(0)
mn(k) = δmn , (5.31)

M (k,b)(0)
mn = 〈u(0)

mk
|u(0)

nk+b
〉 , (5.32)

Z (1)
mn(k) =

∑

b

wb

N∑

l=1

M
(k,b)(0)
ml M

(k,b)(0)
nl

∗
. (5.33)

At this point it should be mentioned that for the calculation of the invariant part,
ΩI, of the spread functional Ω according to (5.2) the fully updated inner product

matrices M
(k,b)(i)
mn = A(i)†(k) M (k,b)(0) A(i)(k+b) rather than M

(k,b)(0,i)
mn are required.

Also the notations A
(k)(i)
mn and A

(i)
mn(k) are synonym. Latter one has been preferred

here due to the additional iteration index i .
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S(i)
(k) S(i−1)

(k+b1)

S(i−1)
(k+b2)

S(i−1)
(k+b3)

S(i−1)
(k+b4)

b1

b2

b3

b4

kx

ky

Figure 5.3: Section of a Monkhorst-Pack discretization of the first Brillouin Zone of a
square lattice PC around a general wave vector k. The mesh is uniformly spaced with
distance b = |b| and the vectors b point from k to its nearest neighbors. The figure
also illustrates, that for the determination of the optimal subspace S(i)(k) the “combined
spillage” between the neighboring spaces S(i−1)(k + b) of the previous iteration step is
calculated.
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|1〉|1〉
|1〉

|2〉 |2〉 |2〉
|3〉|3〉 |3〉

|4〉
|4〉 |4〉|5〉

k k + b1k + b3 kx

ω

ωc

ωi

S = F S = F
B ⊕R = F

Figure 5.4: Dispersion relation along the kx -axis of the Brillouin zone as shown already
in Fig. (5.2). At each k-point the additional cutoff frequency ωi defines an inner frequency
window containing an Mk dimensional vector space B(k) spanned by all states |unk〉 that
belong to eigenfrequencies ωnk ≤ ωi. The functions spanning B(k) are blocked and do not
take part in the subspace optimization procedure. Therefore, the only functions which are
“rotated” are the Nk −Mk states spanning the space R(k) obeying R(k)⊕ B(k) = F(k).
Metaphorically speaking, one could talk of sets of “hot” (red circles) and “frozen” (blue
circles) bands.

5.1.5 Inner window and frozen bands

To prevent the “pollution” of lower lying bands of S(k) with mode informations of
higher bands, having, for instance, the same symmetry type, it is in general advisable
to introduce an additional inner frequency window, limited by ωi, in which Mk, with
Mk ≤ N ≤ Nk, bands are “blocked” or “frozen”, i.e. they are not taking part in the
subspace optimization procedure and remain completely unchanged. An illustration
of this situation is given in Fig. 5.4. For this case the representation of the Ẑ (k)-
operator reads

Z (i)
mn(k) = 〈u(0)

mk
|
∑

b

wbP
(i−1)
k+b
|u(0)

nk
〉, (5.34)

with

P
(i)
k

=
N∑

l=Mk+1

|u(i)
lk 〉〈u

(i)
lk | , m, n = 1 . . . (Nk −Mk) . (5.35)

Besides this change, the entire algorithm remains as described above. The newly
introduced frequency ωi, determining the inner window, should thereby be chosen
in such a way, that is it relatively certain, that the blocked bands are not carrying
any mode information of higher bands not contained in S(k). This condition has to
hold for any wave vector k of the first Brillouin Zone.
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5.1.6 Preprocessing

As the subspace optimization algorithm described above states a fixed point iteration
problem, a good initial guess on the optimal subspaces is important. The procedure
is similar to the preprocessing described in Sec. 4.3.3. At first, a set of N trial
functions, Tn(r), is projected onto all considered BFs at each wave vector k,

|φnk〉 =

Nk∑

m=1

|ψmk〉〈ψmk|Tn〉 =

Nk∑

m=1

A(k)
mn |ψmk〉 , n = 1 . . .N . (5.36)

The obtained functions |φnk〉 can be orthonormalized by Löwdin’s symmetric or-
thogonalization via

|ψ̃nk〉 =
N∑

m=1

(
S (−1/2)

)
mn
|φmk〉 =

Nk∑

m=1

(
AS−1/2

)
mn
|ψmk〉 (5.37)

where Smn = 〈φmk|φnk〉 = (A†A)mn . The matrix AS−1/2 is readily obtainable as
AS−1/2 = Z1V , where Z and V are unitary matrices of dimensions Nk × Nk and
N ×N , respectively, resulting from the singular-value decomposition A = ZDV , and1 represents the Nk×N identity matrix. A vector space G(k) is now defined as the

N -dimensional space spanned by the newly constructed states, |ψ̃nk〉:

G(k) =
{
|ψ̃nk〉, n = 1 . . .N

}
. (5.38)

The projector onto G(k) is given by

PG(k) =
N∑

n=1

|ψ̃nk〉〈ψ̃nk| . (5.39)

Its representation in the basis of the Nk initial states, |ψmk〉, is given by

(
PG(k)︸ ︷︷ ︸
Nk×Nk

)
mn

=
N∑

n′=1

〈ψmk|ψ̃n ′k〉〈ψ̃n ′k|ψmk〉 (5.40)

=
N∑

n′=1

A
(k)
mn′ A

(k)
nn′

∗
(5.41)

=
(

A(k)
︸︷︷︸
Nk×N

A(k)†

︸ ︷︷ ︸
N×Nk

)
mn
. (5.42)

The projector onto the space B(k) of the Mk inner window states is now defined as

Pinner(k) =

Mk∑

n=1

|ψnk〉〈ψnk| , (5.43)
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and

Qinner(k) = 1− Pinner(k) (5.44)

= 1−
Mk∑

n=1

|ψnk〉〈ψnk| (5.45)

=

Nk∑

n=Mk+1

|ψnk〉〈ψnk| (5.46)

is the projector onto its complementary spaceR(k) defined in the caption of Fig. 5.4.
In the basis of initial states, |ψmk〉, these projectors adopt the form

(
Pinner(k)︸ ︷︷ ︸

Nk×Nk

)
mn

= 〈ψmk|
{ Mk∑

n′=1

|ψn′k〉〈ψn′k|
}
|ψnk〉 (5.47)

= δmn Θ(Mk,m) (5.48)

and
(

Qinner(k)︸ ︷︷ ︸
Nk×Nk

)
mn

= δmn − δmn Θ(Mk,m) (5.49)

= δmn Θ(m,Mk + 1) (5.50)

where Θ(m, n) = 1 for m ≥ n and Θ(m, n) = 0 otherwise. Choosing now the
remaining N −Mk basis vectors of the envisaged subspace S(0)(k) to be the eigen-
vectors, |λnk〉, corresponding to the N −Mk largest eigenvalues of

Qinner(k)PG(k)Qinner(k)|λnk〉 = λnk|λnk〉 , (5.51)

yields —together with the unmodified Mk bands inside the inner window— the
initial guess S(0)(k) on the optimal subspace S(k).
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5.2 The complete algorithm at a glance

Finally, after all elements of the band disentangling procedure have been intro-
duced, a brief summary over all presented steps might help to keep the overview.
Fig. 5.2 shows the consecutive sequence of procedures that have to be applied to
achieve maximally localized Wannier functions. The main building blocks are the
subspace optimization [47] and the spread minimization algorithm [46]. The first
poses a multidimensional fixed point problem and the latter a multidimensional,
highly nonlinear minimization problem. Therefore, both of these procedures require
preceding preprocessing algorithms to achieve good initial guesses on the fixed points
and global minima.

The application of this entire complex of algorithms for the generation of MLWFs
for the triangular lattice model system (see Sec. 2.3.2) is featured in the subsequent
section.

Preprocessing I

y

Subspace optimization

y

Preprocessing II

y

Minimization of the spread functional

Figure 5.5: Sequential structure of the complete algorithm, featuring the subspace opti-
mization and spread minimization procedures with corresponding preprocessing steps. The
subspace optimization artificially isolates a group of bands, for which maximally localized
Wannier functions can be created by means of the spread minimization algorithm.
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5.3 Application to the triangular lattice model system

In the following, the procedures described above are used to construct MLWFs
for the triangular lattice model system, i.e. for air pores etched into silicon and
H -polarized light. This system probably states one of the most difficult cases for
the construction of symmetric MLWF. This is due to the fact that for such inverse
structures on a triangular lattice there is no high-symmetry point of the direct lattice
in high index regions (i.e. in the silicon), which has the full symmetry of the lattice.
Therefore, the WFs corresponding to material modes tend to hybridize and form
tiny, well confined functions with centers on general positions inside the WSC. For
this case, the minimum-spread trials described in Sec. 4.3.3.2 do not state a good
guess on the MLWFs and are, therefore, less suited for preprocessing. In general,
as it is completely unknown in which way the functions are going to hybridize,
there are no good sets of trial functions available. However, it turned out that
the symmetry of the trial functions is of paramount importance in these systems,
and using the full-symmetric set of trial functions, introduced in Sec. 4.3.3.2, a
failure of convergence to the global minimum was never observed. But compared to
the square lattice system way more iteration steps, in general several thousands or
tens of thousands, are required to align the hybridized WFs and reach the global
minimum of the spread functional. The subspace optimization algorithm seems to
be unaffected, though.

Another profound problem occurring systems is to determine a-priori which bands
have to be grouped together such that symmetrical MLWF are obtained5. While
“unsymmetric” functions, in principle, state an equally well-suited expansion basis
for defect calculations, numerical inaccuracies and asymmetries in the overlap matrix
elements make them less applicable. On the other hand, improper values for the
cutoff frequencies ωi and ωc, can lead to asymmetric MLWFs, too.

One might, therefore, imagine that finding a proper grouping of bands, in com-
bination with suitably defined inner and outer frequency windows is rather difficult
and tricky.

Despite all these complications it was possible to find suitable choices for the
grouping of bands and the cutoff frequencies for the considered model system. It
turned out that treating the bands 2–9 as a composite group yields a set of sym-
metrical MLWFs. The reasons why symmetric functions are obtained right for this
grouping of bands are given in Chap. 6.

In Fig. 5.6 the photonic band structure of the considered model system is depicted
in a frequency range that encloses these bands. An outer frequency window is
defined by ωc = 1.12 and an inner frequency window by ωi = 0.88. The maximally
localized Wannier functions obtained for this band complex are exhibited in Fig. 5.8.
This set of MLWFs consists of two dipole-like E1-modes located at the origin and
six highly localized functions with centers inside the background material which

5An example for this is given by the sp2 hybrids displayed in Fig. 4.6(b) on p. 58: the hybrids
correspond to the global minimum of the spread functional, but do not match the symmetry
of the lattice. Therefore, this grouping of bands is considered to be inappropriate.
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Figure 5.6: Band structure for the triangular lattice model system in the frequency range
a/λ = 0.48–1.12. The purpose is to construct MLWF for bands 2–9. An outer frequency
window is defined by ωc = 1.12 and an inner frequency window by ωi = 0.88. The bands
in the inner window (blue region) are blocked, i.e. they are not modified by the subspace
optimization algorithm. Only the “hot” bands in the region between ωc and ωi (red region)
are allowed to be mixed by means of unitary transformations. Metaphorically speaking, the
band structure is melted in the red region, the bands are disentangled, and a set of bands
that leads to the best global smoothness of connection is glued on top of the set of frozen
bands.

can be arranged in a star-like formation around the origin. For comparison, the
corresponding WFs for this band complex, obtained by directly applying the LFT,
Eq. (2.29), to the “bare” BFs as they are computed by standard band structure
codes, are shown in Fig. 5.7 right above. It is not difficult to see that the localization
has improved tremendously.
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Figure 5.7: Delocalized Wannier functions for the band range 2–9 of the triangular lattice
model system, specified in Fig. 2.4(b), created by applying the Lattice Fourier Transform,
Eq. (2.29), to the “bare” Bloch functions as obtained by standard band structure compu-
tation. Though being by definition Wannier functions they show poor localization and are
spread all over the computational domain.

Figure 5.8: Maximally localized Wannier functions for the band range 2–9 of the consid-
ered model system for a triangular lattice, specified in Fig. 2.4(b), featuring two dipole-like
E1-modes and six highly localized functions which can be arranged star-like around the
origin. For the classification of functions according to irreducible representations of the
point group of the underlying lattice, please see Sec. 2.3.3.
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5 Maximally localized Wannier functions for entangled bands
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6 Bottom-up approach

In the previous chapter finally symmetric and maximally localized Wannier functions
have been obtained for the band complex 2–9 with the methods [46, 47] borrowed
from solid state theory. However, in general and especially for the considered model
systems, 10 Wannier functions are only sufficient to describe weak defects accurately.
In contrast, in so-called direct structures, i.e. dielectric rods in air, an accurate
description of stronger defects such as omitting rods completely is usually easily
feasible, as demonstrated in Ref. [48]. This is due to the fact that many Bloch
functions and, therefore, also the Wannier functions tend to be localized in the high-
index material. When creating defects by omitting rods, these defects are created
exactly at positions where many WFs have their center. In contrast to this, for the
inverse structures considered here, i.e. pores etched into a high-index material, only
a few WFs centered at the origin do in general exist. As infiltrating the air voids
creates defects exactly at the origin and equivalent positions, way more bands have
to be taken into account to get a sufficient number of WFs having centers inside
the pore. It is important to emphasize at this point, that more WFs have to be
constructed at first, but it is in general a good strategy to select a small subset out
of the entire set of available functions that describes the given defect sufficiently
well, out of the entire set of available functions.

Calculating a significantly large number of WFs is not appropriately feasible with
the so far discussed methods. One could, of course, artificially isolate a very large
group of bands from higher ones and would probably obtain MLWFs for this con-
figuration. However, the obtained WFs will be wildly hybridized, building tiny
functions centered at general positions in the WSC.

When using such hybrids for the description of defect structures, the contribution
of all these functions to the obtained defect modes will be roughly of the same or-
der. In addition, these hybrids do no longer transform under symmetry operations
according to IREPs of the point group of the lattice. In contrast to this, the con-
struction of WFs for a narrow frequency range prevents those functions located at
the origin from hybridizing with higher order modes, and hence, they still belong
to a certain IREP. As the defect modes of single cylindrical defects themselves
transform according to IREPs, a WF centered at the defect site and belonging to
the same IREP would state a more efficient basis for the calculation, as potentially
higher order WFs belonging to different IREPs might be omitted completely.

In a nutshell one could say that strongly hybridized WFs abandon the possibility
to describe a certain type of defect sufficiently well with a small subset out of the set
of constructed Wannier functions. For accurate calculations all constructed functions
would have to be taken into account to describe any kind of defect, no matter how
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6 Bottom-up approach

weak. Therefore, these hybridized modes would completely kill the performance of
the Wannier function approach.

In addition, a large group of bands slows down the construction time of WFs
tremendously as the number of matrix elements grows quadratically with the number
of composite bands leading to performance penalties, e.g. caused by missing cache
optimizations for matrix-matrix products, as well as to numerical inaccuracies due
to arising singularities of the involved unitary matrices.

6.1 Description and application

Due to the above mentioned complications it is desirable to keep the groups of bands
as small as possible. Motivated by this fact the idea arose to apply the subspace
optimization and spread minimization ascending step by step successively in the
band structure. At each wave vector k, the subspace optimization selects out of
a larger set of Nk functions, N states spanning the optimal subspace S(k). The
remaining Nk − N functions are in the original algorithm [47] effectively lost and
thrown away. However, one could instead consider these “garbage” modes as the
new Nk −N basis vectors of the remaining vector space, open to higher bands. For
this space a new group of bands has to be found and artificially isolated by means
of the subspace optimization algorithm, producing new “garbage” modes and so on
and so forth.

Such an successive application of the subspace optimization and spread minimiza-
tion methods is illustrated in Fig. 6.1. Blue areas indicate the “frozen” bands and
reddish shaded regions represent bands that take part in the subspace optimiza-
tion procedure. The corresponding cutoff frequencies are indicated on the frequency
axis. A pictorial view of this algorithm would be to think of the connecting elements
of neighbored vector spaces being cut and welded together such that the resulting
spaces are not connected anymore.

The set of highly symmetric and maximally localized Wannier functions con-
structed by means of this novel bottom-up approach is depicted in Fig. 6.2. There
are twelve functions which are centered at the origin and transform under the point
group of the lattice according to irreducible representations of the group C6v . In ad-
dition, there are four groups, each consisting of six functions which can be brought
into a star-like arrangement around the origin and transform according to a reducible
representation of C6v . The last two WFs are highly localized functions centered at
the K -point of the direct lattice. As their transformation under elements of C6v

involves their images in neighboring cells, a description solely with respect to the
point group of the lattice is less suited.

This set of functions proves that a recursive application of the subspace opti-
mization and spread minimization procedures is indeed successful, yielding a highly
symmetric set of maximally localized Wannier functions with air-moded functions
centered at the origin and transforming according to an IREP of the point group
C6v of the underlying triangular lattice.
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6.1 Description and application

When respecting the naturally given grouping of bands a set of symmetric func-
tions will be obtained inherently. However, when the bands are entangled the choice
of the last band contained in a group is completely at will of the user. Due to the
improvements through special sets of trial functions and proper choice of the finite
step width α for the spread minimization, it has become possible to almost always
obtain a set of MLWFs for any grouping of bands, but only for certain combinations
highly symmetric ones are obtained.
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Figure 6.1: Band structure for the triangular lattice model system in a frequency range
enclosing the first 38 bands. It displays the positions of the inner and outer frequency
windows. Metaphorically speaking, the bands in the reddish shaded frequency ranges are
melted, disentangled, and afterwards glued together in a way such that the resulting vector
spaces are quasi-isolated.
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6.1 Description and application

Figure 6.2: The first 38 symmetric and maximally localized Wannier functions for the
model system described in Fig. 2.4(b). The grouping of the bands and corresponding cutoff
frequencies are given in Fig. 6.1.
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6 Bottom-up approach

6.2 Band selection rules

To derive certain band selection rules for obtaining symmetric maximally localized
Wannier functions, one first has to specify what “symmetric”, “symmetry compli-
ant”, or “lattice compliant” means. For this purpose the following definitions are
made where “group” is not meant in a mathematical sense unless explicitly stated:

Complete group of bands

A complete group of bands states a set of N composite bands so that

N∑

n=1

rn = R (6.1)

holds for the obtained maximally localized Wannier functions, with rn being the
center of the n-th Wannier function and R a lattice vector of the direct lattice.

Complete and irreducible group of bands

If a complete group of bands contains at least two subgroups of bands with each of
them being a complete group in the above defined sense, then such a group is called
reducible. If such subgroups cannot be found the group is called irreducible.

As the only spatial point having the full symmetry of the lattice is the origin and
its periodic images, it is observed and also known [104, 105] that the WFs belonging
to the central WSC transform under elements R of the point groupM of the lattice
according to1

D̂(R)Wn(r) =
N∑

m=1

Dmn(R)Wm(r−Rm(R)) , (6.2)

where Rm(R) is an optional lattice vector depending on the applied symmetry op-
eration. For instance, for all WFs with centers inside the central WSC Rm(R) = 0

holds, for all m and R. But for the WFs with indices 37 and 38, for instance, one
finds

D̂(C6)W37(r) = W38(r + a1) , (6.3)

and thus R38(C6) = −a1, with the primitive translation a1 as indicated in Fig. 2.2(b)
on p. 8.

It is claimed now that for a complete and irreducible group of bands as defined
above the vector space S spanned by the obtained MLWFs is decomposed by them
into direct sums of spaces S(α)

ir on which the representation of C6v is irreducible,

and direct sums of hybridization spaces S(β)
hyb on which the representations are six

dimensional2 and reducible, i.e.

S =
⊕

α

S(α)
ir ⊕

⊕

β

S(β)
hyb . (6.4)

1In formal agreement to [104, 105], but with ̺i = 0 for all bands i , as the only possible symmetry
center for a triangular lattice is given by the origin.

2For functions centered at points on the WSC boundary their translational images are taken into
account to complete the six dimensional vector space.
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6.2 Band selection rules

In addition, the WFs spanning a hybridization space S(β)
hyb are generated by the cyclic

group C6 according to
Wn(r) = C n−1

6 W1(r) , (6.5)

where n labels all functions spanning the hybridization space S(β)
hyb. If, for instance,

one WF out of this space is known all other functions can be obtained by multiple
rotations of 60◦. Pictorially speaking, this requires that the functions — taking
translational images into account if required— can be arranged in a star-like manner
around the origin. Hence, their centers sum up to zero. As translational images are
not taken into account when summing over the centers of the obtained WFs, (6.1)

is zero up to a lattice vector R. The space S(α)
ir is built up from functions belonging

to IREPs of C6v and are, therefore, necessarily centered at the origin.
Functions of the hybridization space with centers inside the WSC show even

symmetry with respect to σx mirror reflections and can be combined to six functions
belonging to the irreducible representations A1,B2,E1,E2. Such Wannier functions
belonging to IREPs of C6v are shown in Fig. 6.3. The functions with centers at the
high-symmetry point K of the direct lattice can, together with their translational
images, be combined to functions belonging to the representations B1 and A2.

On the other hand it is known [89, 104] that the symmetry types of Wannier
functions already determined by the symmetry types of the Bloch functions at k-
points of highest symmetry, i.e. the Γ-point.

Hence, one might make the following definition:

Complete hybridization group of bands

A complete hybridization group is built by bands whose Bloch functions at the Γ-
point have pronounced intensities in the high-index regions of the WSC and consist
exactly of six (Type I) or two bands (Type II) such that each symmetry type out of
the set A1,B2,E1,E2, or B1,A2, respectively, is contained exactly once.

Through this, it is possible to determine a complete and irreducible group of bands,
yielding symmetric Wannier functions, by means of the symmetries of the BFs at
the Γ-point as outlined in the following:

At first, all BFs, depicted in Fig. 6.4, which represent air-modes with obviously
pronounced intensities3 inside the pores, might be marked with a cross and disre-
garded. It is now claimed that a complete and irreducible group of bands is given
as soon as all hybridization groups contained are complete.

The first band is isolated. Hence, the otherwise nontrivial determination of com-
plete and irreducible groups starts with band 2. This band opens a hybridization
group of type I and this group is closed by band 9. Therefore, the first complete and
irreducible group of bands is found, and indeed, for this group symmetric WFs have

3The phase choice of the BFs at the Γ-point is such that the function value representing highest
intensity is chosen to be purely real and positive. As positive values are indicated by red colors
in all presented function plots, monopoles showing a blue color inside the pores do not have
highest intensities there.
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6 Bottom-up approach

Figure 6.3: Wannier functions transforming according to IREPs of the point group C6v

obtained from the maximally localized Wannier functions displayed in Fig. 6.2. The sym-
metry type is already determined by the Bloch functions at the Γ-point which are displayed
in Fig. 6.4.
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6.2 Band selection rules

Figure 6.4: The first 38 Bloch functions at the Γ-point classified with respect to the
irreducible representations of the C6v point group of the underlying triangular lattice.
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6 Bottom-up approach

been obtained. Band 10 opens the next type I hybridization group, which is closed
with band 17. The subsequent hexapole is an air-mode and the corresponding WF
will belong to an IREP and, therefore, span a subspace of type Sir. Hence, it might
be absorbed into the group 10–17 or into the following group. This decision has to
be made by inspecting the band structure diagram given in Fig. 6.1. As the poten-
tial dispersion curve of band 18 crosses only higher bands, band 18 is chosen to open
the next group, which is later completed by band 26. The following group, which
is also the last group considered, contains hybridization groups of type I and II and
is completed by band 38, where also a band gap in the band structure appears. It
is worth mentioning at this point that the group 2–38, defined naturally through
band gaps, states a complete but reducible group of bands, which was successfully
decomposed into four complete and irreducible groups of bands corresponding to
the definitions given above.

Therefore, by means of the newly developed band selection rules, it is now possible
to determine a priori an optimal grouping of bands for which the resulting maximally
localized Wannier functions are perfectly reflecting the symmetry of the underlying
lattice. These selection rules might not be unique, as the classification of BFs into
air- and material-modes might be difficult. However, they reduce the number of
possible band configurations significantly.

Through this, further group theoretical investigations and extensions to other
lattice types seem to be very promising, especially with regard to three dimensional
Photonic Crystals.
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Summary and future prospects

Within this thesis the methods of Marzari and Vanderbilt [46] and Souza et al. [47]
for the construction of maximally localized Wannier functions, developed in the con-
text of electronic structure theory, have been recalculated, successfully implemented
and transferred to periodically structured dielectric systems, i.e. Photonic Crystals.
These methods represent multidimensional, highly nonlinear minimization and fixed
point problems with in general several tens of thousands of unknowns. For these
highly sensible procedures, novel sets of trial functions, based on the artificial lo-
calization of Bloch functions at the Γ-point, have been developed that have proven
to yield adequate initial values for the unknowns and thus enabled the stable con-
vergence to the fixed point and to the global minimum in any case and for both
methods, and can even reach the global minimum directly for certain systems.

Furthermore, it was possible to extend the methods above to be recursively com-
binable, allowing the construction of arbitrarily many symmetry compliant maxi-
mally localized Wannier functions by successively ascending in the band structure as
described in Chap. 6. This is demanded by the bosonic nature of photons, disallow-
ing the accurate description of defect structures embedded in PCs by means of only
a few MLWFs corresponding to a narrow frequency window around a characteristic
energy. In contrast to this, the physical properties of crystalline solids, for which the
methods mentioned above have been developed originally, are mostly determined by
electronic states with energies close to the Fermi level.

The applicability of this novel bottom-up approach was proven by construct-
ing 38 symmetry compliant maximally localized Wannier functions for a Photonic
Crystal consisting of a triangular lattice of air pores etched in silicon where the mag-
netic field vector of the electromagnetic radiation was aligned parallel to the pore
axes (H -polarization). It has been pointed out that maximally localized Wannier
functions do not inherently reflect the symmetry of the underlying lattice. Only
for certain band complexes containing selective symmetry types MLWFs can be ob-
tained which are maximally localized and symmetry compliant at the same time.
Explicit band selection rules for the a priori determination of these groupings of
bands by means of the symmetries of the Bloch functions at the Γ-point were pre-
sented for the model system described above.

The efficiency and accuracy of Wannier function based lattice models for the
theoretical description of defect structures embedded in PCs was demonstrated in
Chap. 3, where novel designs for basic functional elements, such as waveguide bends,
intersections and couplers, have been presented which were obtained in collaborative
works [75, 84, 82].

From a practical point of view, a computer software package for the largely au-
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Summary and future prospects

tomated construction of maximally localized Wannier functions has been developed
within this dissertation. It features the automatic refurbishing of Bloch functions at
the Γ-point yielding purely real and nicely aligned sets of functions (Figs. 2.6 and
2.8), well suited for the subsequent creation of artificially localized sets of trial func-
tions (Sec. 4.3.3.2). These steps, together with a symmetry analysis4 of the Bloch
functions at the Γ-point, are all performed automated in a first configuration step of
the software package providing all information required to find appropriate choices
for the grouping of the individual bands. After inspecting the corresponding band
structure to determine adequate cutoff frequencies as outlined in Chap. 5, the con-
struction of maximally localized Wannier functions is evoked with the band range
and corresponding cutoff frequencies as command line arguments, performing the
subspace optimization and spread minimization procedures with all required prepro-
cessing steps and automatically constructing and plotting the obtained functions.

In this regard, promising future prospects are the extension of the existing soft-
ware package to allow for the automated construction of fully vectorial 3D vector
Wannier functions for three dimensional Photonic Crystals. The further group the-
oretical investigation and extension of the presented band selection rules seems to
be of great advantage, particularly for 3D systems. An automated classification
of the Bloch functions at the Γ-point according to irreducible representations of
the point group of the underlying lattice together with an computer-aided deter-
mination of the “character” of these modes, i.e. whether they tend to have high
intensities in the high-index or rather in the low-index material, could significantly
ease the determination of the correct grouping of entangled bands, as the visualiza-
tion of three-dimensional vector fields is rather complicated and the symmetries of
the Bloch functions are not as obvious as in 2D Photonic Crystals.

As a final remark one might argue that the newly introduced bottom-up approach
accompanied by explicit band selection rules, the automation of the construction pro-
cess, together with several numerical subtleties which have been identified, might
help to establish Wannier functions 70 years after their invention [43] as a stan-
dard numerical tool for the highly efficient computational description of physical
phenomena in periodically structured systems, such as crystalline solids [46, 47],
Photonic Crystals [48], and, potentially, ultra cold atomic and molecular gases in
optical lattices [106].

4Implemented by Dipl. Phys. Patrick Mack as a part of his final year project [57].
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A Proofs

To improve the readability of this thesis all longer proofs have been sourced out into
this appendix. Cross-references are given in the text.

A.1 Matrix elements of the position operator

Proposition A.1. 〈r 2〉n can be expressed in terms of periodic parts of Bloch func-
tions as

〈r 2〉n =
1

VBZ

∫

BZ

ddk
∣∣|∇kunk〉

∣∣2 .

Proof. Using Eq. (4.13) and taking matrix elements only between Wannier functions
located at the center cell yields

〈r 2〉n = − 1

VBZ

∫

BZ

ddk 〈unk|∇2
k
|unk〉 . (A.2)

Integrating the right hand side by parts leads to

〈r 2〉n = − 1

VBZ

{ ∫

∂BZ

d (d−1)k 〈unk|∇k|unk〉 −
∫

BZ

ddk 〈∇kunk|∇kunk〉
}

(A.3)

B .6
=

1

VBZ

∫

BZ

ddk
∣∣|∇kunk〉

∣∣2 . (A.4)

A.2 Expansion of overlap matrix elements

The minimization procedure is based on the expansion

M (k,b)
nn = 〈unk|unk+b〉 = 1 + ı̇xb +

1

2
yb2 + O(b3) (A.5)

where x , y are supposed to be real numbers. To prove this, 〈unk+b| and |unk+b〉 are
expanded for small b
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|unk+b〉 = |unk〉+ b
∑

i

|∂kiunk〉 ei +
1

2
b2

∑

i ,j

|∂ki∂kj unk〉 eiej + O(b3) (A.6)

〈unk+b| = 〈unk|+ b
∑

i

〈∂kiunk| ei +
1

2
b2

∑

i ,j

〈∂ki∂kj unk| eiej + O(b3) (A.7)

where e = b/b is the unit vector pointing along the direction of b and ∂ki = ∂/∂ki

with i = x , y , z . Projecting (A.6) onto |unk〉 leads to the expansion of M
(k,b)
nn

〈unk|unk+b〉 = 〈unk|unk〉+b
∑

i

〈unk|∂kiunk〉ei

︸ ︷︷ ︸
ı̇x

+
1

2
b2

∑

i ,j

〈unk|∂ki∂kj unk〉eiej

︸ ︷︷ ︸
y

+O(b3) .

(A.8)
To show that x , y are real numbers, 〈unk+b|unk+b〉 is expanded up to second order
in b, as it is suggested in [46]:

〈unk+b|unk+b〉 = 〈unk|unk〉

+ b
∑

i

{
〈unk|∂kiunk〉+ 〈∂kiunk|unk〉

}
ei

+ b2
∑

i ,j

{
〈∂kiunk|∂kj unk〉+

1

2
〈unk|∂ki∂kj unk〉+

1

2
〈∂ki∂kj unk|unk〉

}
eiej

+ O(b3)

= 1 . (A.9)

Equating the first order in b yields

∑

i

{
〈unk|∂kiunk〉+ 〈∂kiunk|unk〉

}
ei = 0 (A.10)

which must hold for arbitrary directions e, i.e.

⇔ 〈unk|∂kiunk〉+ 〈unk|∂kiunk〉∗ = 0 (A.11)

⇔ Re {〈unk|∂kiunk〉} = 0 , (A.12)

which proves that the first order coefficient of M
(k,b)
nn can be written as

∑

i

〈unk|∂kiunk〉 ei = ı̇ x

with x being a real number.
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To prove that y is a real number, too, the definition of y in equation (A.8) is
expressed as the trace of a matrix product

y =
∑

i ,j

〈unk|∂ki∂kj unk〉︸ ︷︷ ︸
=:Sij

eiej︸︷︷︸
:=Eij

=
∑

i ,j

Sij Eji

= Tr (S E ) ,

where it was used that E is symmetric. Again, due to this property of E , it is
recognizable, that for Tr (S E ) being a purely real number, S must be hermitian,
i.e. Sji = S ∗

ij . But since the order of differentiation might be interchanged, it is
already known that S is symmetric. Thus, finding S to be hermitian would also
imply Im Sij = 0 for all i , j . To obtain a deterministic expression for S , which
should state that Sji = S ∗

ij or Im Sij = 0 for all i , j , the second orders in b of
Eq. (A.9) are equated as suggested in [46], yielding

∑

i ,j

{
〈∂kiunk|∂kj unk〉+

1

2
〈unk|∂ki∂kj unk〉+

1

2
〈∂ki∂kj unk|unk〉

}
eiej =0

∑

i ,j

{
〈∂kiunk|∂kj unk〉︸ ︷︷ ︸

=:Hij

+ Re
(
〈unk|∂ki∂kj unk〉

) }
eiej =0

∑

i ,j

(Hij + Re Sij )︸ ︷︷ ︸
=:Aij

Eji =0

Tr (AE ) =
∑

i

AiiEii +
∑

i

∑

j>i

(Aij + Aji)Eij =0

which is exactly fulfilled if

Aij =− Aji

⇔ Hij + Re Sij =− Hji − Re Sji

⇔ 2 Re Sij =− (Hij + Hji)

⇔ Re Sij =− ReHij , (A.13)

where it was used that Sji = Sij and Hji = H ∗
ij . However, in contrast to the expecta-

tion, the last equation does state only a relationship between the real part of S and
the real part of the hermitian matrix H , and is, therefore, completely independent
of the imaginary part of S . This means that the necessity of y being a real number
for the replacements (4.41) on p. 46 to be valid as claimed in [46] could not be con-
firmed here. Instead, as the expansion (4.34) contains only a term proportional to
the real part of y , the above restriction on y might easily be dropped1. In addition,

1This is also stressed in [97]
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by re-expressing Hij = 〈∂kiunk|∂kj unk〉 as

〈∂kiunk|∂kj unk〉 = ∂kj 〈∂kiunk|unk〉 − 〈∂kj∂kiunk|unk〉 (A.14)

= ∂kj ci(k)− 〈∂kj∂kiunk|unk〉 (A.15)

the equations derived above are of further advantage. This becomes apparent when
re-substituting the definitions of Sij and Hij into Eq. (A.13) again:

Re〈unk|∂ki∂kj unk〉 = −Re〈∂kiunk|∂kj unk〉 . (A.16)

Recalling now that

〈unk|∇2
k
|unk〉 =

∑

i

〈unk|∂ki∂kiunk〉 ,

and
1

VBZ

∫

BZ

ddk 〈unk|∇2
k
unk〉 =

1

VBZ

∫

BZ

ddk Re〈unk|∇2
k
unk〉 (A.17)

due to |un −k〉 = |unk〉∗, one arrives at

1

VBZ

∫

BZ

ddk 〈unk|∇2
k
unk〉 = − 1

VBZ

∫

BZ

ddk
∑

i

Re〈∂kiunk|∂kiunk〉 . (A.18)

As a diagonal element of the hermitian matrix H , each scalar product 〈∂kiunk|∂kiunk〉
is a purely real quantity and, therefore, the Re can be dropped. This leads finally
to

1

VBZ

∫

BZ

ddk 〈unk|∇2
k
unk〉 =− 1

VBZ

∫

BZ

ddk
∑

i

〈∂kiunk|∂kiunk〉

=− 1

VBZ

∫

BZ

ddk
∑

i

∣∣|∂kiunk〉
∣∣2

=− 1

VBZ

∫

BZ

ddk
∣∣|∇kunk〉

∣∣2

which states another proof for Proposition A.1 on p. 93.
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A.3 Behavior of the spread functional under special phase transformations

A.3 Behavior of the spread functional under special

phase transformations

In the following the behavior under the transformation

|unk〉 → |unk〉 e−ı̇kR, (A.19)

where R is a primitive translation vector of the underlying lattice, is listed for several
quantities:

〈unk|unk+b〉
(A.19)−−−→ 〈unk|unk+b〉 e−ı̇bR (A.20a)

M (k,b)
nn

(A.19)−−−→ M (k,b)
nn e−ı̇bR (A.20b)

lnM (k,b)
nn

(A.19)−−−→ lnM (k,b)
nn − ı̇bR (A.20c)

Im lnM (k,b)
nn

(A.19)−−−→ Im lnM (k,b)
nn − bR . (A.20d)

Using the above, the Wannier centers rn , defined through Eq. (4.33), transform
under this transformation according to

rn

(A.19)−−−→ − 1

Nkp

∑

k,b

wb b
[
Im lnM (k,b)

nn − bR
]

= rn +
∑

b

wb b
(
bR

)

B .4
= rn + R . (A.21)

The discretization of the quadratic term in the spread functional given in Eq. (4.37)
transforms like

〈r 2〉n
(A.19)−−−→ − 1

N

∑

k,b

wb

{
1− |M (k,b)

nn |2 +
[
Im lnM (k,b)

nn

]2

−2bR
[
Im lnM (k,b)

nn

]
+

(
bR

)2
}

= 〈r 2〉n + 2 rnR +
∑

b

wb

(
bR

)2

= 〈r 2〉n + 2 rnR + R2 . (A.22)

Putting all this together leads to the fact that the spread functional Ω stays invariant
under (A.19):

〈r 2〉n − r2
n

(A.19)−−−→ 〈r 2〉n + 2 rnR + R2 −
(
rn + R

)2
=

〈r 2〉n − r2
n

Ω
(A.19)−−−→ Ω .
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Hence, the modified finite difference formulae (4.33) and (4.37) indeed yield a dis-
crete formulation of the spread functional Ω that is invariant under the transforma-
tion (A.19).

A.4 Splitting of the spread functional into invariant,

off-diagonal, and diagonal parts

Proposition A.23. A splitting of the spread functional Ω according to

Ω = ΩI + ΩOD + ΩD (A.24)

is possible. Here, ΩI , ΩOD, and ΩD are called the invariant, off-diagonal, and
diagonal parts of the spread functional Ω and are defined in discretized form as

ΩI =
1

Nkp

∑

k,b

wb

(
N −

∑

m,n

∣∣M (k,b)
mn

∣∣2
)
, (A.25)

ΩOD =
1

Nkp

∑

k,b

wb

∑

m 6=n

∣∣M (k,b)
mn

∣∣2 , (A.26)

ΩD =
1

Nkp

∑

k,b

wb

∑

n

(
− Im lnM (k,b)

nn − brn

)2

. (A.27)

Proof. Starting with

ΩI,OD : = ΩI + ΩOD

=
1

Nkp

∑

n

∑

k,b

wb

[
1−

∣∣M (k,b)
nn

∣∣2
]
, (A.28)

ΩD =
1

Nkp

∑

n

∑

k,b

wb

[
Im lnM (k,b)

nn + b rn

]2

, (A.29)
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one obtains

Ω = ΩI,OD + ΩD

=
1

Nkp

∑

n

∑

k,b

{
wb

[
1−

∣∣M (k,b)
nn

∣∣2
]

+ wb

[(
Im lnM (k,b)

nn

)2
+ 2 Im lnM (k,b)

nn brn +
(
brn

)2
]}

=
1

Nkp

∑

n

∑

k,b

wb

{[
1−

∣∣M (k,b)
nn

∣∣2
]

+
[
Im lnM (k,b)

nn

]2
}

− 2

{
− 1

Nkp

∑

n

∑

k,b

wbb Im lnM (k,b)
nn

}
rn

+
∑

b

wb

(
brn

)2

B .5
=

∑

n

(
〈r 2〉n − 2rnrn + r2

n

)

=
∑

n

(
〈r 2〉n − r2

n

)
.

A.5 Derivation of the gradient

For convenience and in analogy to [46] the calculation of the gradient takes advantage
of the decomposition of the spread functional Ω into

Ω = ΩI,OD + ΩD , (A.30)

derived in the previous section. The first order changes dΩI,OD and dΩD with respect

to dW
(k)
mn will be derived individually and recombined afterwards again to yield the

total change dΩ.
As both summands in Eq. (A.30) are functions of the overlap matrix elements

M
(k,b)
nn , it has to be known how these matrix elements are changing with respect to

the infinitesimal matrices dW
(k)
mn introduced in Sec. 4.3.2.2. The first order changes

dM
(k,b)
nn of the overlap matrix elements M

(k,b)
nn are in general defined by

M (k,b)
nn = M (k,b)

nn

(0)
+ dM (k,b)

nn . (A.31)

where M
(k,b)
nn

(0)
designates the initial matrices and M

(k,b)
nn the ones after an infinites-

imal ”rotation” by means of the matrices dW
(k)
mn . Using their definition (4.24) and
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relating the rotated functions |unk〉 to the initial ones |u(0)
nk
〉 by means of Eq. (4.51)

yields

M (k,b)
nn = 〈unk|unk+b〉

=
{
〈u(0)

nk
|+

∑

m

〈u(0)
mk
|dW (k)

nm

†
}{
|u(0)

nk+b
〉+

∑

m′

dW
(k+b)
m′n |u(0)

m′k+b
〉
}

= M (k,b)
nn

(0) −
∑

m

dW (k)
nm 〈u

(0)
mk
|u(0)

nk+b
〉+

∑

m′

dW
(k+b)
m′n 〈u(0)

nk
|u(0)

m′k+b
〉

= M (k,b)
nn

(0) −
[
dW (k)M (k,b)(0)

]
nn

+
[
M (k,b)(0)dW (k+b)

]
nn

= M (k,b)
nn

(0) −
[
dW (k)M (k,b)(0)

]
nn
−

[
dW (k+b)M (k+b,−b)(0)

]∗
nn

(A.32)

where it was used that dW
(k)
mn is anti-hermitian and that M

(k,b)
mn = M

(k+b,−b)
mn

†
. From

the latter equation the first order change dM
(k,b)
nn for a general M

(k,b)
nn is easily read

off as

dM (k,b)
nn = −

[
dW (k)M (k,b)

]
nn
−

[
dW (k+b)M (k+b,−b)

]∗
nn
. (A.33)

This expression is now used to derive the first order changes of ΩI,OD and ΩD.

At first dΩI,OD is going to be calculated. Based on its definition through Eq. (A.28)
the first order change of ΩI,OD is given by

dΩI,OD =− 1

Nkp

∑

n

∑

k,b

wb d
(∣∣M (k,b)

nn

∣∣2
)
. (A.34)

Hence, for the derivation of dΩI,OD it has to be known how
∣∣M (k,b)

nn

∣∣2 changes based
on (A.33). In this regard, latter quantity is expressed as

∣∣M (k,b)
nn

∣∣2 = M (k,b)
nn M (k,b)

nn

∗
(A.35)

and considered to be a function of the two independent variables M
(k,b)
nn and M

(k,b)
nn

∗
.

Using Wirtinger calculus the change of this quantity is

d
(
M (k,b)

nn M (k,b)
nn

∗
)

= M (k,b)
nn

∗
dM (k,b)

nn + M (k,b)
nn dM (k,b)

nn

∗
, (A.36)
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and, therefore,

dΩI,OD =− 1

Nkp

∑

n

∑

k,b

wb

{
M (k,b)

nn dM (k,b)
nn

∗
+ M (k,b)

nn

∗
dM (k,b)

nn

}

=− 1

Nkp

∑

n

∑

k,b

wb

{
M (k,b)

nn

(
−

[
dW (k)M (k,b)

]∗
nn
−

[
dW (k+b)M (k+b,−b)

]
nn

)

+ M (k,b)
nn

∗
(
−

[
dW (k)M (k,b)

]
nn
−

[
dW (k+b)M (k+b,−b)

]∗
nn

)}

=
1

Nkp

∑

n

∑

k,b

wb

{(∑

l

dW
(k)
nl M

(k,b)
ln M (k,b)

nn

∗
)∗

+
(∑

l

dW
(k+b)
nl M

(k+b,−b)
ln M (k,b)

nn

)

+
( ∑

l

dW
(k)
nl M

(k,b)
ln M (k,b)

nn

∗
)

+
(∑

l

dW
(k+b)
nl M

(k+b,−b)
ln M (k,b)

nn

)∗

}
.

(A.37)

By introducing the abbreviation

R
(k,b)
ln := M

(k,b)
ln M (k,b)

nn

∗
(A.38)

and using that M
(k,b)
mn = M

(k+b,−b)
nm

∗
one finally arrives at

dΩI,OD =
1

Nkp

∑

n

∑

k,b

wb Tr
[
dW (k)

(
R(k,b) − R(k,b)†

)]

+
1

Nkp

∑

n

∑

k,b

wb Tr
[
dW (k+b)

(
R(k+b,−b) − R(k+b,−b)†

)]

=
2

Nkp

∑

n

∑

k,b

wb Tr
[
dW (k)

(
R(k,b) − R(k,b)†

)]
(A.39)

where it was used that the sums of the expressions in brackets are equal when the
summation runs over all k and b which is due to the periodicity of dW (k) and R(k,b)

in reciprocal space with respect to a reciprocal lattice vector and the fact that the
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set of vectors {−b} and {b} are identical2. Introducing the operation

A [B ] :=
1

2

{
B − B †

}
, (A.40)

the final expression for dΩI,OD reads

dΩI,OD =
4

Nkp

∑

k,b

wb Tr
[
dW (k)A

[
R(k,b)

] ]
. (A.41)

In the following the change dΩD will be derived with ΩD defined in accordance to
Eq. (A.27) as

ΩD =
1

Nkp

∑

n

∑

k,b

wb

(
q (k,b)
n

)2

,

where here the abbreviation

q (k,b)
n := Im lnM (k,b)

nn + brn (A.42)

was used. In this notation the change dΩD is given by

dΩD =
2

Nkp

∑

n

∑

k,b

wb q (k,b)
n dq (k,b)

n , (A.43)

which can be separated using Eq. (A.42) into

dΩD =dΩ
(I)
D + dΩ

(II)
D

=
2

Nkp

∑

n

∑

k,b

wb q (k,b)
n d

(
Im lnM (k,b)

nn

)

+
2

Nkp

∑

n

∑

k,b

wb q (k,b)
n d

(
brn

)
. (A.44)

2The periodicity in k-space and {−b} ={b} allow for the index transformations k + b 7→ k′ and
−b 7→ b′ without adjustment of the summation boundaries.
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A.5 Derivation of the gradient

Though d
(
brn

)
is in general non-zero, the second part dΩ

(II)
D vanishes due to

dΩ
(II)
D =

2

Nkp

∑

n

∑

k,b

wb q (k,b)
n d

(
brn

)

=
∑

n

(
2

Nkp

∑

k,b

wb q (k,b)
n b

)
drn

=
∑

n

(
2

Nkp

∑

k,b

wb

(
Im lnM (k,b)

nn + brn

)
b

)
drn

=
∑

n

(
2

Nkp

∑

k,b

wb Im lnM (k,b)
nn b +

2

Nkp

∑

k,b

wb(brn)b

)
rn

=
∑

n

(
− 2rn + 2 rn

)
drn = 0 , (A.45)

where the last step was performed by means of Eqs. (4.33) and (B.4). Consequently,

dΩD is solely determined by dΩ
(I)
D for which the change of Im lnM

(k,b)
nn needs to be

calculated. Considering

Im lnM (k,b)
nn =

1

2ı̇

[
lnM (k,b)

nn − lnM (k,b)
nn

∗]
(A.46)

as a function of two independent complex variables M
(k,b)
nn and M

(k,b)
nn

∗
, and using

Wirtinger calculus one obtains

d
(
Im lnM (k,b)

nn

)
=

1

2ı̇

(
dM

(k,b)
nn

M
(k,b)
nn

− dM
(k,b)
nn

∗

M
(k,b)
nn

∗

)
. (A.47)

Based on this expression the change dΩD = dΩ
(I)
D of the diagonal part of the spread

functional is given by

dΩ
(I)
D =

2

Nkp

∑

n

∑

k,b

wb q (k,b)
n d

(
Im lnM (k,b)

nn

)

=
−ı̇
Nkp

∑

n

∑

k,b

wb q (k,b)
n

(
dM

(k,b)
nn

M
(k,b)
nn

− dM
(k,b)
nn

∗

M
(k,b)
nn

∗

)

=
−ı̇
Nkp

∑

n

∑

k,b

wbq
(k,b)
n

{
−

[
dW (k)M (k,b)

]
nn

M
(k,b)
nn

−

[
dW (k+b)M (k+b,−b)

]∗
nn

M
(k+b,−b)
nn

∗

+

[
dW (k)M (k,b)

]∗
nn

M
(k,b)
nn

∗ +

[
dW (k+b)M (k+b,−b)

]
nn

M
(k+b,−b)
nn

}
.

(A.48)
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Using now q
(k,b)
n = q

(k,b)
n

∗
, q

(k+b,−b)
n = −q

(k,b)
n , and the definition

T
(k,b)
ln :=

M
(k,b)
ln

M
(k,b)
nn

q (k,b)
n , (A.49)

one finally arrives at

dΩD = dΩ
(I)
D =

ı̇

Nkp

∑

k,b

wb Tr
[
dW (k)

(
T (k,b) + T (k,b)†

)]

+
ı̇

Nkp

∑

k,b

wb Tr
[
dW (k+b)

(
T (k+b,−b) + T (k+b,−b)†

)]

=
2ı̇

Nkp

∑

k,b

wb Tr
[
dW (k)

(
T (k,b) + T (k,b)†

)]
(A.50)

where it was used again that the sums of the expressions in brackets are equal when
the summation runs over all k and b. By means of the definition

S [B ] :=
1

2ı̇

{
B + B †

}
. (A.51)

the final expression for dΩD reads

dΩD = − 4

Nkp

∑

k,b

wb Tr
[
dW (k)S

[
T (k,b)

] ]
. (A.52)

Recombining all individual expressions yields finally the total first order change

dΩ =dΩI,OD + dΩD

=
4

Nkp

∑

k,b

wb Tr
[
dW (k)

(
A

[
R(k,b)

]
− S

[
T (k,b)

] )]
(A.53)

from which the gradient can easily be determined by comparison of coefficients with
Eq. (4.46) yielding the expression given in Eq. (4.58).
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This section provides useful lemmata for calculations related to the discretization of
the Brillouin zone into an uniformly spaced Monkhorst-Pack mesh [66].

Lemma B.1. For functions f : Rd → R which are even with respect to point
reflections through the origin it holds that

∑

b

f (b)b = 0 .

Proof. Assume
f (b) = f (−b) , (B.2)

then

∑

b

f (b)b = −
∑

b

f (b)
(
−b

) (B.2)
= −

∑

b

f (−b)
(
−b

)
= −

∑

b′

f (b′)
(
b′

)

⇐⇒
∑

b

f (b)b = 0 .

Corollary B.3. For the special case f (b) ≡ 1 one obtaines

(∑

b

b
)

B .1
= 0 .

Lemma B.4. ∑

b

wb b
(
bR

)
= R .

Proof. Using component notation with component index i running over all dimen-
sions considered one finds

[∑

b

wb b
(
bR

)]
i
=

∑

b

wb bi

∑

α

bαRα =
∑

α

Rα

∑

b

wb bibα =
∑

α

Rαδiα = Ri .

Lemma B.5. ∑

b

wb

(
bR

)2
= R2 .
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Proof. Again, using component notation one abtains
∑

b

wb

(
bR

)2
=

∑

b

wb

∑

α,β

bαbβRαRβ =
∑

α,β

RαRβ

∑

b

wbbαbβ

=
∑

α,β

RαRβ δiα =
∑

α

RαRα = R2 ,

where the component indices α, β run over all dimensions.

Lemma B.6. Surface integrals over matrix elements of ∇k between the periodic
parts of Bloch functions over the boundary of the Brillouin zone ∂BZ vanish, i.e.

In :=

∫

∂BZ

d (d−1)k 〈unk|∇k|unk〉 = 0 . (B.7)

Proof. The integral In is separable into Np pairs of surface integrations over planes
with anti-parallel normal vectors O↑

p ,O
↓
p where the number Np of these pairs depends

on the dimension d and the explicit shape of the Brillouin zone

In =

Np∑

p=1

{∫

O
↑
p

dO↑
p〈unk|∇k|unk〉+

∫

O
↓
p

dO↓
p〈unk′ |∇k′|unk′〉

}
with k ∈ O↑

p and k′ ∈ O↓
p .

(B.8)
The surfaces O↑

p and O↓
p are connected by a point reflection at the Γ-point and

separated by a reciprocal lattice vector G. Hence, one can express the integration
over the surface O↓

p as an integration over O↑
p shifted by a lattice vector G and with

opposite surface normal vector dO↓
p = −dO↑

p according to

In =

Np∑

p=1

∫

O
↑
p

dO↑
p

{
〈unk|∇k|unk〉 − 〈unk+G|∇k|unk+G〉

}
with k ∈ O↑

p . (B.9)

Now using

|unk+G〉 = e ı̇Gr |unk〉 〈unk+G| =〈unk| e−ı̇Gr (B.10)

|∇kunk+G〉 = e ı̇Gr |∇kunk〉 〈∇kunk+G| =〈∇kunk| e−ı̇Gr (B.11)

one ends up with

In =

Np∑

p=1

∫

O
↑
p

dO↑
p

{
〈unk|∇kunk〉 − 〈unk|e−ı̇Gr e ı̇Gr |∇kunk〉

}
with k ∈ O↑

p , (B.12)

=

Np∑

p=1

∫

O
↑
p

dO↑
p

{
〈unk|∇kunk〉 − 〈unk|∇kunk〉

}
= 0 . (B.13)
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BF Bloch function

BZ first Brillouin Zone

FDTD Finite Difference Time Domain

FDC Folded Directional Coupler

IREP irreducible representation

RREP reducible representation

RLV reciprocal lattice vector

LFT Lattice Fourier Transform

MLWF maximally localized Wannier function

MLGWF maximally localized generalized Wannier function

PBG Photonic Band Gap

PBS Photonic Band Structure

PC Photonic Crystal

SD Steepest Descent

WF Wannier function

WSC Wigner-Seitz Cell
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