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Vorwort des Herausgebers

Ein wichtiger Aspekt fur Funkkommunikationsnetze ist diéizeente Umgang mit
der (knappen) zur Verfiigung stehenden Frequenzressdbieser lasst sich im
Sinne der Marktwirtschaft Uber Preise regeln. Allerdingsseen dazu die Prei-
se schnell ermittelt und geandert werden konnen, um der fikrentwicklung
Uberall und zeitnah folgen zu kénnen. Die heutige Preisfigdm Mobilfunk ist
trage und kann der aktuellen Nachfrage nicht folgen. Diens#tiem tréagste Preis-
bildung ist die Flatrate, die eigentlich (zeitlich und rdiain gesehen) Gberhaupt
keinen Bezug zur aktuellen Nachfrage erkennen lasst. Bimalich (z.B. auf die
einzelne Funkzelle beschrankte) und zeitlich eng begeeRrtisfindung konnte
entscheidend zum effizienten Umgang mit den Ressourcaadeit.

Neue Entwicklungen in den Nachrichtennetzen beschéftijem mit der Mehr-

diensteverwaltung fiir den Netzzugang (Funknetze sindén Regel nichts ande-
res als Zugangsnetze zu Festnetzen) sowie mit der Rekaefigarkeit der Hard-
und Software eines Funksystems. Beide Aufgabengebietgehd&ng mit der Kon-
vergenz der Netze zu einem all-IP-Netz und der Entwicklumgauf Software De-
fined Radios basierenden Cognitive Radios, die den Netrmgugatonom regeln
kénnen zusammen. Im 6. Forschungsrahmenprogramm der &@scbopn Union

werden solche Untersuchungen unter anderem in dem PiBjekto-End Recon-
figurability (E>R) verfolgt, in dem auch die in der vorliegenden Dissertaticar-e

beiteten Ergebnisse entstanden sind.

In der von Herrn Kléck vorgelegten Dissertatidwction-based Medium Access
Control wird die Entwicklung eines Ubertragungsprotokolls begdhen, das die
Ressourcenvergabe und explizit die zugehorige Preigigldber den konsequen-
ten Einsatz von Auktionsmechanismen regelt. Es wird eirtdRodl vorgestellt,
mit dem Funkressourcen dynamisch durch eine Auktionsfeégkauft und lau-
fend die Gebote (dezentral) in den mobilen Terminals berectverden. Die so
genannten Funkressourcen-Guter bestehen aus Pixeln Zeddfrequenz-Ebene
mit einer Dauer von wenigen Millisekunden. Daraus folgt Aligfgabe, ein Proto-
koll zu entwickeln, das fuir den Teilnehmer qualitativ befligende Ubertragungs-
maoglichkeiten bietet und den Signalisierungsaufwand férAdiktionen innerhalb
der Funkzelle moglichst gering halt.

Mit seiner Dissertatiouction-based Medium Access Contrat Herr Klock wis-
senschaftliches Neuland betreten. Die Einfihrung von iulkin zur Vergabe von
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Funkressourcen ist zwar vorher (z.B. Book of Visiongles Wireless World Re-
search Forum) diskutiert worden. Praktische Schritte @seliRichtung wurden je-
doch bisher nicht unternommen. Dabei muss man beruckgehtdass die von
Herrn Klock behandelten Auktionsfolgen nicht auf einert&leala von Stunden
oder Minuten sondern auf einer Zeitskala von Millisekuntirfen. Herr Klock
hat nicht nur die Moglichkeit der Einfihrung von Echtzektianen diskutiert son-
dern diese auch theoretisch durchdrungen und den Nachvbegcht, dass sie in
bestehende Funkibertragungsstandards integriert wkésheren.

Karlsruhe im Oktober 2007
Friedrich Jondral
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Zusammenfassung

In der Vergangenheit wurden Standards fir spezielle Anwiegdn der drahtlosen
Kommunikation konzipiert, z.B. GSM fur Sprachibertraguater WLAN IEEE
802.11 fUr paketorientierte Datenlibertragung. Ein Maibikteilnehmer musste
verschiedene Gerate benutzen, um verschiedene Dienstesiprdch nehmen zu
konnen. Aus diesem Grund existieren verschiedene Besigeln die Dienstan-
bietung kompakter zu gestalten. Zwei vielversprechentirschiedliche, aber sich
nicht ausschlieBende Bestrebungen flir eine hdhere Itiegjind:

e Die Mehrdienstverwaltung einer Zugangstechnologie

e Die Rekonfigurierbarkeit der Hard- und Software eines Fysiesns

UMTS wurde entwickelt, um unterschiedliche Datentberiragdienste anzubie-
ten. WLAN IEEE 802.11 war anfangs ausschlief3lich flr paketdierte Daten-

Ubertragung konzipiert, wurde aber mit der Erweiterung WWLIEEE 802.11e fa-

hig Dienstdaten zu priorisieren. Eine weitere Moglichkeithchere Integritat hat
ihre Anfange in der Idee, die durch den Begriff Software Rdaekannt wurde,

namlich Funkgeratfunktionalititen komplett in Softwareimplementieren. Co-

gnitive Radio nimmt Software Radio als mégliche Grundlage Maschinenlernen
in die Mobilfunkgeréate einzufihren und damit die Umgebuadpeobachten, dar-
aus zu lernen und dementsprechend zu agieren. Somit kmzefilaren Netzen

die Aufgaben und die Verantwortungen zwischen Basisstatizand Mobilfunkge-

raten verteilt werden. Unter anderem kann die Verantwagrtler Funkressourcen-
allokierung zur Einhaltung der Dienstleistungsgite teise auf die Mobilfunkge-

rate Ubertragen werden.

Die zahlreichen etablierten Standards verfiigen meist tibrschiedliche Netz-
technologien. Die Industrie ist bestrebt die Netze zur &ostduktion zu verein-
heitlichen. Als dominierende Netztechnologie bietet slels Internet als Gesamt-
netz an, und wird deshalb all-IP Netz bezeichnet. Dies bi¢eMoglichkeit, dass

Anbieter unterschiedlicher Anwendungen ihre Diensterafen kbnnen, sofern
sie an das Netz angeschlossen sind. Die Kommunikatiorsegstlienen als Zu-
gangstechnologien in das bestehende Netz. Das schligitictanicht aus, dass
Mobilfunkbetreiber auch zusatzlich inre Anwendungen atdn konnen. Durch die
Mehrdienstverwaltung kénnen die Mobilfunkteilnehmer¥@rschiedene Anwen-
dungen verschiedene Anbieter wahlen. Die Anbieter der @gstechnologie, des
Netzes und der Anwendung kénnen unterschiedlich sein.liEbltiegt es nahe,
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die verschiedenen Dienstleistungen unabhangig voneamandbepreisen und zu
allokieren. So sind Mobilfunkteilnehmer in der Lage, die $ie geeignete Kombi-
nation zu wahlen.

In der Mobilfunkkommunikation ist die Preisbildung tragedukann der aktuel-
len Bedarfslage schwer folgen, wobei das ,Flat-rate* Arggedbne der tragesten
Bepreisungen darstellt. Dies fuhrt zu einer Kostenveedalmg, die im Sinne der
Anschaffungs- und laufenden Kosten als unfair angesehedeneann. Warum
sollten Mobilfunkteilnehmer in einer Zelle, deren Anrufeln als die Kosten die-
ser Zelle decken, die Defizite einer anderen weniger besncttlle decken? Des
Weiteren erlaubt die ,Flat rate“-Methode eine Ubersteégausnutzung bzw. Be-
legung der Ressourcen, die die Netzlast erhdht und ldiatlieder von den Nor-
malverbrauchern mitgetragen wird. Auf der anderen Seitankder Benutzer den
Festpreis um eine Nuance zu hoch finden und deshalb den Diehsin Anspruch

nehmen, obwohl noch Kapazitéten frei waren. Hatte der Qpedie Preisvor-

stellung gewusst, hatte der Preis gesenkt werden kdnnewljeisonst verlorene
Ressource zu verkaufen. Diese Vorgehensweise hatte demiGdes Operators
gesteigert.

Basierend auf diesen Uberlegungen wird in dieser Arbeitliertragungsproto-
koll entwickelt, das die Funkressourcenvergabe und detglivée Bepreisung re-
gelt. Die Bepreisung ist dynamisch und dezentral. In digsBildung fliel3en die
aktuelle Kaufkraft und die Nachfrage ein. Der wesentliclrar@baustein ist eine
Auktionsfolge zur Funkressourcenallokierung. Die AukBa dienen zum Einen
dem Operator zur Markteinschatzung, wie der Preisvotstgipradiktion, und zum
Anderen dem Benutzer, um durch die Gebote seine Dringlichiel Wichtig-

keit fur die Funkguter zum Ausdruck zu bringen. In die GebiteRen ein: Die

Kaufkraft, die intuitiven Bewertungen der Teilnehmer fiégmngsse Dienste, die Ko-
stenbeschrankung, die Sendedringlichkeit der Daten #&iiSéirviceerfullung, die
Kanaleigenschaften und die vergangenen Marktsituatiatievornehmlich durch
die Gebote der Anderen gegeben werden. In dieser Arbeit zvimd ersten Mal

ein Protokoll entwickelt, mit dem Funkressourcen dynaimtbarch eine Auktions-
folge verkauft werden und gleichzeitig die Gebote in den Nobkgeraten be-

rechnet werden. Verschiedene Algorithmen mit geringemhBeaufwand werden
entwickelt wobei das Hauptaugenmerk auf den Bietstrateliggt: Ein nutzen-

optimaler, ein statistikbasierter und ein LMS-basiertégotithmus als auch ein
Algorithmus, der geringe Eingangsinformation bendétiger DInformationsiibertra-
gungsaufwand wurde so gering wie moglich gehalten durchabigiantisierung
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und Quantisierungsstufenadaption. Als moégliche Anwegdumarde das Protokoll
in ein auf IEEE 802.16 basierendes System implementiegt ADktionsfolge allo-

kiert die Funkressourcenguiter pro Rahmen im Millisekuméeeich. Der relative
Signalisierungsaufwand dieser dynamischen Allokaticethimde rangiert im ein-
stelligen Prozentbereich. Diese Anwendungsmadglichl@gtzine geeignete Im-
plementierung des Protokolls fur hochratige Datenibguingssysteme.



Abstract

In the past, standards were designed for special applicatiowireless commu-
nications, e.g. GSM for speech or WLAN IEEE 802.11 for paak@étnted data

transmission. A mobile user had to use different entitiesniicst different services.

For this reason, there are investigations for providingsér@ices more compactly.
Two promising, different, but not excluding approaches béter integrity are:

e Multi-service management of access technologies

e Reconfigurability of radio access systems

UMTS has been designed for offering several data transomssrvices. In the be-
ginning, WLAN IEEE 802.11 was designed to exclusively pdevpacket-oriented
data transmission. However, the extension WLAN 802.1swalpriorising of ser-
vice data as well. Another possibility to increase the iritgdnas its beginnings in
the idea, which has become popular as Software Radio, ttia¢ software imple-
mentation of all functionalities of mobile terminals. Cadtijyre Radio uses Software
Radio as a possible basis in order to introduce machineitegimto mobile termi-
nals. This allows mobile terminals to observe their envinent, to learn and to act
accordingly. Hence, tasks and responsibilities can beeghagtween base stations
and mobile terminals in cellular wireless communicatioystems. Among other
things, the responsibility of radio resource allocationickhis important to fulfil
quality of service can be partially assigned to mobile teiats.

The numerous established standards mostly possess diffetevork technologies.
The industry endeavors a unification of all communicatiomvoeks for reasons of
cost reduction. Because the Internet is the dominant n&hitds most suitable as
an overall network and is called all-IP network. This offdre opportunity to the
providers of various applications to offer their servicethey have access to the
network. The communication systems serve as access tedie®to the common
network. This does not exclude, that operators can stiératffieir services and
applications, but may face additional competition. Duehi® multi-service man-
agement, a mobile user can choose different providers fterdint applications.
The providers of access technologies, the network, andcapipins need not to be
the same organization. Consequently, it seems reasoriabtethe different ser-
vices can be priced and assigned independently. In this gasgle users are able
to choose their most suitable combination.
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In wireless communications, pricing is sluggish and cameatt to the current de-
mand, whereas flat-rate offers are one of the most sluggpsiesentations. This
leads to cost shifts among users which can be considereduofaie in the sense of
expenditure and operation costs. Why should mobile usesdihg a proper cell,
whose calls cover more than their costs, balance the defiemather cell? Fur-
thermore, flat-rate pricing allows users to exploit the tgses in a greedy manner.
This increases the load of the system resulting in increapedation costs which
finally have to be paid partially by the normal users. Morepdespite of free sys-
tem capacity, a user can decide not to ask for a service, bedha fixed price is
slightly above the willingness-to-pay. If the operator bawn the willingness-
to-pay, he might decrease the price slightly, and sell tekeurces. This procedure
would increase the operator’s gain, assuming that the ressinave to be sold at
this time otherwise they would be lost, like channel allaabver time.

Based on the preceding issues, a transmission protocoléaged here, that con-
trols the radio resource allocation and the explicit pgcinThis pricing is dy-
namic and decentralised. The instataneous price detetiorindepends on the
willingness-to-pay and the demand. The basis is an aucégoence for radio
resource allocation. On one hand, the auction serves ag#rator's market es-
timation possibility, like willingness-to-pay predictipand, on the other hand, as
a user's opportunity to express the transmission urgendyiraportance by bids.
These bids depend on the willingness-to-pay, the intuitsers’ evaluations, cost
constraints, data transmission urgency related to sefulfienent, channel prop-
erties and past market behaviour which is mainly gained fpast bids. This thesis
is the first to develop a protocol for selling dynamicallyiagesources by use of an
auction sequence, where at the same time the mobile tesrdegdrmine the bids.
Various algorithms with low computational complexity arevdloped with a fo-
cus on the bidding strategy: a utility-optimal, a statidtecsed, and an LMS-based
as well as an algorithm which is optimised for use of few injpformation. The
information transmission effort is reduced by signal gisation and quantisation
step adaptation. As an example for implementation, theopobtis applied to an
IEEE 802.16 based system. The auction sequence allocatiesresource goods
per frame in the millisecond range. The relative signaléffgrt of this dynamic al-
location method is in the range of a few percent. This apfptioa shows a suitable
implementation of this protocol for high data rate systems.



Inhaltsverzeichnis

1

Introduction 1

1.1
1.2

Motivation . . . . . . . . ...
OutlineoftheWork . . . . . . . . . . . ... . . ... ... ..

Auction Theory 5

2.1
2.2

2.3

2.4

Mechanism . . . . . .. ... ...
Single-Unit Auction . . . . . .. .. ... .. L
2.2.1 The SymmetricModel . . . . ... ... ... ......
2.2.2 First-price Auction . . . . ... ... ... .. ... ...
2.2.3 Second-price Auction. . . .. ...
2.2.4 EnglishAuction . ... ..................
2.25 DutchAuction . ... ... ... ... . .........

Multi-Unit Auction . . . . . . .. .. .. 13
2.3.1 Discriminatory Auction . . . ... ... ... .. ....

2.3.2 Stochastic Considerations of a Discriminatory Aarcti. . 16
2.3.3 Uniform-price Auction . . . . . ... ... ... ..... 22
2.3.4 VickreyAuction . .. ... ... ... 0oL 26
Auction Sequence . . . . . ...

2.4.1 Bluffingin Strategies . . . .. ... ... ... ......
2.4.2 Auction Sequence as a Repeated Game . . . . ... ...

2.5 Auction Sequence versus Fixed Price Market . . . . . ... .. 34
Radio Resource Auctioning 37
3.1 RadioResource Goods . . . .. . . . .. ...
3.2 Service Level Agreement . . . . .. ...
3.3 Figure of Merit for Quality of Service Measurement . . . . .. 45

3.3.1 OwverallDescription . . . ... ... ... .........



XVi

3.3.2 ObservationWindows . . . ... ............. 46
3.3.3 Evaluation of Quality of Service Properties . . . . . .. 48
3.3.4 Quality of Service Properties for Non-Evaluable Data. 50

3.3.5 Marginal Quality of Service . . . . ... ... ... ... 52
3.3.6 QoS-Evaluation in OFDMA-based Networks . . . . . .. 53
3.4 Service Functionsand Resources . . . . . . ... ... ... ... 59
3.41 All-IPEnvironment. . . ... ... ... ... ... .. 59
3.4.2 Service-Resource Responsibility . . . . . ... ... ... 62
3.4.3 Service-Resource Responsibility in All-IP . . . . . . .. 64
3.5 Radio Resource Good Auctioning . . . ... ... ... ... .. 67
3.5.1 Realisation of Auction Sequences . . . ... ... .. .. 71
3.5.2 Comparisonof Markets. . . . ... ... ... ...... 73
3.5.3 Bidder Behaviour in Coexisting Markets . . . . . . .. .. 78
3.6 Relationto théZ?R Architecture . . . . . . .. ... ....... 81
Economic Radio Auction Multiple Access 84
4.1 StateoftheArt . ... . .. ... ... 85
4.2 CognitiveRadio . . . .. .. ... ... .. 86
4.2.1 Definition of Subenvironments . . . . .. ... ... ... 87
4.2.2 Cognitive Radio within a Subenvironment . . . . . . . .. 88
4.2.3 Cognitive Radio in the Auction Sequence . . . . ... .. 88
4.3 Protocol Description . . . . .. . ... o 89
4.3.1 AuctionSchedule . . . . ... .. .. ........... 91
432 Signalling . . . .. .. ... ... 92
4.4 EconomicManager . . . . . . .. ... 96
4.41 Reserve Price Calculator . . . . ... .. ... ...... 96
4.4.2 Auction Mechanism . .. ... ... ........... 98
4.5 RadioAuctionAgent . . . . .. ... L o 99

4.6 Suboptimal Radio AuctionAgent. . . . . . ... ... ... ... 101



XVil

4.6.1 UserProfleManager. .. .. ............... 102
4.6.2 DataCategorisation. . . ... ... ... .. ....... 103
5 Bidding Strategy 107
5.1 Utility Function . . . . . . ... ... 107
5.1.1 Utility Criterion. . . . . . . . . . ... ... .. ..., 108
5.1.2 Risk-averse Utility . . . ... ... ... ... ...... 109
5.2 Data-RRGMapping. . . .. .. ... ... .. . 109
5.2.1 Mixed Data-RRG Mapping. . . . . . . . ... ... ... 110
5.2.2 Fixed Data-RRG Mapping . . . . .. .. ... .. .... 112
5.3 RRGBidding Strategy . . . . . . ... 113
5.4 ldealStrategy . . . .. .. . . . . .. .. 114
5.4.1 Bidding Strategy for Incomplete Information . . . . . . 116
5.4.2 Utility-optimal Bidding Strategy . . . . . ... ... ... 11
5.5 Statistic-based Bidding Strategy . . . . . ... ... 117
55.1 IntegralPart. . ... ... ... ... ... ... ..., 118
5.5.2 Histogram Representation . . . ... ... ........ 118
55,3 QoS Maximisation . . . ... ... ... ......... 119
5.5.4 Utility Maximisation . . . . . ... ... .. ... ..., 121
5.5.5 CostMinimisation . .. ... ... ... ......... 122
55.6 Algorithm . . .. .. ... ... ... ... 122
5.5.7 DifferentialPart. . . . . ... .. ... 0 0L 124
5.6 Signalling-reduced Bidding Strategy . . . . . . ... ... ... 125
56.1 Casel .. ... ... ... .. 126
56.2 Casell .. ... ... .. .. ... 126
56.3 Caselll .. ... ... . . .. ... . .. . 127
5.7 LMS-based Bidding Strategy . . . . . ... ... 127
5.7.1 BidPrediction . . ... ... ... ... oL 128

5.7.2 Bid Determination . . . . ... ... ... ... ..... 129



XViii

58 Simulation. . . ... ... 130
5.8.1 Bidding Strategy Comparison with Fixed Reserve Price 131
5.8.2 Comparison of Mixed DRM and Fixed DRM . . . . . .. 136
5.8.3 Comparison of Fixed and Dynamic Reserve Price . . . . 9 13
6 ERAMA in IEEE 802.16 144
6.1 I|EEE 802.16 - OFDMA Description . . . . . . ... .. ... .. 144
6.1.1 MediumAccessControl . . . ... ... .. ....... 145
6.1.2 PhysicalLayer . ... ... ... ... ... L. 147
6.2 ERAMA Implementation. . . . . ... ... ... ... ..... 151
6.3 Simulation . ... ... ... 155
7 Conclusion and Further Work 160
A Proposition of Section 2.3.1 163
B Proposition of Section 2.3.3 164
Notation and Symbols 172
Abbreviations 175
Bibliography 178
Theses 188
Index 189

Curriculum Vitae 191



1 Introduction

Future wireless communication systems will be designechttsinit data for differ-
ent applications to offer the users a great variety of ses/like phone call, video
conference, Internet browsing, file transfer protocolFTP) download. A major
advantage will be that the user needs only one device to gaifghe services.

The amount of data to be transmitted for each service varigs,phone call data
streams may have constant data-rate, opposite to Intero@sing which causes
bursty traffic. Different services set different consttaito the data transmission,
e.g. atransmission with a low bit error rate generally negdsger amount of radio

resources than a transmission with a high bit error ratesTihe data transmission,
which is the sum of all transmission requests of the diffeegplications that run

simultaneously, is highly dynamic. Moreover, the user eatds the application
differently. This is reflected in the willingness-to-pay fbe different applications.

In this thesis, a medium access protocol is proposed whimbrporates the high

dynamics of data demand and the different evaluations.

1.1 Motivation

Established communication systems are designed for spagifilications, for ex-
amplewireless local area networkVLAN) IEEE 802.11 for packet data traffic
andglobal system for mobile communicatiof@SM) for voice data traffic. The
prices often include the application, the network, and #tka resource usage, be-
cause the system operator offers them jointly. The pricesalowly in terms of
hours and is widely unchanged over a large area. Therefarsgrhas to pay the
same price whether a network access node, like a base statfmofitable or not.
Users always calling in the profitable system part have tquaatjally for the users’
calls of the unprofitable regions. This is a kind of unfaisesloreover, most ac-
cess protocols are based on the philosophy “first-comesimste”. That means,
the moment counts when the access request is placed. Theseogortunity to
express the degree of urgency.

In established mobile communication systems, the usefiscaned to a certain op-
erator. Why could not the user demand for resources fromfardift operator
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whose service is cheaper? This is like the user’s behavimhapping in a super-
market, thus it is called theupermarket principle

Thanks to the ongoing increase of computational power feistime chip dimen-
sions, more complex algorithms can be applied to executequts. The research
in Cognitive Radio will introduce machine learning into nilebcommunication
systems. Based on the technological intelligence, thetasainal can observe its
environment, learn about it, and act accordingly. Due te #lility, in a cellular
communication system, the user terminal can take over nesgonsibility to al-
locate the resources needed to satisfy the user’s utilihat s, the master-slave
relationship between base station and user terminal camgeh@a two equivalent
negotiators.

In established wireless communication systems, virtudditametwork operators
rent the radio access to their users from another operaatiistapplication provider
and radio access provider are different. In future, thdRalketwork will serve

as a home for the different application providers. The wsslcommunication
systems will mainly provide a wireless access to this netwdihus, there is the
opportunity for the user to choose the application providetwork operator, and
wireless access operator separately.

This separation leads to the possibility that all threeipairice, allocate, and bill
their services and resources separately. In this thesigdéum access protocol is
proposed for allocation of radio resource goods for theleg®access. In order to
react fast to the dynamic radio resource demand, the priabased on a multi-
unit auction sequence with an auction repetition up to felisaconds. This has
two advantages: first, the operator can predict the willeggato-pay of the users in
order to maximise his monetary gain, and second, the higtitegm of allocation
can increase the radio resource usage. For example, if ti@asi are repeated
slowly, a user terminal may not need resources anymore wiuiatd be allocated
in high repetition rate.

Moreover, the medium access protocol should avoid intenfeg, suppress greed,
and support economic efficiency. This is in contrast to thierfiee policy which
supports greed; because you have to pay the same regardlessamount of radio
resources you take. This can lead to overloaded networksiaiait payment re-
garding users who have to wait for resource usage due towskes’ greed and thus
get fewer resources than in average demanded. It is diffefulfil economic effi-
ciency because the user with the highest evaluation of titie rasource good has
to be found out. Therefore, a negotiation procedure is usbith is the auction.
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The medium access protocol combines three aspects: th@tathleconomic and
utility aspects. The technical aspect includes qualityes’ice management, the
economic aspect is mainly the user’'s purchase power anchgvikss-to-pay for
the different services and the utility aspect is the usenesgrence relation of the
services. Thus, the medium access protocol creates a nfarketdio resource
goods whose participants are software agents in the usems and base sta-
tions. Thanks to the cognitive radio abilities, the usemieal can observe the
market of radio resource goods, determine its own curresitiation of the radio
resource goods and calculate bids which incorporate tlee thspects mentioned
above.

1.2 Outline of the Work

An important part of the proposed medium access controbpodis based on auc-
tion. Therefore, the necessary auction theory is treatéhapter 2. The auction
is a special kind of a negotiation mechanism. This procethegerporates pric-
ing and allocation. The different auction types are presgmtith the main focus
on multi-unit sealed-bid auction because of their smalhailing effort in com-
parison to other well-known auction types. Two multi-urgéaged bid auctions,
the discriminatory auction and uniform-price auction, discussed in more detail.
The behaviour of bidders and properties of bidding strategf both auction types
are considered statistically as well. Both auction typaddbe implemented as a
medium access control protocol, but based on the bluffingipitisy and signalling
effort, the proposed medium access control protocol usesligtriminatory auc-
tion. The auctions are repeated to allocate the radio resdagcoming free. This
can be described by an auction sequence, whose differesibpibies are discussed
as well.

In Chapter 3, the management of the different service dagaptained. This in-
cludes the determination of the amount of data sent and tpenay to fulfil the
service parameters defined in the service level agreemerquadity of service
measure is introduced in order to allow the user terminale@ble to calculate
deterministically an evaluation of the service. Furthemmdhe questions are dis-
cussed what radio resource goods are, which radio resooamsgre auctioned
and which are contention-freely allocated. The radio res®auctioning can be
realised in different ways for which an overview is given.eTladio resource auc-
tioning is based on the tendency in communications to th&atletwork and the
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opportunity to separate the radio access from the netwar&sacand application
usage.

A realisation of radio resource auctioning is the proposediom access control
protocol nameeconomic radio auction multiple accesee Chapter 4. This pro-
tocol has a general structure which can be adapted to estatilstandards or can
be introduced in future wireless communication systemboftimal implementa-
tions of proper entities of the protocol are suggested irotd reduce computa-
tional effort. Different algorithms are proposed for th&etient entities, especially
for the bidding strategy to which Chapter 5 is devoted. Tladgerithms are devel-
oped for a discriminatory auction sequence and auctiontriesmdback.

The bidding strategy is the core entity on the user side. lap®r 5, five re-
alisations are explained. The ideal bidding strategy needsplete information
and is the reference algorithm. The utility-based stratisgigleal to maximise
the quality of service fulfilment and utility even for incotefe information. The
statistic-based bidding strategy is based on order statist predict the behaviour
of the other user terminals. A fast algorithm is proposedkecate this task. The
signalling-reduced strategy is a kind of differential cofier only taking its last ac-
tions into account, but not the information of the otherse Tdst strategy predicts
the bids of the others with an adaptive least-mean-squgeegitim because of the
instationarity process nature. Based on the awarenesgdiction failures, a pre-
diction failure histogram is maintained and affects thedailtulation. The different
algorithms of the proposed medium access protocol are atediland the results
are discussed. As an example of an application, the protsdwiplemented in a
system based on a modified standard IEEE 802.16 which ismisski;n Chapter 6.



2 Auction Theory

The auction principal is very old. The first generally aceepauction was an-
nounced in Babylon about 500 B.C in order to sell human beirigger, in the
Roman Empire, the auction was often used for exchange ofgyddte most aston-
ishing auction surely was 193 A.D. After having murderediRax, the Praetorian
Guard offered the whole Roman Empire at an auction. Didilisaus outbid all
competitors and had to pay 6,250 drachmas per Guard. Theamotibn is derived
from the Latinaugerewhich means to increase and to augment via the participle
auctus(increasing). Presumably, these ascending auctions wese @ften used
and formed the expression.

The different types of auctions are selling mechanism witippr and clear defined
negotiation rules. An auction possesses two common cleaistats [1]:

e universal An auction is an abstract mechanism which can be used to sell
arbitrary goods.

e anonymousThe allocation depends only on the bid information and mot o
any personal information.

Auctions can be used to sell single objects like paintingsroultaneously multiple
objects like government securities by the U.S. Treasurynuifti-object auctions,
the goods offered can be identical units or different olgjéke bundling of several
goods [1].

The design goals vary and are reflected in a plethora of diffeauction mecha-
nisms. One important point from the auctioneer’s perspeds to maximise his
revenue Besides this, the auction design can account for assighigbjects to
the customers who value the objects highest. Such an austicalledefficient
e.g. considering the society as a whole where the governofignis society wants
to allocate objects within the society to maximise the dy&&evalue, the objects
have to be assigned to the customers valuing the objects Mlestmain problem
is to find out these customers because their bids are a furatibeir actual object
values and are not mandatory the values themselves. Oresegpation of an effi-
cient auction mechanism, the Vickrey Auction, will be irdted in Section 2.3.4.
An auction is called atandard auctionif the highest bids win.
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In Section 2.1 the allocation and pricing rules which are bimad in one mecha-
nism are introduced in general. Auctions are special ratdins of such a mech-
anism. The auctions will be distinguished in single-unittaans (Section 2.2)
and in multi-unit auctions (Section 2.3), where the mairudis on the sealed-bid
auctions. The one-shot auction case is the preparationrtulince theauction se-

guencen Section 2.4. This market model is compared witfixad price market
(FPM) in Section 2.5.

2.1 Mechanism

Before stating the selling mechanism definition, some piielries have to be
given. In the following the goods which are offered are represented in the set
G ={1,...,Ng}. The behaviour of a customék Z = {1,...,N;} is character-
ized by his valuéx; € X; = R™¢. The value

Xi = (xlﬁ,lv cee »:L'ZX,NG)T (21)

is a vectorial function of the goods angl, describes the evaluation of gogdy
customeri. The higherz; 4 is, the more the good is valued by usef. Based
on the customer’s evalutaioty, the customer submits a bid vector (x;) to the
seller. The monetary transfer custonidras to pay for good after a successful
agreement is denoted by ,. The reaction of the customers clearly influences
the price determination. All the customers’ values are sanwed in the matrix

x = (x1,...,xn,) Which is an element ok’ = §<I X;. The values of customeris

i=1

competitors are included in the matrix

Nr
X = (X1, Xio 1, Xit 1, X)) €EXg = X&) (2.2)
J=1IN#i

wherex_; is the matrixx without thei*” column.

In economics a selling mechanism is divided into two fundican allocation and
a payment rule [2]. A selling mechanism can be described bytrtple (B,7,x),
consisting of a set of bids;, an allocation functiom: : B — A, whereA is the
set of probability distributions over the set of customer3he allocation function
k(b1,...,by,), determines the probability that customegets the object. Addi-
tionally, the payment function(by, ... ,by, ) determines the expected payment of

1In literature the terntypealso is synonymously used fealuein mechanism design.
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each customer. Both functions consider statistics including the det@istic case
if allocating the object with probability one to a customer.

An example for such a mechanism is the first price auction.firsgprice auction,
the highest bid wins and the customer has to pay the bid vallugs, the allocation
mechanism is

1 b; > max;z; b;
(K(b1,. . bn,)); =4 77 S = {klbr = maxjez b;};[S| > 1Aie S (2.3)
0 b < MmaxX;=£; bj

The object will be assigned with probability onéjfis the highest bid. The second
line in Equation (2.3) describes the case if there are sklrgtaest bids. Thus, the
mechanism will randomly choose the winning bid out of thegghést bids with
equal probability. No good is assigned to custoiniéthere are higher bids.

The payment function also encompasses three cases witartreeconditions

b, b;> max;-£; bj
(ﬂ(bl,...,b]\/l))i: bzﬁ S:{k|bk:maX]‘61b]‘};|S|>1/\i€5
0 b, < max;=£; bj

(2.4)

The expected payment should not be mixed up with the actyaheat, especially
for the second line of Equation (2.4). The winning custoireways has to pay;.
For clarification, the payment function Equation (2.4) cannbodified under the
condition that bid; is chosen as the winning bid

b; b; :wins

0 otherwise (2.5)

(#(b, - b)), = {

A class of selling mechanisms is td@ect mechanisriil]. The only condition for
this class is that the value space is the same as the bid 68acet’). Therefore,

a customer cadirectly bid his value. According to the revelation principle [3], a
direct mechanism can always be found which has the sameroatcas an arbitrary
selling mechanismin an equilibrium and it is an equilibritameach buyer to report
his value truthfully. AnN;-tuple of strategieg; : X; — B; is an equilibrium of

a mechanism if for alf andx;, the strategy3; maximises’s payoff given all the
strategies of the other customets;. Thus, in the following the direct mechanism
is used.
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Extending the direct mechanism to the multi-dimensionaécthe allocation func-
tion x assigns the customers a set of goods which is a subsktlidsed on their
bids and the assumption that the customers either get a gowat o

k:B—PN(G), (2.6)

whereP (G) denotes the power set 6f The payment rule, determines the price
for each customer based on all the submitted bids

m(b) = (P1,-..,PN,) - 2.7)

In the payment vectop;, the prices a bidder has to pay for each good are listed.
It can also be envisaged that a bidder has to pay for goodsdheodiwin, e.g. as

in an all-pay auction [4]. Special cases of the multi-unilisg mechanism are the
different types of multi-unit auctions which will be intraded in Section 2.3.

2.2 Single-Unit Auction

In a single-unit auctioexactlyone good is offered. Four standard auctions are well-
known: the first-price, second-price, Dutch, and Englisttian. The first-price
and second-price auction belong to #ealed-bid auctionghich are characterized
by the fact that each bié; is hidden from the other users and only one bid per
customer is submitted. In contrast, apen auctiorlike the Dutch and English
auction dictate to announce the bid publicly.

In this section, at first, the bidder will be categorized itlicee behaviour classes.
Afterwards, the symmetric model is introduced for stocicaginsiderations of the
following single-unit auctions. Sequentially, the firstge auction, second-price
auction, Dutch auction and the English auction will be désad. The focus is on
the first-price auction which is a special case of the disicratory auction.

The bidders can be categorized into three different classisaverse, risk-neutral,
risk-encouraged. The risk-averse ones have less incetatibéd as high as the
others. In contrast to this the risk-encouraged biddersrimde aggressively. To
explain the terms, assume the bidders’ utility can be deedrby a utility func-
tion which depends on the price paid and if the good has been Warther, it

is assumed for illustrative purposes, that the utility fimcw(G) is differentiable

in the bidders’ gairG, e.g. the utility can be the monetary gain. The risk-averse
bidders’ utility is concave (see Figure 2.1). Thus, the fddal utility between



2.2 Single-Unit Auction 9
A
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I risk-encouraged

! risk-neutral

G

Figure 2.1 Bidder’s utility depending on his behaviour character aathg

G andG + AG is greater than the utility betweer + AG andG + 2AG. The
bidders incentive to get the additional utility betwegmndG + AG is higher than
betweenz + AG andG + 2AG.

Concerning risk-neutral bidders, the utility functioniisdar, that is, the additional
utility betweenG andG + AG is equal to the one betweéh+ AG andG + 2AG.
The risk-encouraged bidders possess a utility functiorckvig convex, so that the
additional utility betweerty andG + AG is greater thaits + AG andG + 2AG.
The encouraged bidder gains more to get the additionatyutilr G' in contrast to
G + AG. Thus, he bids more aggressively f@r+ AG than forG.

2.2.1 The Symmetric Model

This model is introduced to describe the single-unit amstiaV; potential buyers
demand for one available good. Each buyassigns an internal valug, which is
the willingness-to-pay for a good, to each gapdThe valuese; are independent
and identically distributed on the inten@ilw]. Theirprobability density function
(PDF) fx (x) is assumed to have full support and to be common knowledge.

Furthermore, the biél; can take all values up te;. All customers are described by
the same PDF and thus their substructure is symmetric. A gemreral symmetric
model can be found in [5] where the value of an object is a fonaif the internal
information and the additional information obtained frdme £nvironment.

One design goal is to find a Bayesian-Nash equilibrium in Wwhitbidders follow
the same bidding strategy = /3(z;) which is called a symmetric equilibrium.
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2.2.2 First-price Auction

The submission of the bids is secret in order to avoid an mé&tion advantage
based on the bid asking sequence, therefore this type oibaustlongs to the
sealed-bidauctions. The allocation mechanism finds out the highesbpahd
assigns the good to customierThe winning customer has to pay the value of his
bid (pricep; = b;). A customer endeavours to choose a bid which represents his
interests best. One mathematical formulation of the uggiils seeks to reduce his
bid as much as possible in order to increase the differenweele@ his own value
and the actual price paid if he won

o T; — bL b; > maxX;=£; bj
Gi= { 0 otherwise (2:8)

For the sake of simplicity the case that at least two bids qualgas treated in eq
(2.3) and (2.4)) which occur with probabilityfor continuous bids is neglected in
this section. In succeeding sections, the bids will be digcr This leads to take
into account the issue of this situation. Therefdinee biddingwhich is defined as
b; = x; leads to no gain at all, even though it is the best strategyitidive good.
Consequently, it can be shown that a symmetric equilibrittetesyy in a first-price
auction is given by

whereY; is the random variable of the highest &f — 1 independently drawn
values representing the bits ; of the other bidders. Equation (2.9) expresses the
equilibrium bid as the averaged highest bid of the otherdrisldnder the condition
that this bid is smaller than his own value. This bid is chgarhaller than the value

x to get a positive expected gain. Additionally, the c&se> x does not influence
the result, due to the vanishing gain.

In contrast to the gain definition in Equation (2.8), a puredjallocation gain can
be formulated for which a user only seeks to get the good

I b; > max;.; b;
Gi= { 0  otherwise (2.10)

wheren is an arbitrary figure.

Proposition 2.2.1 Assuming a first-price auction, the bidders possessingaf#iv
values and one bidder seeking to maximise a pure good aitotgain according
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to Equation (2.10), it is a weakly dominant strategy to biayr3(x) = z, i.e. the
gain cannot be improved by another strategy.

Proof: Assuming that biddet seeks to maximise his gain according to Equation
(2.10). The highest bid of the other bidders will be denotged b
bmax = maxb, 2.11
it (2.11)
Bidder 1 wins if his bid b; is higher thanb,,,,.., otherwise he will loose. First,
assuming thali; < xz1, then three cases have to be considered:

1) b1 < 1 < bimas: Bidderl looses no matter which valug takes. The gain
Equation (2.10) is the same foy = z;.

2) bmaz < by < x1: Bidder1 wins and the gain Equation (2.10) is the same as
for b1 = T1.

3) b1 < bmaer < x1: Bidder1 looses and the gain Equation (2.10) is less than
blddlﬂgbl = 1.

The casé; > x; does not need to be treated because of the rational constrain
b; < x;. As a conclusion, bidding; < x; can never increase the gain Equation
(2.10) as shown in the cases 1)-3), but even concerningttregisin in case 3) the
gain decreases with respectito= x;. B

The proposition 2.2.1 holds also if more than one bid havesémee highest value
and the winning bid is determined randomly.

Usually, the electronic submission of bids, e.g. in on-ketions, leads to quan-
tised bids and a discrete bid space. In game theory [6], ftategies in games
with incomplete information are not mandatorily found foBayesian-Nash equi-
librium, only mixed strategies can be stated. Fortunabelged on [7] itis shown in
[1], that a pure strategy equilibrium exists with non-dasiag strategies assuming
all bids lie in the same discrete space. The proof mainlyatgpKakutani’s fixed
point theorem and holds for asymmetric bidders, who areaattarized by different
PDFsfx,(x;), as well.

2.2.3 Second-price Auction

In contrast to the sealed-bid first-price auction, in thdeskaid second-price auc-
tion the winner has to pay the highest loosing bid, i.e. tlv@sd bid. This type of
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auction is a special case of theckrey-Clarke-Grovemechanism [8]. The winner
has to pay the externality he exerts on the otNer— 1 bidders. In contrast to the
first-price auction, it is a weakly dominant strategy to bidet5(z) = « for the
gain definition Equation (2.8). Evenly, this holds for thgrasnetric and correlated
case, where only private values are assumed.

2.2.4 English Auction

The English auction belongs to the class of open ascendiapas. This auc-

tion mechanism is most well-known and applied to auctiomfags, stamps, etc.
Within the auction procedure the bidders submit bids spwuasly. Each conse-
quent bid has to exceed the previous one. The winner has toipayd. Assuming

private values and continuous bid spaces, the bidder whesahe good most wins
and has to pay at most the second highest value because tlee With the second
highest value only can bid up to his value. This illustrated the English auction is
strategically more related to the second-price auction thahe first-price action

as it seems at first glance when considering the payment Agsuming private

values, the optimal strategy in both auctions is to bid upgosalue.

2.2.5 Dutch Auction

The Dutch auction got its name from the flower market in thehddands. This
auction is an open descending auction and thus is the cmamterf the well-known
English auction. The auctioneer starts the auction by amciag a maximum value.
This value is decreased gradually until a bidder first deradadthe good. This
bidder awards the good and has to pay his bid.

The Dutch auction belongs to the open auctions, but the bédcknnot get any
information about the other bidders during the auction essc After one bidder
announced a bid, the auction is finished. Consequently, itepiiice auction and
the Dutch auction are strategically equivalent, that idaéi can find an equivalent
strategy for each auction type which results in the sameoougc



2.3 Multi-Unit Auction 13

2.3 Multi-Unit Auction

In a multi-unit auction, several identical or different ebjs can be put to the mar-
ket. In the following, the exchange of identical objectsagssidered. Some single-
unit auctions can be deduced as special cases of multiugtioas, like the second-
price auction from the Vickrey auction. Unfortunately, rgaaracteristics of the
single-unit auction do not hold in the multi-unit case, etge strong relationship
between the first-price and the Dutch auction or the effigiesfcthe first-price
auction according to the gain Equation (2.8). A standardiaouén the multi-unit
case is the consequent extension of the single-unit caseulx-umit auction is a
standardauction, if the highest bids win. This defines the allocatiole, but the
pricing rules can differ.

The objects can be allocated simultaneously or sequentiRéipresentations of the
simultaneousauction are thesealed-bidauctions like the discriminatory auction
(Section 2.3.1), the uniform-price auction [9] (SectioB.3) and the Vickrey auc-
tion (Section 2.3.4). The simultaneous auction procedanebe briefly described
as follows: The auctioneer offeré, goodsy and each bidderevaluates internally
each good with the values:; , which are incorporated in the value vecigr Each
bidder: is allowed to submit one bid; , for the ¢'" good. The bid$; , are ele-
ments of the bid vectds; which is the output of the bidding strateby = 3;(x;).
All the bids are collected by the auctioneer and based on ttiésallocation and
pricesp; , are determined. Major advantages of the sealed-bid auictioontrast
to the sequential auction are the small signalling effbi,ttme determination and
the linear increase of the signalling effort and duratiopefeling on the number of
bidders. Furthermore, as the expression ,sealed-bidésttte bidders cannot gain
any information about the other customers out of the cuaantion procedure.

The sequentiabuction can be realized by subsequently executing singjteauc-
tions which sell each object separately and the auctiorstgpenot have to be the
same, that is assuming two goods, the first one can be audtipna second-price
auction and the second one by a first-price auction to avortehastimation based
on the bidding behaviour.

Another subclass of sequential auctions is dpenauction, like the English and
Ausubel auction [10]. In contrast to the repetition of sexghit auctions, the open
auction mechanism assigns the objects sequentially buivitiota separate sub-
mechanism. Sequential repetition of commands may incitsassignalling effort
and the time duration. To find out the highest bidder, the Bhgluction can it-



14 Chapter 2: Auction Theory

erate infinite times. For a suboptimal solution, the au&esrcan interrupt after a
specific duration.

In Section 2.3.1 the discriminatory auction is introduckdthe following Section
2.3.2, the discriminatory auction is considered undertsistic aspects. Therefore
a model for a stochastic consideration is determined inrdodéiscuss the bidding
behaviour by maximising the expected gain. In the next 8e&i3.3, the uniform-
price auction is described and based on the stochastic rmo8eiction 2.3.2, the
bidding behaviour is considered. In the final Section 2.8 #hore theoretical auc-
tion type, the Vickrey auction, is briefly presented.

2.3.1 Discriminatory Auction

This type of a sealed-bid auction is often used in practice. éxample, the U.S.
Treasury used the discriminatory auction siné@9 to sell short-term securities.
This auction is themed on ,you pay, what you bid“ and thus cars&en as the
generalization of the first-price auction. Formally writtéV; goods are auctioned
and each bidder asks for/N; goods. The reserve priceeach bid has to exceed
is assumed to be equal for all bids. The auctioneer colldictsds in the bidding
matrix B. Because the discriminatory auction is a standard audtierguctioneer
chooses then,,.. < N¢ highest bids exceeding the reserved prieecording to
the following algorithm [11]:

L= {(bi797i>g)|bi,9 2 ’I“};
M =
for j=1to min{|L|,Ng}

(b%"’j ,,9) = maxy { L\M}

M= {7, " ig)m =1,....j — 1}
end

where, the functiomax; returns the triple(b; 4,i,g) with the highest first com-
ponentb; ,. For the sake of simplicity, the situation in which multifdels are

maximum has been neglected (occurring with probabilitypdarthe continuous
case), but this situation can be solved by choosing one skthé&ls with equal
probability as in Equation (2.3). The winning bids and theresponding bidder
identificationi and good numbey are included in the set1. To get the output of
the allocation function in Equation (2.6), all elementshii with the same second
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variablei of the triple belong to bidderand are bundled in the sat(;. The tuple
of the setsV; = {g|(bi 4.i,9) € M,} is the output according to Equation (2.6).

In a discriminatory auction the prige a bidder has to pay is the sum of his winning
bids

p= Y by (212)

(()7‘,,977'/,9)6./\/17‘,

The output vector of the price function Equation (2.7) cetssof the price,;.

In the following if not stated otherwise the values per gagg are ordered in a
descending manner

Ti1l 2 Xi2--- 2 TiNg- (2.13)

That is, the necessity to get a good decreases with the nushgeondg. The bids
b; 4 follow the same order relation

bii>bio...>bing. (2.14)

This can be illustrated by discussing risk-neutral biddeehaviour which max-
imise theirmonetary-orientedain including the single unit case Equation (2.8)
and is defined as

i i -/\[L
Gi = { (%:QEJV} (l‘ g 9) N ig (215)

Focusing on two adjacent googsandg + 1, the gain of each good is the same
if the difference of the value to the bid is the same. Howethez,bids follow the
same order relation and moreover the probability to win thedy which is more
evaluated is higher than fgr+ 1.

Besides the monetary-oriented gain, thenber-orientedjain extends the single-
unit case Equation (2.10)

(NGl N #£D
G = { 0 v (2.16)

The functionn(|\V;]) is increasing and depends on the number of goods won where
|\V;| denotes the number of elements of a set. Concerning thisdgdiimition and

in contrast to the monetary oriented definition, the statgnadout the bidding
strategy can be found:
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Proposition 2.3.1 If the bidders have only private information and seek to max-
imise the number-oriented gain according to Equation (2.1t6s a weakly domi-
nate strategy to bid trulyj(x) = x.

Proof: See Appendix A for a detailed argumentation. Illustragiyitlcan be envis-
aged, that the higher the bid is, the more likely it is, thatitidder wins the good.
Based on the cost constraink z, the bidder tries to bid the maximum allowable
bid, that isb = z.

2.3.2 Stochastic Considerations of a Discriminatory Auctin

Usually, the values of the bidders are not common knowleddedder can assume
a PDF of the other bidders’ values and based on this, may &stitheir possible
behaviours. This involves that a bidder cannot maximisgdis, but maximise the
expectation of his gain. To discuss this issue, at first a inafde standard multi-
unit auction is introduced in this section which is the framak for the following
bidding behaviour consideration based on the expectedngaximization.

Modelling a Standard Multi-unit Auction

The modelling of the bidder’s behaviour is a complicatedterah describing and
calculating auction mechanisms. If a specific model is agsljm proper progress
in an auction can be predicted only for this bidder behavidmui12] it is shown
that under the restrictive assumption of unit demand, iacheidder wants one
good, and further conditions, the optimal mechanism campgemented using a
specific reserve price.

In the following the reserve price is set to zero if not stated otherwise. The
bidders’ valuesr; 4, which are ordered in a decreasing manner as in Equation
(2.13), are realizations of the random variahlés,. These random variables are
the ordered variables d¥ identically and independently distributed random vari-
ablesY; , in the interval0,w] with PDF fy-(y) andcumulative distribution function
(CDF) Fy (y). The X, , are theorder statisticsof theY; ,. In contrast to the order
statistics definition in [13], the order is defined in a desieg manner as in [1].
The mapping of both can be described by

I(Y;) : RNe — RNe (2.17)

V(Yi1,Yi2, ... .Ying) = (Xi1, Xi2, .. XiNg) (2.18)
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The function is defined by
Xik = m[aX{Yz',l|Yi,z EAXit, - Xig-1}} (2.19)

The probability P {X; , < 2} that theg'" highest valueX; , of N values is
smaller thanz or in other words that at mogt— 1 values are higher than can
be expressed by applying [13]

g—1
P{X;g<2}=F{) =Y (A;G) FYol(z) (1 - Fy(2)),  (2.20)
=0

and correspondingly the PDF becomes
Ng—1 _ B
&ﬂvff)( )= NGfY(Z)< gG_l )F;VG 9(2) (1 - Fy(2))? " . (2.21)

By definition, F(NG)( )=0forg=0 andF(NC) ., (2) = lincluding all possi-
bilities and results from the binomial series of Ifquauoﬁ(n forg = Ng.

Thei" bidder’s strategys;(x1 ,....xn, ) : RV¢*N1 — RN¢ maps all values:; ,
to the bid vectob;:
6i(X1,...,XNI) = bi, (222)

whereb; , is the amount of money biddérs willing to pay for goody. In Equation
(2.22) 5; depends not only on the valug but also on the other bidders’ values.
That is, bidder knows parts of or all values,,....xy,. Because of the influence
of the other values the real bidder’s vaineerdependn the others.

For the sake of simplicity all bidders are assumed to havemitatevalues. More
clearly spoken the bidders do not know the value of the otluztdys and therefore
they cannot influence biddés strategy, resulting im;(x;) : RV — R™¢:

Bi(xi) = b;. (2.23)

The auction is efficient if the bidding strategy possesses$atiowing property [1]:

Proposition 2.3.2 An equilibrium of a standard auction is efficient if and orilghie
bidding strageties are separable and symmetric across, imdldlers and objects -
that is, there exists a strictly increasing functigfw; ,) such that for alk andg,

Big(xi) = B(zig) (2.24)
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In Equation (2.24)5(x; 4) is a function which depends only an ;. Focusing

on the statistical properties ¢f(z; ), all b; ;, = 3(x;,4) underly an order statistic
resulting of the ones of the; ;. The order statistic is based on the unordered
independently and identically distributed random vaeabl; , = 5(Y; ,) with
CDF Fy(a).

The bids of the other bidders can be considered as the camggetisc, of one

other bidder in decreasing order. These higsbey the CDH?ng)(z) with N =
(N1 — 1)N¢ assuming each bidder submitg; bids ‘

FG (=) = i (A;C) FYo ™l (z) (1= Fa(2)). (2.25)

=0

In the following, an arbitrary but fixed biddérs considered and thuss neglected.
F(NC)(bl) can be interpreted as the probability that bjds greater than thg*"
hlghest bidc, of all other bidders. Consideringy, in Equation (2.25) and the
highest bidb,, its distribution determines the probability that the @ddvins at
leastone good. In the same way, this bidder watiseasttwo goods with probabil-
ity F(NC) _(b2). Combining both, the substraction of the probability tongtileast
two goods from the probability to gain at least one good tesnlthe probability
P{N,, = 1} to getexactlyone goodV,, = 1

PNy =1} = F9 (b1) = FN (b, (2.26)
Generalizing, the probability of getting exactlygoods becomes
PNy =g} = FG | (by) = FSC) (byi)- (2.27)

Devoting to the two marginal cases, the probability to wirgabdsN,, = Ng is
P{N, = Na} = F&' (bn), (2.28)
in contrast to loose alv,, = 0

P{N, =0} = <Nc)(b1) (2.29)

Gain Consideration

Assuming the user cannot get any knowledge of the other ksgddet he may only
estimate the PDF of the other bids, then the bidder wants tbtfia bid vector
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which maximises his expected gali{G;|b}. First considering the gaif¥; in
Equation (2.15), its expectation is

Nc g
E{Gi|b} = Z (x1 — br) - =g} (2.30)

g=01

Using Equation (2.27) and (2.28) this can be written as

Ng—1 ¢
E{Gilb} = Y D (@i —b) - (FN) | (bg) = FN) (bg11)
g=1 1=1
- N,
+3 @ —b) - FY (bag) (2.31)
Na
(N

= D (= b)) L (by) (2:32)

g=1

Each addend only depends on valugsandb,. Therefore the addends can be
considered separately. For the sake of simplicity it is melithat the PDF has full
supportf0; w]. If all b, = 0 or allb, = z,, thenE{G,|b} = 0. For the trivial case
x4 = 0, by has to be zero, otherwise this addend delivers a negativeitmation.
The second case ig, > 0. Due to the full support the CDF is greater than zero
in the intervall0; =], thus there exists at least one bid in the interval for whih t
addend is greater zero. On the other hand, let thébluk in the intervalz,; w]
and consider the first derivative &f{ G;|b} with respect to the bid

OE{Gi|b} — (Ne) (Ne)
T oh, —Fone o (bg) + (g = bg) e (bg)- (2.33)

Forb, > z, the derivative is always negativelhus, for the second case true
bidding does not maximise the bidder’'s expected g&onsequently, the bid,
which maximises the expected gain has to be in the intédyal, ).

The first order condition in Equation (2.33) shows that, gittee PDF of the other
bids, the bidb, is only dependent om,, i.e. b, = G4(x,). As shown above, if
there is an extremum, then it has to be in the intef¥vat,). The question about
the efficiency is still open. In [14] it is shown for a simpledwidder and the two
goods offered that the bidder subnfit bids, i.e. the bids are equal, with positive
probability assuming the downward sloping condition of Hids (see Equation
(2.24)). This condition coerces the bidder into submitsatoptimal bids. Thus,
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based on the bids, the auctioneer cannot conclude aboudlilne erder. This leads
to inefficiency.

The bid order is dropped to discuss the optimal bids. Thaisisuming two goods,
bid b, can be higher thah,. In fact, [14] shows that in a first-price auction in
which two bidders take part where bidderdominates bidde? in terms of the
reverse hazard rate [15]

filx) _ folz)
A B (2.34)

wheref;(z) is the PDF and; (z) is the CDF of biddet. Then, the bidding strategy
behaves contrarilg; (x) < f2(x). Consequently, biddex bids more aggressively
than bidderl for the same value, because bidde? expected a higher value of
bidder1 and consequently a higher bid. This proposition conceragygnmetric
bidders can be transferred to the multi-unit case by in&tipg the bidder index
as the good index. However, these problems are not isonwriphe generalized
statement for the multi-unit case results in

Proposition 2.3.3 If the order statistics of the competing bids are orderedoade
ing to the reverse hazard rate

fe,(b) - fe,.. (D)
Fe,(b) = Fe,,,(b)

and the bidding strategies are increasing, a bidder’'s expegain according to
Equation (2.32) in a multi-unit discriminatory auction isasximised by bids follow-
ing the reverse order of the valueg

By() < Bgga(x). (2.36)

(2.35)

Proof: Considering the bids,(z,) andf,+1(z4+1) and assuming that these bids
take an arbitrary but equal valég = b,1 = b, the first order conditions Equation
(2.33)

OB{Gb} __ pve)

oby N CNG*erl(bg) (xg — bg)f, (ve) (by) =0 (2.37)

CNg—g+1

can be transformed in order to use the reverse hazard radiioon

Fon, yir(0)  Foy, (b
et

g —b=
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This implies, that for the same bid, has to be greater thar,;,, consequently
Bg(x) < By11(x), taking into account that the bidding strategies are irsingall

The reverse hazard rate relation does not hold for the otdestics of an arbitrary
set of random variables which can be shown by a counter-elesimpa class of
PDFs. Nevertheless, for the order statistics of identicatld independently dis-
tributed variables the decreasing ordered values areteéaicording to the reverse
hazard rate.

Devoting to the other gain definition Equation (2.16), in arctéon in which a
bidder wants to optimize his expected gain depending on timeber of goods
according to Equation (2.16)

Nc—l
N¢ N
E(GibY = > o) (PN 1 (0) = FLS) (bge))
g:
(N¢)

+n(Na)Fe, “ (bng) (2.39)
Ng

= > (ng) = nlg = 1) FL | (by), (2.40)
g=1

E {G;|b} isanon-decreasing functiondg g = 1, ..., Ng. Therefore maximising

Equation (2.40})rue bidding is a weakly dominant strategl{x) = x because of

by < x4.

Leaving the bidder’s point of view to explore the auctiore&fluence of an auc-
tion, the auctioneer can choose the auction type, of cobrgegpart from this he
possesses a leverage, the reserve priggch bid has to exceed. The reserve price
can be considered the comparable influential factor as itateopart the bid. The
goal of the appropriate reserve price selection is to maséraither the auctioneer’s
gainG 4 or revenueR. In general, these two values cannot be maximised simulta-
neously which is illustrated in the following. At first, lesulefine the auctioneer’s
gain as the sum of the differences of the selling price andtietioneer’s value per
good

Ga=> (pg—Tay)- (2.41)

g=1

Based on the nescience of the bids, the auctioneer wantsxinisea the expecta-
tion of the gain. According to Equation (2.32) and (2.31) é&xpectation can be
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expressed by
E{Galr} —Z / — 2ag) 1) (p,)dp,, (2.42)

whereF, NB)(pg) is the CDF of they*" highest bid of allNg = Ng - N; bids.
Transformmg Equation (2.42) and neglecting the constddends lead to a max-
imisation of

r Na
Np
/ Z Tag —Dg) I& " (Dg)dpy. (2.43)
Thus, remembering of the full supportp((f:N ;w], the integrand of Equation

(2.43) is always positive fop, < minz, and always negative fqr, > maxx,.
Consequently, the optimal reserve prigg; is in the intervalimin z,, max ).
This means, the auctioneer allows goods to be sold belowakiesz,, .

Besides the gain, in the discriminatory auction the reveRuehich is the income
of the auctioneer, is the sum of the winning bids

Ng
R=Y p, (2.44)

An auctioneer can aspire to maximise the expectation ofdvisrue

Ng w
B{Rr} =S / Pof " (p,)dp,. (2.45)
g=1""

This expression is maximised foer = 0 which is intuitively clear, because any
higherr increases the probability that a bid is not submitted bex#us belowr.

2.3.3 Uniform-price Auction

In contrast to the discriminatory auction in which the psiper good are discrimi-
nated, the uniform-price auction, should realise a kingofiess, namely that each
good per auction is sold by the same price. Thus, a sequengeifofm-price
auctions can be considered as a dynamic pricing market. Howm [16] it is
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shown that in many situations uniform-price auctions eitlilpotentially undesir-
able property, if gain definition Equation (2.15) is assuntkd bidder tends to bid
zero if the reserve price equals zero. Generally, the bititets to bid equally to
the reserve price.

The uniform-price auction belongs to the standard auctitvesefore the alloca-
tion rule is determined. However, the pricing rule can beregged by following
the terminology of the allocation rule in Section 2.3.1

M= {7 d.g)lm = 1, minas }
(b’z_uzn,mmam—i-lji,g) — maxl{ﬁ\./\/(}

i,g
_ Win,Mmaz—+1
p = max{r,b;’; }

The market-clearing pricg per good is the maximum of the reserve price and
the highest loosing bid), ;" ™.

The bidding strategy cannot be expressed explicitly inedo®rm, but following
the same argumentation as in Proposition 2.2.1, it is a walkhinant strategy to
bid truly for the first bidb; . If gain definition (2.15) is applied, there are situations
in which the bidder’s incentive is to shade all the other piblat is, the ideal bids
are smaller than the values. To illustrate this, the santestital model as used
for the discriminatory auction is based on the following sideration. At first the
reserve price is assumed to be zero. Each ofNhdidders submitsV bids for
N¢ goods offered. In extension to [16] and [17] the expectatibthe bidder’s
gain can be described in general by

Ng Ng+1—g
E{Gi[b} = Z/Q (( > fcp) —fi(g)> fe(e)de (2.46)

with
k(g) = (Nog+1—g)max{bngi2—g:Cq} (2.47)
Qg = {b|cg_1 > bNG+2—g Neg < bNG+1—g}7 (2.48)

wherefc(c) is the common PDF of all the competing bids and betandby 11
do not exist, therefore, will be set tow andby,+1 = 0. This expected gain
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Equation (2.46) can be transformed with respect to the @tadistics

Ng Ng+1—g
E{Gifb} ZK ) mp)-(FéfizL_gwg)—Féi“ (bg+1)) (249)

g=1 P

_ gbg+1 (FéNC?H q(b9+1) —Féﬁc) (bg_;,_l))

by

? N

- 9/ CNG+1gféNZ)+1g(f)d§] .
bg+1

To characterize the optimal bid, the partial derivative of Equation (2.49) has to

be calculated

oby Netite

N, N,
- (g ) (FéNcirz g(bg) o FéNZ)Jrl—y(bg)> ’

Thus, the optimal bid, depends only on the corresponding Based on Equation
(2.50) the following proposition can be stated as an extensi [16].

Proposition 2.3.4 Assuming the expectation of the gain Equation (2.49) is par-
tially derivable, in a uniform-price auction, a weakly dorant strategy is to bid
truly for the highest bid and to shade all other bids to magerhe expectation of
the gain Equation (2.49).

Proof: At first considering Equation (2.50) fox:

OE{Gi|b}

i bi)fens) (ba). (2.51)

For b; < x; the derivative is always greater than or equal to zero. Tthes,
derivative is an increasing functionn < x; . If f( C)( b1) = 0for by € [baq],

for all bidsb; < bthe bidder is worse off. Because thls should hold for an eatyjt
PDF, even for an arbitrarily small interv{izl,:cl], a weakly dominant strategy for
b1 < x1isb; = x1. Forb, > x; the derivative is always smaller than or equal
to zero. Following the same argument leads to the genenaltrésath; = x; isa
weakly dominant strategy in the uniform-price auction.
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To show that the bidder is endeavour to shade hisijds= 2, ..., Ng, thatis, to
bid b, < x4, Equation (2.50) is considered foy = 0 andb, = x4 (recalling that
by > 0). Forb, = 0, the derivative is zero.

In contrast to this, fob, = z,, the first addend in Equation (2.50) is zero and the
second is smaller than or equal to zero, sinceXae+ 2 — ¢** order statistics
stochastically dominates thé; + 1 — ¢** one. The last statement is based on the
inclusion of all the events of th&; + 1 — ¢*" order statistics in thé&/g + 2 — ¢*"
one.

The second addend is only zero if both order statistics are #teat is all competing
bids are greater thary, with probability one. In this case the bidder is not bettér of
neither to bid truly nor to shade his bid. If the competingshiake values smaller
thanz, with probability smaller than one, the second addend is lemtilan zero
and thus the bidder is better off to big < z,.

Finally, if the competing bids take values smaller tf@ﬁwith probability one,
the order sta‘usﬂc%’c ) (zg) = F(%C)ﬂ (xg) =1 andfCN e q( q) = 0.
Based on the assumption ‘that the bids are also smallerxt_haneo (o > 0) with
probability one, there exists the interval, — ¢; 4] a bidder can choose a bid
without being better off than another one of this intervalm®narizing the results
of the three cases which should hold for an arbitrary PDB,\iteakly dominant to
bid b, < z4. The argument for the cagg > z, is similar, taking into account,
that the derivative always is not greater zdlib.

Leaving the bidder’s point of view and allowing the reservieg to be greater
than zero, the auctioneer wants to adjust the reserve prioedier to maximise
the expectation of the revenue. If the auctioneer facesnmsgtric bidders, the
following statement can be done:

Proposition 2.3.5 If symmetrical biddergs N; > 2) with private information con-
vey bids according to the statistic model in Section 2.8& gptimal reserve price,
which maximises the auctioneer’s expected revenue in aramiprice auction, is
in the interval(0,w).

Proof: see Appendix B

This is in contrast to the discriminatory auction for whitle optimal reserve price
for this model is zero.



26 Chapter 2: Auction Theory

2.3.4 Vickrey Auction

The inefficiency of the discriminatory and uniform-pricecian was a thorn in

William Vickrey's side, therefore he decided to proposew raulti-unit sealed-bid

auction which is efficient [18]. The Vickrey auction belongsthe standard auc-
tions. The pricing rule underlies the same principle as tickréy-Clarke-Groves-
Mechanism [8] in which a user has to pay the price which eqgii@snarket value
without his presence. In other words, the user has to pay hd&kes from the
others without his presence. Assuming that a bidder wWwpsgoods, the pricing
rule of the Vickrey auction determines that this bidder lmpdy the sum of the
N,, loosing competing bidey,—n,+¢ (9 =1,..., Ny)

N

P= CNe-Nutg (2.52)
g=1

It can be shown that true bidding is a weakly dominant stsategboth gain defi-
nitions Equation (2.15) and (2.16), independently of wkethe bidders are sym-
metric or asymmetric. Consequently, the Vickrey auctiogfiient.

Considering the allocation and pricing rule for the singtet case, these rules are
identical to the second-price auction. Moreover, the efficy is true for both.
Therefore, the Vickrey auction is often seen as the extensighe second-price
auction.

However, besides the fairness criterion efficiency, thekidg auction is unfair in
terms of the value-to-price ratio, as a simple exampletifiss: Consider the case
in which two goods are offered to two bidders. Bidderalues the goods; ; =
0.5 andz; 2 = 0.3, while bidder2 evaluations are,; = 0.4 andzs > = 0.2
Applying the standard allocation mechanism, each biddeswigood. But bidder
1 who has a higher evaluation than biddehas to pay less than his competitor.
This might raise the problem, that “the rich get richer anel ploor get poorer”.
The Vickrey auction is more theoretically important.

2.4 Auction Sequence

An auction sequence is a repetition of auctions. At firstpiiees per good depend
on the auction mechanisms, the reserve prices and the bltigirée can vary in
time, thus in general the price is dynamic in time. For examgie demand of
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the bidders can vary over time expressed by a changing valu&/ith the bids,
the bidder is able to dynamically weight the importance fettigg the goods, to
express his interests and urgency, i.e. to maximise higyutlDn the other hand,
the auctioneer can change the reserve price of consecutitiens, in order to try
to increase the bids. The reserve price can be seen as thadewd the auctioneer
for maximising the auctioneer’s gain. Ideally, for goodsiethhave to be sold in
each auction, the prices have to be as high as the maximatitsdaillingness-
to-pay values. Second, if there are several market placgéshendemand, bids,
and reserve prices vary, the prices per good in each auctiquresice is different
in general. Consequently, the auction sequence is a dynamddocal pricing
scheme. A discussion about the relation foxad price markefFPM) is presented
in Section 2.5.

The consecutive auctions need not be of the same type. A raixetbns sequence
[19] can start, as an example, with second-price auctiodsaéterwards switch to
first-price auctions. The auctioneer gains from the chabgeause at the second-
price auction, the bidders submit their true values as a lyalkminant strategy.
This information is used in the second part by the auctioteeetermine the re-
serve price just below the highest value. This behaviouemses the auctioneer’s
gain.

The description of the auction sequence with single-unitians, which is also
named sequential auctions, was investigated in theory sactipe. In [20], the
bidders want exactly one good and drop out of the auctionesezpiafter gaining
the good. The equilibrium bidding strategy in their modeasexin which the com-
mon and private value of the bidder is uncertain. More comde¢he approach,
that bidders want more than one good in the auction sequehioh e treated in
[19]. Unfortunately, the experimental behaviour is notaetiéd in the theoretical
results. A more theoretical consideration is done in [24}imch repeated second-
price auctions with two users are studied. It is shown thebidding behaviour can
be manipulated to reduce the revenue of the auctioneer ahththbehaviour in the
one shot single-unit case cannot be transferred in germetted repeated single-unit
case.

The bidders often possess incomplete and imperfect infawmaf the past and the
other bidders, respectively. The past outcome of the angttan help to estimate
past bidding behaviour of the others in order to predictrthils in the current or
even later auctions. Often the bidder is represented bytaraaf agent so that the
system converges toraulti-agent systenMAS). Machine learning then tries to
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gain information of the provided set of data. In [22] a bidglstrategy is investi-
gated which works with a Monte-Carlo approximation. AnatApproach is made
in [23], where dynamic programming is used to find the optibidting strategy
using the ,belief function“ method of [24]. This strategyrfmeems well.

Up to now the extension of the single-unit case to the mulit-case has been sel-
dom treated theoretically, because of its complexity. Téwrictions are strong,
e.g. it can be assumed, that the values in each auction aepeéndently drawn
from the same distribution. Thus, a bidder can estimate ttitesical parameters
from the past. In [25] a sequence of discriminatory auctisrfermally described
with independent values. The past influences the biddiagegy in the way that a
measure of the best-response violation corrects the bidaekkr, in general, the
past does not only influence the bidding strategy, but also/éiue of the bidder.
Besides the environmental independent value componentalue of the current
auction is correlated with the past values in terms of a rampli@cess. The learning
of these dependencies allows the bidders to predict thegfituorder to adapt the
bidding strategy to increase his gain. With respect to frrttonsiderations in Sec-
tion 2.4.2, in which software agents represent the humdoshalism is presented
based on game theory as a base for algorithm deduction. Thberwof bidders
in the auction sequence can also vary when users only papetticipate in the
market. An auctioneer can spend confidence as a kind of &sintegain bidders
by providing information of the past auction sequence, ¢ikerage or variance, or
he allows to take part in several auctions as a visitor bedabemitting bids. The
last issue can serve to gain information of the current bigldituation and to learn
about this market. This can be an opportunity to adjust aoréihgn like a neuronal
network.

Besides the differentiation of theumber of goodand thetypes of auctionsthe
repetition timecan also be varied. The repetition time can be constantltiregu
in periodically repeated auctions, spontaneous but desandime or continuously
spontaneous auctions. Furthermore, the number of goodsdiio@eer can offer
may vary in time, thus if the case happens that he has no gduel lwais goods, but
there are too few bidders, the auctioneer can wait until ito@tion has changed.
If the auction takes place spontaneously at a multiple ofthallest repetition du-
ration, it is called a discrete spontaneous auction. If thtian can spontaneously
occur at each time, the auction is called to be continuoustapeously. One well-
known representation is the double auction [26]. In conttathe spontaneous
cases the periodically repeated auctions take place aftezgduration. This ter-
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minology is needed by discussing the possible auction segugy/pes for radio
resource auctioning. The three types can be ordered, etaaiperiodically re-
peated one is a special case of the discretely spontaneewsnarin turn this case
is a special one of the continuously spontaneous one:

periodically _ discretely continuously

repeated spontaneous” spontaneous (2:53)

To get an insight, compare the revenue of a periodicallyatgukauction and a dou-
ble auction as a representation of a continuously spontereaction sequence. It
is assumed tha¥, goods are available simultaneously on the market and a user
demands for one good. If a bidder wins a good, he gets it foriage, gives it
back to the auctioneer afterwards, and leaves the auctiuesee. The auction-
eer then reoffers the good. It can be envisaged that theomeetr offers renting
goods. The bidders arrive into the auction sequence randand independently.
The periodically repeated auctions consisigf-unit auctions, e.g. discriminatory
auctions. In the double auction the single-unit auctioediest-price auctions. The
case that more than one unit is sold occurs with probabiétp zand is neglected
for the sake of simplicity.

At first, consider the periodically repeated auction. Inrg\aiction, occurring ev-
ery periodr, Ng goods are offered and assigned to e highest bids, assuming
that the reserve price equals zero and more ffiarbids are available in an auction
period. Second, take one specific auction period. Basedeandependent arrivals
of the bidders, the auction starts at different times. Rehat bidders also enter
the auction sequence randomlyratthus, it can occur that an auction is executed
with bidders whose bids are lower than tNg: highest ones in the periador that
goods have to wait because there is no bidder. AdditionBlyre 2.2 shows a
further degradation. In the lower subfigure the bidderdvatiis indicated by ar-
rows, whose line characterisation corresponds to the ghachted. The bidders’
behaviours are equal to these in the above scenario. Asgumeach period, at
least three bidders arrive, and three goods are offeredhelperiodically repeated
auction (upper-left subfigure) all goods are always allegatn contrast to this, in
the double auction, the good allocation is shifted in timeduhon the statistical
bidders’ arrival process and the free goods are allocatedeidiately. Therefore
allocation gaps can occur as illustrated for #ié good. Consequently, the auc-
tioneer’s revenue is lower.
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N W
1

goods
goods

—

0 1 2 3t

Figure 2.2 Periodically repeated auction vs. double auction alloceti

2.4.1 Bluffing in Strategies

The bidding strategy behaviour for one-shot auctions caba@ompletely trans-
ferred to the auction sequence. The main reason is that theo§@nformation
of other bidders depends on the experience of attendingapatibns. Cases may
happen in which a bidder can estimate the bids of the othexstlgor their upper
bounds with probability one or even get complete informati®his circumstance
can lead to bid more than his actual value and is called blufé bidder may win
with probability one. This phenomenon can happen in alliandequences with
auctions in which the prices can be smaller than the bid. ®séke of simplicity
consider a second-price auction sequence and two biddasedBn his observa-
tion, bidderl estimates with probability one that bidde2<id b, < z;. Thus,
if bidder 1 submits a bid slightly above his valié;, = z; + ¢€), bidder1 wins
with probability one and has to pay below or equal to his cosistraintz;. Ad-
ditionally, if bidder1 knows that biddee bids b, = z; and bidderl also bids
b1 = z1 based on the cost constraint, biddeonly wins with probability0.5 as-
suming randomly choosing the winner if there are more thamaximum bids.
But, if bidder1 uses this information he can bid higher than his value andwaitim
probability one. Such cases can also happen in the multiease for the Vickrey
and uniform-price auction, but not for the discriminatorycon. The presence
of the bluff opportunity reduces the confidence of rationdders in the auction
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sequence, because of the discrimination. This can be seehkiad of unfairness.
If bidders bluff because of the estimation of the other bidih ywrobability one,
but they have no complete information, it can occur in a @eralization, that the
bluffing bidders have to pay a higher price than their valtiass these bidders can-
not pay or they suffer losses what should be excluded by definiFurthermore,
the increase in bids can lead to bid inflation until too manffisig bids exist and
resultin bidder insolvency. Consequently, bluffing may fieative sporadically in
a few auctions of an auction sequence, but over a long pefitiche this method
leads to a market distortion.

In a discriminatory auction sequence the bidders have tathpaly bids and thus
even if they know the other bids (complete information), tiéders do not bid
higher, because the payment exceeds their values. Thugligt@minatory auc-
tion there is no situation in which a bidder favours to bluffhis creates confi-
dence and a kind of fairness for rational bidders. Thus, ftois point of view
the discriminatory auction is preferred in contrast to thekkéy and uniform-price
auction.

2.4.2 Auction Sequence as a Repeated Game

An auction sequence is a repetition of auctions. In this tdrag description and
some properties of a repetition of the same type of auctienpagesented. The
single auction is assumed to be a sealed-bid multi-unii@ucivhich can be seen
as the stage game of a repeated game [6]. Based on the sahldttacter, the
bidders in a stage cannot recognize the actions which arbitiseof the others
bidders within the same stage. But the bidders get infoomatbout the past. This
information can include the whole or only parts of the pasistand past bidder
characterization. The bid vector of bidden the ‘" auction is denoted bly? and
the bidder’s characterization is summarized in his vaifiavhich may also vary
during the sequence because of outside world informatiodgét increase, etc.
Hence, if the value is shadowed to the other bidders, the deadoth repeated
and Bayesian properties.

An auction sequence is considered with- stages, i.er = 1,..., Ny. Thus, a
bidderi submitsN bid vectors which are summarizediin = (b}, ...,b"") €
BNexNr - In the same way, the value of a biddecan be expressed by, =
(x},... xNm) € xNexNr_ The utility functionu; which can be the sum of the
gains Equation (2.15) or Equation (2.16) is dependent dniddl from biddet, on
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the bids of the other bidders denoted-byand their values, respectively
ui(bi,b_ix;,x ) : BNXNTN o yNexNrNr R, (2.54)

The output of both the allocation function and the pricingdtion are implicitly
incorporated into the utility function, leading to the dagence on all bids and
values in general. The bidder’s utility often varies witk Bvaluatiorx;. Moreover,
it can be envisaged, that after each auction the bidderstbaeveal their current
values for a better market rating, which can in turn influetheeown valuation of
future auctions.

The valuesx = (x;,x_;) are random in general, because the bidders may not
know their values deterministically, e.g. the bidder'scheé resources can alter
stochastically during the auction sequence. Based on tbsilgy interdependent
values, the bidders’ values possess a common GD¥). If a bidder seeks for

a bidding strategy for the whole sequence at the beginnireggbidding strategy
should maximise the conditioned expectation of the utiitfu;|b;} rather than

the utility as itself, because of the uncertainty

E{u;b;} = /ui(bi,b,i,xi,x,i)f(x|bi)dx. (2.55)

The bid vector sequence which best satisfies the criterieorismonly known as
best-responsi game theory [6]. The resulting bidding strategydepends on all
values and other bids, because the bidding strategy miglmfgemation of future
bids or values, based on deterministic figures or processmnters as discussed
above, thus

/Bi(bfi,xi,xfi) . BN@XNT(NI—l) % XNGXNTNI N ]RNGXNT. (256)

For further considerations, the properties of the auctemusnce are specified in
more detail:

i) The utility u; of an auction sequence is the sum of the utilities for each auc
tionw; = SN wl.

T=1

i) The utility «] depends on the bids™ within the current auction and the
bidder’s own valuex]

ul  BNGXNr s yNexNe R 47 (b7 xT). (2.57)

3 7
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iii) The bidder does not know the future.
iv) After an auction the bids are revealed, the past bids @anmencon knowledge.

v) The bidding strategy] uses the information of the bid history denoted by
= (b!,--- ,b™"!) € H™ and also depends on the bidder’s value

BT H x xNe - RNe . BT(HT xT). (2.58)
vi) Bids are discrete and there are only indivisible goods.

The bidding strategy possesses iterative aspects, wheltharown bids in the
history, and additional information of the other’s reanso Therefore, a bidding
strategy is able to learn from the past to adapt its bids.éridhowing two criteria

are discussed. At first, all bidders having no informatioowhthe future, the
probability that the bidder takes a proper action dependb®past actions. Thus,
the best-response bid is the maximization of the expecikiy stibject to the past

argmaxz E{u]|b] H™} (2.59)
i T=1
= argmaxz Zu bl b, x;)P{b”,|H"}, (2.60)
b; T=1bT,

whereP{b7” ,|H"} can be interpreted asx@haviour strateg{6] according to game
theory. This is not equal to the expectation only condittbbg the bidb; where
all possible strategies of the others are included

argmaxE{uJbz} > P{b_ Z|bz}Zu b7,b7, x;). (2.61)
b_;

In Equation (2.61)P{b_;|b;} is a mixed strategy according to game theory. Re-
calling that the history of actions is completely known tekeaidder, Kuhn's the-
orem [27] can be applied to this repeated game. That is, fdr eaxed strategy
exists an equivalent behaviour strategy in a game in whiethtstory is common
knowledge. The equivalence means that the probabilitiaswiked strategy and a
behaviour strategy over pure strategies of the whole seguam the same.

An auction sequence as a repeated Bayesian game is a highdynity process.
The question arises, for which bidding strategies are tders best off given the



34 Chapter 2: Auction Theory

other bidders’ strategies. In some games there may not axysequilibrium, in
others more than one. However, as shown in ([6], p. 40@)if) is an equi-
librium of the stage game, then a partially-perfect gamalibgium is given by
BT(H™x™) = B*(x7). As an example, consider an auction sequence with re-
peated discriminatory auctions, each bidder submits badove to maximise the
gain according to Equation (2.10). The equilibrium stratégyto bid truly for

one auction, thus a partially-perfect game equilibriunvidbid truly in all stages
OT(HT xT) =x".

2.5 Auction Sequence versus Fixed Price Market

The auction sequence is a special kind of a dynamic and loagtehin which the
price at the same place and the same time can differ. Besid®i®masequences,
the price can be fixed with respect to some or all variables,ithspace, time or
good category. If one variable is fix, the market is calldéicked price marketFPM)
with respect to the constant variables, e.g. the FPM witpeetso time, space, and
good category offers all goods anywhere and anytime for déingesprice. That is,
the seller has no opportunity to adapt the price to the vgrgiemand. Moreover,
the FPM with respect to space and category has a dynamiclpricemains fixed
over a wide area. An example in wireless communicationsésdifference of
prices calling either at business or leisure hours. A molglswategorization of
the FPM with respect to a variable is the consideration oatleeation dynamic in
relation to the price dynamic. If this relation is relatiyaimall, the FPM is said to
be in a wide-sense fixed with respect to this variable. Agaiopsing the average
phone call duration in relation to the business hours, th® FPassumed to be
fixed in a wide-sense in time.

For sake of simplicity only one variable, the discrete time 1,...,T, is consid-
ered. The seller can design his allocation mechanism aicgptal four criteria:

1) Ideal system adaptation: the number of goods offé¥gdr) is equal to the
number of goods demandéd, (7).

2) Static cumulative systeniVe (1) = = Zthl Np(t)
3) Dynamic cumulative systen}"_, Ne(7) = S27_, Np(7)

4) Oversized systemVg(7) = m?xN p(t)
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The ideal system adaptation allows the seller to optimabonfigure his system
depending on the current demand which sayssrational expenditur@OPEX) for
unused goods. The ideal system is a special casB.ofThe static cumulative
demand offers the average demand, that is, in the wholeg@&rtbe offer equals
the demand and thus 2) is a special case of 3) as well. For so@e the demand is
higher than the offer and vice versa assuming a non-cordgamand. The dynamic
cumulative system is designed in order to satisfy the olgeahand over the whole
periodT'. In contrast to the first three types, in 4) the overall offeati least as high
as the overall demand. In each timeghe demand can always be satisfied. The
only drawbacks are the higheapital expenditurd CAPEX) and OPEX in relation
to the first three systems.

In order to give an example of the behaviour, the prices amgesed for a static cu-
mulative system and an oversized FPM. The customeiidea¢flexible customeys
that is they always attend the market until they get the ddsiumber of goods.

In wireless communications as users who are always on-lidenant to download
data which are not time critical can be characterised ad fteedble customers.
The price paid per good at timer can be expressed as the sum of the fixed costs
f and an assets part

p(g,7) = f(CAPEX,OPEX (1)) + a(T). (2.62)

The fixed costg clearly depend on and are an increasing function of the CAPEX
and OPEX. Consequently, the fixed costs of the static cuimalsystem are lower
than the costs of the oversized system. Assuming that bd#rsget the same
assets: over the whole period and the OPEX are constant per good arg] the

pricepses

T Ng(7) T Ng(7)
Pscs = Z Z pscs(gﬂ—) = Z Z f(CAPEXSCSaOPEXscs)
T=1 g=1 T=1 g=1
T Ng(7)
+ Z ascs(T) (263)
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a customer has to pay in the static cumulative system istessthe price,

T Ng(71) T Ng(1)
Pos = Y > Doslgm) =Y > f(CAPEX,,,OPEX,,)
T7=1 g=1 T7=1 g=1
T Na '
+ )Y dos (2.64)
T=1g=1

a
in the oversized system.

In general, there exists at least one dynamic pricing mashewhich results in at
least the same seller’s revenue as the FPM. In the followirsgstatement will be
proven for a dynamic pricing mechanism which is dynamic inetiand the FPM
with respect to time. One good is offered at each point in timeConsider the
market at an arbitrary point in time, wherer will be neglected for the sake of
clearness. The dynamic mechanisin: X x G — P x G maps the set of the
current valuesX and the set of the available goo@s(here isG = {¢1}) into the
sold goods and the set of pricés It is assumed that each customer can spend at
most his valuer for the good. The fix price is denoted by and the price of the
dynamic mechanism is denoted hy. Three cases have to be distinguished:

1) There is at least one,, € X which is greatep;. Thus, there exist the
dynamic mechanismE(x,,,g1) = (p4,91) which map the price inta,, >
pa > py. Thus, the revenue is higher.

2) x, = max X wherez, = ps. Thus, there exists the dynamic mechanism
II(xn,91) = (pa,91) Which maps the price exactly ta, = p; = py. Thus,
the revenue is equal.

3) z, = max X wherez, < p;. Inthis case the good is not sold in the FPM.
But there exist the dynamic mechanishh&e,,,g1) = (pa,91) which map the
price smaller/equal tham, to py > x,, > pg. Thus, the revenue is higher.

Consequently, if a seller has the possibility to dynamycadlll the goods, he will
gets at higher revenul



3 Radio Resource Auctioning

In a wireless communication system, the amount of radioness needed depends
on the data traffic, theadio access technolodiRAT) and the physical environment.
Allthree items can vary in time. This implicates that theioa@source demand also
changes in time. Ideally, the radio resource allocationtraaism has to provide
the radio resources dynamically equal to the demand for eifgpeonnection. A
static allocation mechanism can assign radio resourcesdonnection at most as
well as a dynamic mechanism in terms of resource allocatigsatisfaction which
describes the misallocation with respect to the user'suregoddemand. The overall
resource allocation dissatisfactidp, can be expressed as the quotient of the sum
of the missed resources with respect to the number of ressassignedV, ; to a
user: and the number of resources demandgd from this user to the sum of all
the numbers of resource demandég;:

> (Na,i=Na,i)
dig={ TSN ZiNai 70 @D

0 otherwise

where(x)4 isz for x > 0 and zero otherwise.

Regarding the case that a user gets more ressources thadntedadditional re-
sources with respect to the demanded resources can beyress a user who de-
mands for additional resources. This increases the owatidfaction. On the other
hand, based on the time-dependent nature of the radio msdemand, it may
happen that the static mechanism assigns less resourcedeéhsanded whereby
enough radio resources are available and no allocationicioindls been occurred.
An allocation conflict happens if there are not enough resssuto satisfy the
demands of all users, so that the allocation mechanism hiasdt@ compromise
about the allocation. These two drawbacks of static allonahake the dynamic
allocation mechanism valuable for further investigation.

Dynamic radio resource allocation can be understood asadifg resources from a
pool. The allocation mechanism follows specific rules chttee allocation policy.
A well-known representation is spectrum pooling with itetpbra of realisation
possibilities. In spectrum pooling, the radio resourcénesgpectrum which is dy-
namically allocated to several parties. Spectrum poolargaccur in all three levels
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among operators, systems, and end-users including anyokiad-hoc networks.
An allocation policy which enables a dynamic market reactioall three levels is
the multi level spectrum auction [28].

Spectrum pooling among operators can be envisaged as pbpofR9] and [30].
Each operator gives his spectrum to a meta-operator, e.gnadfiit can also be a
regulator. Depending on his spectrum characteristicgpleeator gets shares of the
firm. All the operators can demand on spectrum usage of tha-oprator’s pool.
The meta operator allocates the spectrum usage rights bgkagyiauction which
is designed for the case that the auctioneer representstim@enity of bidders.

Spectrum pooling among systems can be envisaged in three way

e Common adjacent pool: The main idea is that the fixed banthidf two

parties enclose the spectrum pool in the frequency domaspeatrum block
at each side is owned by one party. If they need more resquhessthey can
request from the spectrum pool. In [31], such an approachéas proposed
for the downlink of UMTS FDD.

Common used pool: Serveral systems can use the resourcesoairaon
pool, e.g. whenever they are free. For example, in a unlexthsnd, the
system can compete for the channels. Another approach @tdioate the
spectrum of theébase stationgBSs) [32], for which different methods are
compared in [33].

Overlay pool: If a system has still unused resources, whachbe free all the
time or spontaneously free during the data transmissiohisfsystem, the
system owner can allow another system to occupy the freeires®. That
is, the system which rents the resources overlays the maiarsy In [34] an
overlay pool has been proposed by overlaying an FDMA/TDM#étem by
an OFDM-based system like IEEE 802.11a.

The common adjacent pool can be seen as the base of equaluspgxioling,
because parties are equally treated. In contrast to tieiguérlay pool is the reason
for prioritised spectrum pooling regarding the transnaisgpriority of the owner
system [35].

The 3"¢ generation communication system UMTS, systems proposguhlethe
374 generation, thevireless local area networRVLAN) IEEE 802.11e [36], and
the metropolitan area networdMAN) IEEE 802.16 [37] support different service
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classes. Based on the different parameters and their vathieh characterise the
service classes, the resource demand per class varies.s&wite classes com-
monly support the transmission urgency and the data ratariows compositions,
e.g. one can be responsible for real-time traffic charassdrby a minimum data
rate and a maximum delay, in contrast to the best effort cldssh includes all
data which can be sent whenever possible. In general, thalbvadio resource
demand per user terminal varies in time. Therefore, theonaatiource should also
be allocated dynamically from a resource pool. In an infragtire network, like
MAN 802.16, the cell capacity controlled by a BS should beatyically allocated
to the user terminals. Based on the different service cdasseontrol mechanism
in the user terminal has to determine how many data have toahsritted in a
proper duration in order to demand for resources regardiadulfiiment of the
QoS. Thus, in Section 3.2 a framework is introduced to detexrthe QoS based
on non-stochastic QoS parameters implicating the caloulaif the properties of
the data which have to be necessarily sent in order to fuilQbS.

In wireless communication systems, the radio resourceatilon mechanism can
be logically located in laye? and3, e.g. theradio resource controllerRRC) is in
layer3 in 37¢ generation partnership proje¢8GPP), whereas in many IEEE stan-
dards the radio resource allocation mainly takes placeyegriy e.g. in the sublayer
medium access contr@MAC). A variety of allocation mechanisms has been pro-
posed and included into standards in the past like ALOHA&asrier sensing mul-
tiple access with collision avoidang€SMA/CA). These allocation mechanisms
only take into account the physical environmentand the@rBAT characteristics,
but not the economic environment which includes the cunmemetary evaluation
of the radio resources and the prices paid. That is, eadr sé@thing at maximising
his gain, the operator of a wireless communication systeslgtallocate the radio
resources to the user who is willing to pay most. Furthermioréghe same way
as the physical environment, the economic environment bange in time. Thus,
the operator has to continuously find the users with the lsighi#lingness-to-pay.
This results in a permanent interaction among the userstendgerator. These
negotiations can be realised by an auction sequence whéitikdgssed in Section
3.5. Old systems puwtuthentication, authorisation, and accounti(®AA) beyond
dynamic pricing. That is, old AAA does not accurately coesidynamic pricing,
therefore an auction sequence meachnism is introducedftrpedynamic pricing
which aims at performing a more efficient and accurate adoogin
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A radio resource auction sequence is an extension of thélisstad allocation

mechanisms by taking into account the dynamic economic@mvient. This allo-

cation mechanism is considered as a part of the resoura@atiio mechanism to
end users which includes tfent radio resource managememiechanism (JRRM)
in the EU founded proje@nd-to-end reconfigurabilitfE?R) [38]. In the proposed
system approach, dynamic radio resource allocation caur edgthin three logical

levels: among operators, communication systems and to serd.uln each level
the economic aspect is included by application of auctiohigkvare discussed in
Section 3.6.

In this chapter, the radio resource goods are describeddtiofe3.1. These re-
sources are necessary for service function execution. Tat of resources
needed for a certain service is determined in the serviead fyreement which is
explained in Section 3.2. In order to measure proper QoSpeteas, which are
determined in the service level agreement, in Section 31/amdwork for non-
stochastic QoS determination is introduced. The relatfoseovice functions and
resource provisioning in aall-Internet protocoll(all-1P) environment is explained
in Section 3.4. Based on the possible separation of apjalits¢rvices and network
access services in an all-IP environment, both providerseadifferent. Thus, it
can be envisaged that the user always takes the best netea@&sadepending on
time and space. In Section 3.5 the negotiations in such anttetised and dynamic
market for radio resources of a wireless communicatioresystre suggested to be
repeated auctions. This auction sequence can be envisapedmplemented in
future communication systems which will be described intiac3.6.

3.1 Radio Resource Goods

The radio resources which can be exploited are time, freqyuand power density.
These radio resources are used by all RATs for communicafidRAT transfers
these resources intadio resource goodéRRGs) with which a data transmission
can be established. Radios can use, get and allocate RRG&x&ople, a BS
of a TDMA-based RAT, divides the resource, time, in propeetisiots which are
the RRGs offered and allocated to the mobile terminals. A RRGharacterized
by at least one parameter like time slot, bandwidth or nunabesubcarriers in
an OFDMA system. For a transmission, several different RR@g be needed,
e.g. a BS can allocate time slots as RRGs and the modulatitimodeeas other
RRGs depending on thegnal to noise ratigSNR). The modulation method can
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be seen as the exploitation of the power density becauséueites the signal
shape. RRGs can also be codes in CDMA which can be seen as qavteer
sequences for a given bandwidth.

A RAT can be designed in various ways. Consequently, the R&Gsell as the
proper allocation mechanisms can be different. The RRGsliateguished be-
tween divisible and indivisible RRGs. A divisible RRG carvean arbitrary size,
but the size of an indivisible RRG is fixed. Moreover, unifdyrimdivisible RRGs
are indivisible RRGs, for which the sizes of the RRGs are kdtar example, in
UMTS downlink the Walsh codes are indivisible RRGs, but thea$mission power
for each user connection is divisible, that is, the powerlmareallocated continu-
ously up to the allowed power constraint. The RRGs and thebeunwf RRGs are
usually limited, e.g. by power constraints and by the nunolberthogonal codes.

The allocation mechanism can be distinguished betweerlteaton of RRGs for
which there exists a competition among the users and thecton free RRGs.
For example, considering a WLAN IEEE 802.11 system, thesusempete for the
transmission access, but within their transmission, RReshodulation methods
or power can be adjusted and assigned in a contention freeanaim this thesis
the main focus is on the competing allocation mechanismrdotmly indivisible
RRGs.

RRGs always depend on the physical resources such as fi@qtieme and can
be influenced by the channel, whereby channel is a colledfotne interplay
among several physical phenomena like diffraction, sdatje attenuation and
space. These RRGs need not to be assigned by a competirgfialtomechanism.
For example, in a TDD system like IEEE 802.11 the frequendiiéssame for all
users who attend to the saraecess poin{AP), thus the frequency needs not to
be assigned, but the time has to be divided among the pantitsp The allocation
mechanism for IEEE 802.11 can be executed by a central wuiglly the AP, with
the point coordination function or with the distributed edioation function based
on the CSMA/CA. Furthermore, continuous physical paranseli&e the time, can
be converted to indivisible radio resources in combinatith the RAT character-
istics. In a TDMA system, like GSM, the time which is a contius parameter can
be divided in proper time slots, which are allocated as RRGs.

Besides allocating pure RRGs, like time slots and bandwidffen RRGs are a
combination of resource units over multiple dimensions likan FDMA/TDMA

system in which frequency-time goods are allocated as showigure 3.1 a). A
frequency-time good is the area in the frequency time plamielwis described by
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a) frequency-time goods
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Figure 3.1 Examples of indivisible and divisible RRGs

the channel bandwit®? and the time slot duratioff’. In this example the good
size is fixed, thus it is a uniformly indivisible RRG. A usemcaccupy several
frequency-time goods at the same time depending on his di@aeh payment
capability. In Figure 3.1 b), a possible scenario of pureetigpods which are
uniformly indivisible time slots with duratioft is depicted. A user can also occupy
several time slots in sequence as illustrated:fer (17,37"). The combination of
a technical parameter, e.g. power control and a physicanpeter is shown in
Figure 3.1 c). An RRG is a combination of a caflallocated for one time sldt’.

A user can occupy several codes at the same time, e.g. sewditadible RRGs.
These three examples are all a combination of indivisibtaipaters. However, a
combination of a continuous parameter as the power and getksane such as time
slot can also be envisaged as illustrated in Figure 3.1 dy i$hust an example of
divisible RRGs. The powes, can be arbitrarily divided into a proper portion and
allocated to several users for one time dlotThis could arise in a CDMA system,
like UMTS FDD, because power is a competing parameter basedeamultiple
access interferencd@Al).
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3.2 Service Level Agreement

In comercial information technology systems, the growingber of different ser-
vices and of service providers necessitates a clear déeorgd the services offered
by the proper service providers in order to compare the sesviThis description
is written in theservice level agreemefBLA). The task of the SLA within the
information technology market has shifted from being a fai@arcontract towards
managing customer’s expectations [39]. According to [483,SLA is divided in a
business and a technical part. The business part includes

o for the users: the payment rules and usage conditions,

o for the providers: security for confidential user’s infortina and traffic, the
service performance guarantees, and penalty rules for @&ion,

e for both: contract duration and arbitration process.

The technical part mainly contains the service level speatifin which is a set of
parameters defining the offered service and the QoS, likemmim throughput and
maximum delay, but also the validity period of authentizati

The tendency in wireless communication systems is to stpiiéerent applica-
tions simultaneously like phone calls and FTP downloadsfaser terminal. Dif-
ferent services lead to different data traffic demand chiaristics and requirements
of the transmission. The service is to transmit the data weifipect to the criteria
determined in the SLA, like penalties by violating the Qo$l alifferent service
levels. For example, in WLAN IEEE 802.11 the gross data rag¥ the channel
can depend on the received signal strength. Based on ther povet the mod-
ulation changes adaptively implicating a gross data rat@atan. These service
levels have to be stated in the SLA between the network opegiatdata transmis-
sion service provider and the user. The different servigeléecan be combined
with different prices as the proposed “gold-silver-brareggproach in [41] for 3G
networks.

Considering the ISO/OSI model each layer offers severaises in order to sup-
port various applications with different traffic charaddcs. Additionally, based
on the reconfiguration opportunity of user terminals acitwytb the change of the
RATSs like from UMTS to WLAN, in order to increase the ubiquitbconnectivity
[42][43], the number and characteristics of the services#a may change. There-
fore, the mapping of the service classes of the upper layangds and the service
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support may differ. Especially, with regard to the all-IRkiaone discussed in Sec-
tion 3.4, the problem arises how to map the data of the netiagek to the proper
MAC service classes. This problem can be found in all layetsv the application
layer and also in the wireline networks as discussed in [d4{hich the SLA pa-
rameters of applications are mapped to the network QoS peas In [45] three
tools are presented for the design of SLAs focusing on tedaconication systems
in order to coordinate the service resources provided byéteork and the ser-
vice functions like call connectivity. In this thesis, thecfis is mainly on the data
transmission service of wireless communication systerastbe wireless channel.
The data transmission service provided to the network laf/tre ISO/OSI model
is examined for the use in future wireless communicatiotesys.

The QoS within an SLA is often described by stochastic figufessuming an av-
erage delay for a proper service, the user terminal suppolyone service at first.
Based on the statistical constraint, the user is not ablec¢ad whether the QoS is
fulfilled or not in a session which is the duration of servisage. Thus, the user is
never in the position to sue the operator for QoS violati@tawuse a session is only
a time limited realisation of a stochastic process. Now,a texminal can support
more services simultaneously like in UMTS or WLAN 802.11asBd on the RAT
characteristics, the RAT may support different servicethersame services with
different SLAs. For example, UMTS and WLAN 802.11e possefsrént ser-
vice classes in the MAC. Based on the mapping of the upper gta, the upper
layer service is supported differently. With respect to BhRabackbone (see Sec-
tion 3.4.1), UMTS may support better real-time traffic thabAW IEEE 802.11e.
Thus, if some classes are not suitably supported, the us@iotalaim a penalty
for stochastic QoS figures, because of the time limitedsatdin. However, as the
tendency of the market and research shows, in future theerseinal will be able
to reconfigure the RAT, even change it, and get services ovee than one RAT
simultaneously. This is called multi-homing. Accordingthis feature, the user
is in the position to change the RAT or split the data of theises to the RATs
with respect to their service support. The user terminalatzsserve the service in
a certain session and if the service fails certain critehie,user terminal decides
to switch to another RAT which is more suitable based on abdtsign or load.
Therefore, the user terminal needs a deterministic seevigkiation scheme which
is finite in time. In Section 3.3 a framework for such a schesrésented resulting
in an individual QoS measure.
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3.3 Figure of Merit for Quality of Service Measure-
ment

In this section a framework is proposed that allows the d#imiand evaluation

of services in finite durations like sessions [46]. Thus,uker terminal is capable
to evaluate the service during or at the end of a session.dBas¢he results, the
user terminal can decide to change the cell, the operatdrtbeiQoS is stated
according to this procedure and the QoS is violated, thetessinal can claim for

a compensation as stated in the SLA.

In Section 3.3.1 the considered data transmission seraiceslefined. The data
transmission has to be observed. The observation mech@&described in Sec-
tion 3.3.2. Based on these observations, the evaluaticcedwoe is suggested in
Section 3.3.3. A solution for possible partially non-obhsdre data is given in Sec-
tion 3.3.4. Sometimes, it is only interesting to get an exédun of one data trans-
mission characteristic like data rate. This is proposedectiSn 3.3.5. Finally, in
Section 3.3.6, a simulation illustrates the applicatiothefframework.

3.3.1 Overall Description

Considering a service which transmits ddtaetween two parties, transmitter and
receiver, within a fixed layer of the ISO/OSI model (see FgBr2). The trans-
mission system operates onto the data according to a spksdigice, e.g. imple-
mented by a protocol. After transmission, the dateaves the corresponding layer
on the receiver side towards the next layer.

oA

Figure 3.2 Data transmission service in the OSI/ISO model

It is assumed that the service parameters are independtd lmiwer layers. The
proposed QoS measure with which a service is evaluated mtsiepend on any
technical specification. However, based on the OSI layelopbphy, the data
should be structured in clusters, e.g. packets or frames.
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A datum is an element of the symbol alphalset {si,...,sx}. Consequently,
the transmission data sequence can be describdd,by,—:.... n, With d,, € S.
Moreover, the QoS is described by a set of properfes= {pi,...,px}. For
example, considering theacket error rate(PER), data rate and delay of a trans-
mission as relevant QoS parameters, the parameter set be¢bm {pi,p2.ps}
with p; = PER,p, = datarate angys = delay. The basic idea is to assign an
evaluation with respect to each property of a datum.

The data symbold,,, n = 1,...,N can be characterised with respect to the above
defined QoS properties, ..., px. Without loss of generality, infinite data se-
quences ¥ = oo) are assumed in order to simplify the mathematical treatmen
The goal of the following considerations is the extractidradigure of merit for

the connection based on values observed for the data. Tastdeam is inherently
clustered within the ISO/OSI model: data flows are arranggzhckets in the net-
work layer, like by theadio link controller(RLC) of 3GPP and IP, or MAC frames

in the data link layer of many IEEE standards. Thus, it iselé for the use of a
cluster structure, which is generalised by introducingeowastion windows.

3.3.2 Observation Windows

During a session, a sequence of data sympdls .« is transmitted for which the
quality of service has to be evaluated based on the QoS pteenédhe receiver
terminal should be able to determine the fulfilment of theapaeter criteria by
observing sets of these data called observation/sets

n+4" packet n+3" packet n+2" packet n+l® packet n" packet

] 0, [ d [ | S2SISSION 16711 q T a, ]

service

EAER R A EA

d12

p, = minimum data rate per packet
D,, = {d, dy, d3, d,} )
Dy i = {ds, dg} observation set

p, = averaged delay of data in 2 consecutive packets
D, =1{d;..dg )

=~ observation set

Dz, o1 = 1ds o dyg}

Figure 3.3 Packets as observation windows

In the example shown in Figure 3.3 data are sent in packetstiie transmitter to
the receiver. In the SLA, the minimum data rate per packét watriable length is
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stated as properfy; (k = 1). To calculate the actual data rate per packet according
to the SLA, the number of data within a packet is divided by diféerence of
the arrival time of the last datum to the first datum. That isthee data of one
packet have to be observed to determine the actual packettbizs these data
are arranged in an observation sfégj, wherel,j indicates thej! observation
set of thel** property. Thej*" observation corresponds to th# packet for this
property. Additionally, in the service level agreemeng #iverage maximum delay
of data belonging to two consecutive packets is also statditeasecond parameter
p2 (k = 2). This average delay is calculated by dividing the numberatadn
two consecutive packets by the difference of the arrivaétoh the last datum in
the consecutive packet and the arrival time of the first datutimin the preceding
packet. That is, all the data within two consecutive packeige to be observed
and are included in the observation &t ;, wherej indicates thg'*" observation
set of the2™? property. Here, thg'" observation comprises thé"* andj + 1"
packet. In general, if there af€ parameters defined in the SLA, the obersvation
setDy, ; describes the observed data in jie observationj = 1,...,J(k) for the

kth property(k = 1,...,K), where the number of observatiofiglepends on the
propertyp;. Based on the data of an observation set, an evaluation pékes. It
might happen, that there are data which are not observabiier@spect to several
or even all properties. The evaluation of these data is diliin Section 3.3.4.

continuous data stream

transmission
service

p, = data rate: observation of three data

]51‘" =1{d, o d,p, dy} Dl,n+1 ={d. dy dy}
D, ,={d,} Dy iy = 1y

p,= delay between the packets: observation of two data
bZ,n = {dn—l‘dn} f)z‘ et = 1dp diy )
D, » = {d,} Dy i1 = {dpii}

Figure 3.40bservation of a continuous data transmission in order &uate two
parameters: data rate and delay

Furthermore, a datum can be included in several observattsa For example,
considering a continuous data transmission over a wireleasnel in Figure 3.4,
based ormodulation and coding schenilCS) adaptation, the data rate can vary.
In the SLA, two parameterg; = minimum data rate angy = delay are stated.
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The data rate criterion is determined by observing thresecutive data. The ac-
tual data rate according to the criterion is calculated hyddig the difference of
the arrival time of the last datum to the first datumdyThe acutal data rate ac-
cording to the criterion is calculated for each datum angvat the receiver, i.e.
the three observation sef®; ,, = {dn_2,dn_1,dn}, D11 = {dn_1,dn,dni1}
andD 1o = {dn,dny1,dny2} contain then'” datum. The same occurs for the
delay of two consecutive data. Thé&" datum is included in the observation sets
Dy = {dn_1,d,} andDy .11 = {d,,d,+1}. This circumstance rises the ques-
tion of mapping the observation set to a clear evaluatioggt in order to avoid
ambiguities which is proposed as

Dij=Di; (| Dy k=1,...K, j=1,...J(k), (3.2)
1<j

where(-)¢ denotes the complementary set. The evaluatiomDget summarises
all data which are not included by observations of te property and smalley.

If j increases in time when an observation takes place, it canbalsnterpreted,
that the evaluation sdd,, ; only includes the data that are not included in former
observations of th&*" property. Butj can also describe the clustering of the data
according to another criterion, e.g. all data which are s&thta data rate within a
proper data rate range characterizedjtaye observed in a proper observation set.
For each data range, the certain property, which is destebe¢he average number
of consecutive data per observation set, has to be aboveshtiid which can vary
with j. Continuing the example, the actual data rate calculateddan thext”
observation set is evaluated for thé datum (1, = {d,,}). The same holds for
the delay criterion.

3.3.3 Evaluation of Quality of Service Properties
The combination of all possible observations leads to tHexrset
M=K xJ, 3.3)

whereK = {1,...,K},J = {1,...,J}. Thatis, the attributg,, and the index of
the observation characterise= (k,j) € M. The idea is that all data of the same
evaluation set get the same evaluation ofHeproperty. The evaluation function
g : M — {0,1} assigns a boolean value to each evaluation set. lkth@roperty

is fulfilled, the evaluation functiog(z) is one, otherwise zero. Each datuin
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possesses an evaluatiany., describing whether or not thé" property is fulfilled
based on the evaluation functigfi) which can be expressed by

enk =g(x) ifd, € Dy,. (3.4)

For example, considering a data transmission of two MAC &sufior which only
the frame delay is the relevant propepty = delay. Each frame contairls data
elements, resulting in a data sequetce .. ,d>r.. The observation sets are iden-
tical to the frame which can be formally written 6&171 = {dy,...,dr} and
DLQ = {dr+1,...,d2r}. The two observation sets are disjoint. This implicates
that the evaluation sets are equal to the observation sdts.fifBt frame is sent
punctually, but the second frame has to wait too long andesc¢he delay con-
straint because of queueing. Thus, for each datum of thdrfrste, the evaluation
function assigns valide(,; = ... = er,; = 1), whereas for the second frame, the
evaluation functions indicates a timing violation, thatjs ; = ... = ear, 1 = 0.

The set of theevaluable datdED) includes all data which have an evaluation for
all properties

K J
ED= () | Dx; (3.5)

k=1j=1

Only these data are rateable in regard to all propertiespfdy@osed QoS measure
considers each datum and determines the individual QoSai@he,, per datum
d,, by combining the evaluation of each property

K
€n = /\ Enk- (3.6)
k=1

The evaluation is only fulfilled, that is, = 1, if all properties ofd,, are evaluated
as valid. Otherwise, the quality of this datum is violated &iled ,, = 0).

The QoS measure per data sequence is the relation of the number of data whose
evaluation is positive to the number of ED

Z €n
_ d.cED

= " ED| (3.7)

where|ED| denotes the cardinal number of ED. This QoS measure detistimin
cally evaluates the transmission service by equally tngatie evaluated data. ED
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summarises data for which all properties are evaluable.aht@unt of data within
a given data transmission is at least as high as the numbdemints of ED.
However, ED can only include a small subset of the whole dgtaadequately
choosing the observation sets and leading to a inconfideBt iQeasure for the
whole data transmission. Therefore, the choice of the ohtien sets has to be
taken in a way to keep the relation of the unevaluable dathg¢onhole amount
of data under a proper threshold. In the following, it is &sed, that this thresh-
old is not exceeded and the unevaluable data is only a smatidn of the whole
amount of data. Usually, at the beginning of the transmigsimevaluable data
occur for sliding and fixed sets until they have enough data¥aluation. This
can be avoided by determining a dynamic set for the beginmntmgh grows until
a proper size and amount of data is reached.

Continuing the example above, all data in the first frame eatuated byl because
the delay is the only property, whereas the quality of aladathe second frame is
evaluated as failed. Thus, the QoS of transmitting these\M&G frames is

2L

L
1+ >0
n=1

n=L-+1

D) =05 (3.8)

M:

as intuitively expected.

3.3.4 Quality of Service Properties for Non-Evaluable Data

The QoS measure in equation (3.7) with respect to equatiéhtékes into account

only the data for which all properties are evaluated. Butdhestion arises, how

to treat data whose properties can only be partially evetijdtecause of a possible
lack of observation of some properties. This issue concafmuata in

c

J J
UDk; | = D5, (3.9)
j=1 j=1

that is, these data cannot be classified inktfeproperty, but other properties may
be rateable. To solve the missed evaluation of a certaingptypgwo ways can be
envisaged.
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The first possibility is to set the missing property evaloatio zero ¢, ; = 0).
A drawback is that if all properties but one are positivelnleated and one is
unobservable, the evaluation suffers from a single unebbéz property.

The second possibility claims not to take the non-rateabla ohto account. This
case can also be considered as an application of an “innegeimciple” and means
that the absence of an evaluation should not be rated as tiveqgarformance. Re-
call the assumption that the non-evaluable amount of datalation to the whole
amount of data is below a small confidence threshold than&sstoart set choice,
worst cases are avoided like the evaluatiop,odis always positive and the other are
always non-evaluable what resultjin= 1. On the other hand, if the assumption
has been dropped and the data evaluation yields zero if theree non-evaluable
property, thenu is zero, although knowing only positive evaluation for sut®n-
sequently, for data,, for which only some of the properties are not rateable the
missing values should be set to one

J
dn € (| Dfij Ady € EDpo = €5 = 1, (3.10)
j=1
where the set of the evaluable data,[@omprises all data which have at least one
evaluated property

K J
ED,,, = U U Dy j. (3.11)
k=1j=1
ED of equation (3.5) is a subset of ED The QoS can be calculated as in Equation
(3.7) by replacing ED with ER,.

This extension to non-observable data is illustrated bydHewing example: As-
suming the evaluation of dat4, . .. ,ds for propertiesp:, p2, p3 given in Table
3.1, the datal; cannot be evaluated for any property and thus is not an elieofien
ED,,. Therefore, the QoS cannot be determined for this data ksecan state-
ment of any property evaluation is given. Datafulfils all QoS properties and
therefore the overall QoS for these data can be marked asvpodturthermore,
a quite substantial difference betweénandd, is obvious. The daturds fails
to fulfil the second QoS property, wheredscannot be evaluated for the second
QoS. Consequently, overall QoS@&f is zero, in contrast td, whose overall QoS
evaluation is set to one because of a positive evaluatiomeobther properties and
the applied innocent principle.
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P1 P2 P3| €n
d1 - - - -
do | 1 1 1 1
ds | 1 0 1 0
dy | 1 — 1 1
ds | 1 0 — 0
" 1 03 1 |05

Table 3.1Example for the calculation of properties and overall QoS

3.3.5 Marginal Quality of Service

The QoS is calculated by concentrating on all relevant pitase But, the analysis
of the characteristic of a certain propepty can also be interesting. This is called
the marginal QoS. For example, a service is characterisathtayrate and delay.
The QoS is poor, because the delay is exceeded very oftenideech queueing,
but data are transmitted by a high data rate.

Thus, a user terminal can consider each propgftas an individual service de-
scription and calculate the so-called marginal QoS. Theltrean be stored in a
local database, in order to select this radio access teapgydf a high data rate is
needed for data transfer, but not for voice application.

The definition of the evaluable data of propepiyis straightforward with respect
to equation (3.5)

J
EDy = | Di.;- (3.12)

=1

A measure for the marginal QoS according to Equation (3.7) beagiven by the
relative amount of data which are positively evaluated et property

Z En,k
_ d.cEDy

=g (3.13)

It should be noted that the overall QoS in Equation (3.5) adroe calculated out
of the marginal QoS in Equation (3.13)he non-evaluable method which assigns
a certain evaluation figure, ;, based on the “innocence principle” is clearly not
applied to the marginal QoS.
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The calculation of a marginal QoS results in the final row ofable 3.1. It can be
concluded that the marginal QoSs characterisingndps is fulfilled wherea.
seems to suffer from severe degradation.

3.3.6 QoS-Evaluation in OFDMA-based Networks

In this section the QoS measure defined in the previous seidiapplied to an
OFDMA based network IEEE 802.16a [47]. The physical layardmpletely im-
plemented in Simulink. Theubscriber station§SSs) transmit their data over the
Standford University InteringSUI)-3 channel model [48].

Physical Layer

The standard has different physical layer(PHY) opportunities, whergvireless
MAN-OFDMAdefines th@rthogonal frequency division multiple acc€€-DMA)
opportunity. In contrast to theireless MAN-OFDMhe transmission in OFDMA
occurs over048 subcarriers and not oveh6. This huge number of subcarriers
serves as support for transmission for more than one usettaimeously. The sub-
carriers besides the guard band are mappedrihgubchannels. Each subchannel
consists of6 tiles and one tile is composed dfadjacent subcarriers. To reduce
co-channel interference, to eliminate burst errors, angrtwide an appropriate
transmission fairness among the users in terms of fadimgtilés per subchannel
are permuted.

The physical layer of OFDMA is very similar to the oneatfhogonal frequency
division multiple(OFDM). The major difference is that not all possible subieas
are used exclusively for one user, but only those subchamrigth are assgined by
the BS. The data coming from the MAC layer are scrambled, @etonterleaved
and modulated. The convolutional coding allows code ratego= % % % and
the modulation scheme can be QPSK, 16-QAM and 64-QAM, optignThese
symbols and the pilot symbols form the OFDMA frames. Thaeigh tile is a
time-frequency block consisting of 4 subcarriers and 3 ioés. Each subcarrier-
time slot pair at the corner of a tile carries a pilot symbohem the symbols are
assigned to the subcarriers, IFFT transformed and sent.
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Channel

For all users, it is assumed that they are located in a mtitipavironment within
a moderate building and vegetation density (delay spread = 0.26us). The
channel model is derived from the (SUI)-3 channel model. mhéi paths are rep-
resented by 3 taps which underly a Clark-Doppler spectrutim ientical Doppler
spread.

Medium Access Control

In the simulation, it is assumed that the SS estimates the radources needed
to fulfill the QoS and requests for radio resources accorttirigegrant per single
station(GPSS) mechanism described in IEEE 802.16a. The BS codécejuests
and allocates the resources. The responsibility for Qof8lfiuént partially shifts
from the network side to the SS: The SS has to classify andqgiiteeé data which
should be urgently sent within this frame to fulfill the QoSoidover, the SS can
ask for capacity depending on its capacity needed.

To accomplish this task, smart algorithms for prediction atassification may
assist in calculating the required resources. Becaus®thes fs on the QoS figure
of merit, the data are read out of the QoS buffers by a pri@dtyeduler, i.e. the
QoS bhuffers are assumed to be in a descending order withatetgppriority and
the priority scheduler starts reading out data beginninty Wie first buffer and
continues to the second.

Simulation Environment

A cell is considered with two users. The average demandseofisers are equal.
Based on GPSS the users request for an average datadaf@ > 0). In this
case, the BS assigns each user the half number of subchaon@sponding to a
maximum data ratd, per user taking into account a fixed modulation QPSK and
code rate3/4. The frame length is set 6 = 8ms. The SS splits the incoming data
into two service queues labeled bwith QoS measureg’. The idea is to show an
example how to apply this QoS measure on the transmittersiddserving the
data which are waiting for sending, what can be extendedterigéne the number
of data to be sent in advance to fulfill the QoS criteria. Thaes it is assumed that
the delay through the physical layer and the channel is n&dite to the maximum
delay allowed, thus the delay can be approximated by thetiexét of the datum
tou: Of the service queue minus the enter time of the datynconcerning the test
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of delay fulfillment. The incoming traffic of both queues obe&yPoisson process
and it is assumed that the averaged data rates per servige greeequal t0.51dp.
Eachservice clasgSC) has to fulfill minimum requirements which are described
by the property matrisP = (pi ),y.:

B 0.5ndy 0.125T
~ \ 0.5ndg 0.125T )’

(3.14)

where the rows describe the minimum data rate and the maxidelay per SC.
The values are chosen arbitrarily in order to present tinflinence onto the QoS.
For each SC, the services have to support the average anchinmgalata rate.
The maximum delay criteriop} for each datum isms. The observation set
Dy, = {d,} is equal to the evaluation s&,,, = {d,}. On the other hand,
concerning the data rate criterion, the evaluation/3gt, = {d,,} corresponds to
the datumd,, coming into a service queue. The data rate is the number af dat
currently in the QoS queue divided by the difference of thi¢ &xe ¢, ,, and

the enter time;,, ,, of datumd,,. If a datum is dropped because of buffer overflow
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Figure 3.5 Tansmitter modell with priority scheduler and two queuesdifierent ser-
vice classes

or stays in the buffer after disconnection, the data ratevaiuation is set to zero
and the delay to infinity, because of non-transmission. Hewnhore, the observa-
tion set of a datum which is dropped because of buffer overfioly includes this
datum. For example, in Figure 3.5 the transmission withwWeedervice queues is
depicted. Unfortunately, the data of the first service quéuandds have to be
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dropped due to buffer overflow, thus each observation setgsses a single ele-
mentD; 5 = {ds} andD; ¢ = {ds}. Normally, the observation set of the data
rate criterion needs not include a consecutive data segustause of the buffer
overflow possibility, e.g. in Figure 3.5 the observation Bets does not include
ds anddg. Additionally, the number of elements of the observationcsa vary,
e.g. in Figure 3.5 the cardinal numbers vary for and in eachiceeclass as illus-
trated with the observation sets of the first service queus, D; ¢ andD; g also

in comparison with the observation sets of the second seqmeuebm. The
evaluation seD;, ,, of the data rate criterion exactly includes one elemagnt

In contrast to the overlapping observation sets of the ddtaariterion, the delay
criterion is evaluated based on non-overlapping sets. €presitly, the evaluation
setDs ,, is identical to the observation sBk ,,.

Figure 3.6 Marginal QoS describing the fulfillement of the data rate criterion for
both service classes SC1 and SC2
In the simulation the load factoy is increased up t@.5, that is, the incoming
average data rate of each service queukels times the provided averaged data
rate. In the following only the SS of one user is consideresetdaon problem
symmetry. In Figure 3.6, the marginal Qp$with respect to the data rate criterion
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is considered for both service classes SC1 and SC2. ThemahfgoS is shown
in dependence of the load factor. Fpr= 0.1, the data rate criterion is fulfilled
for both classes. Afterwardga2 of SC2 suffers from the priority scheduling which
favors the data of SC1. In average, the incoming data of bGth f8lly exploit
the reserved resources hy= 1. But due to the Poisson arrival process of the
incoming data implicating the occurence of higher data edtsome times, the
priority scheduling causes a higher data accumulation 2. $0ry slightly higher
thanl, 3 of SC2 racily decreases, because in average there is naglenesource
for data of SC2. But based on the duration with low data trassion demand of
SC1 due to the Poisson arrival process, some data of SC2 futfichthe data rate
criterion can be sent. For SC1 the data rate criterion idledfuntil = 2. For

n > 2, the incoming data rate is in average higher than the provige leading
to QoS decrease due to storage of data or even immediate abohge to buffer
overflow.

Figure 3.7 Marginal QoSu» describing the fulfillement of the delay criterion for both
service classes SC1 and SC2

In Figure 3.7 the marginal Qo&, of the delay criterion is shown for both service
classes SC1 and SC2. The delay criterion takes only one dataraccount. The
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delay criterion is fulfilled up toy = 1, because in average all the data can be
transmitted up te) = 1 and an appropriate maximum delay. For- 1, more and
more data of SC2 are queued and even immediately removed Quéér overflow.
This leads to an descent of the marginal QoS with increagi@n the other hand,
the marginal QoS of SC1 is fulfilled up tp = 2 due to the same reasons of the
data rate consideration.

Figure 3.8 Overall QoSu for both service classes SC1 and SC2

The overall QoS for both SC1 and SC2 is shown in Figure 3.8. The overall QoS
of SC2 is quite similar to the marginal Qqf, because for, < 1 the marginal
QoS is very close td, that is almost all evaluatiores,n arel. Thus, the overall
QoS is stronly correlated with? for < 1. Forn > 1, p is small, implicating
that there are a large number of evaluatiem equal to zero. All marginal QoS of
SC1 are fulfilled fom < 2, thus the overall QoS is also highly correlated with
Forn > 2 it cannot be argumented in that way, because no marginal Qd8se to

1 or 0 and in general the overall QoS cannot be deducted from thginaiQoSs
because of the innocent principle.
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3.4 Service Functions and Resources

A future communication system approach is the all-IP neftwdrich is explained
in Section 3.4.1. For this system approach, the overalegsysevel structure will
change by separating the end-to-end service offers froométeork access in-
frastructure. Therefore, the relation of service funddiand the service resources
needed in the special case of wireless access are discusSedtion 3.4.2. This
can be extended to an overall end-to-end service offer inldR aetwork which
leads to different possibilities for the service functi@msl resources in different
layers of the OSI models (see Section 3.4.3).

3.4.1 All-IP Environment

During the evolution from the second generation to the tigiederation of the
wireless communication systems several system standavesieen approved and
brought to the market [49], likgeneral packet radio serviq€&PRS) nternational
mobile telecommunications-2000/1T-2000), and WLAN IEEE 802.11. Each of
these standards has been designed to support a few servidiéfeient scenarios
specified in range, availability, service levels, etc. Ehsgstems vary widely in
terms of latency, area of coverage, cost, bandwidth and @@&n be envisaged,
that the fourth generation system should support all theoéished market places,
that is, satisfy simultaneously latency, high bandwidtti abiquitous coverage for
low cost as demanded in [50]. The requirements can be fdlfiliedevelopement
of a completely new wireless system or smart combinatiomefestablished sys-
tems.

The development of a completely new system implicates thesiigation, design
and implementation of new radio interfaces and network comepts as well as
a new core network. This is cost-intensive and, regardirtheéoproblems of the
UMTS market launch, not recommended. Concerning the seappbach, many
currently used wireless systems are in the starting phaskeomarket like IEEE
802.16 or their usage increase like WLAN IEEE802.11. Moezpthe perfor-
mance of the systems is steadily improved indicated byngssiandards amend-
ments like IEEE 802.11e which introduces service classésarmexisting WLAN.
These systems are already implemented, so the CAPEX of tindhfgeneration is
less by reusing them, instead of covering the area with a néastructure. De-
pending on the user demand and the number of RATs and cellalateathe user
terminal can be connected to several cells of different R&Eplit one service over
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vertical services "pipes" horizontal service structure
| NETWORK BASED SERVICES | HORIZONTAL SERVICES
| NETWORK TECHNOLOGIES | TCP/IP BASED NETWORK
| ACCESS TECHNOLOGIES | HORIZONTAL ACCESS

Figure 3.9Logical system structure change of a future all-IP netwdrérigontal
structure) in comparison to the established systems caafiga (vertical
structure)

more cells or to get multiple services from any service ptevisimultaneously as
stated in [49]. The goal is that the user is always best cdrdess discussed in
[51]. The interconnection of these systems results in a comfpoint” which is a
commonly used network.

The question arises about the constellation of such a nktwaiere are two ways, a
heterogeneous or a homogeneous network. A heterogendauskecludes sev-
eral subnetworks which are different in their technology, &JMTS and WLAN
can be tightly coupled [52] and contemporarely UMTS and G%M be loosely
coupled over the Internet. Thus, the common network cansfdtvo subnetworks:
the core network of UMTS, which is the common core networkUaiRAN and
WLAN, and the Internet. On the other hand, a homogeneousonkteonsists of
the same technology and is currently the favourite due tsintglicity. Many rel-
evant services like FTP, video conferencing, E-Mail ete @esigned and offered
based on the Internet. To open these services to the wirekedet as well, the all-
IP architecture has been introduced in [53] according t¢ {&4llow the operator
to deliver real time and non real time traffic (see also [55))[56] the tendency
is highlighted that all multimedia internetworking sergccan be envisaged to be
based on the IP technology which does not have any marketrgleompetitors
[57].

The main idea of all-IP is to connect the established wisetasl wireline systems
and furthermore to allow service provision independent aeawork ownership.
In contrast to the established communication systems’ gordtion in which each
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Figure 3.10Future common all-IP network with adjacent network accgstesns

system has its own access technology, network technoladjpefwork based ser-
vices, in the all-IP system, there are different access@olgies, but a common IP
based network to support different services. The estadisfommunication sys-
tems’ configuration can be seen as the vertical service astegture, because of
a special system design for proper services. In comparcstiig, the horizontal
all-IP service access structure offers different acceshar@sms, but one Network
for all services which is illustrated in Figure 3.9 and alsscdssed in [58]. In
Figure 3.10, the main idea of all-IP is illustrated. Sevesthblished wireline and
wireless networks serve as pure access networks to thedétteased backbone in
which services are offered and executed like ghssion initiation protoco(SIP),
etc.

In the classical telecommunication market, there is a orere relationship be-
tween operator and user. The user directly buys the semoce ffiis network op-

erator, because there is no other opportunity. The emeegeficew and already
in the Internet established services into the wireless comication market leads
to service providers who offer attractive services, but dbpossess any network.
The all-IP architecture gives them the opportunity to offied submit their services
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from the IP network, whereas the real network operator issfparent to the user
with respect to the service [59]. Thus, the wireless systegnge as a radio access
network to the IP network. There is a separation betweencgefunctions offered
by the service providers and service resources providetidoynétwork operator.
This will be discussed in more detail in Section 3.4.2 andiedpo the all-IP en-
vironment in Section 3.4.3. In such a scenario it can be ageid that the user
terminal only has the physical layer and the data link layea specific RAT or a
number of them to get access to the overall network, but theark layer is based
on IP. For example, a call handling is a service provided bgraise provider in
the Internet, but the radio resource provision has to be tiegd with the wire-
less network operator. Moreover, the responsibility far@al features to manage
mobility like handovers can be left to the proper RAT.

3.4.2 Service-Resource Responsibility

A service consists of service functions and service ressJ@so briefly discussed
in [45]). Service functions can be the establishment andagement of a call
connection which needs service resources like networkaiypt transmit the
data between the users. Figure 3.11 shows the relation assibpminformation
flow for service provisioning. The user is described by twidities, the service
user entity, which deals with the service function, and thsource user entity,
which negotiates for the necessary resources for exectitengervice functions.
In a mobile terminal, the service user and resource usdyert incorporated as
subentities, e.g. the resource user entity in the MAC canatheirior RRGs in
order to enable data transmission as a service function. s€hdce user entity
requests a specific service and its QoS from the service ggoyéncircled! in
Figure 3.11). The service provider can confirm the requdst alarifying the
availability of resources.

There are two entities that are responsible for resourgeser¥ice provider or 2)
service user:

1) Usually, the service provider has the responsibility heak the available
resources and has to manage the resource availability.efidrer the ser-
vice provider requests for resources of the specific seanckits QoS from
the resource provider (encircled gr2y, The resource provider negotiates
with the service provider and finally submits an answer altoeiresource
availability (encircled grey). Based on the resource availability, the service
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provider conveys a modified service offer to the service (eecircled grey
4). If the user accepts the offer the service can be deliveréeirwise the
negotiation starts again.

2) On the other hand, the service provider can only be hejubresble for the
service functions, but not for the resource availabilitheTservice provider
does not negotiate with the resource provider for serviseurces, but only
uses the resources for the service function. The negatiatisponsibility
is fully taken over by the service and resource user. At thgrimeng, the
service user entity has to ask the service provider abousehéce func-
tions (encircled black and2) and submits a resource request indirectly to
the resource provider over the resource user entity (deditclack3 and
4). Afterwards, the service user gets the resource avathabihswer (encir-

cled blacks and6). Based on the resource availability and service functions

response, the service user decides which service level afdtiig service
has.
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Figure 3.11Service and resource responsibilities and information flow

In both cases, the negotiation between adjacent entitreamaerly different nego-
tiation mechanisms. Moreover, the information flow betwtvem adjacent entities
can be repeated several times for negotiation purposdscontieying any infor-
mation to another entity. The main difference of both casehat in the first one
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the service provider is responsible for the resource manageand in the second
case the user igsponsiblefor the resource management implicating the service
level and QoS. This responsibility has to be stated in the Sirdngst others with
respect to rule the penalty policy.

In this thesis the focus is on data transmission over wisdlggastructure commu-
nication systems, especially, the data transmissioneeofi3"? layer data offered
by the 15t and2"? layers. For this service, the service levels are callediserv
classes. The service classes are described by service gtaraniike delay and
minimum data rate. Based on these parameters the QoS isdlefiine service
function is the transmission of these data in order to fuifd service parameters.
This service function includes both physical and data layel functions like adap-
tation of modulation, channel coding as well as cyclic rethnty check and data-
gram fragmentation. The common management of physical atel lthk layer
parameters can be seen as a cross layer management in tha ptarte. If not
stated otherwise, this common management is logicallytéacia the control plane
of the medium access control. The service functions have tteligned to exploit
the RRGs as good as possible to fulfil the service paramatérioamaximise the
QoS. In case of a base station which controls the RRGs, thamesprovider entity
in which the allocation mechanism is executed is logicallyalted in its medium
access control. On the other hand, the resource user eniitythe MAC in the
user terminal.

In the existing communication systems like GSM, the firstdbgd case in Figure
3.11 is applied. The base station assigns the RRGs baseeé gertfice requested
without complicated negotiation. One main reason for thiireduce computa-
tional effort in the user terminal. With the increasing cimfegration and cognitive
radio investigation, the second case can be envisaged. Sdreterminal is re-
sponsible for the negotiation with the base station to geGRI order to fulfil
the service for the network data. A possible negotiationtraatsm is the auction
which is discussed in Section 4.

3.4.3 Service-Resource Responsibility in All-IP

In the future all-IP network as discussed in Section 3.4.d¢am be envisaged that
the service provider for services higher thanafiélayer is located in the Internet.
This service provider necessarily needs not to be the sansermpas the service
resource provider who is the network or network access tqeifalata transmis-
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sion is the service as discussed in Section 3.4.1 and 3.2.cOmmunication
systems are mainly access networks providing a data trasgmiservice to the
higher layer. Usually, the network provides several sergiasses which are dif-
ferent in the set of service parameters to serve for diftezad-to-end services of
the 4! layer as illustrated in Figure 3.12 with; . .. A,,.

Based on the plethora of applications and the fact that opécation can pro-
duce data with different transmission constraints, thetereind service data can
be mapped into several service classes of the network l&y@towing the ten-
dency that auser terminal(UT) is able to transmit data over more than one RAT,
the network service classes need not mandatorily be mappadsingle service
class of the data link layer, or several service classes cavey their data in one
service class in the data link layer. It is not necessarilpe-tw-one mapping be-
cause it could be envisaged that the RAT has been designeshdédiner network
protocol. Concerning a radio access network, there exisetmain transmission
path segments:

o the wireless path (lightnings in Figure 3.12) over which tla¢a are trans-
mitted among the BSs which is the access node and the UTs,

e the core network paths (dashed lines) which connect thenetevith the
proper BS, and

e the Internet paths (dashed dotted lines) which are the jpatingeen the ser-
vice provider and the interface to the core network of theeless communi-
cation system.

The Internet as well as the core networks are assumed to bpitth a wireline
technology which provides enough capacity to route the ttaffic through the
two networks. The bottelneck of the overall transmissioe lis the wireless path
between the BSs and UTs which possesses a small capacityjpacison to wire-
line paths like fibre optic cable, because of technical gairds or spectrum regu-
lation. The users have to compete for this service, espebfialthe RRGs in order
to reach at least a minimal QoS, see also [38] for a signalinggulure to nego-
tiate QoS of an end-to-end connection. In this thesis thepatition for RRGs is
solved by an auction sequence which is discussed in mord getsection 3.5.
The auction determines the allocation as well as the priecelRRG whereny the
user is responsible for the resource negotiation. The ficke service function
usage and the RRGs results in the prige,, of providing the radio access to the
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Figure 3.12Communication connection possibility in an all-IP network

network. Additionally, there are the costs of the data tnaiesion through the core
networkpc y and the Interneb; . A service can include several user terminals as
depicted in Figure 3.12, in which two mobiles Yand UT, communicate over a
call service. The prices of the different resources can Ik ipsseveral ways. At
first, the service initiator has to pay all, second they sliageprice based on the
price figure or networks. In the following it is assumed theatleuser has to pay at
least for the RRGs used in the cells he attended in orderdw alkry fast auction
repetition and hence market reaction (see Section 4).

The resource negotiation responsibility of the two netwakd a service provider
user connection can be divided in several ways:

e The user demands for an end-to-end service from the servicéder. He

provides the service functions and negotiates for the heteresources, that
is, the network capacity. The service provider bills therdsethe applica-
tion service and the data transmission service over thenete An end-to-
end service resource induced by application services iddteetransmission
service of the Internet. The price of the data transmisgioough the core
network can be charged per session, session duration,avalaime. More-
over, in addition to these three possibilities, the indidtpath costs to the
BS including CAPEX and OPEX can be taken into account. Fomgite, the
path to frequently used BSs can be cheaper than to seldonB&sgthecause
for the first case, the OPEX of the BS can be divided to moresutben in
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the second case. Concerning the auction, the core netwageysice can
be included into the reserve price, to make the billing pdoce easier.

e The service provider is only responsible for the applicaservice function
but not for the resources. The user has to negotiate for retresources.
The price of the Internet usage can follow the same aspedty #se core
network in the previous item, e.g. the price can depend osgheer location
in the Internet, the service and the data volume. The pritieeotore network
follows the same argumentation as in the previous item ak Welvadays,
in fixed telecommunications, users can demand for a catidiyservice, but
the infrastructure is provided by a network operator whgchsually paid by
a basic fee.

e The last possibility is, that the user is only responsibletfie RRGs, but
the service provider takes care about the network caparcihei Internet and
core network. The prices can be determined in similar waysxpkined in
the first two items.

All possibilities have in common, that the user terminal tetesare about the RRGs

in order to transmit th&”¢ layer data over the wireless channel. That is, the user
terminal has to negotiate with the base station how to adljgstadio parameters,
estimate the required RRGs, with respect to the competitiitim the other user
terminals.

3.5 Radio Resource Good Auctioning

The usage of radio resources is limited at least by techomastraints. In 1927
the US government has begun to regulate the spectrum, sadbdional policy

constraints arose. The spectrum has been divided intodreyyubands in which
specific RATs have been allowed for transmission. Theseméted bandwidths
can be allocated to users who are able to send in this proggéncy band. Usu-
ally, a user’s goal is to send his data regardless of the atbers’ transmission
requests. Therefore, in the following, it is assumed thasex likes to maximise
his own utility without worrying about the other users’ irgsts. For example, in a
TDD system without any transmission duration constramtgeedy user terminal
can occupy the channel even if there are no real data to seordl@n to keep the
right to use the radio resource immediately if new data arri@learly, this leads
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to a decreased overall throughput. In turn, the other ussodallow this strategy,
because it increases their utility by immediately transngtnew data as well. This
greedy behaviour reduces the exploitation of the commasuree up to the worst
point of uselessness. This phenomenon is well-known in@wdics and discussed
in [60] as “tragedy of the commons”. Thus, the medium acclessls be controlled
in order to prevent this waste of resources. Another exaimudebeen observed by
introducing flat rate for the internet usage. Due to the difcgdlaisage based fees,
the customers remain logged in for hours, which causes anpeaihce degradation
to other customers.

If several parties are able to access the same resourceicg pas to determine
resource occupation in order to avoid mutual interferemzklaeep a certain fair-
ness. Otherwise, data transmission of each party can helukst until the worst
case scenario in which all data are lost. Moreover, from amalvperspective, the
resource should be allocated in an economic-efficient wagabse goods are ex-
changed for which users compete in a market. The users wheoegedhe resource
usage most should get the access right. This evaluatioligdésam the user’s in-
dividual characteristics and observation of the othersidshaviours which are
discussed in more detail in Section 4. Consequently, fofiguthe ideal aspects
of an unlicensed spectrum access control stated in [61]deal medium access
control mechanism in cellular communication systems shéulfil:

e Avoidance of interference
e Curb of greed

e Promotion of economic efficiency

The popular access mechanism CSMA/CA [62] and CSMA/CD [88]seshemes
which are designed to avoid interference, but they fail ievpnting user termi-
nals from greeding. Assuming a terminal is transmittingrazehannel in WLAN
802.11, regardless of the maximum number of bytes as litnig, an advantage
to occupy the channel in time periods in which no real load detve to be sent.
The reason is to avoid additional delay due to the compaetitifothe channel for
transmitting the next datagram. In pure CSMA/CA, econonfficiency fails as
well in terms of transmission urgency based on QoS fulfilnigetmaximum de-
lay, because there is no distinction between the user data.oBthe first access
mechanism originating from the wireline network, ALOHA [6fails all three cri-
teria. It does not avoid interference because of the arpitrecess to the medium. It
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does not prevent greed following the same reasons as for CSMANd there is no
distinction among the packets, thus economic efficienciessif To curb greed, an
additional penalty mechanism can be implemented as in llid.idea is to impose
a penalty based on the amount of resource used. But econffinierey suffers
for some penalty mechanism, e.g. the penalty is an additd@lay depending on
the previous transmission duration. Packets with tougaydebnstraints may have
to wait too long.

The radio resource exchange in a cellular communicatiomor&tis a market. A
seller, the base station, offers the RRGs to the custontersjder terminals. In-
deed, the base station and the user terminals are not petadnbey represent
humans, therefore their utilities have to be a mapping df theners’ utilities, be-
cause finally the humans decide about the satisfaction afvicee Consequently,
the RRGs allocation is economic in nature. Thus, market sui@ism should be
taken into account which are designed for all three criteBiach a market mech-
anism has to avoid interference by offering exclusive gowtlih are solely al-
located to a user. These RRGs can be frequency-time goodsRDKIA/TDMA
system or code-time goods in a CDMA/TDD system. In the la#teother difficulty
is inherent, because data transmission can mutually @reeresulting in multiple
access interference. But the goods can be exclusive wigiece$o an allowable
mutual interference which can be stated in an SLA, e.g. tlse Isgation has to
control the power of the user terminals in order to minimigeiference. In a mar-
ket mechanism, the goods are allocated in exchange of maheygby the money
can be artificial, like tokens [61], or real. Paying a price geod can be seen as
a penalty, the user terminal seeks to only occupy the ressureeded and conse-
guently a market mechanism curbs greed. In order to find mutifier terminals
which evaluate the RRGs most, some kind of information ergba between base
stations and user terminals have to take place. In thesdiaggos the evaluation
has to be expressed in such a way that it can be ordered bysbestadion. A pos-
sibility is the mapping of the evaluation of the RRG usage bica A bid reflects
the current market estimation in combination with the imdlinal user’s evaluation
in terms of service preference, purchasing power and seutiity (see Section
3.5.1).

A market mechanism which allocates goods and determingwittebased on the
bids is the auction. If the bids represent the current inldigl evaluation of a good
and a standard auction is used, economic efficiency is aksk@ example, the
user terminal seeks for submitting data which have diffetrmsmission urgencies
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by saving money and a discriminatory auction (Section 2 &lacates the RRGs.
Furthermore, the user terminal is capable of estimatingbtiding behaviour of
other user terminals based on observations. Thus, theerseinal has to estimate
the current market behaviour in terms of forecasting thes lfithe others. In
combination with the user’s characteristic, the user teaiinas to decide on how
much to bid in order to save as much money as possible andropotarily get
the RRG for data transmission. In a discriminatory auctiengrice paid per good
equals the bid submitted, and therefore the optimal bid 1o avRRG subject to
save money is the true current individual RRG evaluation.

In this thesis the RRGs are auctioned by a discriminatoryi@ucwhere the user
actually has to pay what the user terminal bids in contrasbktens in [61],ra-
dio auction multiple accesRAMA) [65] and dynamic RAMAD-RAMA) [66]
(see Section 4). As shown in Section 2.5, there exists at degsdynamic pricing
mechanism for which the operator gains at least as much mameyfixed price
market for goods which cannot be stored like the RRGs. If tR&ER are not occu-
pied, they are lost like tomatoes that pass date of expirysTifithe operator wants
to maximise its monetary gain, negotiations have to takeepia order to find out
which customer is willing to pay most. On the other hand, tfGR market is
highly dynamic, users enter and leave cells, start and futif@rent applications
resulting in a varying RRG demand profile. In order to reachts fast variation,
operators and users have to be represented by protocoks imgtiium access con-
trol layer. Consequently, the negotiation has to obey agrepiquette. An auction
fulfils both negotiation as well as execution according tar@ppr etiquette. On
the other hand, user terminals are in the position to dynaliyiexpress the user’s
interests like the urgency to send via bids instead of thet‘¢iome first serve” prin-
ciple in many established medium access mechanism. Form@eaifithe user has
to set up an important call, he can instruct a higher evalndt the user terminal
in order to get the necessary RRGs.

The implementation of the auction as medium access corgeals to protocol
based repetition of auctions as an auction sequence (séerS2el). In Section
3.5.1 possible realisations of auction sequences for RR@adion is discussed.
Based on the assumption of a periodically repeated ovemtibpol structure, the
focus of this thesis is on periodically repeated auctionitch is introduced in
Section 3.5.1. The auction sequence can also serve as adottdlén a cell. For
example, in discriminatory auction in which the user teratérfollow the strategy
of winning RRGs subject to save money, they bid the indivilRRG evaluation.
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If they lose, their evaluation is less than the market ciepprice and they prefer
to wait until the price is less. Moreover, the auction segaeawards users who
demand for RRGs in low demand periods, so a coexisting n&twibh established
networks and an auction sequence can be considered in wigdlow prices in
low demand periods attract users to join the auction sequéltus is discussed in
Section 3.5.2. On the other hand, the load control can alsuitable, to prevent
overloaded paths in the backbone.

3.5.1 Realisation of Auction Sequences

For RRG allocation of a cell, the entity which controls thachel offers the RRGs
in repeated auctions. The RRGs can be divisible or indilgsil-or the sake of
simplicity, it is assumed that the RRGs the user terminaletes for are indivisi-
ble as in most RATs (see Section 3.1). The realisation of tit@n sequence can
be categorised in periodically repeated, discretely spwdus and continuously
spontaneous auction sequences as defined in Section 2.de @ity indivisible
goods are considered, the first two kinds of auction seqeaie discussed. A
further differentiation is whether the number of RRGs isiafale or constant. In
the following the combination of these characteristicoissidered.

The combination of the periodical repetition and the offeadixed number of
RRGs per auction is closest related to the open market. Térdersninal gets only
the right for the usage of the RRGs won, but does not get argelisaurance for
further allocation rights in next auctions. In Figure 3.33eriodical auctioning
of 6 RRGs is illustrated which can be assigned by a multi-unitianc The auction
procedure can take place during the last RRG usage periedtria control chan-
nels, the information can be piggyback transported or theti@u procedure can
be executed after the last RRG usage. Based on the bids, {Be RiR allocated,
that is, the user terminal is responsible for negotiatirgy rissource for the data
transmission service as discussed in Section 3.4.2. TipBdates that the QoS
responsibility partially shifts from the network side teethser terminals in terms
of the RRGs they compete for. If the user terminal wins fevesources, the noise
in calls can be higher, or the data rate of an FTP downloadloandown. The user
terminal bids at least for RRGs which are more important wetpard to the user’s
preferences and SLA than for RRGs which should carry lesgitapt data. The
bids clearly underly a cost constraint adjusted directlyth®/user or by mapping
through services. If the prices arise, e.g. in rush houesuier can be asked for
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increasing the cost constraint. For the user terminal,ithjfgortant to forecast the
market in order to estimate its average RRGs which influemeegsource request
of the service user in Section 3.4.2.

If a user terminal has just attended a cell, the base stagiosebmit information in
order to provide confidence in terms of statistical figurks &verage and variance
of resource usage and average bids. It can also be envideaetie user terminal
is allowed to passively observe the auction sequence beftneely taking part.
For example, if a user enters a place, the user terminal cssivedy attend the
cell which covers the area for market observations and, $siixde, can observe
several overlapping cells in order to decide for the besketaA realisation of such
a medium access control scheme which combines the techaridaéconomical
aspects is proposed in Section 4.

a) fixed number of RRGs offered b) variable number of RRGs offered
RRG 4 RRG 4
6 6
5 5
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Figure 3.13Periodically repeated auction possibilities

In contrast to the periodically repeated auctions with adfikember of RRGs of-
fered, the other three possibilities can be discussed inmomm At first, it is al-

lowed that the number of RRGs offered can be varied as shoWwigime 3.13 b).
The variation can be due to reserved RRGs or other reas@nsdlkbreathing in a
UMTS network. Reservation of RRGs gives the user terminahd &f insurance
to get RRGs for a proper service in future independent of thgkat development.
This can be seen as a social market economy. It can be endifzgfea user ter-
minal bids for RRGs of a proper service. This service needisast a minimum
number of RRGs in order to keep the service parameters. léatagninal wins
this minimum number in an auction, the base station asshesgge of this mini-
mum number of RRGs for a proper duration which is typical fos service. The
additional RRGs have to be rewon in every period in orderve gther terminals
the chance to set up a service. If the service is not needed@eybefore the
duration ends, the user does not have to pay for the remdiinireg On the other
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hand, before the typical duration ends, the user terminasked to occupy them
again for a proper price like the averaged price payed per.RRI@& user terminal
agrees, the user terminal has the right of first refusal. heamtore, the user can
bid again for every auction to improve the QoS by winning niRRGs, but with-
out reservation rights. If the user terminal supports svagrvices, this idea can
be straightforwardly extended to several services. Mage@s depicted in Figure
3.12, a service class in the MAC layer can be used for sevenagce classes of the
network layer. In this case, the minimum RRG request shoejadd on the num-
ber of different incoming data streams which can be seen msextions in IEEE
802.16, because it may be necessary to get the minimum nwhB&Gs for each
connection in order to keep the service parameters.

The RRG allocation can depend on service parameters ofghsnitted data. For
example, if the duration between two auctions is higher thaninimum delay
of a proper service class, the RRGs carrying these data bawe &llocated, e.g.
separated in time, to fulfil the QoS. Moreover, the technocadstraints of RATs
can lead to an approximation of a standard auction by kegpagiaximisation of
the operator's monetary gain. For example, if a UMTS TDD feamauctioned,
downlink as well as uplink have to be included and they arealiotved to share a
common time slot. This example shows that RRGs for uplinkdownlink can be
auctioned together. But there are also RATs like FDD systémnsvhich both link
resources are auctioned separately.

3.5.2 Comparison of Markets

An auction performs better in terms of increasing the anet#’'s monetary gain
if the demand is higher. Therefore, the operator may offeefeRRGs than de-
manded by a possible artificial scarcity. This constraintses the unserved user
terminals to wait. The user terminal can increase the bidénrtext auction to
increase the chance of winning or it accepts the delay fotirvgadf a low price
phase which is mostly correlated with a low demand phaset i$htne higher the
price is, the higher is the probability of a delay. It can beissged, that the artifi-
cial scarcity design of a wireless communication systernced OPEX as well as
CAPEX in comparison to a system which can support all RRGests[67]. Thus,
the price paid can be calculated smaller, but the users baagytin terms of longer
delay. Hence, the delay in a rush hour of a static cumulatieti@n sequence and
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an oversized FPM is compared and discussed in terms of OPEXAREX (see
Section 2.5 and [68]).

0 200 400 600 800 1000 1200
k= t/Ty

Figure 3.14 Averaged number of incoming users per auction

For the sake of simplicity, it is assumed, that an auctiorusage offers one RRG
per auction. The system is designed to offer the number of R&EBnand in av-
erage. Each user is an ideal flexible customer who has nongaitinstraints and
demands for exactly one RRG, i.8000 auctions take place faV; = 1000 users
and an auction is repeated every time durafion The rush hour is modulated
by an Gaussian distributed arrival time of the users withrayey, = 250 74 and
standard deviation = 62.5 T'4. In the following, thedo range is taken into ac-
count, and this range possesses a probaliflfty < ¢ < 337,5} = 0.9999366, so
this range is an appropriate approximation of an Gaussstrilaition. Figure 3.14
illustrates the averaged number of incoming users per@uatitimet = k T'4.

An oversized system is a system which always supports thederfsee Section
2.5). In this case such a system has to offdRRGs simultaneously in order to
support the incoming users demanding for one RRG immegliatelcontrast to

this, the static cumulative auction sequence is only captabkerve one user per
auction, thus not all incoming users can be served in the mosin which results

in a waiting queue. To determine the delay histogram, theagesl delay and the
expected number of waiting users, it is assumed that thedbasdependent and
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identically distributed with a uniform distribution ij9,1]. The user determines the
bid during demand and does not change its value when waitingder to see how
long a user has to wait in competition with a certain bid. lareauction the highest
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Figure 3.15Averaged number of waiting users per auction

bid wins.

In Figure 3.15 the averaged number of waiting users is shoaloulated by sim-
ulation and compared to the analytic result that fits. Whenrtish hour starts,
the averaged number of attending use¥sV,, |k} for the k' auction att = kT4
increases up to abol@d0 users and decreases slowly. Aftg00 auctions there
are approximately00 users unserved. These users are unsatisfied and may change
the network, or the tough constraint of only offering the rageed demand can
be relaxed by an approximative static cumulative networkvirich the auction
sequences last longer to serve these users. This conditexpectation of the
number of attending usefs{ N,.|k} subject to the time can be determined ana-
lytically from the conditioned probability that users attend after thg” auction
att = kTy.

The probability that a user attends to an auction for thetfirs is the probability
that he enters the auction sequence between the last abetéat(t = (k — 1)T4)
and the current auction &t = kT4)

P{(k—1)T4 <t < kTa} = Fr(kTa) — Fr((k — 1)T4) = p(k),  (3.15)
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whereFr(t) is the CDF of the user’s arrival time aid> 0. Assuming that the ar-
rival time of each user is independent, then the conditigmedability P{ Ny,c., =
n|k} thatn new users arrive to the? auction is

P{Npew = nlk} = (]Xf) (p(E))"™ (1 = p(k))N . (3.16)

The conditioned probability?{ N,; = n|k} that N, users attend to thig¢" auction
can be calculated iteratively. Fér= 1 only the incoming users have to be taken
into account

P{Nu = n|1} = P{Npew = n|1}. (3.17)

However, for the second auction, there may be a number o$ 0&gy;; who have
to wait, because they lost in the first auction. In the follogyiit is assumed that
the waiting users do not give up until they get the RRG. Toudate the probability
P{Nyait = n|k} three cases have to be differentiated:

e Nuaqir = 0 : The probability that nobody waits equals the probabilityttim
the last auction nobody or one user attended.

e Nuait =n < Ny : The probability that: users wait is equal to the probabil-
ity that in the last auction + 1 users attended.

e Nuair = Ny : The probability thatV; users wait is zero, because one user
wins for sure if there are more than one user attending toubtam.

This leads to the following expression:

P{Nat:0|1}+P{Nat:1|1} n=0
P{Nypaic = 0|2} = { P{Nuy =n+ 1|1} 0<n<N
0 n =Ny
(3.18)

The number of attending uset,; in the second auction &,; = Nyew + Nuwait-
The probabilityP{ N,: = n|2} thatn users attend the second auction finally is [69]

P{Nat = ’I’L|2} = ZP{Nnew =n - l|2}P{Nwait = l|2} (319)
=0
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The expressions for the” auction can be derived straightforwardly as

P{Nuy =0k =1} + P{Ny =1k -1} n=0

P{Nyait =nlk} = { P{Ny =n+1Jk -1} 0<n<Np
0 n = N[

(3.20)

P{Nar = n|k} =Y P{Nnew = n — |k} P{Nyair = |k}. (3.21)

=0
Figure 3.16 shows the probabilify{ N,; = n|k}. For the first auction the proba-
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P{Ny =nlt = kT4 } [dB]
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Figure 3.16Conditioned probability that users have to wait in thee!” auction

bility of the number of attending userns= 0 is approximately one due to the small
probability that a user arrives in the first period. At firbig fater an auction is con-
sidered, the more the probability mass of the number of useves towards higher
n until t = 370 T4, because the arrival probability and the waiting probabof
attendees coming in previous auctions increase. Aftersyéing arrival probability
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decreases and the users are served sequentially, so thebbability mass shifts
more and more towards smaller queue sizes. This leads ta$lenation that the
expected number of users attending for a proper auctionhndao be calculated
with equation (3.21) by

N1
E{Na|k} = > nP{Na = n|k} (3.22)

n=1
follows the same characteristic as shown in Figure 3.15.

In Figure 3.17 the histograry,(t) of the delay is shown. Interestingly, most of the
users have a short waiting time, ewe#h% are served immediately and they have
to wait an average time af.4774, despite of the high average number of users
E{Ng:|k} waiting for an RRG as shown in Figure 3.15. Moreover, due tliced
OPEX and CAPEX by offering instead of7 RRGs simultaneously, this can be
attractive for users.

Iz vd

20 60 80 100
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Figure 3.17Histogramh, of the user’s delay

3.5.3 Bidder Behaviour in Coexisting Markets

A user can attend to different base stations at a proper pladehe cells can be
loaded differently. For example, a user waits in front of @&ieh. He is able to
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join to both the base stationwhich covers the user terminal and the base station
2 which is responsible for the adjacent region. If a trainvasj the demand in-
creases for the RRGs of base statiorSo the operator can increase the price for
this base station, because of the increased RRG scarcityspetterminal. Base
station2 with a low price belongs to another operator with respectstaldished
communication systems, the user depends on its own operateork and can-
not join another operator’s network if the RRGs are offeredaper. In an all-IP
environment, each user has an IP address and can take the-end-service inde-
pendently of the network access operator, thus it is passidbok for the cheapest
network access and independently for an end-to-end sefMige is called the “su-
permarket principle,” because figuratively speaking, @aamsr is not bounded by

a specific supermarket chain. He buys the goods in that stondich it is the
cheapest for the same conditions.

Several market models are thinkable taking into accourgrs¢wuser behaviours.
A part of the users want to be sure that they have to pay the paneeeverywhere
and everytime, like in FPM, even if they do not come to thesegd which are
not profitable for the operator because of low demand. Ssgtheers have to pay
for this unused service. Apart from these users, there anes wgho only want to
pay for the services or goods they consume. These two ndtehaviours allow
a coexistence of two markets, the FPM including flat ratestarddynamic and
decentralised market. The markets need not mandatorilgperated by users, it
can also be envisaged that services are mainly separateex&ople, the user can
split his services into these two markets like call traffi¢ite FPM in order to get
it with a higher probability in rush hours and FTP downloaaffic in a dynamic
market in order to download data only at times when it is chédpreover, if a
static cumulative auction sequence as a dynamic markebhaddmand, critical
traffic can also be transmitted with a high QoS and a smalepric

Different coexisting models can be envisaged. One po#gibdn be an oversized
FPM and a static cumulative auction sequence. Based ondlie stmulative
property, the auction sequence has smaller fix costs per RRIGan offer the
RRGs cheaper. The reserve price per auction can be detetfmyngumming up
the fix costs plus the gain per RRG in the FPM. The differendevéen the fix
price and the reserve price is the bid range. Thus, the austquence sells the
RRGs at least as high as the FPM. Furthermore, if there arg oeer terminals
which bid the maximum bid and there are more maximum bids RBGs of-
fered, they can be ordered by the users’ arrival time as skedenision criterion
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and, hence, the auction sequence converges to a “first cashedive” market. If
the supermarket principle is applied, the user terminatspgrmanently observe
the auction sequence and if there are low prices or low depthadiser terminal
can bid for RRGs to transmit data of proper service classésit i, the auction
sequence is more attractive for user terminals if thereaweplrices whose prob-
ability increases with lower demand. Thus, the probabiligt a user terminal
joins the auction sequence to bid for RRGs is higher in low alesinphases than
in high demand phases. Consequently, the auction sequand®ecseen as a load
controller.

user bids
b = individual
RRG value

I

individual RRG value
>

market RRG value

A

yes no yes
no

user gets user does not o ift. <t .| change

the good get the good T ey 7 ma | network

Figure 3.18Bidding behaviour in an auction sequence and the posyibdichange
the network

As discussed in Section 3.5.2, if the user terminal bids loa Btatic cumulative
market, it has to pay with a higher probability to wait. Thewugerminal has one
major behaviour: bidding until a maximum delay constramtéached. For the
sake of simplicity, a single unit auction sequence is careid in order to illustrate
the user behaviour in a coexisting market if the user terhsretending a discrim-
inatory auction sequence. In Figure 3.18 the user termigi@rthines his individ-
ual RRG evaluation which depends on the user’s preferepoeshase power, the
RRGs needed and the current market estimation. Becausawoingithe RRG sub-
ject to saving money, the user terminal bids the currenviddal RRG evaluation
instead of the maximum allowable money determined by thel@asge power. If the
user terminal gets the RRG, the transmission can startiwigeethe user terminal
has to check whether the delay, ., exceeds the maximum waiting tindg, ... If
the delay is too long which might lead to QoS degradationuger terminal tries
to change the network, otherwise the user terminal waita fogw auction.
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3.6 Relation to the E2R Architecture

A future network requires engineering methods for resomne@agement, radio
planning and network management functions [70]. Such nustlaoe of interest
for the network operators for the design of future wirelesmmunication systems,
for the regulators in terms of spectrum policies [71] andtf@ manufacturers in
terms of introducing flexibilities and reprogrammable fdans in their network
products including base stations, radio network contrelend radio frequency
front ends. This allows implementation of several advamesdurce management
mechanisms like JRRM [724dvanced spectrum managem@sM) [73][74] and
dynamic network planning and managem@NPM) [75][76]. The EU funded
projectend-to-end reconfigurabilitfE?R) embraces these functions by addressing
both the network and the terminals [38].
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Figure 3.19System model for dynamic resource allocation

The system architecture [77] is shown in Figure 3.19. Thetions can be cate-
gorised into three loops, the outer, middle and inner lo@.[All loops dynam-

ically allocate radio resources with respect to econonmpeets [79]. The further
inside a loop is located inside, the faster the functioialitvithin the proper loop
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act [80]. Therefore, it may be suitable to order the entitithe middle and in-
ner loop spatially decentralised in order to combat delayduting to a central
entity. At first the network is planned within the outer-loapd the DNPM gives
recommendations to the operator about the needed specttimeiand space. The
operator’s entitynter operator economic managd©OEM) decides on how to trade
spectrum based on the advice of theer operator resource managemgdRM).
The IOEM can offer and demand for spectrum depending on tpeat&d traffic
which is forecasted by the traffic estimator. The dynamicspen allocation ver-
sus roaming is discussed in [81]. The DNPM planned the né&twased on the
spectrum trading results and thkbal resource allocation managemg@®RAM)
calculates the best possibility for spectrum division te tperator’s RATs. This
happens long-term based on the actions of the middle-lodgamses reconfigura-
tion [82].

The middle-loop embraces mainly theeal resource economic manag@fREM)
which trades the resources of each base station to the usdssaigns the users
radio credits(RCs). Based on trading results, tleeal resource allocation man-
agemen{LRAM) assigns each user terminal the resources won by mgppio
the number of RRGs per RAT.

The JRRM reacts fastest and therefore represents thelwmmerits task is to trig-
ger and manage the vertical handover and optimise the r@sasage by applying
traffic splitting over different RATs. If a user terminal doaot need the whole
resources won by negotiation with the LREM, the unused nessucan be reused
for other user terminals thanks to JRRM [83]. In this case, JRRM triggers the
LRAM in the middle-loop to rearrange the resources by magfiie RRCs to the
RRGs of the new RAT.

The focus of this thesis is on the economical resource managgfor end users
which is logically located in the middle-loop. Therefore)ythis loop is presented
in more detail, the other functions are described in [78]sd8hon the resources
assigned by the GRAM, the LREM which is responsible for treneenical aspects
in the middle loop, interfaces with tredlvanced radio managemeg@RM) agent
of the terminal and negotiates within a reduced signallungfian in which the bids
are quantised and the duration is predictable. The audicepieated periodically,
thus forming an auction sequence. In these auctions RRGsfared and not data
rate or amount of data in general, because an auctioneemtaioffer goods he
owns. Data rate and amount of data depend on channel chisticsdike SNR and
RAT characteristics like modulation schemes. Both depenthe environment of
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a user and therefore the operator cannot guarantee a splatdicate or amount of
data in a certain time period.

The ARM agent of the reconfigurable terminal sends the bidisclware an eval-
uation of the urgency of the radio resource needs and thegrikss to pay for
them, to the LREM. Its auction mechanism calculates the reirabRRGs a user
wins. This information is the maximum number of RRGs eaclr ga@ get in
this period and is submitted to the LRAM. Its main functidtyghims at arranging
the spectrum of the users in order to optimise the spectrageausfficiency with
respect to guard band calculation [84]. After the auctitwe, LRAM calculates
the spectrum arrangement based on the results of the audtlom frequency of
ARRM activation is a factor of approximately 10 or more higtiean the LRAM
activation, therefore the JRRM is allocated at the innepland the LRAM is in
the middle-loop. Based on the resource computation of LRARRM optimises
the resource allocation for the ongoing traffic and the iniogniraffic and triggers
vertical handovers to optimise the user's QoS [85]. If th&klWRdoes not need
the whole resources the LRAM has proposed and if the JRRMsvesdurces for
another user who may be triggered for a vertical handoverJBRM triggers the
LRAM to recalculate the resource allocation. If JRRM/LRAMhNéeves to save a
user’s resource and to rearrange another one from this kaddod channel, then
the first user only needs to pay for the used radio resourgesn the next auction
the LRAM integratess the total radio resources used over ind send a report
back to the LREM by balancing the payment with respect to theedly used radio
resources.



4 Economic Radio Auction Multiple
Access

The implementation of an automated auction sequence #hgoadio resource
goods(RRGs) needs a protocol structure in the MAC which is preseint this
section. The protocol works as a cross-layer mechanismdxegsing data of the
PHY, like modulation and coding rate, in order to calcul&ie RRGs needed. The
protocol structure can be applied to all kinds of auctiorusege types explained
in Section 3.5.1. The different entities are designed alingrto the following
requirements:

e An entity, mainly the BS in an infrastructure network, cafdrthe RRGs.
e The auctions are repeated periodically.

e The QoS parameters are defined such that the RRGs can beedlachitrar-
ily, otherwise it would be a multi-object auction. The UT esponsible for
the fulfilment of the RRG-dependent QoS parameters like tRB&mode in
IEEE 802.16a.

e The bids won are common knowledge.

The popular allocation mechanisms like ALOHA or CSMA/CA dotinclude
pricing. In the past, there were some proposals for usingiangcas allocation
mechanism, likeadio auction multiple accesRAMA) or dynamic RAMA(D-
RAMA), but the bids were not real money. The protocol progbigethis section
combines pricing and allocation of RRGs [86], thereforesientitledeconomic
radio auction multiple acceJERAMA) [87].

In Section 4.1 the related work is presented. The emergehcegnitive radio
(CR) allows the implementation of learning algorithms indJ#hich is discussed
in Section 4.2. The protocol structure of ERAMA is descrilied survey manner
in Section 4.3. The two main entities, teeonomic managgiEM) and theradio
auction agen{RAA), are discussed in Section 4.4 and 4.5, respectivebuldopti-
mal solution of the RAA is proposed in Section 4.6. Its sultiexst theuser profile
manager(UPM) and thedata categorisatiofDC) entity are explained in the Sec-
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tions 4.6.1 and 4.6.2, whereas thiglding strategy(BIS) and various realisation
possibilities are presented in Section 5.

4.1 State of the Art

The medium access mechanisms which are based on asynchramolom access
like ALOHA can cause a high number of collisions for a high memnof users

competing for access. One approach among other8Gof88] to avoid such a

large number of collisions uses auctions and is called RAMB].[ The access
competition is shifted from time to bid values. A collisioarconly occur if there

are several highest bids. The collision probability canétenined by the number
of bid values and users attending the cell. RAMA is a protedubse execution is
deterministic in time duration, but based on the bid sedectivhich is explained in

the following, RAMA is stochastic in principle.

subscribers base to T,y = signal duration
to base subscribers T, = guard time
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Figure 4.1 Auction scheduling of RAMA [65]

All but one bids in RAMA are chosen randomly. A bid is represenby ann-
digit number. Only the priority digit can be chosen to ind&caending urgency.
Eachit"-digit of all the bidders who still participate in the auctics submitted
simultaneously beginning with the most significant digitl@mding with the least
significant one. Only the bidders remain in the auction wheetthis highest digit.
After receiving all digits, the auctioneer determines tighbst bid and broadcasts
its value to all bidders. Unfortunately, based on the randbimice of the bids,
more than one bidder can have the highest bid value. Aftelsyahe auctioneer
conveys the resource assignment, which is mainly the IDefélsource.
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RAMA has been proposed for GSM and 1S-54 to rapidly assigiom@sources [65]
and to manage both handoffs [89] and statistical multiplgxif speech [90]. The
BS is the auctioneer and conducts the auction. The auctledsting is shown in
Figure 4.1. Each digit is sent for a durationif. After each digit, a guard timég
follows because of the propagation delay. This is repeatétiall digits have been
sent. Subsequently, the BS broadcasts the resource assigrny. carrier and slot
number in GSM. In [65] the auctions are periodically repéatsone special carrier,
whereby432 assignments per second in GSM are stated by assuming a deipy o
to 40 pus. As proposed for the multiplexing of speech, the time slatloa used by
the terminal during a talk-spurt duration. After a silentipd, the terminal has to
compete again.

RAMA takes a long time to allocate multiple goods becaus@efsequential auc-
tion principle. Therefore, a tree-search algorithm for RAMT-RAMA) has been
introduced in [91] which improves the delay [92] and redutbespacket dropping
probability [93] in comparison to RAMA [92]. In both protolsothe highest bids
win. This is regarded as an unfairness as the bid valueslaiteaay but fixed for the
whole attendance in the cell. Therefoi@r RAMA (F-RAMA) has been proposed
in [94]. An extension of RAMA towards QoS improvementignamic RAMAD-
RAMA) [66]. This mechanism removes the randomness of the aidl allows the
UT to express the buffer sizes by the bid values. The mainigl&aimprove the
QoS, to divide the resources depending on the buffer sizéth@QoS parameters.

In [95], a method of congestion pricing has been applied tapplication services
like voice and data traffic from an access point. In conti@gté¢ auction sequence,
using congestion pricing, the prices are determined by pezator without bids,
but dynamically. The implementation has been studied inld fi@l in order to
investigate the user acceptance of combining allocati@hpriting method. The
users accept to charge for the data every 10 minutes andedsate prices when-
ever they change. In ERAMA the agents work autonomouslydasethe cost
constraints adjusted by the users. This is necessary tw ailgher dynamic of
price variation.

4.2 Cognitive Radio

The assignment policy of the regulators causes spectrurnitycia wireless com-
munications. Measurements [96][97][98] showed that ongyrell percentage of
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the spectrum is used, because several frequency bandssaree for services
like military applications, but only occupied sporadigallThe main idea of CR
is to detect such spectrum holes and communicate by exgiditese bandwidths
and avoiding interference. Therefore, CR has to monitosgiextrum, learn from
the observations and act accordingly. The CR can be asdigtad information
channel calleaecommon pilot chann€lCPC) as proposed by [99][100] and further
developedin [101]. To extend the receiving opportunity@RC can be repeated by
relays [102][103]. The name CR has first been coined by Mitblel]. A CR can
be a member of a cognitive network [105] which can also be asenmulti-agent
system [106].

The cognitive features cannot only be applied for dynamécspm allocation in

a cognitive network. Moreover, this model can be combingtl @ynamic pricing

of the RRGs leading to a CR in a dynamic RRG market. The CR caargb the

auction sequence and its own RRG demand. Based on the ofieeriteestimates

the market and submits bids. The CR observations are linitesdbenvironments
which are discussed in the following.

4.2.1 Definition of Subenvironments

The awareness of a CR can be abstracted in a way that the Cl actpecific

subenvironment[107]. Examples can be a technical enviemtio detect occupied
spectrum as defined by the FCC [108]. This subenvironmentoasist of the

FFT information of the spectrum, the SNR and information a@$gible spectrum
occupation duration and shapes of different RATs. The suibmmments need not
be disjoint, i.e. they can overlap. The subenvironment tvldctackled by the

auction sequence consists of 1) operator’'s and 2) useravimir, 3) technical, 4)
physical and 5) economical subenvironments:

1) Operator’s behaviour is mainly focused on optimising fhisnetary gain,
offering and charging services.

2) User’s behaviour can be represented by his preferenceshase power and
the action characteristics which can be categorised iané&Kral, risk-averse
and risk-encouraged depending on the other subenvirosment

3) The technical environment includes the demand occufrmg the data a
user wants to send and the characteristics of the RATs alaila
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4) The channel influences the data transmission and can leels by the
SNR or the SNIR, respectively.

5) The economical aspects include the purchase powerjoraoumber and
demand of the competitors, the outcomes of the auctionseteve prices,
the offered RRGs, etc.

4.2.2 Cognitive Radio within a Subenvironment

The abilities of a CR can mainly be categorised in three fonst observation, ma-
chine learning and action as depicted in Figure 4.2. Therghgen entity extracts
information out of the incoming subenvironment parameserd provides the in-
formation to the machine learning entity. Based on past anent information the
machine learning entity draws specific conclusions witlpeesto preferences and
utility functions. The action entity receives the conctuss of the machine learning
entity. It does not necessarily act in the same subenvirotn¥he action entity
can also influence more than one subenvironment, e.g. theo€Rrbt act in the
technical environment which is mainly limited to the spaaotr but also influences
the economical environment with its decision to use a acetandwidth. More-
over, it can be envisaged that the machine learning bloeK itan be observed by
another machine learning block which can trigger a blockaxrge [109].

~ Subenvironment Environment

................. vironment

% ||

Observe @ Machine @ Act

Learning

Input

Output

Figure 4.2 Cognitive Radio

4.2.3 Cognitive Radio in the Auction Sequence

The CR abilities in the auction sequence environment habetdivided into the
network side and the user side. The EM including the cogmitimctions is re-
sponsible for the auction process in the MAC of the BS. On therchand the RAA
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represents the user’'s demand and interests within theoauatid is also equipped
with CR abilities.

The auction sequence environment comprises the intereiis operator and the
users, the physical conditions of the data transmissiontladechnical and eco-
nomical aspects. The auction sequence environment canrtherfuivided into
subenvironments: Neither the users nor the operators dactdbe whole auc-
tion sequence environment, since they do not have accebg ttomplete infor-
mation. Furthermore, assuming an identical auction sezpienvironment for dif-
ferent users, the different observation entities do noessarily extract the same
information. Moreover, some parameters of the auction secgienvironment are
only known to one party and thus are private information.sThads to different
information provided to the different observation enstievhile there is also com-
mon information like the reserve prigeand the maximum numbe¥; of RRG
offered per RAT. One major task of the machine learning giito estimate the
behaviour of the other users in order to conclude the mosbrbgpe action. The
action entity transforms the conclusion into an action \Whigll affect the suben-
vironment, thus creating a recursive behaviour. In thefalhg a possible protocol
structure of ERAMA is described.

4.3 Protocol Description

The protocol presented in this section describes an auezhexecution of an RRG
allocation based on an auction sequence. The protocoligrasfor application in
infrastructure networks, but it can be easily extended tadxhoc network similar
to the master-slave idea in [32].

The protocol functionalities are split into an auctionsehd bidder’s part. The
auctioneer’s part allocates the goods. In an infrastreatetwork an entity which
is calledbase statior{BS) controls the RRGs. Thus, the auctioneer’s functidiesli
are located in thenedium access contrdgMAC) of the BS, see Figure 4.3. The
tasks of an auctioneer are to calculate the reserve pricleatb and to execute
the auction mechanism. Because of the opportunity for a aigiion repetition,
these tasks are executed automatically by the softwaret @genomic manager
(EM), see Figure 4.3. The reserve price is calculated byeberve price calculator
(RPC) which is a subentity of the EM. The aim of the RPC is to imése the
operator's monetary gain and the RPC can also be used tootdmér network
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load. The reserve price calculation is based on the pastbidfurther information
like the date and the location of special events. &etion mechanisnfAM)
which is a subentity of the EM gets the reserve price of the RR€the bids in
order to determine the RRG allocation and the prices per RR®.AM needs
to know the reserve price to make sure that all bids are abiweetserve price.
For a fast execution of the auction a discriminatory muititgealed-bid auction is
preferred. In many RATS, the allocation has to considerreth conditions, like
frame structure. Thus, the AM is designed by taking theselitions into account.
The auction mechanism has to be common knowledge to catduddh the reserve
pricer and the bid vectobid.

auction mechanism
basis station

bidding strategy

data categorisation
downlink

economic manager
medium access control
physical layer

radio auction agent
reserve price calculator
scheduler

uplink

user profile manager
user terminal

Figure 4.3 Protocol structure

The bidder’s part is responsible for determining the bidsriher to maximise the
user’s utility by minimising costs. This task combines $eg\as well as technical
and economic aspects. Thadio auction agenfRAA), which is mainly located in
theuser terminal(UT), includes the functionalities to manage the task. da&a
categorisation(DC) as a subentity of the RAA categorises the data in theerv
class queues in critical data and uncritical data accorttirige service specifica-
tion in the SLA. Critical data have to be sent within the catrauction period in
order to fulfil the QoS, uncritical data are in the queue andlmtransmitted. The
DC has a UT and DL part which categorise the data foughlenk (UL) anddown-
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link (DL), respectively. Theuser profile manage(UPM) serves as an interface
between the RAA and a higher layer or the user like a graphsal interface. The
UPM maps the parameters, which describe the user’s prefesef the services,
the utility of the services and the cost constraints into Ad\Readable format. The
bidding strategy(BIS), which is the core subentity of the RAA, uses the outgfut
the UPM, the DC and the reserve price of the RPC. FurtherntioeeBIS tries to
gain information about the other RAAs by observing the pasthimg bids. Addi-
tionally, thephysical laye(PHY) informs the BIS about the channel condition and
the technical parameters. The BIS combines all informatioorder to estimate
the resources needed and the market behaviour. Based @stinmtion, the BIS
determines the bid vector for the RRG and conveys it to the AM.

After the AM has determined the winning bids, the allocatidormation is broad-
casted with the allocation vector to the BIS, gehedulerd SCHs) which read out
the data of the queues, and the PHYs. The SCHs and the PHYs #uir func-
tionalities according to the allocation information anahsmit the data.

Section 4.3.1 describes the auction schedule. Sectionxgpldies the EM and a
possible implementation of its subentities. The followidgction 4.5 takes the
overall functionalities of RAA into account for which a sudiomal solution is pro-

posed in Section 4.6. The subentities of the RAA and theisiptesimplementa-
tions of the suboptimal RAA are discussed in Section 4.6t1JBM, in Section

4.6.2 for DC and in Section 5 for BIS.

4.3.1 Auction Schedule

In principle, the auction schedule needs a message fromShe e UT and back.
At first, the RPC calculates the reserve priceThe EM announces the auction of
the RRGs in the frameT by broadcasting the number of RR@%; to be offered,
the reserve price each bid has to exceed, and DC information as shown in Figure
4.4. The RAA receives this announcement and calculatesithesbtorbid. The
EM collects all bid vectors of the UTs participating and edites the RRGs accord-
ing to the respective auction mechanism. The result is inétesd by the allocation
vectoralc to each UT which can gain the information about the RRGs wah an
instruct the MAC scheduler and the PHY to send the data aouglyd At the same
time, the information, especially for the DL, is conveyedtie entities at the DL-
side which are responsible for transmitting the data. Atfterdata transmission,



92 Chapter 4: Economic Radio Auction Multiple Access

auctioneer bidder b; bidder by,
1
ty number of bidder RRGs, reserve price r /f
o : | computing bid according /
El . to his strategy
bid request
N bidding vector bid,
bid request
te ke bidding vector bidy,
- evaluation of bids
- allocation of radio resource goods
tready allocation vector /

Figure 4.4 Auction scheduling

another auction starts at tinfe + 1)7". The signalling schedule in principle can be
realised in various ways which are discussed in the follgvgiection.

4.3.2 Signalling

The implementation of the signalling is mainly dependentfun RAT. The sig-
nalling can be embedded in the normal control messages ottenalannel could
be reserved as proposed for RAMA [65]. The first suggestidmrsts the infor-

@ auction announcement
h
DL | UL | DL | UL of the n+1" frame
@ @ @ @ bid submission
I T »
frame
n n+l1 @ allocation result

Figure 4.5 Auction signalling proposal for TDD

mation in MAC headers which are used for resource contigllifror example, a
RAT is considered which works in a TDD mode as shown in Figube Bor each
frame a certain percentage of the RRGs is reserved for éither UL. A possible

scheduling can be:
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1. The BS announces the auction for the RRGs ofithe1%! frame in the DL
information of then!” frame.

2. The UTs which still have RRGs in their UL queues transmgtrtipids in
their UL frames. All other UTs, which are connected, but do mave any
UL RRGs, are allowed to submit their bids through a randornesechannel.

3. The BS extracts all bids out of the control information dmmdadcasts the
allocation instruction in the DL of the + 15 frame.

In this case the auctioning starts one frame in advance.dehl&y has to be negli-
gible in comparison to the allowed delay to calculate the aledrof the UT for the

n + 1% frame. For example, if a frame-based auction is consideigdaframe
duration of5 ms and a maximum allowable delay of a MAC-to-MAC connection
through a wireless system o% ms, the data which should urgently be sent can be
determined in advance.

Another example of signalling is quite similar to RAMA [63h a WLAN system

similar to IEEE 802.11 which works in the PCF mode, the AP amues the auc-
tion by sending the frame BEACON as shown in Figure 4.6. Aftaiting a proper
duration to calculate the bids, the AP polls successivety e@eden which sends
its bid in a frame BID n. After contacting each node, the APcees the allocation
mechanism and broadcasts the transmission rights in threfEeND.

SiFS SiFS SiFS

[BEACON«| BID | |¢» BID2 |¢ -+ - BIDN | END |
I
0

Lt

TAE
Figure 4.6 Auction signalling proposal for WLAN IEEE 802.11

One important question is which information should be seatlithree steps. There
are many possibilities to reduce the signalling effort bgvding only information

if parameters change, e.g. normally the number of RRGseaaffegmains constant
and the reserve price rarely changes. It can be envisaged that the UTs submit
their bids for the RRGs of a frame without an auction annouarerd@ under the
assumption that the same reserve price and number of RR@fenmed.

Furthermore, the bids can also contain different infororatiFor example, an ap-
plication which produces a constant packet rate and thécapipin lasts longer than
the frame duration is assumed. Additionally, this appl@agllows only a delay
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smaller than the frame duration. Therefore, the UT adds@plass information
to each bid in order to indicate that the RRGs need a propangement in time to
fulfil the QoS.

Based on this information, the EM allocates the RRGs, wheitelould be possi-
ble that not only the highest bids win, because of monetairygaximisation and
RAT constraints. In this chapter, it is assumed that the RBff&sed can be arbi-
trarily allocated to the UTs. In other words, bids need nattaim any SC-related
information. The bid vectobid can have a fixed or a dynamic size. If the bids
are distinguishable with respect to the RRG parametersixbe size can be better
than the dynamic size in terms of signalling effort for a dmaimber of bids and
vice versa. But for the indistinguishable bids, the dynasiie of the bid vector is
always better due to the merge of bids with the same bid values

The information of the allocation can also be different. fEHe a trade-off between
the market observation opportunity and signalling effdihe EM has to provide
at least the information of the transmission parameters®@RRGs like time slot,
channel, etc. For example, additional information can b#halbids submitted, all
successful bids or the price paid. If the RAT can allocateRR&s by a discrimi-
natory auction, the UT can determine the price paid by surgmapithen highest
bids if this UT has wom RRGs. Thus, the discriminatory auction does not need
any additional signalling effort for price determinaticfitioe RRGs won of the UT
in comparison to the uniform auction and Vickrey auction.rtaver, assuming the
same bidding behaviour, the operator’s gain in a discritoityaauction is higher
than in a uniform-price auction [68].

The information provision of bids allows a better marketexvation than without

any information of the others leading to a blind estimatiéthe bids for the next

auction and a possibly slower market adaptation of the hgldtrategies. The
bidding strategy should be able to adapt fast to the markatdar to get the user’s
confidence. The relevant bids are the bids won and not alliegted bids subject
to the signalling effort. Therefore, in the remainder oftthesis, it is assumed
that the bids won are broadcast if nothing else is stated.iffbemation and the

signalling effort can also be reduced by quantising theeattansmitted as will be
discussed in the next section.
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Signalling Quantisation

Clearly, real values and their corresponding floating pfantnats go beyond the
scope of a reduced signalling approach. An encoding prot@to be defined in
order to reduce the bits needed per message. The resergeapnieell as the bids
can be transmitted in a differential or absolute form.

Here, the overall concept is considered. During the adonsgrocedure, the in-
formation about the absolute value of the minimum and marimeserve price
min» "maz Which define the quantisation interval and the number of tisation
steps of the reserve prid¥,;, , of the interval[r,,i,,rmaqz] are provided by the
BS to the UT. In the following auction announcement only thamtised reserve
pricer, needs to be broadcast. The reserve price is the leverage optrator to
influence the market, resulting in an approximately simiaiation of the reserve
pricery. The limitsr,,;, andr,,,, may change if most of the bids take the value
of the maximum or minimum reserve prices. There are two meatmchange the
two limits: first, the bids can be better distinguished legdb higher overall utility
and second, the price can be better adapted to the marké#trrgsn a higher op-
erator’s gain. The EM transmits these borders seldom dtin@@uction, therefore
the system can cope with floating point value transmissiamdier to announce the
exact prices.

T e =B = = T
of — —hwI = = E
st T oI = =
4a% L L —

o7 3 [ | _bz:

| | _b4

21— — N, =3
1T = bid interval
0 } } } } } } —>
0 1 2 3 5 6 7 r

o

Figure 4.7 Quantisation and storage of the histogranbid valuesh, and
reserve price:

The bids are quantised and the interval of the absolute ddae defined (see
Figure 4.7). The absolute bid has to be between the reseicepand the maxi-
mum reserve price,, ... A bid is represented by ; bits. They are equidistantly
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spaced througfr,r 2], €.9. WithNy;, , = 4, the bid which is equal to the reserve
price is represented by “0000”, whereas the big r,,,, iS mapped to “1111".
The higher the reserve price is, the more the bid quantisateps shrink. That is
reasonable in order to better distinguish the bids in a @nald simultaneously
relatively higher valued interval.

Based on the given maximum costs, a bid must not exceed thatbi@l region for
high bids has to be fine enough to be able to approximate asappdssible the
maximum costs, resulting not only in a better fairness kad &l a higher operator’s
gain.

4.4 Economic Manager

The economic manager represents the operator and acts inta weet the opera-
tor’s interests. The functionality is subdivided into thB®&which tries to increase
the monetary gain by varying the reserve price (Sectionl.4The AM incor-
porates the auction mechanism which combines pricing dadadion mechanism
(Section 4.4.2).

4.4.1 Reserve Price Calculator

Besides the BIS, by which a UT can influence the auction psydhs RPC is the
operator’s leverage. The RPC aims at maximising the opesamnetary gain. Its
functionalities must be adapted to the AM of the specific RB&nerally, the RPC
gets information of future events like soccer games to datesr, but there is also
information of the past bidding behaviours expressedtl/and the past auction
conditions.

The proposed algorithm of RPC comprises both a differeatidl an integral part
which are described in the following.

The memory of the RPC is a vect®®kPC whose components are triples of the
form (r,,9.,tn). The number of components is equal to the number of reserve
price steps. Each component incorporates the gaiwwhich has been reacheq
auction periods ago for a reserve prige The entryRPC,, is modified, either if

the auctioneer proclaims, or if the maximum memory time-to-live is reached, that
ist, = Trpc. In the first case, the gaip, is set to the actual gain of the auction
andt,, = 0. In the second case, the gajp is set to—1 which indicates no value
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available. If these cases do not occur, all timer countetisebther components of
RPC are increased by the auction repetition tifie

The RPC determines the reserve price regarding the vVB®IC, the gaing(t —
2T4) reached two auctions ago, the gain— 74) of the last auction and theorse
timer (WT).

The function of the RPC can be distinguished between twosoets:

First, if g(t — Ta) > g(t — 2T4), that is if the gain increases, the reserve price is
also increased by

A = { {—T(t_TA)J;”(t_TA)J forr(t —Ta) < ri(t—Ta)

. ; (4.1)
1 otherwise

wherer;(t — T) is the highest quantised reserve price lower than the sstalle
winning bid of the last auction. The WT is then sefltg 1.

Second, ifg(t — Ta) < g(t — 2T4), three cases are possible:

1) If the nearest upper and lower neighbour of the currerdruespricer,,+
andr,_ exist and their proper gaing,; andg,_ are smaller thag,,, then
r(t — Ta) = r, are not changed immediately, but the WT is decreased by
1. If the WT is zero, based on the decreasing tendency, tieevegprice is
changed according to

r+ 1 fOf In—9Gn+ < 9n —9Gn—

r(t) = { Par—rn = P (4.2)

r — 1 otherwise

and afterwards the WT is set ay . The reserve price is changed in direc-
tion of the higher gain determined by linear interpolation.

2) If bothr,,, andr,_ exist and one gain is higher, while the other is smaller
thanr,,, the reserve price is instantaneously changed in direttitive higher
reserve price and the WT is sett®, 1.

3) If eitherr, 4 or r,_ exists, the reserve price is changed in direction of the
sign of the approximated derivativie(t)

ar(t) —ﬁf'i:f" . if 7, exists @.3)
(1) — nt—rn _ _
G gn . if r,_ exists

and the WT is set t@y 7.
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After this calculation the reserve pricét) and the number of goodS; are sent
to the auction participants.

The RPC takes the history into account. This history is ugedetermine the
approximated derivative which is responsible for a chanigthe reserve price.
This differential part is stabilised by the delay of WT. Alllese functions have to
be realised with small buffer size and low computation powéich are constraints
of the RPC design.

4.4.2 Auction Mechanism

Theauction mechanisrfAM) aims at allocating the RRGs according to a proper
auction method and with respect to the technical constrgiven by the RAT. In
the following it is always referred to a discriminatory muihit sealed-bid auction,

if not stated otherwise. The main characteristic of thisetgp auction is that the
bidders have to pay their bids for the goods won (see Sectit)2 Two cases are
considered:

1) The system can dynamically allocate the UL and DL resauvai¢hin an
auction period whereby it is assumed that each RRG can beidodily
used for either UL or DL regardless of the other RRGs.

2) The allocation mechanisms for UL and DL are separated étiihvboth the
RRGs can be assigned regardless of the other RRGs.

Consequently, these methods are optimal and efficient dicgpto the correspond-
ing terms in auction theory. Otherwise, if this is not fufdl based on technical
constraints, modified allocation mechanisms which appnaxé this standard auc-
tion are needed in order to optimise the operator’s gain.

Input

The RPC conveys the reserve pricand the UTs transmit thelsid. The vectors
bid are mapped to a set of 5-tuples

A={(N,bl,s,m)|m=UT-ID} (4.4)

whose 4 first components are the componentsidfof the user (see Equation 4.8)
possessing theser terminal identificatiod T-ID= m.
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Allocation

Assuming independent RRGs, the AM sorts the elementd @i a decreasing
manner and assures that each bid value is highenrtha@ine highest bids win RRGs
while the total number of RRGs won is at mdgg. If two bids are identical, the
decision can be made by lottery.

Output

Generally, the AM informs all participants of the outcome Hnpadcasting the
allocation vectoalc

Ny
alc = h>f<1 (NwJ,,,bh,sh,,lh,mh,,) . (4.5)
This information in line with the allocation parametersloé RRGs is the input to
the BIS, the MAC scheduler and the PHY in UL/DL. In the follawgi by investi-
gating the suboptimal RAA (Section 4.6), it is assumed thatallocation vector
alc only contains the number of RRGs wo§, ;, for the bidb,,, but not any infor-
mation about the users,, link [;,, and service class,:

N
alc= X (Nunbn). (4.6)

h=1

This short version of the allocation vector serves to infohe UTs of the auction
outcome without revealing the user-specific allocation.eréfore, an additional
message, whose data can be user-specifically encodedt.igberlJT can extract
its winning bids out of the winning vecterin

win = X (Njw,m;) 4.7)
1

which includes the RRGs won for each UT with 1B,.

4.5 Radio Auction Agent

The design of the RAA aims at satisfying the user’s wishes, igthis algorithm
tries to act like the user. The action goals can be sorted-dicepto the following
decreased-ordered priority list:

1) Keeping the budget constraint,
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2) Fulfilment of the QoS,
3) Maximisation of the utility,

4) Minimisation of the costs.

Like in normal life the RAA gets a budget that the costs mudtexzeed. With
this budget the RAA seeks for determining all the bids whidximise the QoS.
Therefore, the data are categorised by the DC into two ma@goaies: critical and
uncritical data. The critical data must be sent within thisteon period in order
not to violate the QoS which is defined in the SLA according @os measure as
proposed in Section 3.3. The uncritical data are in the SQiegiand can be sent
in order to reduce the critical data in advance. The critacel uncritical categories
can be further divided into subcategories in order to gettgebdifferentiation of
urgency. For example, the uncritical data can be dividediegories which include
the data which would be critical in a proper future auctiorigeg This categori-
sation is based on data information of the SC queues and thiees@arameters
specified in the SLA. For example, data information can bdim@itime of data
in the queue, input data rate, output data rate or amounttafwlighin a queue,
whereas the service parameters can be the minimum dateere®jueue as pro-
posed in Section 3.3.6. The DC is splitin an UL and DL part. @a& information
of the downlink queues are prepared to be conveyed to the Bty enthe UT. In
the UT part, the data categorisation of both downlink andnlre finalised and
submitted to the BIS.

From the set of bids, which maximise the QoS, those which mepe the utility
function are chosen. The utility function can be adjustedugh the UPM in or-
der to allow an evaluation of the data. If, e.g. a user doesmotl some noise
when phoning, but gets angry about a slow data rate of an FiMaldad, the util-
ity function can increase more steep by sending uncritiestdeffort data rather
than uncritical real-time data. After calculating the sebmls, which maximise
the utility, those are chosen which minimise the costs. Tl this task the RAA
comprises three entities, the UPM, the DC, and the BIS. Th&lldRd DC pre-
pare information to the BIS. The UPM transforms the cost trairgs and utility
function description to serve as input for the BIS. The D@dfarms the data in-
formation of the SC queues and the service parameters in&taacdtegorisation
which is provided to the BIS. Moreover, the BIS additionabts past information
of the auction process, channel and RAT information. Bagsetthis input, the BIS



4.6 Suboptimal Radio Auction Agent 101

computes the bid vectdrid consisting of quadruple elements:

Ny
bid = v>51 (Ny,boly,sy) - (4.8)
The information of one quadruple includes the numbgrof RRGs with bidb,
needed for linkl, and SCs,. The information about the SC can be used by the
auction mechanism if some service parameters require &pRIRG arrangement.
Depending on the RAT and auction protocol, the bid vectar san be limited and

information can be rejected.

4.6 Suboptimal Radio Auction Agent

The RAA could be designed as complex as possible to apprégitha user’s be-
haviour and gain as much information as possible out of teeiparder to estimate
the market resulting in a bid vector in combination with emtrinformation. The
design of an RAA with limited computational power, which istable for being

applied to short auction periods, needs a suboptimal apprda the following, a

suboptimal RAA is proposed.

This RAA comprises the three main entities UPM, DC and BISt tBe BIS is
subdivided into thelata-RRG mappin¢DRM) andRRG bidding strateg{RBIS).
The DRM maps the categorised data to RRGs and determinessheanstraint
and utility of each RRG with respect to the output of the UPkkrenel and RAT
constraints. The DRM then gives this outcome of the mappirthe¢ RBIS. This
entity determines the bid vector based on past auctiontsegntl the output of the
DRM.

The DC categorises the data of each SC queue in critical arritioal data with-

out any subcategories. The categorisation of the DL dataeswuted completely
on the BS side. Only the categorisation result is conveyatiédC part in the
UT. This reduces the signalling effort in comparison to wling the whole data
information.

The UPM supports linear utility of the data and the differ@intost model. Lin-
ear utility means that each datum per category and link hasaime differential
utility. That is per category and link, the RAA acts in a riskutral manner. The
differential utility can be adjusted and is called prefeen. The differential cost

k allows to adjust the maximum cost of a datum per category iakd The differ-
ential cost: and the preferenceper datum should be adjusted in such a way that if
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for a category and link the differential cost is higher thandnother category/link
combination, the preference is higher, too. Moreover, &mheauction, the differ-
ential costs and preferences of the critical data must bdeehidpan the ones of the
uncritical data. The UPM submits the preferences and tHerdiitial costs to the
DRM.

The DRM works in the same way as the optimal scheduler whiedseut the
data. The DRM consecutively selects the critical data aed the uncritical data
according to their decreasing differential utility andsfithe RRGs as long as the
bid vector structure and the auction policy allow. Thathg DRM begins with the
critical data with the highest preference and continueb thi¢ second highest one
and so on. This assures, that as many critical data as po$sitse been selected
to approximate the QoS maximisation. It further allows toa@$e the data with the
highest preferences to approximate utility maximisati@ased on the mapping
of the data to RRGs, the maximum costs and the preferencedsarenapped to
determine the maximum costs and preferences of the RRGs.

Finally, the RBIS calculates the bid vectbid based on the RRG constellation,
maximum costs and preferences per RRG and past auctionstefolr the algo-
rithm design in Section 5, it is assumed, that the bid vectoiclvis sent to AM
neglects the service class informatignin Equation (4.8)
Ny
bid = ><1(Nv,bv,l,l,). (4.9)
v=
Thatis, the EM allocates the RRGs independent of QoS cantsrd he subentities
of the suboptimal RAA are discussed in Section 4.6.1 for URM5ection 4.6.2
for DC and in Section 5 for BIS.

4.6.1 User Profile Manager

The user or protocols of higher layers adjust the budgettcainswithin the UPM.
This issue is the most important restriction to the bidditrgtegy RBIS to keep
the confidence of the user and to be allowed to act on behalffeofisers without
permanent supervision. The budget constraint can be éiffed or cumulative. A
differential budget constraint means that the maximumsgost SGs, data category
y and link [ are dictated for every auction. On the other hand, a cunveltid-
get constraint summarises all other opportunities like wiative costs per auction,
whereby the sum of the bids per auction must not exceed this IAdditionally,
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the accumulation over time can be envisaged, that is cuivellebsts over several
auctions have to be below a proper threshold. The advantatie @umulative
costs over time is the reaction on temporarily cost peakshaue is also the dan-
ger that these peaks are not necessarily balanced by lowendstls. Therefore,
the differential cost approach is chosen in this thesis.

To simplify matters, two mappings are introduced. Two pafises can occur:
First, each link is auctioned separately. The tuplg) which describes the affilia-
tion of the differential cost: of the SC and category, etc., is mapped one-to-one to
j. Second, there is one auction for both UL and DL which can k&saged for a
TDD system. Again, the affiliatiofs,y,l) which also includes the link is mapped
one-to-one tg.

The differential cosk; per datum is the maximum cost the BIS is allowed to spend
for this datum. Assuming that the RRGs can be used for the samoeint of data
for all 7, the differential costs of the critical data always have&dmher than the
differential costs of the uncritical data. Otherwise, anGR&f such uncritical data
can have a bid higher than the bid of such critical data lepttiran avoidable QoS
degradation.

The utility of transmitting the data is described by the eiéntial utility, because
a risk-neutral usage per service and category is assumeddiffarential utility is
defined as preferenceg and reflects the additional utility if a datum of a certain
SC and category is transmitted.

The mapping ofs,y) or (s,y,!) to j is done in a way that the differential cogts

are arranged in decreasing order> ks... > ky,. The same order is assumed for
the preferences; to select the data whose transmission maximises the QoS and
the utility by the DRM.

The UPM sends a vector of tuples entitiesker, where a tuple includes the differ-
ential costs and the preferences to the DRM:

N
user = X (¢j,mj). (4.10)
j=1

4.6.2 Data Categorisation

Besides the UPM, the DC provides input to the BIS. The DC dlasshe data in
the SC queues in critical data and uncritical data. To detertine critical data the
QoS criterion definition has to be stated in a way which allties prediction of
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the critical data in advance. A criterion must be based onite fitata set, like the
average data rate which is defined as the quotient of the nuofilsata sent per
auction to the auction periafly. The satisfaction of the transmission can then be
expressed by the QoS figure of merit as proposed in Section 3.3

The critical data have to be determined on the basis of th@®@mnation like input
data rate, output data rate, buffer size etc. In the follgywan example is given to
determine the critical and uncritical data of a FIFO SC queber the sake of
simplicity, only one service parameter, detgy,., is used. The maximum delay of
a datum in the SC queug,,,, = mT'sa (m € N, m > 1) is assumed to be:-times
the auction period’s.

If a datumd,, (t..,) enters the SC queue at, e..,, = 0.174 and the auction
frames start abT4, n € IN, the datum has to be sent in the auction pefiod —
1)T'4,mT 4] latest because based on the arbitrary RRG allocation witieiframe,
the data might be sent in the next frameT s, (m + 1)T4], but fort, ,, > (m +
0.1)T4). Therefore, each datum, which is still in the buffendt and its duration
in the SC queue would exceed the maximum délay; in the auction framé(n +
1)Ta, (n + 2)T4], would be declared as critical datum for the auction alliogat
the RRGs ir(’l’LTA, (n + 1)TA].

To determine the critical data, the uncritical data and tAgdvhich has to be
removed because of having exceeded the maximum delay, femipput and out-
put data rate is necessary. The amount of dsfa which enters the queue in
(nT4, (n 4+ 1)T4] has to be counted as well as the data, which are sent in
(nTa, (n+ 1)T4]. The sum of datdD¢(¢) which enters the queue untils shown

in Figure 4.8.D¢(t) in combination withD¢ (¢t —mT 4) build up a tube in which the
sum of the outgoing dat®°(t) ideally has to be inside, in order to keep the delay
belowt,, ... A violation occurs ifD°(t) andD¢(t — mT4) intersect. Based on the
arbitrary RRG allocation, the harder constraibft(t — (m — 1)T4) is introduced

in order to derive the data categorisation.

In Figure 4.8, the time¢ = 574 at which the critical and uncritical data are de-
termined is considered, whetg,,. = 674. The amount of critical datﬂ)g’"T’A is
the difference of the dat®¢(T4), that is, the incoming amount of data which has
to be sent up taT4 and the outgoing dat®°(574) if the difference is positive.
Otherwise the amount of critical dafaZ’;’ is zero. The remaining dat@y{"" in
the queue are uncritical and their amount can be calculated b

Dy = D(5Ta) — D°(5T4) — DEY., . (4.11)
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Figure 4.8 Determination of the amount of critical and uncritical d&da maximum
delay

Based on the FIFO characteristic of the queue, the critiatd dre the firsDg%,
data.

The amount of critical data\f,,, which are removed after th&" auction due
to non-transmission is the subtraction of the sumDo{574) and Az, sentin
this period fromD®(T,) if this difference is positive. Otherwise, the amount of
removed critical datd\g,, is zero.

¢
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l

€
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categorisation counter
computation A@yr | €O dy(t,,)

Figure 4.9 Model of data categorisation with maximum delay constraint

For the determination of the amount of data to be sertnifis, (n + 1)T4] at
t = nTa, at first, the amount of data of the hard constrd¥i{t — (m — 1)T4) is
iteratively calculated atn + 1)7'4 and denoted aBf,, 1), 17,

D(e(n+1)fm+1)TA = D(enfm+1)TA + A?n7m+1)T (412)

Before determining the critical data, the amount of remod@@A; ., has to be
calculated:

A;TA = (D?n7m+1)TA - Dﬁnfl)TA - A?’nfl)T>+ (413)
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Now, the actual amount of dafa;, -, which has been read out can be determined.
This includes the data which has been removed and sent:

nTa = Din—1yrs + Bln—1yr + Anr, (4.14)

Thus, the amount of critical data which should be seriifiy,(n + 1)T4] is

Dty = (Dfssmeryrs = Do, ) - (4.15)
On the other hand, the amount of uncritical data is

Ducri _ (De

nTa nT'a

o cri
- DnTA -D

i), (4.16)

The categorisation works fast and only+ 1 values have to be stored from one

auction to the following. Thatis, the last — 1 amounts of incoming dataf,, ;-

(l=1,...,m —1) can be put in a FIFO queue with — 1 elements (see Figure

4k1.9)t. Additionally, the last amount of dafaf,, _, . andDf, _, ., ., have been
ept.

After the categorisation, the DC conveys the categorisatgxtorcat to the DRM

Ny
cat = x (D), (4.17)
j=1
where D; is the amount of categorised data belonging to a proper aate§C
queue, and link which are mappedsjtas defined in Section 4.6.1.



5 Bidding Strategy

The DC and the UPM support the BIS with information. The BIgs core entity
to fulfil the 4 prioritised goals of the RAA. To find the optimal bid vectanpli-
cating the task of finding the optimal mapping of the classifiata to the RRGs,
the computational effort would be enormous. For fast anagpetition and limited
computation power, fast algorithms have to be developedréfbre, the task of the
BIS is split into two entities: the DRM (Section 5.2) and thBIB (Section 5.3) in
the suboptimal RAA. The DRM obtains the information from M and the DC,
maps the data to the RRG according to the negotiation pdilkeybid vector for-
mat, and transforms the corresponding cost constraintpiaierences. The RBIS
takes this information in order to calculate the bid veclifferent approaches of
RBIS are presented in the Sections 5.4-5.7. In Section &Be8pttotocol behaviour
is simulated mainly focusing on the comparison of the RBg®athms.

The BIS receives the differential cost to achieve the first goal and preferences
m; from the UPM. To maximise the QoS, the DC extracts the categddataD;.

In order to analyse utility maximisation, a utility functidnas to be defined and is
described in the following Section 5.1.

5.1 Utility Function

The BIS aims at maximising the user’s utility function as mwas possible and
contemporarily saving money. The utility functign(r;,D;,R) combines the use
of transmitting the number of dat®; to satisfy the QoS requirements of each
category and SC in UL and DL and the user preferemced he variableR? serves
as a limiter of the number of data. That is, the utility/of > R remains the same
regardless of any additional data to be transmitted:

_ [ ni(m,D;) D <R
i(m;,Dj,R) =< ,
77]( 7 ) { nj(ﬂj,R) Dj >R

wheren; (m;,D;) is the unlimited utility function. For example, if there afg, ,
data in the SC queue to be transmitted, the utility to sendentivanD; , data
remains the same because there are not anymore data to brsgnthat is
n;(m;,D;,D; ). The user can choose his basic utility behavigy) for each

(5.1)
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QoS-class categorised by the well-known economic expressrisk-averse, risk-
neutral and risk-encouraged.

If 7;(7;,D;) is risk averse inD;, the differential utilitydn; (r;,D;) for an addi-
tional datum decreases I?; increases. Considering a risk-neutral function, the
differential utility d;(7;,D;) is equal for each additional datum. If there exits a
QoS class for which the QoS is only fulfilled sending comptigttagrams, the user
may choose a risk-encouraged function whose differentilityLincreases inD ;.

All the utility functions have the following two properti@ common:

1) nj(ﬂj,O,R) =0
2) nj(m,D;,R) > n;(me,D;,R) < m > m

The first expression means that there is no utility if no gomdsavailable. The
second item states the increase of utility by a higher peefsg assuming utility
functions of the same category. Especially, for the riskiragclass another prop-
erty holds with respect to the differential utilit); :

3) dﬁj(’/Tl,D) > dﬁj(’frg,D) & M > T2

This property can severely reduce the computational dffdiihd the optimised bid
vector. In the following it is thus assumed for gll

. m_ ) mD; Dj<R
nj(m;,D;,R) = { R D> R (5.2)

5.1.1 Utility Criterion

The third goal of the BIS is to maximise the sum of the diffeentility function
of the data senb, ; and the data needdd, ;. If D, ; > D, ;, no additional utility
is obtained. Therefore, the criterion of the differencection A, (z,y) is defined
as:

AVI(DS’DI‘) = Z (77] (ﬂ-j)DT,jaDT,j) — Ny (ﬂ-jaDS,jaDhj)) (53)
J
The difference utility function is always non-negative ahd value indicates the
utility which is not accomplished by the BIS. The quadratiooe utility is not
chosen, because based on its minimisation one cannot centduhe utility max-
imisation which is the sum of the utility of the data sent.
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5.1.2 Risk-averse Utility

The differential utility of the critical data is constantimost cases, because a lost
critical datum is indistinguishable of its buffer locatiand temporal position. Con-
sequently, the respective utility function is linear. Thiéical data of a QoS buffer
has to produce a higher utility than the uncritical. The im@oce and the additional
characteristic of the critical data, e.g. transmissioapigarent in comparison to the
uncritical data. All the other characteristics are the safife data in a SC queue
can always be sorted in the queue to get a concave utilitytifmdf the order re-
lation is the urgency to keep the QoS parameter limits andifferential utility is
monotonically decreasing in the urgency. The data are danta descending or-
der. Thus, the first datum has the highest urgency to be sdriharast the lowest
urgency. To save computational power, this concave funciam be approximated
by two linear functions, a linear utility for both criticahd uncritical data. This is
an approximation of the well-known risk-averse behavicageyved in economics.

5.2 Data-RRG Mapping

Thedata-RRG mappin@PRM) is responsible for mapping the data categorised by
DC to the RRGs offered in such a way that the cost constramtstee preferences,
which are mapped in line with the data, allow an optimal biedst#on by the RBIS.
Generally, an optimal bid selection is only possible by mé@ging the goals of the
BIS which require a lot of computational power.

The input of the DRM is the user vectaser from the UPM and the categorisation
vectorcat from the DC. Additionally, the DRM needs information abog PHY
and about the channel conditions. Based on this informatimhthe service level
parameter, the DRM has to estimate the possible amount afpiat RRG. For
example, in WLAN IEEE 802.11a, modulation adaptation isdusecontrol the
BER based on SNR. That is, based on the channel state, theadataver the
channel varies. If an additional service parameter of tha imlethe MAC queue is
the minimum data rate, the DRM needs more RRGs for a bad cheoméition to
fulfil this criterion than for a good condition and SNR, resipeely.

Concerning the proposed suboptimal RAA, the UPM gives acgesl constraint
per auction and not an averaged constraint. Thus, the PH)tagnt concerning
the data-RRG mapping must be known by the DRM in advance.r@ise, if the
data RRG-mapping underlies an erratic estimation, fewertthan expected can be
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sent in the RRGs. Moreover, if the bid has an expected maxicashconstraint,
the RAA may have to pay more for the data than the differectiat constraints
allow. For example, in a TDD system in which time slots arecdted based on
channel observation before the auction, the BS and the Uagaae about the PHY
parameters like power and modulation adjustment.

In the following, two DRMs are proposed, a mixed and a fixed DRMe fixed
DRM has a worse mapping, but reduces the bid signalling ui. For these
mechanisms, it is assumed that:

1) The RBIS works with differential costs, of RRGs.

2) The optimal scheduler reads the data out of the SC quelosving the pri-
ority goals, first the critical then the uncritical data. it the category, the
data are chosen according to the preferences in decreasieg o

3) The RRGs arrangement is not depending on the proper S€ clas
4) The data-RRG mapping is identical for all SC classes.

5) The cost of an RRG won must not exceed the sum of the diffiet@osts of
the data sent within this RRG.

5.2.1 Mixed Data-RRG Mapping

The mixed DRM which works in the same manner as the optimatdualer is
optimal in providing the RBIS the highest cost constraint RRG. Consider the
case in which the RAA wins one RRG. The optimal schedulerseatithe data and
arranges them in the same order as the corresponding cagtaiaots. The order,
in which the optimal scheduler reads out the data, is the saaer as the one
in which the cost constraints are arranged. That is, the wlétathe highest cost
constraints are selected first for the RRG. If the mappingritlym also chooses
these data for the first RRG, the highest maximum cost canstsaprovided for
the first RRG.

On the other hand, the case, in which the RAA bids for two RR@bwins two

RRGs, is considered. If it is assumed that the DRM does nottiraplata in the
same way as the optimal scheduler, the cost constraint exlfmrthe first RRG and
higher for the second in comparison to the cost constragrtgeyed by the mixed
DRM. Furthermore, it is assumed the RBIS bids the maximunt cosstraints,
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thus based on the discriminatory auction, the RBIS has tofpagach RRG the
proposed cost constraint. The optimal scheduler readheuddta and compares
the sum of the differential costs of the data per RRG with ttaal price paid per
RRG. In this case, the sum of the differential costs of tha @athe second RRG is
lower than the price of the second RRG. Thus, the assumptitie cost constraint
per datum is injured.

If neglecting assumption 5), this algorithm becomes subwgit This can be shown

by the following example. There ateUTs to which3 RRGs are offered. The
DRM of UT 1 has to map data whose number can be carried by exactly two RRGs
The mixed DRM calculates a cost constrainy of the first RRG andks ; of the
second RRG, wherk, 1 > ks ;. Thatis, the data of the first RRG have very high
cost constraints and the ones of the second RRG have verydsirconstraints.
Assume, that the first and the second bid of2)b; » andbs >, are in-between the
cost constraints

k11> bi2 > baa > ko, (5.4)

the RBIS of UT1 can at most win one RRG. But if another mapping algorithm is
chosen, which maps the data in such a way that

bia > ki1 > kaa > bao, (5.5)

what can be done by dividing the data with the highest cosstcaimts to both
RRGs, the RBIS of UTl can win at most two RRGs. The cost constraint of the
RAA is not injured in this case, because the sum of the costtcaints of the data

is at least as high as the sum of the bids. It is impossible thdurch an algo-
rithm which provides a better cost constraint solution fibrsauations, because
a-posteriori knowledge of the bids of the other UTs is needdte mixed DRM
maps the data in such a way, that the first RRG gets the highssiiqbe cost con-
straints. Among the remaining data, the second RRG getdghest possible cost

constraint and so on.
I . o D
1 2 3 4 5 6 7 #RRGs

Figure 5.1 Functionality of the mixed DRM

The mixed data RRG mapping algorithm is fast, that is linedheé priority order;
(see Section 4.6.1) . Fordifferent classes, at mo3y different bids are necessary.
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As shown in Figure 5.1, the dafa; are mapped into RRG, 2 and3. The rest of
RRG 33 is filled with part of D, data, whereas the rest ¥, is mapped to RRQ.
The dataDj is fully inserted in the remainder of RR& Then a part o, fills the
rest of RRG4 and so on. The maximum cost constraints of RRé&nd2 are the
number of data per RRG®r i times the cost constraint per datumjof 1. The
cost constraint of the third RR&; is calculated in proportion to the share of the
different categorised data. Here, the indefor data andR RG for RRG is added
to avoid ambiguity:

krras = (01ka1 + 02ka2) Dria, (5.6)

whereo; is the percentage the data bf, occupy the RRG. In general, the cost
constraints of a RRG is determined by calculating the avepmge based on the
occupation of a RRG timeB g,

N;
krrG,g = ZOJ:,gkd,jDRRG, (5.7)

Jj=1

whereo; , is the percentage of thg” RRG which is occupying the Dat®;. The
DRM conveys a vector of triplemwap to the RBIS:

N
map = X (Nyky,m). (5.8)

v=1

A triple consists of the number of RRG need¥d, the maximum cost, for each
of the N, RRGs and the corresponding preferences per RR@®hich are the sum
of the utility of all data mapped to a RRG.

5.2.2 Fixed Data-RRG Mapping

The fixed DRM maps the categorised data in order to get at WMgdtids. There
are two possible realisations:

1) Each amount of categorised datg is quantised by the number of data
Drra which can be transmitted by one RRG. For ghene data-to-RRG
mapping is done. This causes losses because based on tleersishints it
is only allowed to bid for RRGs carryin@ zre data. The losses are small
if Drra is small. Thus, for the same capacity offered, this apprazctore
suitable for smallD g g, but largeN¢ instead of a larg rr, but small
Ne.
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2) For eacly, the partially filled RRG is completed by data of the next leigh
The cost constraints of the RRG purely filled with datg ahd this partially
filled RRG is the averaged cost constraint of these RRGs.duarEi5.1, the
cost constraint of each of the fir3tRRGs is the averaged cost constraint of
these RRGs. These cost constraints are at most as high asstieostraint
of a RRG purely filled with data of.

The results are transmitted by the veateap as described for the mixed DRM.

5.3 RRG Bidding Strategy

The RRG bidding strategyRBIS) has the main task to calculate the bid vector
based on the DRM outpwhap and the result of past auctions. The design goals
of the RBIS are the same prioritised goals of the RAA in Sectic subject to the
input of the DRM:

1) The cost constraints of data are mapped to the cost constcd RRGE,,
included inmap, thus the bids have to be in-between

r < by < ky. (5.9)

2) The maximisation of QoS requires that bid vectors havestddiermined for
which most of the critical data can be transmitted. Concgrai cumulative
cost constraint, for which the sum of all bids must not exabedconstraint,
at first the bids of the RRGs destined for critical data haveetaetermined
and second, the remainder of budget is spent for bids of th@Rét the
purely uncritical data. Concerning the differential costgshe RRGs, the
elements oimap are formally split into the ones which include critical data
and the ones which include purely uncritical data. The diffeial cost is
assumed in the following.

3) The maximisation of utility is defined by minimisising tllity criterion
A, (N,,,N,). The components dN,, are the numbers of RRG waN, ,,
for each element afnap, whereas the componentsIsf. are the requested
numbers of RRGs stated inap, thus based on Equation (5.3) the criterion
for RBIS is
Ny
An(vaNr) = Z (7) (anNr,vaNr,v) -0 (anNwm»Nr,v)) : (5.10)

v=1
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4) Finally, based on the discriminatory auction, the bidtgets chosen out of
those which has the lowest maximum cost, i.e., the lowestdtre bids.

In the following, if not stated otherwise, the allocatiorci@ alc is broadcast to
all RBISs attending the cell. The allocation vector is a @ecbnsisting of tuples.
These tuples comprise the quantised bid valiig and the number of RRGE, »,
which has been won for this bid value

N
alc = ;ffH (Nusiis buo,n) - (5.11)

The cost constraint in the DRM outpuitap has to be transformed to the quantised
representation, whereby the values are rounded down toeadsat the cost con-
straints are not injured. Furthermore, only those elemienisap are considered
for which the cost constraints are higher than the reseri¢e piin order to reduce
signalling effort.

Based on the assumption of a multi-unit sealed-bid disc@tary auction, the ideal
bidding strategy is presented in Section 5.4. Neglectingadge of other bids,
the bidding strategy for incomplete information is disadé Section 5.4.1. A
bidding strategy which dominates with respect to the fingtdtygoals is described in
Section 5.4.2 as utility-optimal RBIS. A statistic-basedding strategy presented
in Section 5.5 is designed to approximate the bidding gyefier incomplete infor-
mation in the first part and react to current events in thersgpart. In contrast to
this bidding strategy, the signalling-reduced biddingt&gy in Section 5.6 needs
no information on the other bidders, which reduces the $liggeeffort by the al-
location vector. The last bidding strategy in Section 5fihestes the bids of the
others with an LMS algorithm and determines the bid vectseldaon its result.

5.4 Ideal Strategy

Ideally, the bidding strategy possesses complete infeomah the other users and
their bids, respectively. It is assumed that the number cBRR bidder wins is

a deterministic function AMg¢, which belongs to the auction mechanism, and
which depends on his own bidied and the bids of the other usdséd _;:

N™ = AM g (bid,bid_;). (5.12)

The high level description of the strategy has to be expteissa formal statement
and measure in order to design algorithms according to thegadoritised goals
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(see Section 4.5). The first goal is to keep the cost congdraiine setS; includes
all possible bid vectorbid of bidder: satisfying the cost constraints

S = {bid‘w r < by < k} (5.13)

wherew is the element index dbid. The second goal is to maximise the QoS
which is defined as minimising the sum of the difference ofRfR6G requesiV,”;

of a bid element destined for critical data and the RRG Wﬂf,. The setS;
contains albids which maximise the QoS:

Ny
Sy = {bid argmin Z (folf - Njff,)} (5.14)

bideS: 17

Out of setS, all those vectordid are chosen which maximise the utility defined
by minimising the utility criterion Equation (5.10):

Sy = {bid

argmin A, (N,,,N;.) } (5.15)
bideS2

Ss3 is the set for which all vectonsid are selected which minimise the cdst

bid; € 4 = {bid argminK} . (5.16)

bid€S3
Especially, in a discriminatory auction the cdstdepending on théid, and the
number of RRGs wowv,, ,, can be expressed by

Ny
K=Y Nyub, (5.17)
v=1
The ideal bidding strategy bids for each RRG, that is the ramobelements dbid
is equal to the sum a¥,.,, subject to the fact that the corresponding cost constraint
exceeds the reserve price. The cost constigintn = 1,...,N) of each RRG
is sorted in a decreasing manner. Tgi& highest bid of the others is denoteg
(9 = 1,...,Ng). The bids and the cost constraint are quantised as deddribe
Section 4.3.2. If the real value of the cost constraint isétwieen the transformed
values of two quantisation steps, the quantised represamta the lower value is
chosen, in order to assure keeping the cost constraint.dea lowest bid v is

max{cng-nN+1+ 1,7} eng—Nt1 < kn
bN = k}N CNg—N+1 = kN (5.18)
lose CNg—N+1 > kN
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The first case in Equation (5.18) chooses one bid incremeitehithan the bid
cNs—N+1 Or the reserve price. This is necessary to win allealf,— y+1 IS equal
to the cost constrainit,, RBIS can only bid this maximum bid and hope to win
if there are more than one bids with the same value and aydites to solve the
allocation. Ifcy,—n+1 is higher tharky, then it is impossible to win alv RRGs
requested. The other bids < V) can be determined in a similar way

max{bN_n+1,r} CNg—N+n < kN—n—i—l
CNg—N4n+1+1 CNg—Ntn = kN—nt1

by—n = ACNg—N+n+1 < kn—n (5.19)
kN—n CNg—N+n+1 = kN—n
lose CNg—NA4n+t1 > kn—n

The first case in Equation (5.19) is to minimise cost if thedowid has already
beaten the corresponding bid. The second case states tice cfi@ne increment
higher than the relevant bid of the other, where the lowes lsiould not beat the
corresponding bid. The remaining cases are the same as ati&i(5.18).

5.4.1 Bidding Strategy for Incomplete Information

Usually, the bids of the other UTs are not known. Thus, thegtegoals of the
ideal strategy are adapted to deal with incomplete infoionatnstead of fulfilling
the QoS and maximising the utility, the expectation of tlegiteria conditioned to
the bid vectobid are taken. Equation (5.14) becomes

Sy = {bid

Here, the conditioned expectation is chosen instead ofmiaiig the probability
of the minimum of the sum conditioned tsid. This is due to the case that a bid
vector could be chosen which has a small but the highest toned probability of
the minimum, but the probability decreases fast by incregtsie sum. On the other
hand, another bid has a little less probability for the mimim but the probability
mass concentrates close to values of the minimum of the shmu3er’s behaviour
is assumed to weight the suboptimal result with the prolighd get this results,
which leads to the expectation as a measure.

Ny
argmin F {Z (N&i— Ng) bid} } : (5.20)

bideS; o
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In the same way as Equation (5.14), the maximisation of tiigyus expressed as

S5 = {bid

argmin £ {An (N,,N,.)
bideS:

bid}} . (5.21)

The cost criterion is defined to choose those vedbddswhich minimise the ex-
pected costs. Starting from Equation (5.16), the costravitdoecomes

bid; € 84 = {bid argminE{K|bid}} . (5.22)

bideSs

The bid vectobid; of bidderi can be arbitrarily chosen out 6f;.

5.4.2 Utility-optimal Bidding Strategy

By neglecting the cost constraint, Equation (5.22), a lnidditrategy can be found
which minimises the QoS and the utility criterion. Based be tiscriminatory

auction and the arbitrary RRG allocation, Proposition2i8. Section 2.3.1 can
be applied. The values, are the cost constrainits, per RRG. Thus, a dominant
strategy is to submit bid with

by = ky. (5.23)

This bid vectombid is included inS;, S andSs for both complete and incomplete
information, but not mandatorily i,. Therefore, this bidding strategy is utility-
optimal.

5.5 Statistic-based Bidding Strategy

This bidding strategy possesses an integral and a difiarguart [110]. The in-
tegral part incorporates past auctions and thus the pastvimein of the RAA in
order to predict the number of RRGs wa¥, ,, depending on the proposed bid
vectorbid. The differential part, however, changes the bid valué the auction
conditions like reserve price and demand conditions have been kept stable, but
the goals are not fulfilled.
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5.5.1 Integral Part

The bid vectors, which are intended to be submitted, havestodvered by the
bidding strategy assuming no cooperation among the agéhiss, the other bid
vectors are unknown. The method only approximates the kdding strategy for
incomplete information, because in general, based on thaahinfluence of the
RAAs, the unknown behaviour of the other RAAs and the diffikciemand pattern,
the auction sequence behaviour is an instationary process.

An approach to learn from the past is to collect the bids ofatter users and to
try to approximate their density for the next auction baseddistogram. It is
assumed that there is only one other RAA which submits albitis, because the
considered RAA does not get any information about the nurabBiTs attending
the cell. Additionally, it is assumed that all winning bidegsess the same PDF
fa(alr, Rq), subject to the same reserve pricand demand conditio®,;. The
conditionR4 has two states. The first state describes the excess demtred ast
auction, which can be determined if all RRGs have been akocaThe second
state is indicated if there are less RRGs allocated thaneafféf these assumptions
are not made, a PDF is needed for each environment condiibfoaanN¢-times
bid space. The drawback then is, that there are less supg@dints in this space
to approximate the PDF.

The PDF f4(a|r, Ry) is approximated by the histograiy (a|r, Rq). This his-
togram serves to calculate the conditioned expectatioksjoations (5.20), (5.21)
and (5.22).

5.5.2 Histogram Representation

Based on the histogramy (a|r,Rq), which collects the bids won under the addi-
tional conditions, reserve priegeand demand conditioR,, the expected RRGs ad-
ditionally won subject to a certain bid vector constellatave determined. Clearly,
the histogram mainly changes its characteristics by cihgasidifferent- because

of the fixed maximum users’ purchase power and by excess dkonaxcess sup-

ply situations. If there is excess demand, the histograrmally possesses its
support between and the maximum purchase power. On the other hand, if there
is excess supply, the bids are concentrated close to

The histogram can be stored efficiently i~ x (2Nvirt 4 1)) matrix (see
Figure 5.2). The firs2™Vvi* rows are reserved for excess supply and the se28hd
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Figure 5.2 Histogram representation of the winning bids of the otfgfa|r,R) for
Nyit,b = Nbpit,r

for the complementary statement. Each row of the two subicestis devoted to
a quantised reserve price in ascending order. Choosingc#ispew for a proper
reserve price and demand condition, the elements withirctivere the number of
the occurrence of the respective quantised bid. The biderdered equally to the
matrix indices. In the last column the cumulative sums ofréet elements of the
proper rows are stored in order to compute the relative #aqu The separation is
done to keep the storage small and at the same time to pravidegyh accuracy for
the proposed optimisation algorithm. Furthermore, anragéctor is introduced
which reduces the past values in order to give an evaluafitireo influence to the
current auction. Values in the histogram are removed ifthgidency gets less than
1 based on ageing. This is preferred instead of a limit for lative frequency,
because if considering that one bid occurs in the last auctie information is
new and should be taken into account, but its relative frequeould be smaller
than a limit and thus be neglected.

5.5.3 QoS Maximisation

In the following, the bid space which minimises the QoS cidteis determined. It

is assumed, that there ah&; RRGs offered by the EM. The competing bid values
won by an RAAc¢,, (I = 1,...,Ng), are sorted in a decreasing order and are
assumed to be based on independent and identically digtdlvandom variables
according to the PDF 4 (a) approximated by the histograhy (a).

The bids of the RRGs used for critical data have higher casstcaintsk,, which
are ordered in a decreasing manner according fthe number of RRGs used for
critical data isN¢" and the one of the uncritical dataAg“*. It is assumed that
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Nueri4 Ne™ = Ng and thatVg other bids compete for the RRGs. The probability
Fg(NG)(bg) that at mosy — 1 bids out of N are higher thar, can be expressed
by the order statistic (Equation (2.20))

-1
F{NO (by) = Z (NzG)FfG—%bg) (1= Fa(by)'- (5.24)
=0

The QoS criterion in Equation (5.20) can be minimised by waking

Ny
IE%X{E {vzl Na' bld}} , (5.25)

becausé\fﬂi is known. Applying the conditioned expectation, Equatisr2b) can

v

be rewritten to

NET Ny
cri _ _ .
max { gz::l E {Z NN, = g} P{N, = g|b1d}} , (5.26)

v=1

whereP{N,, = g|bid} is the probability to win exactly RRGs subject to submit
bid. The variable in the expectation actually is equalMg, thus it is no longer
stochastic. Furthermore, the probabil®{N, = g¢|bid} can be expressed ac-
cording to Equations (2.26)-(2.28), and with respect todiigun (2.40), Equation
(5.26) can be expressed by

Nﬁ'v'i
N,

ST FEY L (b). (5.27)

g=1

Equation (5.27) can be maximised by maximising each addepdrately which
is a non-decreasing function of. This allows to determine the bid spase.
This space includes all bid vectors whose eleméptég = 1,...,N¢), decrease
with orderg. The next condition is devoted to all critical bidg, = 1,...,N),
and is separated in two cases. The first case determinestimgdval if the cost

constraint has the probabilitljfvjz‘i)gﬂ(kg) = 1, the second case describes the

bid interval if the cost constraint has a probabilﬁg%gi)gﬂ(kg) < 1. First, if

FZ(V]\G]Ci)gH(bg,O) — Fjgfz@gﬂ(kg) = 1and for allb, < b, is FI(V]\G]Ci)gH(bg) <

1, thenb, must be withinb, o < b, < k,. Second, ifF](V]ZCi)gH(kg) < 1,



5.5 Statistic-based Bidding Strategy 121

N, N, N, N,
FO (bga) = F@ (k) and Fn® L (by) < F@ L (by.1) for all
by < bg1, thenb, must be withinb,; < b, < k4. All other bidsb,, (g =

N +1,...,Ng), have no additional conditions.

5.5.4 Utility Maximisation

In this section the same assumptions and notations as in¢h@®ps Section 5.5.3
are used. The utility is maximised by selecting all bidsSefminimising the utility
criterion in Equation (5.21). The minimisation of the uilcriterion is equivalent
to maximise

Nv
max {E {Z 17w, Nuw,v,Nrv) bld} } , (5.28)

v=1

whereN,, , is the number of RRGs won for the classApplying order statistics
and the conditional expectation notation of Equation (ble&ds to

Ng Ny

N N
Z Z U(vaNwmanvNNw:g (FJ(\/GG—)g+1(bg) - FJ(\/GG—)g(bg+1)> : (5.29)
g=1v=1

Due to the conditional expectation notation, only the odatistics terms depend
on the bid vector. The CDF&NG) (w) is both monotonically increasing inandw,
therefore all addends are positive keeping in mind the regative utility function
7. Now, taking the assumption of the optimal allocation, tlifeecence of two
adjacent utilities is always non-negative:

Ny Ny
Zn(ﬂvanm»Nr,v)'Nw:g - Zﬂ(’”vanmaNr,v)Nw:gfl 2 0 (530)
v=1 v=1

Reordering Equation (5.29) with respect to the CDF givesma with nonnegative
summands, each of it increasing in the bid valye

Ng Ny

Z Z (77(77’11 an,v 7NT,U)

g=1lv=1

N
Nu=g = 1T, Nuw,o,Nrw) Ny=g—1) FI(\/'GG—)g—i-l (bg)

(5.31)

Thus, the maxima of Equation (5.31) can be found by considernly the PDF of

F](V]Zi)gﬂ (by) according to Equation (2.21). This equation is zero if th&FD(a)
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(see Equation (2.25) and (2.21)) is zero or the according SDFor 1. The latter
two cases are included in the first one. The global maximungofion (5.31) for

r < by < kgiskyif fa(by) is not equal to zero. Otherwise, ff4(b,) is equal

to zero forr < e < b, < kg4, the CDF takes its maximum value for &j which
fulfil e < b, < k4. The intervals are determined in the same manner as for tBe Qo
criterion, taking into account all bids and not only the badshe critical RRGs.

5.5.5 Cost Minimisation

The last criterion selects those bids out®fwhich minimise the expected costs
in Equation (5.22). As in the utility consideration, the d@ioned expectation and
order statistics are applied

N Ng g
E {Z bg’bid} => (Z bi> P{N,, = g|bid}. (5.32)

g=1 g=0 \i=1

Based on the utility maximisation, the probabil®{ V,, = ¢g|bid} is the same for
all bids of S3. Thus, minimising Equation (5.32) means to minimise thesuith
implicating to choose the lowest bidg in the intervals by keeping the bid value
order.

5.5.6 Algorithm

To simplify matters, the kernel equivalence relatiop of a function f(z), = €
[a,b], is introduced [111]:

(zy) € ay & f(z) = f(y) (5.33)

For this equivalence relation the equivalence class is ey [z, . The max-
imum costsk,, are ordered in a decreasing manner. That is, the definitienval
of bid b, is a subset of the interval &f. Thus, it is assumed that the bids are also
descendingly ordered and this order relations are equivtehek, order relation.

All bid vectors which maximise the utility only subject toetftost constraint are
a subset of5,. The expectatio®{ A, } of the utility difference is minimised by
choosing the bid$, of [k,].,, and selecting the minimum bid to minimise the
expected costs. Consequently, the algorithm starts fdetst significant bid .,
and steps down frorhy,, to the reserve price untjls(a) is unequal to zero [112].
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That s, givenf(a) with a € [r,kn.], the first step can formally be expressed as:
bNG = min[kNG](XFA (534)

For the second least significant bid the procedure is the shatehe searching
space is reduced G, ,kn,—1]. If the down-stepping search has reachgd,
without finding f 4 (a) unequal to zerdjy, 1 is automatically equal toy,.:

bng—1 = m;gn {[chfl]aFA —{zlz < bNG}} (5.35)
The following steps are similar to the second one in findirgadbrresponding bids.

The searching space for thé" bid b, is to the last maximum cost limit,;.
Hence, Equation (5.35) can be generalised to:

by = min {[kg]m Azl < bg+1}} (5.36)
h,(a)% searchdirection
“_( & interval length
* b
K
A
\ 4 | T T \ 4 » a
b,=b; k, k; b, k, b, k

Figure 5.3 Algorithm concept

Figure 5.3 shows an example for the algorithm procedurs.dssumed that there
are four cost constaints, which are sorted in descending order. The algorithm
starts with the lowest cost constrait and searches in the negative abscissa di-
rection until the probability density 4 (a) is unequal to zero. This abscissa value
is by. Thereafter the search starts fram The complete intervdk,,ks] does not
possess a value g¢f4(a) unequal zero, thu; is set tob,. Forbs, the same pro-
cedure as fob, takes place. The search for a non-z¢rda) within a € [ka,k1]
stops immediately, because pf(k1) being unequal to zero.

Based on the only information of the winning bid values of diber RAA, the
histogramh 4 (a,r,Rp) (see Section 5.5.2) is taken instead of the histogram of all
winning bids approximating (a). The only impact is that if there are losing bids



124 Chapter 5: Bidding Strategy

in-between the reserve pricend the last own bid won, then the algorithm chooses
r once and may lose this bid. Moreover, the bids and the costi@nt are quan-
tised as described in Section 4.3.2 and Section 5.4 impig#tat a search space
is mapped to a modified search space consisting of the qadmépresentations of
the real values.

The computation time of the algorithm is independent of thmber of users and
goods, but at most linear to the number of quantisation siéfiee bids assuming
that bids with the same maximum costs are grouped. This caadig because this
algorithm scans partly distinguished intervals of the pece and there searches
maxima ofF 4.

5.5.7 Differential Part

The final bid vector of the integral part which is chosen ouhefsetS, is modified
in the differential part. The main idea is to assume that ttis bf the other bidders
do not change during the current auction. Based on this,ithedfues are changed.

If there was an over-supply or the EM has not allocated any KRGhe other
bidders at the last auction, all bids are decreased by theiieA? which increases
by one step if the condition remains the same, otherwiserésst to one step. If
the condition is not fulfilled but the reserve priceéemains the same, the bids are
changed according to:

o N, _;(b,—2)is the sum of the RRGs won by the other bids which are higher
thanb, — 2. If the sumN,.(b,) of the RRGs of the own bids which are greater
than or equal t®,, is smaller thanVg — N,, —i(b, — 2), thend, is decreased
by one step, because there are enough RRGs to win the samemnewveh if
reducingb,:

b, = max{0,b, — 1} (5.37)

o Ny, _;(b, — 1) is the sum of the RRGs won by the other bids which are
higher tharb, — 1. If N,.(b,) is smaller thanVg — N, —;(b, — 1), thenb,
is increased by one step because of the high competing bids:

b, = min{b, + 1,k, } (5.38)
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5.6 Signalling-reduced Bidding Strategy

In contrast to the statistic-based bidding strategy, tlym&ling-reduced bidding
strategy [113] does not need any information about the oogonf the other RAAs.
A further design goal is to use less memory by abandoningipfmstnation. The
bidding strategy observes its own bids of the last auctiahesed on their success
mirrored by the difference of the RRGs needed to the RRGs wun strategy
changes the bids. The algorithm is presented in the follgwin

Based ommap of the DRM, the strategy transforms cost constraints intngised
cost constraints as described in Section 5.4 and the bidsaadied in their quan-
tised representation (see Section 4.3.2). Furthermoig,tbase elementsnap
are taken into account which exceed the reserve pricehe number of elements
of bid_r, of the last auction isV, _r,, whereas the number of bids of the cur-
rent auction isV,. The algorithm is mainly split into two parts, 1) missed and 2
available information about its own bids as shown in Figude 5

1) Thereis notan own bid vectbid_, of the past auction. This can occur at
the beginning or if no resources were needed, e.g. the datasaccording
to a Poisson process. All the bids are set to the maximumAids order
to assure QoS and utility maximisation because of the alesehcurrent
information.

2) If the RAA has bid in the past auction, three cases can:aljsal RRGs
have been won, 1) some RRGs have been won or |ll) nothing bas fvon.

For case 2) the past bid vecleid_r, has to be transformed to the new bid quanti-
sation if the reserve price has been changed. The bids argatdépthe next higher
possible step of the new representation with respect tolikelate bid value. The
mapping to the higher step is done, because this bid woutdredse won in the
last auction, whereas the bid which is mapped to the lower stight have not.

In the same way, all the bids of the past auction which havelatesvalues below
the new reserve price are increased to the new reserve phieemapped bids are
denoted byv_r, ,. All the cases of 2) use bid proposals, for precalculation.
The bid proposals simply are the maximum of the reserve prigkose quantised
representation i8 or the next lower bid

bp,v = max {0,bp »—1}. (5.39)
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1. auction v
missed bid

Figure 5.4 Flow chart of the signalling-reduced RBIS

5.6.1 Casel

The fact that all RRGs needed have been won does not marngatedan that there

is an over-supply. In this case it would be suitable to sdiidl to the reserve price
r. Also, an excess demand could have happened, for which lilee lids were in
an inferior position. Thus, the bids.r, , are cautiously decreased by one step.
The actual bidh, is the maximum of the reduced past bid d@nd to maintain the
order

by = max{b_r, ., — L,bpv}. (5.40)

5.6.2 Casell

For cases Il) and Ill), a de-facto reserve prigg is introduced. This de-facto
reserve price is the highest bid -, , for which not all RRGs could have been
won. The idea is that all bids are set a step higher thaif they failed to win all
RRGs. Based on the mixed DRM, the cost constraint can vamhéart” bid, thus

the increase has to be limited by. The bids which succeeded are reduced by one
step or set to the new cost constraintif the new cost constraint is smaller than
the reduced bid proposal. Moreover, thiel length can vary based on reserve price
or demand variation. Because there is no information ath@upast auction for the
bidsb,, v > N_r, ,, it is cautiously assumed that nothing has been won. Despite
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of b_r, , having less elements thanap, the bidsb,, , are calculated based on
b_r, . These actions can be expressed by

min {rp + 1,k,} Ny Ty < Np_1,0Vv>Ny_7,

bn v = . ) . ' ’ ’
min {b_p, , — L,k,} otherwise

(5.41)

Finally, the bidsh, are determined by

by = max {by, 4,00} - (5.42)
,0,9p,

5.6.3 Caselll

In this case nothing has been won in the last auction, thexefonore enforced
action than in the last case is selected. The procedure iasms for case Il, but
the conditions only includep and cost constraints,. Thus, the bids,, , are
increased by multiple steps at once:

rp+1+k,
bn,/u = { 2 "D+ L= k'U ) (543)

ko otherwise

The final bidb,, is calculated using Equation (5.43).

5.7 LMS-based Bidding Strategy

The auction sequence in general is an non-stationary ppotas estimation of pa-
rameters can only be based on adaptive techniques. The degirof this bidding
strategy is to estimate the winning bids of the other biddessed on the past allo-
cation vectors. The'" highest bid of the other bidders is only estimated based
on the proper pagt’ highest bids in past auctions. Because there is no linear sys
tem model, an adaptiMeast-mean-squar@-MS) estimator is chosen instead of a
Kalman Filter. Another advantage of the LMS estimator isfds computation.
The estimated bid vector of the other, of the next auction at+ 74 is the base
for a bid proposal. Being aware that the estimation may ndhbecorrect value,
the bid is increase by a certain amount. This quantised valtie lowest value
for which = percent of the absolute prediction failure is smaller. Eheslues are
then compared with and adapted to the cost constraintsllyitiee estimated bid
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values of RRGs which have the same cost constraints aregggeamd this average
is the resulting bid,,.

5.7.1 Bid Prediction

The bid prediction is executed by an adaptive LMS estimatackvis described in
the following. The estimation of th¢'" highest bidey .1, is denoted by, 1,
for the next auction atnT4. The g*" highest bids of the lasV auctions are in-
cluded in the bid history vector

CymTa = (cg,(m—l)TAv Cq,(m—2)Tas -+ - 7Cg,(m—N)TA) . (544)

The filter h, is a vector withN elements. The filter is adapted for each auction
period. The filterh, ,,,7 to predictc, .1, is calculated based on the last filter
h, (,,—1yr and the weighted vectey, ,,,_1)r, . The weight consists of two factors,
w and the differencé, (,,,—1)r, — g, (m—1)74"

hg?mT = hg,(m—l)T - 2# (ég,(m—l)TA - cg,(m—l)TA) Cy,mT (545)

The convergence of this algorithm is assured i 1/|c_ » m1,|* [114]. Accord-
ing to [115],x is similarly choseny = fi/|c—k n.m74 |, i € (0,1]. The parameter
f1 can be used to elaborate more information about the estimptbcess. Herg;
is dynamically chosen as

Gas e s
~ ) (max{rmas,04:})° & — &l <o,
r= Ve el (5.46)

max{rmaaz,|€s|+]€s}

|€s - €§| > (3'5

whereda s is the approximate standard deviation of the faildrgjs the approxi-
mate standard deviation of the bid,is the approximate average of the estimation,
¢, is the approximate average of the bid, ang,.,. is the maximum value of a bid.
Two cases are distinguished, the reaction whether therelifée of the averages of
the estimated bid and the actual bid are smaller or largertti@approximate bid
standard deviation. This allows to react to a drifting of dstimation. Consider
the first case and assume that the minimum valyg, is zero. If the estimated
standard deviation is smaller thap,..., © increases ifas. But if the estimated
standard deviation of the failure exceeds the intervaltleng the bidsr,,.., the
estimator may be in danger to diverge based on great ogmillatherefore;, de-
creases i a s in order to stabilise the algorithm. If there is not the caisénttion,
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1 can also decrease based on a increase drift of the estimadédeaactual value.
In turn, this would lower the dynamic of the estimator, esplgcin direction of the
true value. Therefore, if the approximate average diffeesgxceeds the approxi-
mate standard deviation of the signal, the second caseive artd is increased,
the more the difference increases to get a higher dynamicam# again to the
application of the first case.

5.7.2 Bid Determination

The estimated bidg, ,,,r, are increased b\, ,,,7,. In order to calculaté ,,7,,
a histogramha (0) of the estimation failuré,, ., = |ég m7, — Cg,mr4| IS MaIN-
tained. The increment is the value for which

Y
Ay, = min {y‘ / ha(8)ds < x} (5.47)
0

holds, wherer indicates that: percent of the observed failure are smaller than
x. The absolute failure is chosen instead of the normalisédéavalue, because
based on an arbitrarily oscillating process, it is diffidolpredict whether the next
value is higher or lower. Keeping in mind that QoS and utifitgximisation are the
first two goals, the cautious increase of the predicted viByud, ,,,7, is chosen.
The histogram should also take only the value of the gtauctions into account
like a sliding window, because of the process instatiopalfitN is appropriately
chosen, so that it is possible to store all values in a vectdine with another
parameter which is counted at every auction announcenmenjstogram mainte-
nance and\, ,,7, determination can be done simultaneously. The computtion
effortis linear inNg Ng.

The preliminary bid proposal is quantised and denoteﬂgp,;{TA with respect to
the actual reserve price and adjusted to the bid limits

b;mTA = min {maX{O,bgﬁmTA},ZN*’“-b — 1} . (5.48)
The maximum function in Equation (5.48) states that if a Bighioposed lower
than the reserve price, the bid is chosen equal to the repeicgee The minimum
function keeps the bid in the bidding space. If the numberid$ ks limited with
respect to the signalling effort, the proposed tﬂﬁ;m belonging to the same
DRM proposal(N,,k,,7,) are averaged, where the averaged bids are denoted by
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08 .1, - The bidb, 1, finally is

This algorithm can also be modified by neglecting the knogtedf the reserve
price variation and estimating the quantised bids.

5.8 Simulation

The interaction of different entities of the protocol ERAM#&complex, therefore
the behaviour is demonstrated in the following simulatibgskeeping different
parameters or even algorithms fixed. The focus is on the imgteation of the
suboptimal RAA realisation and herein mainly on the difféfgehaviours of RBIS.

In all scenarios, a cell of an infrastructure network is ¢daed. A node, like a BS,
controls the RRGsN; UTs attend the cell and would like to communicate. The
UTs compete forVg UL-RRGs within a frame, whereby these RRGs are allocated
by a multi-unit sealed-bid discriminatory auction. Themgtling ideally happens at
the beginning of a frame as depicted in Figure 4.4, but it @eilyebe implemented

as illustrated in Figure 4.5. The reserve pride in the interval0; 1]. The bids and
the reserve price are quantised in 64 steps according tm8ec8.2.

The MAC of a UT possessesSCs. Their input datagrams arrive according to a
Poisson process. The SC parameters are maximum delay aimdumirdata rate
with respect to a MAC-MAC connection. It is assumed, that detéay of data
transmission through the PHYs and the channel are negledtabomparison to
the delay criterion. The maximum delay is determined adogrtb the procedure
in Section 4.6.2. In all simulations the maximum delag1s,, thus, based on an
arbitrarily RRG allocation within a frame, the data are deetl to be critical for the
next frame after arrival. The minimum data rate criterioguiees that at leasb,.
data per frame have to be sent subject to that at [Pastata are in the SC queue,
otherwise all data have to be sent. To keep the BER for a vaugiiannel below
a certain threshold, the modulation, power and channehgadive to be adjusted
in a proper way. This influences the data capacity of an RR@ilsidetermined
by the DRM. For a better understanding of the protocol behayit is assumed
that the data capacity per RRGrr( is fixed. The cost constraints per datum
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are in the interval0; 1]. The indexj = 1 corresponds to the critical data of SC1,
j = 2 to the critical data of SC2j, = 3 to the uncritical data of SC1, ad= 4 to
the uncritical data of SC2. UT which is observed has fixed cost constraints
(0.8, 0.6, 0.4, 0.2) which are the averages of the ordered and originally unifprm
distributed cost constraints. The cost constraints of edlsar UT are randomly
chosen according to a uniform distribution and ordered irescdnding manner.
The same procedure holds for the preferencesConsequently, the behaviour of
UT 1 is observed in randomly chosen reference scenarios.

In the following, three simulation groups are discussedSéation 5.8.1, the be-
haviour of the different RBIS algorithms is compared, wiasrthe reserve price is
fixed and the DRM works with the fixed DRM 1 algorithm (see Sath.2.2). A
comparison between this fixed DRM 1 and the mixed DRM (seei@ebt2.1) is
presented in Section 5.8.2. Finally, in Section 5.8.3 theabmur of two differ-
ent bidding strategies is shown for an under- and over-guggidition, whereas
the reserve price is dynamically determined by the RPC algaras proposed in
Section 4.4.1.

5.8.1 Bidding Strategy Comparison with Fixed Reserve Price

In the following simulations, the system is designed to e¢he demand df UTs

in average. A cell is analysed f@rto 9 UTs in order to show the behaviour for an
averaged full support and an excess demand. The frame B82BRRGs to be
allocated. Each SC has an averaged packet inter-arnaaldf0.27"4 and a fixed
packet size which is equal 0z r:. The reserve price is fix and set@pthus the
competition is not influenced by the operator.

Five bidding strategies are compared. The utility-optiRBIS serves as measure
for the behaviour in terms of QoS fulfilment and utility optgation. The statistic-
based RBIS without the differential part is denoted by stiatibased in the legend,
whereas with differential part as statistic-based extdndée different RBISs are
investigated in an environment with several statisticeld3BISs.

In Figure 5.5, the averaged relatiop, of the data sent and the data needed per
frame, category, and SC is shown over the number of T sattending the cell
and for the utility-optimal, statistic-based, statidbiased extended, and signalling-
reduced RBIS. At first, the more UTs attend the cell, the highe probability of
higher competing bids is and the lower the probability to,wéesulting in a lower
rs,». Second, the cost constraint and preference prioritisimgfiected in this data
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Figure 5.5Relation of the data sent to the data needed for a utilitjregdt a statistic-
based, a statistic-based extended, and a signalling-eddB8IS in the
environment ofN; — 1 statistic-based RBISs

sent satisfaction; ,.. The higher the priority of a SC and category is, the higher is
rs,». Normally, forN; = 2 all the ratios are equal tbfor an incoming constant data
rate, but based on the Poisson process nature, there caocalsoexcess demand
resulting in a ratio degradation. All the RBISs can be at rassiood as the utility-
optimal RBIS. In this scenario, the performance of the stiatbased RBIS is as
good as the, , of the optimal RBIS, because of non-ageing history, therétign
reaches a stable bid value per category and SC very fastelcatte of incoming
constant data rate, a stable bid state is reached below Baattends. This may
provide additional confidence to users. The statistic-th@s¢ended RBIS suffers
from the anxiety to lower the bids. Thus, cases occur in withehbids are too
small and lose. The same reason holds for the signallingeeiRBIS which has
the highest dynamic and suffers most in this quite stable@mment.

If the simulation duration equals the session durationgteasure of the QoS fulfil-
ment according to Equation (3.7) can be determined with #narpeters maximum
delay and minimum data rate. Figure 5.6 shows this QoS measwf SC s for
different RBIS implementations depending on the numbertteinading UTs/N;.
Besides the four other RBIS, the LMS-based RBIS is consitieith confidential
probability thresholdz = 0.95 in Equation (5.47). As for,,, a RBIS cannot
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Figure 5.6 QoS measure for a utility-optimal, a statistic-based, fisstarbased ex-
tended, a signalling-reduced , and an LMS-based RBIS inrthieaenment
of Ny — 1 statistic-based RBISs

be better than the utility-optimal RBIS. The graphs showrapimately the same
characteristics as the ,-graphs in Figure 5.5, because the more the transmission
of critical data is satisfied, the less data are rejectedspeaet of QoS parameter
injury. The LMS-based RBIS also shows a similar QoS fulfilinas the utility-
optimal RBIS.

The next lower priority goal after the QoS is the utility séction. The utility is
linear and described by the preference(see Equation (5.2)). Figure 5.7 depicts
the relationr of the sum of the utility differences (Equation (5.3)) to them of
the utility wanted

A,-(Ds,D
ra = 2or=t Bnr(Ds:Dq) (5.50)

N )
ZTif AV]ﬂ' (O7Dq)

whereNr, is the number of auctions the UT attends. The graphs are weased

order in comparison to the QoS measure, because the fasldepicted. The rel-
ative utility differences of the statistic-based and the $ddased RBIS are very
close to the relative utility difference of the utility-dptal RBIS as shown by the
overlapping of these three graphs. The more UTs attend théheemore influence




134 Chapter 5: Bidding Strategy

—e—utility—optimal

0.6 -=-statistic-based
4 ., Statistic-based
= extended
0.4 —*—signalling—reduced
-a- LMS-based
b
0.2 1
0 L L L L L L
2 3 4 5 6 7 8 9

Figure 5.7 Relative utility difference for a utility-optimal, a static-based, a statistic-
based extended, a signalling-reduced , and an LMS-base8 iRBlhe en-
vironment of N; — 1 statistic-based RBISs

ther, , characteristic of SC1 critical data has, because all otatr categories of
SCs are rejected for sending.

The QoS and the utility reached by different RBIS realisatisuffer more inten-
sively the more UTs attend the cell. The question may beestarg how enforced
these RBISs bid to reach the goals. Therefore, the relatigése are defined
as the relation of the sum of the bidls to the sum of the corresponding max-
imum bidsk,. The relation states the percentage of money an RBIS spends t
fulfil QoS and the utility criterion in line to minimise costBigure 5.8 depicts the
relative costs i depending on the number of usexs attending the cell. The
utility-optimal RBIS always spends all the available manéerefore this is the
worst realisation in minimising costs. The LMS-based RB#S less costs for the
averaged-demand-equals-supply casg € 2), whereas the QoS is approximately
fulfilled. For N; > 2 the competing bids in line with the estimation failure indsc
the LMS-based RBIS to bid the cost constraints in order toarsake to fulfil the
higher-prioritised goals. The statistic-based RBIS mis@n costs better than the
LMS-based RBIS and even reduces costs for higfyegn comparison to signalling-
reduced RBIS and statistic-based extended RBIS. The deroéthe relative costs
is due to the higher competing bids which win. Therefore stlaéistic-based RBIS
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Figure 5.8 Relative costs for a utility-optimal, a statistic-basedstatistic-based ex-
tended, a signalling-reduced , and an LMS-based RBIS inrthieaenment
of Ny — 1 statistic-based RBISs

reduces the values of the bids, whose cost constrairase below the lowest com-
peting bid won to the reserve price. F§f = 2, the statistic-based extended RBIS
has smaller relative costs than the statistic-based RRI&GuUse the frequently re-
peated under-supply triggers the differential part of RRiSeduce the bids by a
comparable QoS measure. R¥§ > 2, the enforced bid reduction of the under-
supply case is switched off and the bids are cautiously adaj@ased on the over-
demandyx increases. For higheV;, rx is above the i of the statistic-based
RBIS because the differential part increases the bids bystapeif possible. The
rx Of the signalling-reduced RBIS is the lowest one for excagsply and minis-
mises costs most, but the bid dynamic causes the most Qo&ddeign for excess
demand. For higheN;, therx approaches relatively fast and increases the

of statistic-based RBIS and statistic-based extended RBISthe QoS measure
remains below the other. This is due to the increase of thieddsd up to the cost
constraints and the attempt to reduce the bids.

The bidding strategies are enforced to bid as low as postibheinimise costs.
But, the lower the bids are, the higher the probability iso®el. Figure 5.9 depicts
the percentage of bids which are smaller than the ones sigiohbiy the ideal RBIS
(see Section 5.4). Here, the signalling-reduced RBIS léadke most injuries
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Figure 5.9Percentage of injury of the bids submitted with respect te itheal
RBIS for a utility-optimal, a statistic-based, a statidt@sed extended, a
signalling-reduced , and an LMS-based RBIS in the envirorinEN; — 1
statistic-based RBISs

which are an indication of the enforcement to bid too low hisg in the highest
QoS degradation. The statistic-based extended RBIS hasléesipercentage of
ideal bid injury which corresponds with a higher QoS. Theréase forN; =
2 to N; = 3 is due to the average excess demand and the same reason for the
relative costs. The LMS-based RBIS has only a small pergentd injury for
Ny, because there is an enforcement to bid lower based on tlessexemand.
The statistic-based RBIS does not cause violations likeuttigy-optimal RBIS,
because of the cautious adaptation of the other bids, rengridat the statistic-
based RBIS has the same QoS characteristic as the utilimalgRBIS, but lower
ri. Therefore, the graphs of the LMS-based, the statistiedasnd the utility-
optimal RBIS overlap fofV; > 2 in Figure 5.9.

5.8.2 Comparison of Mixed DRM and Fixed DRM

The mapping of data needed to be sent within an RRG dependsedRAT pa-
rameter adjustments within an RRG and the signalling polinythis simulation,
the mixed DRM algorithm as proposed in Section 5.2.1 and #eelfDRM 1 algo-
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rithm (Section 5.2.2) are compared. The mixed DRM allowsitodata of different
classes and categories in an RRG, in contrast to the fixed DRMidh cuts the
data request of a class and category to the next smaller armbdata which is a
multiple of Dgre. The constant packet arrival time per SQ.87'4 and the packet
contains2.25 D rrq bit. A frame includesl8 RRGs to be offered, thus the cell is
designed for the demand 8fUTs. The reserve price is set foand fix. On the
other side, the UTs bid by statistic-based RBISs.

;e—fixed DRM
N -é- mixed DRM
0.8 RN 1
R SC1
0.6 N -
0.4 %3 ]
N
0.2 SC2 e~
RN
0 — o e
2 3 4 5 6 7 8 9
Ny

Figure 5.10Q0S comparison for applying mixed and fixed DRM

In Figure 5.10 the QoS measutg as proposed in Equation (3.7) is depicted de-
pending on the number of UTK; attending the cell. FoN; = 2, the QoS isl
for both SCs, because there is no excess demand situationthg fPoisson traffic
case. The shape of each graph is based on the reasons exa8ection 5.8.1.
Interestingly, the QoS of SC1 for the fixed DRM applicatiomé&iter than for the
mixed DRM, despite of cutting non-completely filled RRGs.eThixed DRM pro-
duces one RRG per UT which should carry SC1 and SC2 critidal ddnese bids
corresponding to these RRGs are additional competing Bidditionally, the cost
constraint of the mixed RRG is lower than the cost constsaiha RRG destined to
solely carry SC1 critical data. On the other hand, the cuheffixed DRM lowers
the competition. These reasons are responsible for therl&@1 QoS character-
istics of the fixed DRM in this scenario. On the other handlfigér QoS graphs of
SC2, the UT with a mixed DRM is slightly better than the UT wétliixed DRM,
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because the mixed RRG filled with critical data of SC1 and S&2ahigher cost
constraint than a RRG purely filled with SC2 critical data.u$hthe bids are at
least as high as for RRGs purely filled with SC2 critical data.

—o—fixed DRM

-¢- mixed DRM

Figure 5.11Signalling effort for applying mixed and fixed DRM. The numloé bits
Nig used for signalling is shown depending on the number of uSers

In Figure 5.11, the signalling effofV,;, for the two different implementations is
shown. Abid element consists of & bit representation of the number of RRGs
requested and @ bit representation ob,. The bid submission is optimised by
combiningbid elements with the same bid valtg The number of bits pdsid
for the mixed DRM is higher than the one for the fixed DRM. In therst case,
this signalling effort of the mixed DRM can I#times the one of the fixed DRM.
The two signalling efforts converge with highaf;, because the winning bids are
higher resulting in bidding the reserve price for the bidogdcost constraints are
below the lowest bid won. The allocation vectdr has the same optimisation as
bid. The twoalc vectors converge, because of the increasing number of dorgpe
bids, the winning bids get higher and closer together. Therdiour graphs show
the signalling effort for all bids with and without the alktion vector per frame.
As expected, the graphs increase with, but flatten based on the decreasing sig-
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nalling effort ofbid andalc. For N; — oo, the highest bids of at mo$8 different
UTs win, whereas the bids are equal.

5.8.3 Comparison of Fixed and Dynamic Reserve Price

The proposed RPC algorithm in Section 4.4.1 is compared tmtouched bidding
behaviour of the EM realised by a fixed reserve price: 0. Two scenarios are
considered. In the first scenario, all UTs work with a stetibased RBIS and in
the second scenario all UTs bid by an signalling-reducedSRBhe adjustments
are the same as in Section 5.8.1, but the frame considts RRGs to be allocated
in order to consider the behaviour of the RPC for excess suppl
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Figure 5.12Reserve price behaviour in two scenaridé; statistic-based RBISs are
in the first scenario and in the second scenario theréVarsignalling-
reduced RBISs. For both scenarios the averaged quantised/eeprice
r is depicted with respect to a dynamic reserve pricing (dd arixed
reserve pricing (fry =0

In Figure 5.12, the averaged reserve priée depicted over the number of UT§;
attending the cell. The graphs for the fixed reserve price ia® abbreviatiorfr,
whereas the graphs for the dynamic reserve price have tadomdr. The reserve
price of the statistic-based RBIS scenario decreases fiom= 2 to N; = 3,
because there is in both cases an under-demand and basedlargér number of
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UTs, the number of bids are higher resulting in higher prdtmglhat the lowest
winning bids are lower than faV; = 2 preventing the RPC to increase the reserve
price higher than forV; = 2. The system is laid out to supply in average the
demand forN; = 4 UTs. Based on the Poisson process nature of the incoming
traffic, there are situations in which not all bids win. THere, the probability that

the RPC has the opportunity to increase the reserve priceatey steps increases
in comparison toN; < 4. This results in an increase of the averaged reserve
price in comparison t&V; < 4. For N; > 4, the reserve price increases, because
of the excess demand and the increased probability thabttest winning bid is
higher than for less competition. In contrast to this, theraged reserve price of
the signalling-reduced RBIS scenario is always smallatefore the signalling-
reduced RBISs are a better leverage to press the resereegbitite RPC than the
statistic-based RBIS.

0.8~

0.6

fhs

0.4r

——signalling-reduced,
0.2 |~* signalling-reduced, fr
—=—statistic—based, dr
- o- statistic—based, fr

> 3 4 5
N
Figure 5.13Q0S measurement in two scenaridg; statistic-based RBISs are in the
first scenario and in the second scenario there\grsignalling-reduced
RBISs. For both scenarios the QoS meaguref the service classes SC1

and SC2 is depicted with respect to a dynamic reserve pricngnd a
fixed reserve pricing (fry = 0

In Figure 5.13, the Qog; of the considered UT is depicted. In the statistic-based
RBIS scenario the QoS measure for the dynamic reserve mhités(smaller than
the one for the fixed reserve price (fr). This is due to thergjews enforcement of
the RPC, the reserve price drives the bids to their cost mingt, and moreover



5.8 Simulation 141

the RPC attempts to increase the reserve price resultingdo&degradation in
comparison to the fixed reserve price. In the signallingtoed RBIS scenario, the
QoS is almost fulfilled for the excess supply. Box N; < 8, p4 is higher for the
dynamic than for the fixed reserve price, because f\gm> 4, the average reserve
price is higher than the average cost constraints of the R&@ying uncritical
data. This results in a lower demand and competition, kegihie dynamic of the
signalling-reduced RBIS in mind, in comparison to the fixesirve price scenario.
The QoS measurg, is smaller due to the reserve price height and dynamic. For
N; = 9, u1 may get worse for the dynamic reserve price than for the fieed r
serve price, because the averaged reserve price is sliggldy the averaged cost
constraint and based on the attempt to increasiee number of bids of the RRGs
carrying critical data of SC1 which are belavare higher than for a fixed reserve
pricer = 0.
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Figure 5.14Monetary gain consideration in two scenaridé; statistic-based RBISs
are in the first scenario and in the second scenario ther¥ asegnalling-
reduced RBISs. For both scenarios the averaged quantiseetanp gain
G is depicted with respect to a dynamic reserve pricing (dd) arfixed
reserve pricing (fry =0

The averaged quantised monetary gain of the EM dependiny;ois shown in
Figure 5.14. For the signalling-reduced RBIS scenario tA€ Rlgorithm produces

an increase in gain in comparison to the fixed reserve primeguse the algorithm
acts against the cost reduction of the signalling-redud®&RThe monetary gains
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reached in the statistic-based RBIS scenarios are higheetada higher averaged
reserve price which enforces the lower winning bids to bér thast constraints.
The additional aspiration to a higher gain by trying a higteserve price reduces
QoS as shown in Figure 5.13. F&f; < 4, the averaged demand is less than
supply, thus the statistic-based RBISs for the fixed priesgidown parts of the
bids to the reserve price = 0. For N; > 4, there is an excess demand, based
on the cautious behaviour of the statistic-based RBIS toedese the bids and the
rejection of possible winning bids by the dynamic reseniegprThe gain reached
by the fixed price is higher than by the dynamic reserve price.
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Figure 5.15Signalling effort in two scenariosiV; statistic-based RBISs are in the
first scenario and in the second scenario there\grsignalling-reduced
RBISs. The total averaged signalling effort is depictechwéspect to
a dynamic reserve pricing (dr) and a fixed reserve pricing(fe= 0.
Additionally, the averaged signalling effort of the alltica vector and a
bid vector for the first scenario is shown

The averaged signalling effort is shown in Figure 5.15. Ttwestellation ofbid
andalc are optimised with respect to signalling effort as desdtibeSection 5.8.2,
but the representation of the number of RRGs acquiteis. At first, the statistic-
based scenario is discussed. The averdsjeldsize increases for an increase of
Ny, excess supply, and dynamibdecause the probability gets higher that compet-
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ing bids are in-between the own cost constraints. Afteraatite size decreases
because of the increasesfFor a fixedr = 0, thebid size is approximately con-
stant and increases slightly because of the increased lglibp¢hat another win-
ning bid is in between two cost constraints. The averageathfligg effort ofalc
increases for highel; and excess supply, because the probability increases that
there are more different winning bids. Théc size decreases for high&f; and
excess demand, because the probability that the winnirgydiel closer together
increases. The size of tlac for the dynamic reserve price scenario is smaller than
the size of thealc for the fixed reserve price scenario because the dynamio/eese
price limits the number of submitted bids leading to a reiuncof winning bids
(see also the QoS discussion of Figure 5.13). The overaitiaddl signalling ef-
fort which is the sum of the bid sizes and the allocation veictoreases for higher
N; and fixed reserve price. In contrast, for the dynamic respriee application,
the overall signalling effort increases for high®y and excess supply, decreases
afterwards because of the steeply increasing reserve (@@ee5.12), and finally
increases again due to the flattening of the reserve prieéntinease of the number
of bids and the relation of the decrease of Hid size anchlc size.

Second, the overall additional signalling effort of thersitling-reduced RBIS is
considered. The signalling-reduced RBIS does not ndedas additional input,
therefore the overall additional signalling effort is thersof thebid sizes. Thus,

in comparison to the statistic-based RBIS scenario, theathaglditional signalling
effortis less. FoV; < 4, the signalling effort for a dynamic reserve price is higher
than for a fixed reserve priee= 0, this may be due to the increased dynamic. In
other words, for a fixed reserved price, the signalling-oediRBIS can better adapt
the bids meaning mainly bidding the reserve price becausgagss supply. In the
excess demand case, the dynamic reserve price reducbilisize, whereas for
fixed » = 0 no reduction takes places leading to an increasing diftereri the
signalling efforts.



6 ERAMA in IEEE 802.16

The standard IEEE 802.16 [37] which is also known as “WIMAX&asvinitially
designed to wirelessly connect terminals with DSL via a-lirfiesight connection

in a frequency rangél — 60 GHz. Afterwards, non-line-of-sight connections have
been introduced with IEEE 802.16a [47] which are intendedeapplied in the
frequency rang@ — 11 GHz. A further amendment IEEE 802.16e [116] extends
the standard to mobile users. IEEE 802.16 [37] incorporsggsral methods for
QoS. Instead of WLAN IEEE 802.11e [36], IEEE 802.16 can manaygiable QoS
requirements for different virtual connections within asee class. The data of the
different SCs can be transmitted by use of several physagaklimplementations.
IEEE 802.16 includes single carrier transmission, OFDMeator OFDMA-based
physical layers.

In this section ERAMA is implemented in the MAC of IEEE 802 [BF] with an
underlying OFDMA-based physical layer. OFDMA is chosertaasl of OFDM
or single carrier transmission, because based on the dpl® method, the bids
can mostly be submitted in parallel and thus the processing of the alloca-
tion mechanism can be increased. Furthermore, the OFDM8ilpiby provides a
large number of RRGs, but each with a small capacity. ThedDtRM can approxi-
mate the amount of data needed well to the number of RRGs deAd®mpetitive
RRG (see Section 3.1) is a proper number of subcarrier fortaingime. Ideally,
the RRGs are separated, but based on Doppler effects, nnfluahce can occur.
This issue can be averaged by the implemented frequencyrpapd reduced by
an appropriate power control, whereby power is a contefftiem RRG (see Sec-
tion 3.1) and is controlled by the BS. Moreover, the signalleffort in terms of
RRG representation increases witla, (N¢). That is, the more RRGs are offered
with the same capacity, the smaller the relative signalifigrt becomes.

6.1 IEEE 802.16 - OFDMA Description

In this section, the necessary functions of the IEEE 802.EBIIA standard is
described in supplementation of the topics which are dssdigh Section 3.3.6.
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6.1.1 Medium Access Control

The MAC in the data/control plane comprises three sublaybeservice-specific
convergence sublay€€s), theMAC common part sublayédMAC CPS), and the
security sublayer as shown in Figure 6.1. The CS procesyasaa arriving from

Service-Specific Convergence Sublayer (CS)

e
MAC ! '

i MAC Common Part Sublayer (MAC CPS)
l : Security Sublayer i
PHY Physical Layer (PHY) !
T Data/Control Plane

Figure 6.1 Protocol structure of IEEE 802.16 in the data/cotrol plane

the higher layer. The main task is the mapping of externaloed data to proper
MAC service flows. The MAC CPS incorporates the core fundliities of sys-
tem access, bandwidth allocation, connection establishared maintenance. The
security layer provides authentication, secure key exgbaand encryption.

QoS Provision

There are four service classes proposed which are listeording to their con-
straint demandsunsolicited grant servic@JGS), real-time polling servicértPS),
non-real-time polling servicrtPS), andest effor{ BE). UGS supports real-time
data streams which consist of fixed-size datagrams. Thesgrdms should be
sent at least in periodic intervals like for voice-overTRe class rtPS is designed
to support variable-size datagram transmission with aopéral repetition like for
MPEG-video. The class nrtPS is delay-tolerant and supparigble-size data-
grams requiring a minimum data rate like for FTP. The BE s@rtias no minimum
service level requirement and can be seen as a space-#v#iEismission.

A service class can consist of several service flows. A serflmv is a MAC
transport service and is characterised by QoS parametéch wlclude at least the
parameters of the SC. If a service flow is used, that is an &elindr an active
service flow, this service flow getscennection ID(CID). The QoS parameters of
a service flow can also be dynamically changed. The authimisaodule, which
is logically located in the MAC CPS of BS, can approve or ddmgse changing
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| Expression | Size | Notes
DIUC/UIUC 4 bit | DL/UL interval usage code
N-CID 8 bit | Number of CIDs (only DL)
CID 16 bit | One for UL and N-CID for DL
OFDMA symbol offset 8 bit | Time coordinate of orientation point
Subchannel offset 7 bit | Frequency coordinate of orientation
point

Number of OFDMA symbolg 7 bit | Number of OFDMA used carrying
the PHY burst

Number of subchannels 7 bit | Number of subchannels with
subsequent index

Boosting 3 bit | Incremental DL power adjustment
0, +3dB,+6 dB,+9 dB

Power control 8 bit | Incremental UL power adjustment

in 0.25 dB units
Repetition coding indication| 2 bit | Indicates no2, 4, or 6 repetitions of
data

Table 6.1Main data of an information element of an UL or DL map

requests. However, the CS is responsible for mapping thecsedata units to
CIDs which is executed by the subentity UL and DL classifieeve3al different
service data units may belong together and are called acsettata unit sequence.
It is allowed that several sequences are mapped to a unidue ClI

Resource Allocation

The standard allows theubscriber statiorfSS) to request for resources to meet the
bursty nature of IP traffic. The request can be submitted bgradsalone bandwith
request header or piggyback in a MAC header. These bandwédtrests can be
incremental or aggregate. The grant as an answer of sucluestag not exclusive
for the proper CID, because the BS may not fulfil the completpiest and only
assign a part of the resources needed. Then, the SS can dboidiethe usage of
these resources, like transferring to another CID or diingrthe whole service
data unit. The BS broadcasts the resource allocation irdtom in the UL-map
and DL-map. These UL-map and DL-map messages include adissacy infor-
mation about the channel access for each CID. A SS has to listly for the DL
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transmissions which are not explicitly dedicated to ano8t in the DL-map. In
turn, the SS is only allowed to send over the resources in thevhich are as-
signed to its CIDs in the UL-map. Ainformation elemeniE) is an element of the
UL or DL map which includes a resource assignment. Table l§olvs the main
information of an IE.

Each IE includes the message purpose indicdtwnlink interval usage code
(DIUC) and uplink interval usage cod@JIUC), respectively. DIUC and UIUC
indicate different burst profiles, end of map, or speciabinfation in an extended
IE. For subchannel allocation the maps determine the coatel in the OFDMA

frame which are the OFDMA symbol and subchannel offset indéis pointis the

corner of a subchannel-symbol field whose length is detechby the number of
OFDMA symbols and the number of subchannels. The frametsiris explained

in Section 6.1.2. Such a field can incorporate several cdiomescin the DL, but

only one in the UL. The transmission power in the DL is indéchin the same
IE as for subchannel allocation in order to adjust the RFtfeord. In contrast, a
UL-map IE can either provide subchannel allocation infairaraor power control.

Important information may have to be repeated within ancalled time-frequency
field. This is indicated by the repetition coding indication

6.1.2 Physical Layer

The PHY of the OFDMA opportunity has the same processingtasithe OFDM
method. In Figure 6.2 the transmission unit of the PHY is diepi for UL. The
source bhits are scrambled to avoid long ,,0“ or ,1" sequendd®e advantage is a
simplified clock recovery and an improved detection. Thewsityler adds modulo-
2 a block of bids with a pseudo random binary sequence. THershister is
initialised by the OFDMA symbol offset and the subchann&etf The scrambled
bits are encoded by a convolutional code with memory lefigthd code raté =
0.5. This code is optimal, because the Hamming distance is naxiith respect
to all other convolution codes with the same code rate andaneitength. The
channel coding is applied to blocks of bits, thus the comvmtuencoder works
with a termination according to the tail-biting procedutd&T]. This procedure is
applied instead of zero-padding to exploit the informatidrsending the starting
bits twice. Additionally, the coded bit sequence is punetuto react on channel
variations. The effective code rate can/ig = 0.5, 0.66, and0.75 reducing the
Hamming distance td = 10, 6, and5. A matrix interleaver exchanges the code
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Figure 6.2 Transmitter of IEEE 802.16 OFDMA for the UL

bits to avoid bundle failures. The number of matrix elemshtsuld be equal to the
number of code bits a subchannel can capture in one OFDMA Bl code bits
are mapped to QPSK, 16-QAM, or 64-QAM symbols using Graymrgdi he pilot
symbols are BPSK modulated. For each OFDMA symbol a pseuttora binary
sequence is calculated, whose initial state is determinetihé cell ID, antenna
segmentation, and symbol offset. This pseudo random segquemamed cover
code. The symbols of subcarriers destined for the paylaadwstchanged if the
cover code bit is+1. Otherwise it is reflected on the origin. The OFDMA frame
described in the following section is then constructed. §ymbols of the OFDMA
frame are OFDM modulated by amverse fast Fourier transformatiodFFT) and
by adding a cyclic prefix interval to reduce inter-symboénfierence. The data are
sent by the RF front-end.

Subcarrier Arranging

The TDD frame structure of the OFDMA opportunity is consitkr The frame
is separated in a DL and UL part in time as shown in Figure 6a.tlke sake of
simplicity, in this work the frame part constellation of tB& is the same as for
the UL. An OFDMA symbol consists df048 subcarriers, wher&84 subcarriers
are reserved for the lower guard band amd for the upper guard band1680
subcarriers are used for data transmission including pid&, one subcarrier in
the middle is unused in order to avoid direct current. A salnectel consists at4
subcarriers. Thesgl subcarriers are arrangeddmgroups of4 adjacent subcarriers
each. Such a group ¢f OFDMA symbols is called a tile as depicted in Figure
6.4. A tile consists o2 OFDMA symbols. The OFDMA symbols at the corners
of a tile are pilot symbols in order to estimate the channéblb@ur for the tile.
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The subchannel changes the tiles according to a permutatiarh is similar to a
frequency hopping mechanism. There @besubchannels and consequenti

tiles contemporarely. Both the subchannels and the tikeénalexed from lower to
higher frequency. In Figure 6.4 a possible permutationetile index of subchan-
nel0 is shown. The tile indices indicate that the distances betvike tiles are not
equal. A subchannel for a duration ®fOFDMA symbols is denoted aslasic

elemen{BEL) in the following. Such a BEL includets OFDMA symbols deter-
mined for the data. These symbols are arranged as illudtimtéigure 6.4. In this
work, the smallest RRG which can be allocated in the DR @nsecutive BELS
of a subchannel, whereas for the UL, a RRG consists @dnsecutive BELs of a
subchannel, because of reducing the signalling effocabfindbid transmission.
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Figure 6.3ERAMA realisation for a modified IEEE 802.16 system

Frame Structure

In a frame, the DL data are sent first and then the UL data ansriréted. The
frame duration is the sum of the DL durati@i 1, transmit/receive transition gap
(TTG), UL durationTy 1, andreceive/transmission transition g§dRTG). The en-
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tities have the duration TTG and RTG to change from transarigs receive mode
and vice versa. Both the DL and the UL duration are a multiflaroOFDMA
symbol duration.

3637 38|39 40[41 42/43 44/45) 4647
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Figure 6.4 Subchannel structure in an OFDMA symbol composed of 6 tiles

The DL part starts with a preamble which takes one OFDMA syimbbe frame
control heade(FCH) contains the DL frame prefix which carries basic infation
like the location of the DL-map. FCH is transmitted using GP&hd e = 0.5.
After the preamble, the first two transmitted subchannelseserved for the FCH
which is repeated four times. This results in a resource n€¢dRRGs. Addition-
ally, the DL frame prefix needst bit, therefore this information is doubled to use
the complete BEL. The DL- and UL-map shall be transmittedhatlieginning of
each frame, because they carry the RRG allocation infoomafihe maps shall
be QPSK modulated with code rate= 0.5. The time-frequency region within a
frame destined for a user is denoted by data region. Asridltest in Figure 6.3,
there are five data regions in DL labeled byo 5. The data sequence is mapped
to the RRG sequence. Consecutive RRGs are arranged in tiswidn and start
in the subchannel with the smallest index as depicted fax degionl in the DL
part. If a part of a subchannel for a proper data region isatkd with RRGs, the
RRGs allocation proceeds in the subchannel with the nektegnimmdex, beginning
at the smallest OFDMA symbol index of the subchannel padrghg to the data
region. The DL and UL part do not share an OFDMA symbol.

In the UL, the data regions have the same arrangements o&hs. B\s Figure 6.3
illustrates, usef which has data regiohin DL can use different subchannels for
its data regiori in UL in comparison to DL. Additionally§ subchannels of the UL
are reserved for the so-called “ranging subchannel”. Thgirg subchannel is a
random access channel which allows contention-based hdtihgquest.



6.2 ERAMA Implementation 151

6.2 ERAMA Implementation

The TDD frame is divided fixed in a DL and an UL part. The DL parhsists of
150 OFDMA symbols for data and one OFDMA symbol for the preambleere
the length of the UL part i§44 symbols. Thus, the DL part h&$ consecutive
RRGs in time, but the UL part hd$ RRGs. The bandwidth i80 MHz resulting

in a subcarrier separation of.16 kHz and a symbol duratiofl,,, = 89.6 us after
the IFFT. The OFDMA symbol duratiofi; is extended by the guard interval which
is chosen td).1257,, resulting inTs, = 100.8 ps. The switching durations TTG
and RTG are assumed to bé ps. The frame duratioft’s is composed of

Ta = Tpr +TTG+ Ty, + RTG
= 15175 + 10us+ 144Ts + 10us = 29.76 ms. (6.1)

The DL part consists a$500 BEL which corresponds té750 RRGs. From these
RRGs,4 RRGs are reserved by the FCH. Thus, the allocation mechamasnto
allocate1746 RRGs for the DL-map, UL-map, and user data. The UL part has
3360 BELs which corresponds tbl 20 RRGs. The number of BELs is slightly less
than for DL in order to take into account the signalling effofr DL-map and UL-
map. The ranging subchannel claimsder6 RRGs, thus the allocation mechanism
can assign024 RRGs to users.

Besides the four SCs proposed in the standard an additamilol SC(CSC) is
introduced which has the highest priority. The data in th&€@&ve to be trans-
mitted withinT4. The CSC is mainly destined for important control inforroati

like bid with respect to IEEE 802.11e [36]. It is assumed that therpaters of a
service flow are the same as for a specific SC, which is recomettsior the RAT,

in order to reduce buffer management. Therefore, the Clbeanodified to a cell
specific user IDn in concatenation with the SC number. If it can be assumed that
the cell has less thai® attendees, the CID can be presented .

The UL-map and DL-map representation of the RRG allocatiemaodified. In-

stead of giving the reference coordinates of data regionth@edize of the data
region, the start and end point of the data region are st&edboth UL and DL,

the RRGs destined for user data are considered as a data.régias, the RRG
index starts with the first RRG in the subchannel with the gstindex. The index
increases within a subchannel. If the end of a subchanneliok & reached, the
indexing continues in the next higher subchannel. Conogrthie DL part, the UTs
have to take into account the RRGs of the map and the FCH.
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| Expression | Size|
DIUC or UIUC 4 bit
Start RRG 11 bit
Stop RRG 11 bit
Boosting 3 bit
Repetition coding indication 2 bit

Table 6.2Data of a modified information element of an UL or DL map condasy
RRG allocation

The information of both maps whose content is shown in Tal#leafe equal. That
is, a UL-map allocation element also gives the opportunifyrbvide power control
information simultaneously. The start and stop RRGs of éiaklare presented by
11 bit which is the smallest representation to manage all RRIGspyoper link.
Consequently, the signalling effort per RRG allocatiomedat of a map i§9 bit.

The auction process is spread 02erDD frames. The auction starts one frame in
advance as shown in Figure 6.3. The allocation of the RRG&en't frame is
considered. In the — 1% frame, the RPC announces the quantised reserve prices
ryr, andrpy, by theanomessages for both UL and DL in the UL-map and DL-map,
respectively. For an absolute representatidy;: vz + Nuit.r,pr) bits are nec-
essary, if the numbers of quantisation steps2dfe:~vz and2™Nvit. 0L, Because
the number of RRGs of both links are constant, this inforaratian be conveyed
to the UTs during the connection process and need not pealbgdbe announced
as illustrated in Figure 4.4. However, the DC informatiomliso provided by the
cat message in the DL-map of the— 15 frame. The DC information is not trans-
mitted within the user data regions, because DC informationsers which are
connected but have no DL RRGs should be provided. The costd be covered
by a connection fee.

The data categorisation is executed on the network sideauecof the small ca-
pacity of the RRGs with respect to the assumed amount of dsgded and the
large number of RRGs offered, the fixed DRM is used. If fixed DRMs used,
it is suitable to transfer parts of the mechanism to the n&kwae. These parts
are responsible for splitting the data to the RRGs, but docatmtulate any cost
constraints. The DC information per category and SC are timeber of RRGs
needed and the percentage of the used lower priority datss, Tivere are no artifi-
cal losses based on cutting the data as for fixed DRM 1). Tlssitable for CRC
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coded datagrams, but with a higher signalling effort witepect to the usage of
fixed DRM 1). In the following the fixed DRM 1) is applied. Thetput of the DC
on the network side is quantised to reduce the signallirayefOne approach is to
map the data to the RRGs needed for this SC and category.foterparts of the
DRM are transferred to the network side. However, it can bis@nvisaged that
only a fixed quantisation step size is chosen. The DC infaonas conveyed in
the DL-map. The message structure per UT has a dynamic sizes aomposed
of the user IDm (5 bit), the j-available field {0 bit each), and for eachthe data
quantisation field {1 bit), as shown in Figure 6.5. Theavailable field indicates
if categorised data of are available. For example, if bitand3 are set tol and
the others are zero, the two following data quantisatioddidlelong tgj = 2 and
Jj=3.

DC message cat
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— AN AN )
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Figure 6.5Messages structures of the auction signalling for an ERMplémenation
in IEEE 802.16. The sizes of the DC messag¢, the allocation vector
alc, and the bid vectobid depend on the actual information which has to
be transmitted

After receiving the DL-map and UL-map, the UTs can start gatising the UL
data and calculating theid within the duratioril., as depicted in Figure 6.3. In
the UL part thebids are submitted. As shown in Figure 6.%ial message consists
of the j-available field for the DC message and bid elements whogaifadle field
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indicates its existence. A bid element comprises the numbBRRGs neededi(

bit) and the quantised bid valué pit). To ensure an early bid submission, the
MAC header is located in the subchannel with the smallesbiradibject to those
RRGs that are sent first. The MAC header containsittie which is separately
CRC coded with respect to the data. The MAC datagram follbvesdiata region
order. The RRGs of the subchannels, which are smaller thamrle the MAC
header starts, are then filled according to the data regiterom other words, the
MAC datagram continues with them. The EM may allow a bid agitn timeT,.,

in order to possess enough tirfg,. to execute the allocation mechanism and DC
of DL. If a UT can only use RRGs which are notT.,, because the UT may
have less than one subchannel in the ULTpr,, the UT can submit itid in the
ranging subchannel and may face competitors.

The ideal auction mechanism to maximise the operator’s lgasnto try all possi-
bilities to allocate the DL and UL in common, because the Ubcaltion always
influences the DL allocation by the RRGs needed for the UL-nBResides the
constraint of a fixed number of UL and DL OFDMA symbols, the WHsources
are allocated first, thus the RRGs needed for the UL-map caulbeacted from
the available DL RRGs. These constraints are introducedderdo reduce the
computational effort. The remaining DL RRGs are assigndbediighest DL bids
with respect to the RRGs needed for the DL-map. Due to thelfattan IE of the
DL-map belongs to a SC and there are at most two differentfigd$SC, the AM
needs the information to which SC a bid belongs. For exanfp?eRRGs are still
available and the highest bid which is not served needs a riesm&p element,
but this would exceed the number of DL RRGs, the next loweribihken into
account. The SC of this bid might already have a DL-map elenmtause this
bid might be for uncritical data of a proper SC and a higherfbictritical data of
the same SC would have won. The UL auction is a standard ais@tory auction,
whereas the DL auction is a modified discriminatory auctibthe RRGs needed
for the UL-map and DL-map are relatively small in comparisothe DL RRGs
offered, the modified discriminatory auction can be congdeas an approximate
discriminatory auction.

After the execution of the auction mechanism, the RRG aflondanformation is
conveyed in the DL-map elements of th&" frame as stated in Table 6.2 which
includes the information of thein elements. Additionally, the allocation vector
alcis inserted in the maps. The sizeal€ is dynamic and depends on the number
of different bid values won. The message structuralotbegins with the number
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of different bid values. For each bid value, Bhbit field stating number of RRGs
won for a proper bid value and@bit field destined for the quantised bid value is
added (see Figure 6.5).

6.3 Simulation

The ERAMA implementation described in Section 6.2 is sirtedaA cell in which

a BS controls the channel is considered with users. Each SS uses the statistic-
based bidding strategy and has the same data traffic chasticteCSC gets data-
grams of sizel44 bit every(0.57 4 resulting in a data rate ¢£7 kbps. The size of
the datagram5875 bit) and inter-arrival time of these datagrand2(’’4) are the
same for the classes UGS and rtPS. The last two classes leasartie parameters
as rtPS, but the datagrams arrive according to a Poissoegsedth an averaged
inter-arrival time0.27'4. The service parameters are maximum delay and minimum
data rate, whereby it is assumed that the transition deltheathain PHY-channel-
PHY can be neglected in comparison to the service paramelé is, the data
stage in the MAC queue has the main influence. It is assume®@ data can
have a maximum delay &f4, and a minimum data rate 6# kbps. Applying the
delay categorisation procedure described in Section Al&eZSC data are always
critical to emphasise the importance of transmitting colrdata. The UGS has a
maximum delay o374 and the same minimum data rate as CSC in order to be
suitable for phone calls. The maximum delay of rtPS4% longer, but the mini-
mum data rate is the same. nrtPS and BE have no constrairtetoade, but a long
maximum delay, that is the delay of nrtPS must not exc#dd, and the delay of
BE has to be below0074. The first two SC, CSC and UGS, are modulated with
QPSK and the others witt5-QAM in order to assure a lower BER for the first two
SC, especially for a correct transmission of control infation. The same channel
coding with coding raté? = 0.5 is applied to all data. The amount of data which
can be transmitted with a RRG varies with respect to the SGl#t@ belong to.
The implementation of the fixed DRM 1) yields RRGs proposafswhich each
RRG is determined for data of one SC and category. To ensatétiportant data
like CSC data also have a high cost constraint per RRG, theoastraints of data
have been chosen accordingly. For example, if the cost @ntt of a CSC da-
tum is 1.5 times the cost constraints of a BE datum, the cost constaiatCSC
RRG which is assumed to be one data symbaltimes the cost constraint of a BE
datum, but the cost constraint of a BE RRGLimes the cost constraint of a BE
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datum. This yields the possibility to bid higher for BE RR@arn for CSC RRGs,
thus necessary control information may be lost.
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Figure 6.6 QoS fulfillment of the five service classes CSC, UGS, rtP®%rand BE
for a UT competing with a statistic-based RBIS agaiNist— 1 UTs acting
with statistic-based RBISs. The QoS meagwef the five service classes
(s € {CSCUGStPSnrtPSBEY}) is illustrated for the UL and the DL

A proper user is considered. These user’s cost constraidtpreferences of RRGs
are the averaged cost constraints of the others. Both prefes and cost con-
straints are the ordered values of uniformly distributelli@s. This order corre-
sponds to the order of CSC, UGS, rtPS, nrtPS, and BE for RR®gireg critical
data and then for RRGs carrying uncritical data.

In Figure 6.6, the QoS measuytg is shown versus the number of uséfs attend-
ing the cell. The QoS measure is the quotient of the data wdocid be success-
fully sent divided by the data input of the SC queue. The salbsigned to transmit
data of two users for which the QoS of all SCs is fulfilled. FotthUL and DL, the
QoS of CSC which is destined to carry thid in the UL is always fulfilled. The
lower the cost constraint per RRG is, the smaller the QoS uneas becomes per
link. Clearly, the higher the demand and the number of uadgtgespectively, the
smalleru is. The QoS measure of a proper SC is higher for DL than for -, b
cause the DL provides more BELs than the UL even after suliicgathe UL-map
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and DL-map. For example, the number of BELs of the UIL(24 - 3 = 3072 and
the number of BELs of the DL i$746 - 2 = 3492. Assumings6 RRG for UL-map
and DL-map in common, there are sfi380 BELs available for DL. [f3 OFDMA
symbols are taken from DL to UL, the number of BELSs is appraatiely the same.
Butin DL an OFDMA symbol has to be added or removed in ordeetacgmplete
RRGs resulting again in an unbalanced BEL division.
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Figure 6.7 RRG usage for DL and UL: number of RRGs allocated to users in DL
(alloc. DL) and UL (alloc. UL), number of RRGs need for DL- abidl-
map (DL&UL-map, and number of RRGs used for signalling in WLL(
signaling)

In Figure 6.7 the number of RRGSr i allocated is depicted dependent on the
number of users attending the cell. The number of allocate@®Rin DL (leg-
end: alloc. DL) increases fromV; = 2 to N; = 3, because due to the Poisson
process nature of the incoming data there are frames whécharfully occupied.
For N; > 3, Nrrc decreases because the number of RRGs needed for the maps
(legend: DL&UL-map) increases and the control informati@s higher priority.
The number of RRGs allocated in UL increases friin= 2 to N; = 3 due to the
same reasons as in DL. Fdi; > 3, the number remains constant, that is all RRGs
are occupied because of excess-demand and fixed quantisgda@ricer = 0.
The number of RRGs used for submittibgds is neglectable and arouAadRRGs
(legend: UL signalling) in comparison @24 RRGs offered in the UL.
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Figure 6.8 Signalling effort for RRG allocation: overall signallindgfert (overall) for
the allocation procedure, additional signalling effont &uctionning (ad-
ditional), and additional signalling effort for the UL casting of the bid
submission effort (UL additional)

The singalling effort, that is the number of bitg;,, is shown in Figure 6.8 and
includes the effort for the auction and allocation proceddre signalling is exe-
cuted with messages structures illustrated in Figure 6t additional signalling
effort in the UL (legend: UL additional) consists of the nuenlof bits of the bids
conveyed by all users and clearly increases with a higheaddrfor RRGs. The
overall additional signalling effort (legend: additiop& the sum of the reserve
prices, data categorisation information, allocation ses;tand the additional sig-
nalling effort in the UL. The difference of the overall addital signalling effort
and the additional signalling effort in the UL is the additd signalling effort in
the DL. This increases because the higNgiis, the more DC information has to be
sent which dominates the fact that the number of differentimig bids gets smaller
resulting in smaller allocation vectors. The overall siging effort (legend: over-
all) is the sum of the IEs of UL-map and DL-map, DC informaticeserve prices,
allocation vectors, and the additional signalling effartiL. The difference of the
overall signalling effort and the additional signallindaet in UL is the additional
signalling effort in DL which is much more than in UL becaudearrying all the
allocation information.
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Figure 6.9 Relative resource needed for the allocation proceduraethéve resource
need for the overall signalling (overall signalling) and telative resources
needed for the additional signal effort (add. signalling)

The focus of this simulation is on the BELs needed for sigmglin relation to the
BELs available. Figure 6.9 shows the percentage of the nupfti8ELs needed
relative to the number of BELs in a Frame without considethrggpreamble. The
percentage of BELs needed for the additional signallingretis shown in Figure
6.8 is belowl % for up to7 users and increases wilfy. Even the percentage of the
BELs needed for the overall signalling of this frame-badéxtation mechanism,
that is also including the DL-map and the UL-map (see disonssf Figure 6.8),
is below2.5%.
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The tendency of wireless communication systems as accesstapity to the IP-
based network allows a change in task responsibility angsidiv. An operator
of wireless communication systems needs not mandatooljige application and
network access to the application provider, but only wssglaccess to the network.
These tasks can be executed by different parties. Thislen&v tasks and new
possibilities in task combinations. It can be envisageat, &huser can individually
choose the access, network usage, and application froereliff providers, e.g. by
taking special offers. The usage can be priced and billedaloy @arty. Illustra-
tively spoken, think about a journey by a train, the wirelassess is transportation
to the station, e.g. by bus or taxi, the network usage is thie tronnection, and
the application is to meet a friend, a customer, or to visitis@um. Depending
on the intention of the journey the kind of train, trace, amthicle to the station
has to be chosen. The services can be paid in common or indilyd The main
focus of this thesis is on wireless access under the assumgpitexclusive pricing
and allocation of this task with respect to network usagesgudication provision.
The idea is to combine the medium allocation and pricing iemanced medium
access control. Additionally, the pricing methods showdddignamic in nature to
follow the demand and willingness-to-pay variation. Thiglue to the fact, that
most radio resource goods are like tomatoes, if you do nothesa before the
expiration data, you can throw them away and their utilitplimlished. Thus, the
operator can determine the price per good to maximise hietaongain. To find
out the willingness-to-pay, the operator needs a pogsiltdiget information about
the users, which can be realised by negotiations. Two aigiearise: the automa-
tion of the negotiation procedure and the reduction of dlongpeffort, especially
over the wireless channel.

The negotiation procedure is realised by a multi-unit siedle auction which has
a smaller and a predictable signalling effort in contrasth® open and sequen-
tial auction. The discriminatory auction is chosen to prévduffing and the user
knows exactly the value he has to pay for a good. The negmigtire executed by
software agents which are algorithms implemented in theiumedccess control.
These agents deal with real money, therefore they have tesigried such that
both the operator and the users have confidence in thesélaiger The agent rep-
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resenting the user, has to evaluate the data and their spmdjancy, determine the
radio resource goods needed for transmitting these ddiamads the behaviour of
the other user terminals, and calculate the bids. A solwf@uch a radio auction
agent is proposed in this thesis for which a suboptimalsatitin is investigated to
reduce the computational effort. The core entity which eatds and exploits the
information is the bidding strategy. Several realisatiosgibilities are proposed
and their behaviours in the simulations fulfil the expeotagi The leverage of the
operator is the reserve price which can vary in two conseeatiictions. Based on
the different bidding strategies the reserve price catoul@aces to, the monetary
gain is different. Besides the attempt to increase the t8dsgh as possible, the
reserve price also serves as a signalling controller byvalig only to convey bids

above it.

The protocol ERAMA can be implemented in new radio accessnelogies be-
yond 3" generation or in established technologies. Wireless comization sys-
tems tend to transmit more and more with higher data rate tet the growing
demand for data rate in applications. As the implementapia@posal in IEEE
802.16 shows, the overall signalling effort is only aro@%, whereas the purely
additional effort for the auction procedure is belof§ in the simulation. ERAMA
is suitable for allocating a large number of radio resoumeds for high data rate
transmission and short auction frame repetition. But, it @so be envisaged that
ERAMA can be applied to low data rate transmission and lorajiaw frame rep-
etition.

ERAMA, in this stadium, is capable of managing a one-to-areection between
two parties, like a base station and a user terminal. Moremaok places are
covered by several radio access technologies mostly dessign different applica-
tions. To lower access blocking probability and increasespm usage efficiency,
the terminal can be connected to several radio access tegie®simultaneously.
The data traffic can be divided to the different radio acceshrtologies accord-
ing to the load of the different cells, the suitability ofrfisanitting data of a proper
service class, and the prices. An extension of ERAMA to useninals with this

multi-homing capability is proposed in [107] and [112]. Tiehaviour of this ex-
tension can be studied for several established radio ataessologies like UMTS
and WLAN. The proposed algorithm of the additional entitp &@ compared with
smart functionalities like neuronal networks, fuzzy lqgitc.

Furthermore, it could be envisaged that different algonghcan be observed, e.g.
evaluation of performance, convergence time, computatieffort, power con-
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sumption, and accuracy. Based on the observation, anatbtmice, which can
be a machine learning method, can learn about the behavidutlecide whether
to replace this algorithm. That is, a cognition instanceticathe radio access cog-
nition entity as proposed in [109]. This extended contretamce can be applied to
ERAMA [87]. For example, to replace the bidding strategy bwrmging the cell,
because the user terminal may face a very different enviesinturthermore, an
additional bidding strategy can run in parallel in a testggharhe algorithms can
be exchanged if a better performance is expected based testiEhase.



A Proposition of Section 2.3.1

Proposition: If the bidders have private information and seek to maxinttiee
number-oriented gain according to Equation (2.16), theis i@ weakly dominant
strategy to bid trulys(x) = x.

Proof: Without loss of generality let the reserve pricesbe- 0. In the following

the bidding strategy is searched which achieves the higjastfor all possible
outcomes of the discriminatory auction. Therefdfge + 1 cases will be closely
considered. Thevalues, (¢ = 1,. .., N¢) of the bidder are sorted in a decreasing
orderz, > z,41. Because the values are the cost constraints and a disatoryn
auction takes place, the bids are limited by< b,y < z,. For a proper bid
constellation the bids; (j = 1, ..., N¢) are also ordered in a descending manner,
whereby there exists a bijective mapping function from tieos the value indey

to the set of the bid indexfor each proper bid constellation. This means, the order
of the values needs not to be the same as the bid order. Allitlsedth the other
bidders denoted by, are also ordered in a descending manner, only the highest
N¢g ones are considered, because the other values do not hfemtifcome of the
auction.

In the following N + 1 possible outcomes will be considered, the best bidding
strategies, i.e. the set of weakly dominant strategies dohease will be deter-
mined, and finally the set of bidding strategies will be gdifrem the intersection

of the sets of the weakly dominant strategies for all cases.

The first caseg = 0 is that the bidder wins at least zero goods. Under this cmmdit
the set of weakly dominant strategiBg is identical to the bid space

Bo= x [0 (A.2)

1<I<Ng

In the second case = 1, it is assumed that the bidder wins at least one good
for sure, which dominates the equality of two competing kadsl the possible
defeat based on the lottery,df, < z;. Under the conditiony, = x5 (§ =
1,---,Ng,.), by = cn is the necessary condition of the dominant strategy and
yields to the same final result(x) = x. Equality will thus be neglected in the
following. This means that at least one bid is higher thanXtjé highest bid of



the others, therefore the following condition has to be Ifeti

cng < b1 < m?xxg =x. (A.2)

If cn., is known, then all bidding strategies are weakly dominanio at least
one good for sure which fulfills Equation (A.2). Now, it is assed thatcy,, is

unknown. Under the condition to win at least one good, theklyedominant
strategy is to bid the highest valug which is simultaneously the highest bid =

x1. Therefore the set of weakly dominant stratedéggor caseg = 1 is

By = {a1} lin (05 2] (A3)

>IvVG

In the next case = 2, the bidder wins at leaggoods. That is the bit, has to be
higher tharcy__1. The necessary condition is (recalling that> b2)

CNg—1 < b2 < max =z =z,. (A.4)
2<g<Ng

The set of weakly dominant strategiBs to win at leas goods is
Bs = [x9; X X 0; xy]. A.5
2 [mz ml] {332} 2<i<Ne [ l“l] ( )
Forthe case = k (k = 3, ..., Ng), itis straight forward. The condition for case
q=kis

CNp— <b, < max z == A.6
No—kt1 <bp < max k> (A.6)

where the set of weakly dominant strategiasfor caseg = k is

Bk = X [xk;xl] X {:Ck} . XN [O;xl]. (A?)

1<i<k <I<Ng

To find the set of weakly dominant strategies, the intersactif all set of the
weakly dominant strategies has to be taken, to find thisegfi which are weakly
dominant regardless of the outcome

B= () By= 1ng<NG{xg}. (A.8)

0<q<Ng

Consequently, true bidding is a weakly dominant stratilyy.
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B Proposition of Section 2.3.3

Proposition: If symmetrical bidderg N; > 2) with private information convey
bids according to the statistic model in Section 2.3.2, thénoal reserve price,
which maximizes the auctioneer’s expected revenue in aramiprice auction, is
in the interval(0,w).

Proof: At first, the expectation of the auctioneer’s revenue wildeeived and the
first derivation will be proposed. Afterwards, the first dation will be considered
at the points of interests, thatdsandw.

Expectation of the Revenue

fa(b) is the joint density of all ordered bids. All N; bidders submitV¢ bids
resulting inNg = Ng - Ny bids. The expectation of the auctioneer’s gain in a
uniform-price auction can be expressed by

P = E{mmaz D} (B.1)

b1 bNpg-—1
= 0- 7/ / / b)dby, ...dby
b2 bnpg—1
I 7/ // / b)dby, .. .db;

I(1)

b1 bs bNBl
27«// // / b)dby, . . dby

+
1(2)
by bng -1 bNpg-—1
b Ne r/ / / / / b)dby, ... dbs
I(2Ng)
+

w by bng  ONg+1 bnp -1
NG/ / / / / byei1fe(b)dby,, ... dbr
r T r 0 0
I



166 Chapter B: Proposition of Section 2.3.3

wherem,, .. IS the number of goods allocated gnis the price paid per good. The
first addend describes th fact that no bid exceeds the repapeeimplicating that

no good is allocated. The furthéf, addends state that a proper number of bids
(< N¢) exceeds the reserve price. Thus the clearing price stikiseserve price.

In contrast, in the last addend, th&!" highest bid is higher than the reserve price.
The market clearing price in a uniform-price auction therefis this bid.

The densityfg (b) can be described as a permutation of the independent and iden
tically distributed probability variabl&, with probability densityfz(b,) [14] ac-
cording to order statistics

fB(bg) = NB!fp(b1) ... fB(bNy)- (B.2)

In the following the addends will be simplified. At first coder 7(1) in Equation

B.1)
1- r/ / /b2 /bNB 2 (N)!fB(b1) ... Fy, 1 (bNg-1)

- fB(bng—1)dbng—1 ...db1

dFp(bng-1)

- 1. 7«/ / /b2 /bNB ’ (Np)f5(br). . (bNB 2)

- fB(bng—2)dbng—2 .

(1)

dFp(bNg—2)
w r Np—2
= 1- 7’/ / (NB)'fB(bl)}(:‘]‘ifT—(Qb;') fB(bQ)de db1
" 0 dFp(b2)
=1-r- (AQB) (1—FB(7“))F]JBVB_1(7“). (B.3)

The addend (2) is

I s

“f(bng—1)dbng—1 ...dby

dFp(bng-1)
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e[ . R

- fB(bng—2)dbng—2...dby

dFg(bxy 1)
w by r Np—3
=2 [T [ Va0 102 288 1o 0 vy vt
dFp(bs)
P (1\;3> (1= Fa(r)? FYs~2(r). (B.5)

The simplified result of the first and second addend, is the giltiplied by the
probability that two bids are higher than the reserve pricg all other bids are
lower thanr according to order statistics. In the same way, kti¢ addendsi(=

., Ng) can be expressed by

IN=1-r- ("\;B> (1—Fp(r) FY==Y(r), (B.6)

wherel - r is the gain which has the probability thiabids are higher than and
Np — [ are lower tharr. The last addend can be simplified in the same way until
the integration ob ., +1

b1 bNG bNG+1 bNB—l
T e

(Np)!f(b1) ... fB(bNg)dbNy ... dby

by bng
= NG/ / / bNg+1(NB)!fB(bl)'~'fB(bNg+1)

Fp2 N6 (byg 11)

(Ng — Ng)!
With respect td/ (/) andI1, the expectation of revenue B.1 can be expressed by

Zl () 0= moe

by bng
+ Nc;/ / / bNG+1(NB)!fB(b1)-~-fB(bNG+1)

L0 (bve 1)
(Ng — Ng)!

dbyei1 ... dby. (B.7)

dbyes1 - .. dby. (B.8)
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Derivation of a Maximisation Condition

For notational clearness, an auxillary functiair,b; ) is introduced

ha(rby) = { frbl his1(rbig1) fB(big1)dbi1 1 <1< Ng . (B.9)

Np—N
FgB 7 (bng+1)
bNyAW Il =Ng1

First of all considering the last addend of Equation B.8 \Wuhidll be differentiated
by r

II(r) = Ng / . ha(r,b1) f5(b1)db

w b1
NG// ha(r,b2) f5(b2)dbs f15(b1)dby

hl (T,bl )

w b1 bo
~ N / / hi(r,bs) £ (bs)dbs f15(ba)dba f15 (b1 )b

h2 (T}bz)

w bi—1 b
_ NG/ / hiy1 (r,big1) f (b )dbry

hl(Tbl)
fe(br)db fe(bi—1)dbi—_1 - - - fp(b1)dbs

bng FNB Ng b
NG/ / bng+1—2 V5 _(N]\g;)?l)

hng+1(bng+1)

fB(bNg+1)dbNg+1 - -+ f5(b1)db:. (B.10)

The derivation of I is with respect tor

dII(r)
dr

= —Nghi(ryr)fp(r) -1 — Nghi(rw)fe(w) -0
+Ng /w %hl(rvbl)fB(bl)dbl (B.11)

with (1) = / o (r,2) f5 (b )b = 0,
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where
0 o [
St = g [ o) g (bo)ae
= —ha(r,y)fB(r) -1 —ha(r,b1) fB(b1) - 0
by 8
+ : §h2(rvb2)fB(b2)db2
by 8
= / §h2(r,b2)f3(b2)dbz~ (B.12)
Therefore,
dll “ 9
L~ Ne [ St fnlor)in
by bng—1 b
= NG/ / / hNG TbNG)

-fB(bng)dbng - - fB(b1)db1
by bng -1 FNB NG(T.)
N NG/ / / "Wa e )
fB(bng)dbng - -+ fB(b1)dby

5o Ne(r)
(NB _NG) fB( )

by bng—1
/ / / B(bng)dbng -+ fB(b1)dby

— Nerfa(r)- (NG> (1= Fp(r) e FY» (). (B.13)

= —Ngr
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After simplifying the derivation of ternd I, the derivation of the expectation Equa-
tion (B.8) can be expressed by

Ng
T = 2 () 0 ey ) s

i)

Ng
S0 () (= Fatr) " B ) (N 1~ Fa(r)N)

i)
Np

— Ngrfs(r)- ( NG> (1— Fp(r)Ne FYE=Ne(r) (B.14)

iid)
In the following this derivation will be considered in theciiity of 0 andw. The
cases < 0 andr > w are trivial because for the first issue the derivation is glwa

zero and for the second always negative. It is shown thatihpeated revenue does
not decrease if0; €) for a proper > 0, but increases fofz(r) # 0,7 € (0;¢).

r = 0 Consideration

The PDFf5(b) is only greater zero ih € [0;w] and thusfp(b) is always greater
zero in(0; wp| with 0 < wy < w. The derivation of the expected revenue Equation
(B.14) is considered. The terihis always greater or equal to zero(iit w). Thus
the termii) andiii) have to be considered in the vicinity of zero. At first, therter
1) is greater zero if

Np — 1 — Fp(r)Ng > 0 (B.15)
l
> N_B

= g(r)=1-Fg(r) (B.16)

The functiong(r) is decreasing, continuous and takes the val(@$ = 1 and
g(w) = 0. According to the theorem of Bolzano [118], there existg@for which
equation

g(eo): _— > — Vl:]_,...,NG (817)
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helds. Thus for alD < ¢ < ¢, g(e) > g(eo) and the inequality is fulfilled.
Consequently, for € (0; ¢y) the termii) is greater zero.

Second, consider the intervd; ¢y). The termiii) always is smaller zero and for
r = 0 also zero. TheV* addend ofii) is greater zero if0; €y). Thus, it will be
shown that the difference is greater zero in the intef9ad;). The subtraction of
iii) from NZ' addend ofii) has to be greater zero fore (0;¢;)

(1 - Fp(r))Ne ' FY»~No=(r) (N — Ng — Fp(r)Np)
— (A=Fe(r)M FyP N () >0
= Np—Ng— (Ng+1)Fg(r) + Fz(r) > 0. (B.18)

The left side of the inequality in Equation (B.18) is a quaidriunction in F'. This
function is upwards open and has a minimumwhich &V + 0.25(Np — 1)?) <
0atF = &2+l On the other hand, faF = 0, the left side of the inequality in
Equation (B.18) is greater zero. Based on the theorem ofdBolzthe quadratic
function is decreasing if0; Y2+1) andFj (r) is increasing, there exists an inter-

2
val (0; ¢1) for which the inequality in Equation (B.18) is fulfilled.

Thus, for allr € (0; min{eg,e; }), the derivation Equation (B.14) is greater or equal
zero. Therefore the expected revenue increasesdn(0; min{ep,e; }) and zero
cannot be a maximum. Clearly, this also holds if the proligiiass is distributed
in [§; w] with § > 0. The interval is only shifted.

r = w Consideration

The bids can only take values in the rangg®t.], that is Fp(w) = 1. Keeping
this in mind, the derivation of the expected revenue atw can be simplified to
dP(r)
dr

lr=w = —wfB(W)NGN7. (B.19)

If fg(w) > 0, the derivation is negative and the maximum is taken for aeval
r <w. If fp(w) = 0, the derivation is zero. However, the derivation is negsfir
the maximal values for which fz (&) > 0. Consequently, the derivation is zero in
the rangd®,w]. Thus, the maximum is taken for a value smalleill



Notation and Symbols

bidding strategy

set of probability distributions

number of removed data after the= (n — 1)Ty
number of data sent{nT4; (n + 1)7)

utility criterion for RBIS

approximate average af

allocation function depending on bid vectors
QoS measure

utility help function

preference of the class

payment function depending on bid vectors
approximate standard deviation.of

Auction period

allocation vector in the protocol

bid vector in ERAMA which can include additional in-
formation

bid vector

the probability variables of the bid vector

bid vector of all competing bids

The probability variables of the bid vector of all compet-
ing bids

vector including the number of categorised data
observation set of th¢'” observation and th&*" prop-
erty

evaluation set of thg¢!” evaluation and thé*" property
sum of data entering the queue

sum of data going out of the queue

vector of categorised data requested

vector of categorised data sent

data element of
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Notation and Symbols 173

resource allocation dissatisfaction
expectation operator

Probability density function (PDF)
PDF of the competing bids

CDF

CDF of the ordered variablek; 4, i.e. at mosty — 1 of
Ng variables are higher than

PDF of ") (2)

good index

evaluation function

set of good indiceg

bidder’s gain at an auction
autioneer’s gain at an auction
histogram of4

user identification/index

set of user indices

number of observations for thé" property

cost constraint for bids in ERAMA

set of all possible combination of observations
vector including the RRGs constraints based on the cate-
gorised data

number of goods

number of bidders

number of goods requested

number of RRGs

number of goods won for theé” element ofmap
number of signalling bits

size ofmap

number of goods won

number of goods won for the” element ofmap
set of properties

probability

power set oy

reserve price

relative utility difference



174 Notation and Symbols

Tinj percentage of injury of the bids submitted with respect to
the ideal RBIS

Tsr relation of the data sent to the data needed

R revenue of the auctioner

s service class number

S symbol alphabet

Sy set of bids which fulfils a proper criterion

Ta auction repetition duration

u(+) utility function

user user vector in the protocol includes user information

Tig user’si evaluation of good
X; value vector of user for the goodr; 4
X probability variable of the value vector
X set of values

y category number

win winning vector in the protocol



Abbreviations

3GPP
AAA
all-1P
AM

AM rra
AP
ARM
ASM
BE

BEL
BER
BIS

BS
CAPEX
CCSs
CDF
CID
CPC
CR

cri

CSs
CsC
CSMA/CA
DC

DL
DNPM
D-RAMA
DIUC
DRM
E’R

ED

374 generation partnership project
authentication, authorisation, and accounting
all-Internet protocoll

auction mechanism

RRG allocation function of AM

access point

advanced radio management

advanced spectrum management

best effort

basic element

bit error rate

bidding strategy

base station

capital expenditure

cellular communication system

cumulative distribution function

connection ID

common pilot channel

cognitive radio

critical

service-specific convergence sublayer
control service class

carrier sensing multiple access with collision ialance
data categorisation

downlink

dynamic network planning and management
dynamic RAMA

downlink interval usage code

data-RRG mapping

EU founded project end-to-end reconfigurability
evaluable data
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EM
ERAMA
FCH
FPM
F-RAMA
GPRS
GPSS
GRAM
GSM

IE

IEEE
IFFT
IMT-2000
IN
IOEM
IORM
IP
JRRM
MAC
MAC CPS
MAI
MAN
MAS
MCS
MSD
nrtPS
LMS
LMS RBIS
LRAM
LREM
LSD
OPEX
OFDM
OFDMA
PCF
PDA
PDF

Abbreviations

economic manager

economic radio auction multiple access
frame control header

fixed price market

fair RAMA

general packet radio service

grant per single station

global resource allocation management
global system for mobile communications
information element

institute of electrical and electronics engineers
inverse fast Fourier transformation
international mobile telecommunications-2000
infrastructure node

inter operator economic manager

inter operator resource management
Internet protocoll

joint radio resource management
medium access control

MAC common part sublayer
multiple access interference
metropolitan area network

multi-agent system
modulation and coding scheme

most significant bit

non-real-time polling service
least-mean-square

LMS-based RBIS
local resource allocation management
local resource economic manager

least significant bit

operational expenditure
orthogonal frequency division multiple
orthogonal frequency division multiple access
point coordination function

personal digital assistant

probability density function



PER
PHY
RAA
RAMA
RAT
RBIS
RC
RLC
RPC
RRC
RRG
RTG
rtPS
SC
SCH
SIP
SLA
SNR
SNIR
SS
TDD
TTG
UGS
ucri
uluc
UL
UPM
uT
UT-ID
WIMAX
WLAN
WT

Abbreviations

packet error rate

physical layer

radio auction agent

radio auction multiple access
radio access technology

RRG bidding strategy

radio credit

radio link controller

reserve price calculator

radio resource credits

radio resource good
receive/transmission transition gap
real-time polling service
service class

scheduler

session initiation protocol
service level agreement
signal to noise ratio

signal to noise and interference ratio
subscriber station

time division duplex
transmit/receive transition gap
unsolicited grant service
uncritical

uplink interval usage code
uplink

user profile manager

user terminal

user terminal identification

worldwide interoperability for microwave access

wireless local area network
worse timer
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