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Abstract

Variational formulations for direct time-harmonic scattering problems in a three di-

mensional waveguide are formulated and analysed. We prove that the operators defined

by the corresponding forms satisfy a G̊arding inequality in adequately chosen spaces of

test and trial functions and depend analytically on the wave number except at the modal

numbers of the waveguide. It is also shown that these operators are strictly coercive if

the wave number is small enough. It follows that these scattering problems are uniquely

solvable except for possibly an infinite series of exceptional values of the wave number

with no finite accumulation point. Furthermore, two geometric conditions for an obsta-

cle are given, under which uniqueness of solution always holds in the case of a Dirichlet

problem.

1 Introduction

The direct scattering problem in waveguides has received much attention in recent years
due to increasing interest in developing new technologies for underwater acoustics. In [2],
a mathematical formulation of the problem of underwater acoustics is given using the basic
assumption that the acoustic behavior of an ocean with flat bottom is well described by a
waveguide bounded by two planes. On one of these planes, a Dirichlet condition is assumed
to hold, a Neumann condition on the other. This description serves as a model for a stratified
ocean.

The problem of scattering of acoustic waves by obstacles in a waveguide with plane bound-
aries is considered by Gilbert and Xu in a series of papers [10–13] and in the references
therein. In [22] a detailed analysis of this scattering problem is presented. It is proved that
under certain geometric assumptions on a sound soft obstacle, i.e. an obstacle with a Dirichlet
boundary condition, uniqueness of solution holds. Similar geometric conditions and methods
of proof appear in uniqueness results for other types of boundary conditions on the two planar
boundaries of the waveguide [18, 19].

For the sound hard obstacle, i.e. an obstacle with a Neumann boundary condition, unique-
ness of solution is in general an open question and a geometric condition similar to that of
the Dirichlet case is not available [22]. There are many papers proving the existence of non

∗Institute for Algebra und Geometry, University of Karlsruhe, Karlsruhe, Germany
†Department of Mathematics, National Technical University of Athens, Athens, Greece
‡DFG Research Training Group 1294 “Analysis, Simulation and Design of Nanotechnological Processes”,

University of Karlsruhe, Karlsruhe, Germany

1



trivial waves for the corresponding homogeneous problem, called trapped modes [4, 6, 7, 16].
The solvability of the scattering problem can be proved via boundary integral equations and
the limiting absorption principle [22].

The vast majority of the papers cited above consider the problem in a classical setting.
Some, such as [22], consider weak solutions of the Helmholtz equation that are elements
of certain Sobolev spaces, however no explicit variational formulations appear to have been
analysed, yet. For the applications we have in mind, namely solving inverse problems for
scattering in a waveguide by modern methods such as the Factorization method [15], well-
posed variational formulations of the direct problem are a pre-requesite.

Thus, the goal of this paper is to give proper variational formulations of the waveguide
problems. To this end, a finite cylindrical section of the waveguide containing the scattering
obstacle is singled out. The Dirichlet-to-Neumann map for the cylindrical outer boundary,
mapping Dirichlet traces of scattered fields onto their Neumann traces, is used to define a
non local boundary condition. The operator is obtained via an expansion of the solution
in cylindrical coordinates, a technique well established in the literature for various types of
geometries (see e.g. [21]).

By establishing various properties of the Dirichlet-to-Neumann map, it is possible to show
a G̊arding inequality for the variational form of the scattering problem. We can thus conclude
that uniqueness of solution implies existence and that, by analyticity properties of the prob-
lem, non-uniqueness may only hold for a countable sequence of wave numbers with no finite
accumulation points. This result holds independently of the actual boundary condition on the
scattering obstacle.

We furthermore analyse the uniqueness results obtained in [18,19,22] in the framework of
the new variational formulation. We conclude that uniqueness of solution for the Dirichlet
scattering problem always holds if the obstacle satisfies suitable geometric conditions. We give
two such conditions and the corresponding proofs of unique solvability in the last section of
the paper.

In the remainder of this section, we want to present some notation and basic results used
throughout the paper. The direct scattering problems to be investigated are set in a three-
dimensional waveguide R2 × (0, h) of height h > 0. As the third coordinate axis is singled out
as the one orthogonal to the waveguide, we combine the first two coordinates, writing

x = (x1, x2, x3)
> = (x̃, x3)

>, x ∈ R
3.

We will use this notation throughout the paper.
The upper and the lower boundary of the waveguide are denoted by

Γ+ := {x ∈ R
3 : x3 = h} and Γ− := {x ∈ R

3 : x3 = 0},

respectively. A bounded and impenetrable scatterer D is assumed to be compactly contained
in the waveguide, and for notational reasons we place D around the x3 axis, i.e., we assume
that

D ∩ {x ∈ R
3 : x̃ = 0} 6= ∅.

The part of the waveguide not occupied by D is denoted by Ω :=
{

R2 × (0, h)
}

rD and we
always assume that Ω is connected. Let us already point out here that later on we often work
in the bounded domain ΩR := {x ∈ Ω : |x̃|2 < R2}, where the radius R is assumed to be large
enough such that 1 + |x̃|2 < R2 for all x ∈ D. This in particular implies that D is contained
in the interior of ΩR. The cylinder

CR := {x ∈ Ω : |x̃|2 = R2}
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Figure 1: The obstacle D, consisting of possibly multiple disconnected components, located
inside the waveguide Ω of height h intersects the x3 axis and is contained in a cylinder of
radius R around the x3 axis.

denotes the part of the boundary of ΩR that is contained in Ω. The two other parts of ∂ΩR,
contained in the upper and lower boundary of the waveguide, are denoted as

Γ+
R := {x ∈ R

3 : |x̃| < R, x3 = h} and Γ−
R := {x ∈ R

3 : |x̃| < R, x3 = 0},

respectively. We also will make use of the two-dimensional horizontal cross section

SR := {x̃ ∈ R
2 : |x̃| > R}.

Figure 1 shows a diagram of the waveguide’s geometry.
In the classical setting of an acoustic waveguide problem [22,23] the total field u is assumed

to satisfy the Helmholtz equation

∆u+ k2 u = 0 in Ω, (1)

and sound soft and sound hard boundary conditions are imposed on the lower and upper
boundaries of the waveguide, respectively,

u = 0 on Γ−, and
∂u

∂x3
= 0 on Γ+. (2)

The wave number k is often assumed to be strictly positive, however we will consider k such
that Re(k) > 0, Im(k) ≥ 0.

In the simplest case, a Dirichlet boundary condition is also imposed on the obstacle D,

u = 0 on ∂D. (3)
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Other possibilities which we will consider, are a Neumann condition

∂u

∂ν
= 0 on ∂D, (4)

or an impedance boundary condition

∂u

∂ν
− iβ u = 0 on ∂D. (5)

Here, and througout the paper, ν denotes the unit normal vector to ∂D directed into Ω. The
quantity β termed the impedance is assumed to satisfy β > 0.

The classical direct scattering problem is then to find the scattered field us = u−ui subject
to (1), (2) and one of the boundary conditions (3)–(5), where the given incident field ui itself
satisfies (1) and (2).

As in all scattering problems, a minimum requirement to ensure uniqueness of solution is
that the scattered field additionally satisfies a radiation condition. In the case of a waveguide
problem this is usually obtained by carrying out a separation of variables in x̃ and x3, leading
to an expansion of us,

us(x) =

∞
∑

n=1

sin(αnx3)un(x̃) for x ∈ Ω \ ΩR, (6)

with

αn :=
(2n− 1)π

2h
.

The field us then automatically satisfies the waveguide boundary conditions (2). The modes
un are required to satisfy the two-dimensional Helmholtz equation

∆un + k2
nun = 0 in SR with kn :=

√

k2 − α2
n, (7)

and the Sommerfeld radiation condition

lim
r→∞

r1/2

(

∂un

∂r
− iknun

)

= 0, where r := |x̃|, (8)

uniformly for all directions x̃/r.
In the case of a real wave number k, the modal wave numbers kn are only real for a finite

number of values of n, say n ≤ N . These values correspond to modal frequencies of the
waveguide and their number N is of course dependent on k. For n > N , the wave numbers
kn become purely imaginary, corresponding to exponentially decaying modes.

It may also be possible that kn = 0 for some n ∈ N and this corresponds to an exceptional
frequency. In this paper we will only state solvability results on the waveguide problem in
case of absence of exceptional frequencies, i.e. we will assume throughout the arguments that

k 6= αn, n ∈ N.

Possible exceptional frequencies of the problem impact our analysis nevertheless, as we show
in detail in the sequel.

In the case of a wave number with positive imaginary part, the square root in the definition
of kn in (7) is to be understood in the sense of an analytic extension of the square root function
to the complex plane. A branch cut γ can be chosen along the negative imaginary axis, such
that

√· is analytic in C \ γ. It then follows that all kn are well defined with arg(kn) ∈ (0, π/2)
and that |kn| ≥ ρ > 0 for all n ∈ N.
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2 The Dirichlet-to-Neumann map

In what is to follow, we will consider solutions to the waveguide scattering problem consisiting
of (1), (2) and one of the boundary conditions (3)-(5) in a weak sense. As a technical pre-
requisite, we need to assume from here on that the obstacle D is a Lipschitz domain, see,
e.g., [17]. Formally using Green’s first identity for a solution u of the Helmholtz equation (1)
we find that

∫

Ω

(

∇u∇v − k2uv
)

dx = 0 for all v ∈ C∞
0 (Ω). (9)

The set C∞
0 (Ω) of compactly supported smooth functions in Ω is usually referred to as the

set of testfunctions. The weak formulation of the direct scattering problem is now defined as
follows: Find u ∈ H1

loc(Ω), the space of functions belonging to H1(K) for any compact set
K ⊂ Ω, such that (9) holds. Moreover, u has to satisfy the waveguide boundary conditions (1)
and (2) as well as one of the boundary conditions (3)-(5) on the obstacle in the trace sense.
We need to impose also in this weak formulation the radiation conditions (8) on us = u− ui.
This makes indeed sense, as it follows from interior regularity results [9,17] that us is a smooth
function in Ω.

The stated weak formulation is difficult to tackle directly. This is partially due to a lack
of symmetry: The space of testfunctions differs from the solution space. It is therefore a
standard procedure to proceed with a truncation of the domain by an artificial boundary,
combined with the construction of a non local boundary condition on the artificial boundary,
using the Dirichlet-to-Neumann map. This idea is of course well established, however, in
contrast to the two dimensional case mapping properties of this operator are far from trivial.
We carefully derive in the sequel that the Dirichlet-to-Neumann operator is bounded between
suitable Sobolev spaces on the artificial boundary and afterwards, in the next section, set up
a proper variational formulation. Uniqueness of solution of this formulation is investigated
and established and we also show in Proposition 3.2 that each solution of this variational
formulation can be extended to a solution of the weak formulation stated above and vice
versa.

A key problem in setting up a variational formulation of the scattering problem in a three-
dimensional waveguide is an appropriate choice of function spaces. Considering functions in
H1(ΩR) satisfying a Dirichlet boundary condition on Γ−

R is one possible approach. Here we
choose a seemingly more complicated method via periodic extensions in the x3 direction. The
benefit is that we obtain certain expansions of the traces of the solutions on CR for free which
are directly useful in the formulation of the Dirichlet-to-Neumann map.

As a first observation, any function u continuous in R2 × [0, h] and satisfying (2) can be
extended by

u(x̃, x3) :=











u(x̃, 2h− x3), x3 ∈ (h, 2h],

−u(x̃, x3 − 2h), x3 ∈ (2h, 3h],

−u(x̃, 4h− x3), x3 ∈ [3h, 4h),

(10)

and by periodic extension with period 4h in the x3 direction to a continuous function on R3.
Taking account of the obstacle D, we define

MR := {x ∈ R
2 × (0, 4h) : either x, (x̃, 2h− x3), (x̃, x3 − 2h) or (x̃, 4h− x3) ∈ ΩR}.

Further denoting by C1
per(MR) the space of continuously differentiable functions on MR that

can be extended to 4h-periodic continuously differentiable functions with respect to x3 and
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setting

‖u‖1;MR
:=

∫

MR

(

|∇u|2 + |u|2
)1/2

dx,

we obtain the Sobolev space H1
per(MR) as the closure of C1

per(MR) in norm ‖·‖1;MR
. It is also

a Hilbert space with the usual H1 inner product. The set of functions in H1
per(MR) satisfying

(10) almost everywhere forms a closed subspace of H1
per(MR).

The solution space for the variational formulation can now be defined as

W := {u ∈ H1(ΩR) : u = v|ΩR for some v ∈ H1
per(MR) and v satisfies (10) a.e.}. (11)

From the above considerations it is clear thatW is the closed subspace ofH1(ΩR) characterized
by u|Γ−

R
= 0 for all u ∈ W .

We now employ the theory of periodic Sobolev spaces to obtain expansion representations
of the traces on CR of functions in W . The space of traces on C̃R := {x ∈ ∂MR : |x̃| = R} of
functions in H1

per(MR) is

H1/2
per (C̃R) =

{

u(x) =
∑

n,l∈Z

Un
l exp(ilϕ) exp

(

i
2πn

4h
x3

)

:

∑

n,l∈Z

(1 + n2 + l2)1/2 |Un
l |2 <∞

}

,

where we have set x = (R cosϕ,R sinϕ, x3)
>. A norm for this space is given by

‖u‖
H

1/2
per (C̃R)

:=





∑

n,l∈Z

(1 + n2 + l2)1/2 |Un
l |2




1/2

.

Again exploiting (10), we obtain the trace space for functions in W ,

V :=
{

v = u|CR : u ∈ H1/2
per (C̃R), U2m

l = 0, U2m−1
l = −U−2m+1

l , m ∈ N, l ∈ Z

}

,

i.e. u|CR ∈ V for all u ∈ W and the map u 7→ u|CR is bounded. Rather than using this
definition directly, we insert the relations for the coefficients in the expansion and obtain

V =
{

v(x) =

∞
∑

n=1

∑

l∈Z

V n
l exp(ilϕ) sin(αnx3) :

∞
∑

n=1

∑

l∈Z

(1 + l2 + α2
n)1/2|V n

l |2 <∞
}

,

again using x = (R cosϕ,R sinϕ, x3)
>. This space is also a Hilbert space with the inner

product

(u, v)V :=

∞
∑

n=1

∑

l∈Z

(1 + l2 + α2
n)1/2 Un

l V
n
l .

An element v of the dual space V ′ of V can be written formally as a series

v(x) =
∞
∑

n=1

∑

l∈Z

V n
l exp(ilϕ) sin(αnx3), x = (R cosϕ,R sinϕ, x3)

>,
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and the condition
∞
∑

n=1

∑

l∈Z

(1 + l2 + α2
n)−1/2|V n

l |2 <∞

assures that v is indeed a bounded linear form on V . The application of v ∈ V ′ to u ∈ V is
then expressed as

∫

CR

u v ds := πhR

∞
∑

n=1

∑

l∈Z

Un
l V

n
l .

This definition is consistent with the usual definition of the surface integral when both u and
v are such that u v is an integrable function on CR.

We now turn to derive a representation of the Dirichlet-to-Neumann map on the surface
CR. A classical approach to the waveguide problem is to perform a separation of variables
in cylindrical coordinates. Application of the boundary conditions (2) and the radiation
conditions (8) leads to a representation of the form already encountered in the definition of
V . The result is that the solution can be written as a series,

u(x) =
∞
∑

n=1

∑

l∈Z

Un
l H

(1)
l (knr) exp(ilϕ) sin(αnx3) (12)

for x = (r cosϕ, r sinϕ, x3)
> ∈ ΩR. Here H

(1)
l denotes the Hankel function of the first kind

and of order l. In this expression, the normal derivative on CR can be computed,

∂u

∂r
(x) =

∞
∑

n=1

∑

l∈Z

kn U
n
l H

(1)
l

′
(knR) exp(ilϕ) sin(αnx3),

x = (R cosϕ,R sinϕ, x3) ∈ CR.

From this consideration, we obtain a formal definition of the Dirichlet-to-Neumann map on
the space V . For u ∈ V with Fourier coefficients Un

l , set

Λu(x) :=

∞
∑

n=1
αn 6=k

∑

l∈Z

kn U
n
l

H
(1)
l

′
(knR)

H
(1)
l (knR)

exp(ilϕ) sin(αnx3). (13)

This formal definition indeed makes sense for k 6= 0, arg(k) ∈ [0, π/2), as Im(kn) ≥ 0 in
this case and the modulus of the Hankel function hence strictly positive (see (A.2) in the
appendix).

From the relation H
(1)
−l (z) = (−1)lH

(1)
l (z), we obtain that

H
(1)
l

′
(knR)

H
(1)
l (knR)

=
H

(1)
−l

′
(knR)

H
(1)
−l (knR)

.

This motivates the definition of the auxiliary coefficients

Wn
l :=

{

Un
l , l = 0

(|Un
l |2 + |Un

−l|2)1/2, l 6= 0
.

We will now address the issue of well-definedness of the operator Λ formally given in (13).
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Lemma 2.1 The Dirichlet-to-Neumann operator Λ defined by (13) is a bounded operator from

V to V ′ for all k ∈ C such that |k| > 0, arg(k) ∈ [0, π/2).

Proof: For u ∈ V with Fourier coefficients Un
l there holds

‖Λu‖2
V ′ = πhR

∞
∑

n=1
αn 6=k

∑

l∈Z

(1 + l2 + α2
n)−1/2

∣

∣

∣

∣

∣

kn U
n
l

H
(1)
l

′
(knR)

H
(1)
l (knR)

∣

∣

∣

∣

∣

2

= πhR

∞
∑

n=1
αn 6=k

∞
∑

l=0

(1 + l2 + α2
n)−1/2

∣

∣

∣

∣

∣

kn W
n
l

H
(1)
l

′
(knR)

H
(1)
l (knR)

∣

∣

∣

∣

∣

2

.

From the relation (A.3) in the appendix, we obtain the estimate

‖Λu‖2
V ′ ≤ 2πhR

∞
∑

n=1

∞
∑

l=0

(1 + l2 + α2
n)−1/2|knW

n
l |2




∣

∣

∣

∣

∣

H
(1)
l−1(knR)

H
(1)
l (knR)

∣

∣

∣

∣

∣

2

+
l2

|kn|2R2





The sum on the right hand side will now be split into two sums which we estimate separately.
First,

∞
∑

n=1
αn 6=k

∞
∑

l=0

(1 + l2 + α2
n)−1/2 |Wn

l kn|2
l2

|kn|2R2

≤ 1

R2

∞
∑

n=1

∑

l∈Z

(1 + l2 + α2
n)−1/2 l2 |Un

l |2 ≤ 1

R2
‖u‖2

V .

Second, as αn = O(n), the estimate

|kn|2 = |α2
n − k2| ≤ C α2

n

holds. Also note that knR is bounded away from zero for all n ∈ {m : k 6= αm}. Hence Lemma
A.2 and (A.10) in the appendix yield that for these terms the fraction of Hankel functions is
bounded uniformly. Thus

∞
∑

n=1

∞
∑

l=0

(1 + l2 + α2
n)−1/2|knW

n
l |2

∣

∣

∣

∣

∣

H
(1)
l−1(knR)

H
(1)
l (knR)

∣

∣

∣

∣

∣

2

≤ C

∞
∑

n=1

∞
∑

l=0

(1 + l2 + α2
n)−1/2 α2

n |Wn
l |2

≤ C

∞
∑

n=1

∑

l∈Z

(1 + l2 + α2
n)1/2|Un

l |2 = C ‖u‖2
V .

This final estimate completes the proof.

The second result addresses the issue of bounding a certain form associated with Λ from
below. This estimate is valid for all wave numbers that are small enough.
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Lemma 2.2 There exists k0 > 0 and c > 0 such that for all k ∈ (0, k0] the estimate

−
∫

CR

uΛu ds ≥ c k
∞
∑

n=1

∑

l∈Z

|Un
l |2 = c k ‖u‖2

L2(CR), u ∈ V,

holds, where Un
l denote the Fourier coefficients of u ∈ V .

Proof: We suppose that k0 > 0 be so small that all kn are purely imaginary for 0 < k ≤ k0.
For u ∈ V with Fourier coefficients Un

l , we start from the representation

−
∫

CR

uΛu ds = −πhR
∞
∑

n=1

∞
∑

l=0

kn
H

(1)
l

′
(knR)

H
(1)
l (knR)

|Wn
l |2.

Using the recurrence relation (A.3) for the fraction of Hankel functions, we obtain

−
∫

CR

uΛu ds = −πhR
∞
∑

n=1

∞
∑

l=0

kn

(

H
(1)
l−1(knR)

H
(1)
l (knR)

− l

knR

)

|Wn
l |2.

We can then replace the fraction of Hankel functions by a fraction of modified Bessel functions
(compare (A.6)) to obtain

−
∫

CR

uΛu ds = πhR
∞
∑

n=1

∞
∑

l=0

(

|kn|
Kl−1(|kn|R)

Kl(|kn|R)
+

l

R

)

|Wn
l |2.

Using Lemma A.1 in the appendix yields

−
∫

CR

uΛu ds ≥ πhR

∞
∑

n=1

[

|kn| |Wn
0 |2 + |kn|

(

1 − 1

|kn|R

)

|Wn
1 |2

+

∞
∑

l=1

|kn|
( |kn|R
|kn|R+ 2l

+
l

|kn|R

)

|Wn
l |2
]

.

The binomial formula implies

|kn|R
|kn|R+ 2l

+
l

|kn|R
≥ 2

√

l

|kn|R+ 2l
≥ c

1
√

|kn|
.

Now, observe that for k ≤ k0

|kn|2 = α2
n − k2 = k2

(

α2
n

k2
− 1

)

≥ k2

(

α2
n

k2
0

− 1

)

≥ c2 k2,

and also
√
k ≥ k for k ≤ k0 < 1. Hence, we obtain

−
∫

CR

uΛu ds ≥ c k

∞
∑

n=1

∑

l∈Z

|Un
l |2.

This is the assertion.

In the case of larger wave numbers a similar bound appears not to hold. However, it is
possible to give a negative bound for the real part of the form in this case.
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Lemma 2.3 Suppose k ∈ R>0. Then there exists C > 0 such that for all u ∈ V with Fourier

coefficients Un
l , there holds

Re

(

−
∫

CR

uΛu ds

)

≥ −C
N
∑

n=1

∑

l∈Z

|Un
l |2 ≥ −C ‖u‖2

L2(CR),

where N is such that kn is real for n ≤ N and imaginary for n > N .

Proof: Using the coefficients W n
l and equation (A.3) from the appendix, we write

−
∫

CR

uΛu ds = πhR

∞
∑

n=1

∞
∑

l=0

kn|Wn
l |2

(

l

knR
−
H

(1)
l−1(knR)

H
(1)
l (knR)

)

.

We can argue as in the proof of Lemma 2.2 that all terms in this series for n > N are real and
positive. Hence

Re

(

−
∫

CR

uΛu ds

)

≥ πhR Re

[

N
∑

n=1

∞
∑

l=0

kn|Wn
l |2
(

l

knR
− H

(1)
l−1(knR)

H
(1)
l (knR)

)]

≥ −πh
N
∑

n=1

∞
∑

l=0

kn|Wn
l |2

∣

∣

∣

∣

∣

H
(1)
l−1(knR)

H
(1)
l (knR)

∣

∣

∣

∣

∣

.

Because of the assumption that αn 6= k for all n ∈ N, the numbers knR, n = 1, . . . , N , form
a compact set bounded away from zero. Applying Lemma A.2 and (A.10) from the appendix
now yields the assertion.

Lemma 2.4 Let k∗ be any positive number such that k∗ 6= αn for all n ∈ N. Then there exists

a neighborhood U of k∗ in which the Dirichlet-to-Neumann operator depends analytically on

the wave number k ∈ U .

Proof: Let us first recall that for u, v ∈ V

∫

CR

vΛu dx = πhR
∞
∑

n=1

kn

∑

l∈Z

H
(1)
l

′
(knR)

H
(1)
l (knR)

Un
l V

n

l . (14)

By the equivalence of weak and strong analyticity of a bounded linear operator [20, Theorem
8.12] it is sufficient to show that the latter expression depends analytically on k in some
neighborhood of k∗. The number

kn =

√

k2 − (2n− 1)2π2

4h2

is again defined using the analytic extension of the square root to the complex plane with
branch cut [0,−i∞) along the negative imaginary axis. Thus, kn depends analytically on k
except for certain curved branches in {z ∈ C, Re z > 0, Im z < 0} which end at the points αn,
respectively. By definition of k∗ there exists an open ball U with center k∗ in which we can
expand kn in an absolutely and uniformly convergent power series,

kn(k) =
∞
∑

j=0

cnj (k − k∗)
j k ∈ U, cnj ∈ C. (15)
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Next we define

fn(k, u, v) :=
∑

l∈Z

H
(1)
l

′
(knR)

H
(1)
l (knR)

Un
l V

n
l =

∑

l∈Z

[

H
(1)
l−1(knR)

H
(1)
l (knR)

− l

knR

]

Un
l V

n
l

and observe that

knfn(k, u, v) = kn

∑

l∈Z

H
(1)
l−1(knR)

H
(1)
l (knR)

Un
l V

n
l +An(u, v) (16)

can be written as an analytic part in series form and a part An which is a bounded bilinear
form independent of k. The series in (16) converges absolutely and uniformly, as

∑

|l|≥L

∣

∣

∣

∣

∣

H
(1)
l−1(knR)

H
(1)
l (knR)

∣

∣

∣

∣

∣

|Un
l V

n
l | ≤ C

∑

|l|≥L

|Un
l V

n
l | ≤ C

(1 + L2)1/2
‖u‖V ‖v‖V .

To show analyticity we note that each term H
(1)
l−1(knR)/H

(1)
l (knR) is analytic in the neigh-

borhood U of k∗. Thus, exploiting its uniform convergence, we conclude that the series in (16)
is analytic in k. Therefore we can write

∑

l∈Z

H
(1)
l−1(knR)

H
(1)
l (knR)

Un
l V

n
l =

∞
∑

j=0

Cn
j (u, v)(k − k∗)

j k ∈ U, (17)

where the Cn
j are bounded sesquilinear forms on V ×V and the series is absolutely convergent

in U .
To conclude we remark that one shows as in the proof of Lemma 2.1 that

∞
∑

n=1

|kn| |fn(k, u, v)| ≤ C‖u‖V ‖v‖V

and therefore the series in (14) is absolutely convergent. Thus, we can plug in (15) and (17)
in (14) and interchange the summation, yielding

∫

CR

vΛu dx =

∞
∑

j,l=0

(k − k∗)
j+l

∞
∑

n=1

cnjC
n
l (u, v) +

∞
∑

n=1

An(u, v),

and the statement of the lemma follows.

Corollary 2.5 Let 0 < k < K such that k, K 6= αn, n ∈ N. Then there exists an open

connected set U including k and K such that Λ is an analytic operator function in U .

Remark 2.6 Applying these results on analytic dependence of Λ on k makes it possible to
extend the estimate of Lemma 2.3 to k such that Im(k) > 0. It follows that there exists a
function δ : R>0 → R>0 such that, defining the set

U := {k ∈ C : Re(k) > 0, 0 < Im(k) < δ(Re(k))},

the assertion of Lemma 2.3 remains valid for k ∈ U .

11



3 Variational Formulations

We want to investigate the Dirichlet scattering problem in a variational form, using the Hilbert
space W from the previous section. Taking account of the Dirichlet boundary conditions on
the obstacle D leads to the closed subspace

W0 := {u ∈W : u = 0 on ∂D} .
Suppose now we are given a weak solution u of the Dirichlet scattering problem, i.e., u ∈
H1

loc(Ω) solves (9), (2), (3) and us = u − ui satisfies the radiation conditions (8). We remark
that u|ΩR

belongs to W0. Multiplying the equation ∆u + k2u = 0 in ΩR by a test function
v ∈ W0 and an application of Green’s first identity yields

∫

ΩR

(

∇u∇v − k2uv
)

dx =

∫

CR

∂u

∂ν
v ds+

∫

Γ+
R∪Γ−

R

∂u

∂ν
v ds−

∫

∂D

∂u

∂ν
v ds

=

∫

CR

∂u

∂ν
v ds,

(18)

since all other boundary terms drop out either by construction of W0 or by definition of the
direct problem. Here ν denotes the unit normal to the respective surfaces pointing out of D
in the case of ∂D and out of ΩR in the case of all other surfaces. We put emphasis on the
fact that the boundary integrals over CR are to be interpreted in the sense of a dual pairing
between V and V ′.

The Dirichlet-to-Neumann operator, introduced in Section 2, gives us the tool to state a
variational formulation of our scattering problem. Since us = u − ui is a radiating solution,
we find that

∂u

∂ν
=

∂

∂ν

(

u− ui
)

+
∂ui

∂ν
= Λ(u− ui) +

∂ui

∂ν
on CR. Consequently, we have

∫

ΩR

(

∇u∇v − k2uv
)

dx−
∫

CR

v Λu ds =

∫

CR

v

(

∂ui

∂ν
− Λui

)

ds (19)

and we can state the following variational formulation of the scattering problem for a sound
soft obstacle corresponding to (1)–(3) and the radiation condition (6)–(8), where we set

BD(u, v) :=

∫

ΩR

(

∇u∇v − k2uv
)

dx−
∫

CR

vΛu ds. (20)

Problem 3.1 (Dirichlet Scattering Problem) Given an incident field ui satisfying (1)
and (2), find u ∈ W0 such that

BD(u, v) =

∫

CR

v

(

∂ui

∂ν
− Λui

)

ds for all v ∈W0.

Before investigating solvability of the variational problem we want to point out the equiv-
alence between the variational and the weak formulation of the Dirichlet scattering problem,
see Equation (9).

Proposition 3.2 The restriction of any solution of the weak formulation of the Dirichlet

scattering problem is a solution of the variational formulation in Problem (3.1). Vice versa,

any solution of Problem (3.1) can be extended in a unique way to a solution of the weak

formulation of the Dirichlet scattering problem in all of Ω.

12



Proof: The first claim of the proposition is clear by construction of the variational formulation
using a weak solution of the scattering problem.

Concerning the second claim, we extend a given solution u ∈ W0 of Problem (3.1) by the
following ansatz to all of Ω

u(x) =

∞
∑

n=1

∑

l∈Z

Un
l H

(1)
l (kn ρ) exp(ilϕ) sin(αnx3), (21)

for x = (ρ cosϕ, ρ sinϕ, x3) ∈ Ω \ ΩR and Un
l being the Fourier coefficients of u|CR

that we
already encountered in the definition (13) of Λ. The extension u is a radiating continuation of
u in the exterior of ΩR that satisfies the waveguide boundary conditions. It remains to show
that the extension fits to u at CR, i.e., that u belongs to H1(U) for some neighborhood U of
CR in Ω and solves the Helmholtz equation weakly in the sense of (9). Therefore we observe
by (12) that the series extension (21) holds in an entire neighborhood U of CR. We remark that
convergence of the series in H1(U) can be shown in the same way as we proved boundedness of
the Dirichlet-to-Neumann operator. The proof is then completed by the observation that the

basis functions (H
(1)
l (kn ρ) exp(ilϕ) sin(αnx3))k,l,n solve the Helmholtz equation classically

and a final limit process.

In the subsequent arguments, we will analyse solvability of the variational problem posed
in Problem (3.1). As a first step, we will show that the form satisfies a G̊arding inequality,
implying by the Fredholm alternative that the variational problem is solvable whenever there
is at most one solution.

Lemma 3.3 For every s ∈ (1/2, 1), there exists a constant C > 0, dependent on k, such that

ReBD(u, u) ≥ ‖u‖2
W − C ‖u‖2

Hs(ΩR) , u ∈W0.

Proof: We rewrite

BD(u, v) =

∫

ΩR

(∇u∇v + uv) dx−
∫

ΩR

(k2 + 1)uv dx−
∫

CR

vΛu ds,

and immediately conclude

ReBD(u, u) ≥ ‖u‖2
W − (k2 + 1) ‖u‖2

L2(ΩR) − Re

∫

CR

uΛu ds.

Lemma 2.3 implies

−Re

∫

CR

uΛu ds ≥ −C ‖u‖2
L2(CR) ≥ −C ‖u‖2

Hs(ΩR)

for any s ∈ (1/2, 1) by the trace theorem. This completes the proof.

Corollary 3.4 Suppose that the variational Dirichlet problem 3.1 posseses at most one so-

lution in W0 for any incident field ui. Then there exists a unique solution u ∈ W0 for any

incident field ui.

Proof: As W0 is compactly imbedded in the space W0
‖·‖Hs(ΩR) ⊆ Hs(ΩR) for any s ∈ (1/2, 1),

the operator associated with BD(·, ·) is the sum of a coercive and a compact operator. Hence
the Fredholm Alternative implies solvability for any right hand side, whenever uniqueness of
solution holds.
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Theorem 3.5 Suppose that Re(k), Im(k) > 0. Then the Dirichlet Scattering Problem 3.1 is

uniquely solvable for any incident field ui.

Proof: By Corollary 3.4 it suffices to show that uniqueness holds. Suppose u ∈ W0 is a
solution to the Dirichlet scattering problem for ui = 0. Setting v = u and multiplying the
variational equation by −k,

∫

ΩR

(

−k |∇u|2 + k |k|2 |u|2
)

dx+ k

∫

CR

uΛu ds = 0.

If we can prove that the last term on the left hand side has non negative imaginary part, then
all terms have non negative imaginary part and the assertion is proved.

Now let r > R. Using a separation of variables ansatz in cylindrical coordinates, we can
determine a solution v to the Helmholtz equation in Ωr \ ΩR of the form

v(x) =

∞
∑

n=1

∑

l∈Z

V n
l H

(1)
l (kn ρ) exp(ilϕ) sin(αnx3), (22)

for x = (ρ cosϕ, ρ sinϕ, x3) ∈ Ωr \ ΩR, such that

v|CR = u|CR and
∂v

∂ν

∣

∣

∣

∣

CR

= Λu.

The function v is simply the radiating continuation of u to the outside of ΩR, i.e. it satisfies
(2) and (6)–(8).

Now, using Green’s first identity, we obtain

Im

(

k

∫

CR

uΛu ds

)

= Im

(

k

∫

CR

v
∂v

∂ν
ds

)

= |k|2
∫

Ωr\ΩR

Im(k) |v|2 dx−
∫

Ωr\ΩR

Im(k) |∇v|2 dx

+ Im

(∫

Cr

k v
∂v

∂ν
ds

)

.

From (22), the last integral is seen to tend to 0 as r → ∞. Hence

Im

(

k

∫

CR

uΛu ds

)

= |k|2
∫

Ω\ΩR

Im(k) |v|2 dx−
∫

Ωr\ΩR

Im(k) |∇v|2 dx ≥ 0.

This completes the proof.

In physical terms the last theorem is by no means surprising, as the situation treated
here corresponds to energy absorption by the medium. The case of real k is much more
difficult to treat and it is an open question whether uniqueness holds for all wave numbers.
Here, we will establish some results detailing the nature of the set of wave numbers for which
non-uniqueness may occur. The idea is to use the analyticity properties of the Dirichlet-to-
Neumann map established in Lemma 2.4. To this end we will make use of a slight generalization
of [14, Theorem I.5.1] proved in [3].
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Theorem 3.6 Let H denote a Hilbert space. Assume that C ⊂ C is an open connected set

and that Aµ : H → H is a compact linear operator for all µ ∈ C that depends analytically on

µ. Then, for all µ ∈ C except possibly for some isolated points, the equation

(I −Aµ)ϕ = 0

has the same number of linearly independent solutions.

Applying this Theorem and also Corollary 2.5 to the situation at hand, as the Dirichlet
scattering problem is always uniquely solvable for Im(k) > 0, it follows that in a neighborhood
of any real wave number k∗ there exists at most a finite number of wave numbers k at which
uniqueness may not hold. Indeed, otherwise the points where non-uniqueness is not guaranteed
had a limit point, which contradicts the statement of Theorem 3.6. Thus we have proved the
following theorem.

Theorem 3.7 The Dirichlet Scattering Problem 3.1 is uniquely solvable for any incident field

ui except possibly for a sequence of real wave numbers (k(j)) such that k(j) → ∞ (j → ∞).

Remark 3.8 The proof of Theorem 3.6 reveals that the modal wave numbers k = αn are
among the sequence of wave numbers, at which non-uniqueness may hold. However, it allows
for other numbers to be in this sequence. To the authors’ knowledge it is an open question
whether non-uniqueness may occur only at the modal wave numbers or not.

So far we have only discussed the case of a Dirichlet boundary condition on the obstacle
D. However, the treatment of a Neumann or an impedance condition is quite similar and we
briefly treat these two cases in the remainder of this section.

The Neumann condition (4) permits to discuss the sound-hard scattering problem in the
space W , defined in (11). An application of Green’s first identity yields as in (18)

∫

ΩR

(

∇u∇v − k2uv
)

dx =

∫

CR

∂u

∂ν
v ds,

for a weak solution u ∈ H1
loc(Ω) of the Neumann scattering problem and a testfunction v ∈W .

The boundary term on ∂D vanishes this time due to (4). Hence, for a variational formula-
tion, we obtain again the form BD encountered for the Dirichlet problem which incorporates
the radiation condition (6)–(8) for us = u − ui using the Dirichlet-to-Neumann operator Λ
from (13).

Problem 3.9 (Neumann Scattering Problem) Given an incident field ui satisfying (1)
and (2), find u ∈ W such that

BD(u, v) =

∫

CR

v

(

∂ui

∂ν
− Λui

)

ds for all v ∈W.

Because the form for the Neumann problem is the same as for the Dirichlet problem one
shows the following result on existence and uniqueness of solutions by essentially copying the
proof for the Dirichlet problem.

Theorem 3.10 The Neumann Scattering Problem 3.9 is uniquely solvable for any incident

field ui except possibly for a sequence of real wave numbers (k(j)) such that k(j) → ∞ (j → ∞).
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Finally, we investigate the impedance boundary condition (5) where the impedance β ∈
L∞(∂D) is positive. Once again, we integrate by parts using the total field u ∈ H1

loc(Ω) that
satisfies the impedance scattering problem weakly and a test function v ∈W , to find

∫

ΩR

(

∇u∇v − k2uv
)

dx =

∫

CR

∂u

∂ν
v ds−

∫

∂D

∂u

∂ν
v ds =

∫

CR

∂u

∂ν
v ds− i

∫

∂D

βuv ds.

The Dirichlet-to-Neumann operator Λ is again used as a non local boundary condition on CR

that realizes the radiation condition,

∫

ΩR

(

∇u∇v − k2uv
)

dx−
∫

CR

vΛu ds+ i

∫

∂D

βuv ds =

∫

CR

v

(

∂ui

∂ν
− Λui

)

ds. (23)

In consequence, we use the sesquilinear form

BI(u, v) =

∫

ΩR

(

∇u∇v − k2uv
)

dx−
∫

CR

vΛu ds+ i

∫

CR

βuv ds (24)

to state the variational formulation of the impedance scattering problem (1), (2), (5)–(8).

Problem 3.11 (Impedance Scattering Problem) Given an incident field ui satisfying

equations (1) and (2), find u ∈W such that

BI(u, v) =

∫

CR

v

(

∂ui

∂ν
+ Λui

)

ds for all v ∈W .

Proving existence and uniqueness of solutions of Problem 3.11 is much simpler than for
the Dirichlet and Neumann case due to energy absorption caused by the impedance β.

Theorem 3.12 The Impedance Scattering Problem 3.11 is uniquely solvable for any incident

field ui and all real wave numbers k > 0.

Proof: By Lemma 3.3 it is easy to see that BI satisfies a G̊arding inequality. Thus, if we
show uniqueness of a solution of Problem 3.11 with ui = 0, the Fredholm alternative theorem
implies uniqueness and existence of a solution for general ui. Hence, assume u ∈ W solves
Problem 3.11 with ui = 0. It follows that

0 = BI(u, u) =

∫

ΩR

(

|∇u|2 − k2|u|2
)

dx−
∫

CR

uΛu ds+ i

∫

∂D

β|u|2 ds. (25)

Arguing exactly as in the proof of Theorem 3.5 we see that Im
∫

CR
uΛu ds = 0 since k is real

and, taking the imaginary part of (25), it follows that
∫

∂D
β|u|2 ds = 0. In consequence, u = 0

on ∂D and the impedance boundary condition implies ∂u
∂ν = 0 on ∂D. Since both trace and

normal trace of u vanish at Γ, Holmgren’s theorem implies that u = 0 in ΩR.

We finally remark that one can show in analogy to Proposition 3.2 equivalence of weak
and variational formulation of the Neumann and impedance scattering problems.

4 Uniqueness in Special Cases

In this section, we will investigate a solution u ∈ W0 of the homogeneous Dirichlet problem

BD(u, v) = 0 for all v ∈ W0. (26)
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It is the goal to derive conditions that guarantee uniqueness of solution of the scattering
problem, i.e. that u vanishes throughout ΩR. We wish to emphasize that the conditions
given here are not new. We give references below. However, what is new is that we use these
conditions to prove uniqueness of solution for a variational formulation of the problem for
which the Fredholm Alternative can be applied.

As a first observation, we note that using (22) and the transmission conditions on CR listed
subseqently, u can be uniquely extended to a radiating solution of the Helmholtz equation in
all of Ω. For ease of notation, this extension will again be denoted by u. From [17, Theorem
4.18] we conclude that u ∈ H2

loc(Ω) if the scatterer D is of class C1,1.
The conditions that ensure uniqueness of solution take the form of geometrical condi-

tions on the shape of ∂D. We will give two such conditions and also show some examples
demonstrating that these conditions indeed characterize different classes of scatterers. We
also remind the reader at this point that the coordinate system is chosen such that there
exists a point x ∈ D such that x̃ = (x1, x2)

> = 0.

Condition 1 Suppose D of class C1,1 is such that ν̃ · x̃ ≥ 0 for all x ∈ ∂D.

Condition 2 Suppose D of class C1,1 is such that ν1x1 ≥ 0 for all x ∈ ∂D.

While there are some scatterers that satisfy both conditions (i.e. a sphere or a cylindrical
disc parallel to the waveguide boundaries) in general they are not equivalent. Figure 2 displays
some typical examples of shapes satisfying both, either or none of these conditions, respectively.

Condition 1 refers to domains which we call cylindrically star shaped: the intersection of
the domain with any horizontal plane is star shaped. A more general version of this condition
is given in [18] to cover also perturbations of the planes in an n-dimensional space. Also in [8]
this condition is assumed to prove uniqueness results in waveguides.

Condition 2 states that on both sides of the plane x1 = 0, the object is shaped as a graph
of a function of two variables. Of course, the orientation of the x1- and x2-axis are arbitrary in
the setting of the scattering problem investigated here. Hence the x1-direction can be replaced
by any other direction parallel to the waveguide boundaries. This condition is given in [22, p.5]
as assumption A.

In the following arguments, we will assume that D satisfies Condition 1 or 2, and we will
establish uniqueness of solution for the scattering problem under this assumption.

We will start with two technical lemmas. For ease of notation, we introduce n as the unit
normal to ∂Ω pointing out of Ω. Hence, n = −ν on ∂D.

Lemma 4.1 For u ∈ H2 (ΩR) there holds

∫

∂ΩR

[

x̃ ·
(

∇̃ū ∂u
∂n

+ ∇̃u∂ū
∂n

)

− x̃ · ñ
(

|∇u|2 − k2 |u|2
)

]

ds

= 2k2

∫

ΩR

|u|2 dx− 2

∫

ΩR

∣

∣

∣

∣

∂u

∂x3

∣

∣

∣

∣

2

dx

where ∇̃ = (∂/∂x1, ∂/∂x2)
>
.

Proof: Using a completeness argument, it suffices to prove the assertion for u ∈ C2(ΩR).
From Green’s first identity,

∫

∂ΩR

φ
∂ψ

∂v
ds =

∫

ΩR

[φ∆ψ + ∇φ · ∇ψ] dx, (27)
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(a) Conditions 1 & 2 satisfied (c) only Condition 2 is satisfied

(b) Only Condition 1 is satisfied (d) neither condition is satisfied

Figure 2: Four obstacles as examples for Conditions 1 & 2.

we first obtain, setting φ = |∇u|2 and ψ = 1
2 |x|

2, that

∫

∂ΩR

x̃ · ñ |∇u|2 ds = 2

∫

ΩR

|∇u|2 dx+

∫

ΩR

x̃ · ∇̃
(

|∇u|2
)

dx.

Secondly, setting φ = x̃ · ∇̃ū and ψ = u, in (27) yields that

∫

∂ΩR

x̃ · ∇̃ū ∂u
∂n

ds =

∫

ΩR

[

x̃ · ∇̃ū∆u+ ∇
(

x̃ · ∇̃ū
)

· ∇u
]

dx,
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and similarly for φ = x̃ · ∇̃u and ψ = ū. So, we conclude

∫

∂ΩR

[

x̃ ·
(

∇̃ū ∂u
∂n

+ ∇̃u ∂ū
∂n

)

− x̃ · ñ |∇u|2
]

ds

=

∫

ΩR

[

x̃ ·
(

∇̃ū∆u+ ∇̃u∆ū
)

+ ∇
(

x̃ · ∇̃ū
)

· ∇u+ ∇
(

x̃ · ∇̃u
)

· ∇ū

−2 |∇u|2 − x̃ · ∇̃
(

∣

∣

∣
∇̃u
∣

∣

∣

2
)]

dx. (28)

Using the identity

∇
(

x̃ · ∇̃ū
)

· ∇u+ ∇
(

x̃ · ∇̃u
)

· ∇ū − x̃ · ∇̃
(

|∇u|2
)

= 2
∣

∣

∣∇̃u
∣

∣

∣

2

,

we infer that (28) can be written as

∫

∂ΩR

[

x̃ ·
(

∇̃ū ∂u
∂n

+ ∇̃u ∂ū
∂n

)

− x̃ · ñ |∇u|2
]

ds

=

∫

ΩR

x̃ ·
(

∇̃ū∆u+ ∇̃u∆ū
)

dx− 2

∫

ΩR

(

|∇u|2 −
∣

∣

∣∇̃u
∣

∣

∣

2
)

dx. (29)

The right hand side of (29) can be further rewritten using the divergence theorem to obtain

∫

ΩR

x̃ ·
(

∇̃ū∆u+ ∇̃u∆ū
)

dx− 2

∫

ΩR

∣

∣

∣

∣

∂u

∂x3

∣

∣

∣

∣

2

dx

= −k2

∫

ΩR

[

∇ ·
(

x̃ |u|2
)

− 2 |u|2
]

dx− 2

∫

ΩR

∣

∣

∣

∣

∂u

∂x3

∣

∣

∣

∣

2

dx

= −k2

∫

∂ΩR

x̃ · ñ |u|2 ds+ 2k2

∫

ΩR

|u|2 dx− 2

∫

ΩR

∣

∣

∣

∣

∂u

∂x3

∣

∣

∣

∣

2

dx.

So, (29) can be written as

∫

∂ΩR

[

x̃ ·
(

∇̃ū ∂u
∂n

+ ∇̃u ∂ū
∂n

)

− x̃ · ñ
(

|∇u|2 − k2 |u|2
)

]

ds

= 2k2

∫

ΩR

|u|2 dx− 2

∫

ΩR

∣

∣

∣

∣

∂u

∂x3

∣

∣

∣

∣

2

dx.

This completes the proof.

Lemma 4.2 For u ∈ H2 (ΩR), there holds

∫

∂ΩR

[

x1

(

∂ū

∂x1

∂u

∂n
+

∂u

∂x1

∂ū

∂n

)

− x1n1

(

|∇u|2 − k2 u2
)

]

ds

= k2

∫

ΩR

|u|2 dx−
∫

ΩR

|∇u|2 dx+ 2

∫

ΩR

∣

∣

∣

∣

∂u

∂x1

∣

∣

∣

∣

2

dx.
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Proof: Again, it suffices to prove the assertion for u ∈ C2(ΩR). We set φ = |∇u|2 and

ψ = 1
2 |x1|2 in (27) to obtain

∫

∂ΩR

x1n1 |∇u|2 ds =

∫

ΩR

|∇u|2 dx+

∫

ΩR

x1e1 · ∇
(

|∇u|2
)

dx

where e1 denotes the unit vector in the direction of the x1-axis. Next, we insert φ = x1
∂ū
∂x1

and ψ = u in Green’s first identity, and so,
∫

∂ΩR

x1
∂ū

∂x1

∂u

∂n
ds =

∫

ΩR

x1
∂ū

∂x1
∆u dx+

∫

ΩR

∇
(

x1
∂ū

∂x1

)

· ∇u dx

and similarly we deduce a relation for φ = x1
∂u
∂x1

and ψ = ū. From these applications of
Green’s first identity we infer

∫

∂ΩR

[

x1

(

∂ū

∂x1

∂u

∂n
+

∂u

∂x1

∂ū

∂n

)

− x1 n1 |∇u|2
]

ds

=

∫

ΩR

x1

(

∂ū

∂x1
∆u+

∂u

∂x1
∆ū

)

dx

+

∫

ΩR

[

∇
(

x1
∂ū

∂x1

)

· ∇u + ∇
(

x1
∂u

∂x1

)

· ∇ū
]

dx

−
∫

ΩR

|∇u|2 dx−
∫

ΩR

x1
∂

∂x1

(

|∇u|2
)

dx.

Using the identity

[

∇
(

x1
∂ū

∂x1

)

· ∇u + ∇
(

x1
∂u

∂x1

)

· ∇ū
]

− x1
∂

∂x1

(

|∇u|2
)

= 2

∣

∣

∣

∣

∂u

∂x1

∣

∣

∣

∣

2

and the divergence theorem we obtain the assertion.

One further ingredient for the uniqueness proof is the fact that a solution to (26) decays
exponentially with distance from the obstacle. We formulate this statement in the following
lemma.

Lemma 4.3 Let w be the unique radiating extension of a solution of (26) to all of Ω. Then

w ∈ H1(Ω) and for some constants r, C, c > 0, we have

|w(x)| + |∇w(x)| ≤ C e−c|x|, |x| > r, (30)

as well as
∫

Ω

|∇w|2 dx = k2

∫

Ω

|w|2 dx. (31)

Proof: Green’s first identity together with the boundary condition w|∂D = 0 yields

0 =

∫

ΩR

(w∆w − w∆w) dx =

∫

CR

(

wΛw − wΛw
)

ds = 2i Im

(∫

CR

wΛw ds

)

.

Recall from (14) and (A.4) that

−
∫

CR

wΛw ds = πhR

∞
∑

n=1

∑

n∈Z

(

kn

H
(1)
l−1(knR)

H
(1)
l (knR)

− l

R

)

|Wn
l |2 .
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Let us now denote by N the largest entire number such that kn is real for n ≤ N . It was shown

in the proof of Lemma 2.2 that for n > N the imaginary part of knH
(1)
l−1(knR)/H

(1)
l (knR)

vanishes. Hence we obtain

Im

(∫

CR

wΛw ds

)

= −πhR
N
∑

n=1

kn

∞
∑

l=0

Im

[

H
(1)
l−1(knR)

H
(1)
l (knR)

]

∣

∣W l
n

∣

∣

2
.

From the recurrence relation (A.4) it follows that

Im
H

(1)
l−1(knR)

H
(1)
l (knR)

= Im
H

(1)
l+1(knR)

H
(1)
l (knR)

=
H

(1)
l+1(knR)H

(2)
l (knR) −H

(2)
l+1(knR)H

(1)
l (knR)

2i|H(1)
l (knR)|2

,

where H
(2)
l = H

(1)
l . Formula 9.1.16 in [1] shows that

Im

[

H
(1)
l+1(knR)

H
(1)
l (knR)

]

= − 2

knR|H(1)
l (knR)|2

and collecting terms we arrive at

0 = Im

(∫

CR

wΛw ds

)

= 2πh

N
∑

n=1

∞
∑

l=0

∣

∣W l
n

∣

∣

2

∣

∣

∣H
(1)
l (knR)

∣

∣

∣

2 .

The last equation implies that
∣

∣W l
n

∣

∣ = 0 for 1 ≤ n ≤ N and l ∈ N0, thus, w possesses only
evanescent modes. As these are exponentially decaying, (30) follows. Using (18) we infer that

∫

ΩR

(

|∇w|2 − k2 |w|2
)

dx =

∫

CR

∂w

∂ν
w ds

(30)−→ 0 as R → ∞.

Hence follows (31) and the proof is complete.

We are now ready to formulate the uniqueness result for the Dirichlet problem.

Theorem 4.4 Assume that either Condition 1 or 2 holds. Then any solution of

BD(u, v) = 0 for all v ∈W0.

satisfies u ≡ 0 in ΩR.

Proof: Suppose first that Condition 1 holds. We have that ∂ΩR = CR ∪Γ+
R ∪Γ−

R ∪∂D and so
the surface integral in the identity of Lemma 4.1 is written as the sum of four integrals ICR ,
IΓ+

R
, IΓ−

R
, I∂D over CR, Γ+

R, Γ−
R and ∂D, respectively. The integrand in all four integrals is

[

x̃ ·
(

∇̃ū ∂u
∂n

+ ∇̃u ∂ū
∂n

)

− x̃ · ñ
(

|∇u|2 − k2 u2
)

]

.

From (30), ICR → 0 (R → ∞). The integral IΓ+
R

vanishes because of the Neumann conditions

and x̃ · ñ = 0 on Γ+
R . The integral IΓ−

R
vanishes also, because on Γ−

R Dirichlet conditions hold,

so, ∇̃u = ñ (∂u)/(∂n) and again x̃ · ñ = 0.
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Now letting R→ ∞, from (31), we conclude that

∫

∂D

x̃ · ñ
∣

∣

∣

∣

∂u

∂n

∣

∣

∣

∣

2

ds = 2

∫

Ω

∣

∣

∣∇̃u
∣

∣

∣

2

dx ≥ 0.

Since x̃ · ñ ≤ 0 for all x ∈ ∂D we obtain that u = 0.
Suppose now that Condition 2 holds. Here the integral over ∂ΩR in Lemma 4.2 is written

as a sum of four integrals JCR , JΓ+
R
, JΓ−

R
and J∂D over CR, Γ+

R, Γ−
R and ∂D respectively. The

integrand in all cases is

[

x1

(

∂ū

∂x1

∂u

∂n
+

∂u

∂x1

∂ū

∂n

)

− x1 n1

(

|∇u|2 − k2 u2
)

]

.

From Lemma 4.3 we obtain JCR → 0 as R → ∞. The Neumann conditions and x1n1 = 0 on Γ+
R

imply that JΓ+
R

= 0. Similarly, JΓ−
R

= 0 because the Dirichlet conditions imply ∂u
∂x1

= n1
∂u
∂n .

Hence, letting R → ∞ and using (31) again,

∫

∂D

x1n1

∣

∣

∣

∣

∂u

∂n

∣

∣

∣

∣

2

ds = 2

∫

Ω

∣

∣

∣

∣

∂u

∂x1

∣

∣

∣

∣

2

dx ≥ 0.

Since x1n1 ≤ 0 for all x ∈ ∂D, we conclude also in this case that u = 0.

Remark 4.5 In [22] a further uniqueness result is given, based on a geometric condition
(Condition B of this reference) that is satisfied by star shaped obstacles. The proof given
there is based on an identity similar to the one presented by us in Lemma 4.1 but without the
tilde operators. We were not able to verify this identity for the waveguide.

A Bounds for Fractions of Bessel functions

The Hankel functions of the first kind are related to the modified Bessel functions by the
relation

Kl(z) =
π

2
il+1H

(1)
l (iz) for l ∈ N0, arg(z) ∈

[

−π
2
,
π

2

]

. (A.1)

As the modified Bessel funktion Kl has no zeros in the right half-plane [24, p. 511] of the
complex plane, it follows that the modulus of the Hankel function is stricly positive in the
upper half-plane,

∣

∣

∣H
(1)
l (z)

∣

∣

∣ > 0, z ∈ C, arg(z) ∈ [0, π), l ∈ N0. (A.2)

From the recurrence formula for Hankel functions

d

zdz

(

zlH
(1)
l (z)

)

= zl−1H
(1)
l−1(z)

we conclude
lzl−1H

(1)
l (z) + zlH

(1)′
l (z) = zlH

(1)
l−1(z) for z 6= 0,

and therefore
H

(1)′
l (z)

H
(1)
l (z)

=
H

(1)
l−1(z)

H
(1)
l (z)

− l

z
. (A.3)

22



Analogously to (A.3) the recurrence formula

d

zdz

(

z−lH
(1)
l (z)

)

= −z−l−1H
(1)
l+1(z)

holds and yields

H
(1)′
l (z)

H
(1)
l (z)

=
l

z
− H

(1)
l+1(z)

H
(1)
l (z)

. (A.4)

Combining (A.3) for l > 0 and (A.4) for l < 0, bearing in mind that H
(1)
−l (z) = (−1)lH

(1)
l (z),

we obtain

H
(1)′
l (z)

H
(1)
l (z)

=
H

(1)
|l|−1(z)

H
(1)
|l| (z)

− |l|
z
. (A.5)

This formula is valid for all l ∈ Z.
For purely imaginary argument it is convenient to work with the modified Bessel functions

given by (A.1). We rewrite the fraction of Hankel functions as

H
(1)
l−1(ix)

H
(1)
l (ix)

= i
Kl−1(x)

Kl(x)
(A.6)

and observe that this fraction is purely imaginary if x is real, since the Kl are real functions
of real arguments. From the integral representation [1, 9.6.24]

Kl(x) =

∫ ∞

0

e−x cosh t cosh(lt) dt for x ∈ R>0, l ∈ N0

we obtain immediately that

Kl−1(x)

Kl(x)
≤ 1, x ∈ R>0, l ∈ N. (A.7)

Using the recurrence relation [1, 9.6.26]

Kl−1(x) −Kl+1(x) = −2l

x
Kl(x), x ∈ R>0, l ∈ N,

we further conclude using (A.7) that

Kl+1(x)

Kl(x)
=
Kl−1(x)

Kl(x)
+

2l

x
≤ x+ 2l

x
, x ∈ R>0, l ∈ N.

Hence
Kl(x)

Kl+1(x)
≥ x

x+ 2l
, x ∈ R>0, l ∈ N. (A.8)

Combining (A.7) and (A.8) we obtain the following Lemma.

Lemma A.1 Suppose x > 0. Then

K−1(x)

K0(x)
≥ 1,

K0(x)

K1(x)
≥ 1 − 2

x
,

and

1 ≥ Kl(x)

Kl+1(x)
≥ x

x+ 2l
, l ∈ N.
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Proof: It remains to prove the second estimate which follows directly from (A.7) and the
recurrence formula:

K0(x)

K1(x)
=
K2(x)

K1(x)
− 2

x
≥ 1 − 2

x
.

With these bounds on fractions of modified Bessel functions it is also possible to obtain
corresponding bounds for the modulus of fractions of Hankel functions for complex arguments.
We will only require an upper bound here.

Lemma A.2 Let z ∈ C such that |z| > 0 and arg(z) ∈ (−π/2, π/2]. Then

∣

∣

∣H
(1)
l (z)

∣

∣

∣ ≤
∣

∣

∣H
(1)
l+1(z)

∣

∣

∣ l ∈ N0.

Proof: The proof relies on the following integral identity for the absolute value of the Bessel

function H
(1)
l , which is due to the well-known Macdonald formula [24, p. 439] (see also [5]),

∣

∣

∣H
(1)
l (z)

∣

∣

∣

2

=
2

π2

∫ ∞

0

e−
t
2 + z2+z2

2t Kl

( |z|2
t

)

dt

t
(A.9)

for z 6= 0 with non negative real and imaginary part. An elementary computation shows that

z2 + z2 = z2 + z2 − 2|z|2 + 2|z|2 = 4 Im(z)2 + 2|z|2,

and in consequence the integrand in (A.9) is real and positive. Now we exploit (A.7) to obtain
the assertion of the lemma.

Of course, it follows from Lemma A.2 that

∣

∣

∣

∣

∣

H
(1)
l−1(z)

H
(1)
l (z)

∣

∣

∣

∣

∣

≤ 1, l ∈ N.

In the case of l = 0, we can also obtain an upper bound for arguments bounded away from
zero from the asymptotic expansion for the Hankel functions [1, 9.2.3]. It follows that for all
ρ > 0 there exists C(ρ) such that

∣

∣

∣

∣

∣

H
(1)
l−1(z)

H
(1)
l (z)

∣

∣

∣

∣

∣

≤ C(ρ), |z| ≥ ρ, arg(z) ∈
[

0,
π

2

]

, l ∈ N. (A.10)
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