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ABSTRACT. Let A denote a general second order differential operator in diver-
gence form, with real coefficients satisfying only local boundedness conditions.
Then, A can be viewed as an unbounded operator Ay on LP(RY) with maximal
domain D(Ap). The main result of this paper is a criterion for the injectivity
of A, when p € (1,00). This criterion is next used to establish the denseness
of C§° (RN) in D(A,) or, under more general conditions, in a smaller natural
domain. When p = 2, this also yields a positive answer to a selfadjointness
question raised by Kato in 1981.

1. INTRODUCTION

Second order elliptic operators on R with unbounded coefficients arise in the
study of Kolmogoroff and Schrodinger equations. In several respects, their prop-
erties differ markedly from those known in the case of bounded coefficients. For
example, test functions need not form a core of the maximal domain D(A4,) of A
in LP(RY) and it may happen that A + X is not injective on D(A,) for any A > 0.
In this paper, we provide conditions about the coefficients of A ensuring that A is
injective and that test functions are a core of D(A,). In particular, by extending
techniques from [12], we are able to treat the limiting cases of some problems that
were left open in the works [2] and [9].

Throughout this paper, A denotes the second order linear differential operator
on RY

N N
(1.1) A== Oilaij(x)d;) + Y bi(2)0; + c(x),
i=1

ij=1
with real coefficients a;; = aji, b € WL := WS (RN) and ¢ € LS, := L2 (RN).

loc loc
More generally, for every m € N U {0} and ¢ € [1,00], we shall always use the

convenient shortcut WZZ) ’cq) to denote the Sobolev space W, Cq)( RY) (L‘(Zloc) when

m = 0). Consistent with this notation, || - |/, is the norm of W™, If Q ¢ R is
an open subset, || - ||m,q,0 refers to the norm of the space W7(Q2).

Given p € (1,00) and u € LP, the assumptions about the coefficients imply that
Au is well defined as a distribution on RY. Accordingly, we may and shall denote
by A, the unbounded operator with domain

(1.2) D(A,) :={ue LP: Au € L},
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given by
(1.3) Apu = Au, Yu € D(A,).

It is our goal to establish various properties, starting with the injectivity, of
the operators A, under additional assumptions about the coefficients. Uniqueness
results for Kolmogorov operators (i.e., when ¢ = 0) can also be found in Eberle’s
monograph [5].

First and foremost, we shall assume ellipticity, i.e., that for every x € RY, there
is a constant a(x) > 0 such that

N
(1.4) > ay@)& > a@)éf,  VEi= (b, ) €RY,

ij=1
where, as usual, | - | is the euclidian norm on R¥. Since a(z) above can be chosen

to coincide with the smallest eigenvalue of the symmetric matrix (a;;(x)) and since
this smallest eigenvalue depends continuously upon z, (1.4) is equivalent to the
local uniform ellipticity condition
N

> ai(2)&é > axlél?,  Vze K, V&= (&, ,&n) €RY,

i,j=1
where K is an arbitrary compact subset of R and ax > 0. It then follows from
elliptic regularity that

(1.5) D(A,) € W27

loc
In addition, from the classical a priori estimates (see for instance Gilbarg and

Trudinger [8]), for every R > 0, there is a constant Cz > 0 independent of u € W2”
such that

(1.6) lull2.p,r < Cr ([|ullo.p, B2 + || Aull0p,B2r) »

where Bp denotes the ball in RY with center 0 and radius R. Together with (1.3)
and (1.5), this shows at once that the operator A, above is closed. Equivalently,
D(A,) is a Banach space for the graph norm

(1.7) lullpa,) = [lullo.p + [[Aullo p-

For future use, note that C§°(:= C$°(RY)) C D(A,), so that D(A,) is dense in LP.

The additional hypotheses that we shall make about the coefficients of A in
(1.1) are not standard and involve an auxiliary CV function p > 1 on RY and a
parameter s > 0. Even though auxiliary functions have already been used in related
matters (mostly the selfadjointness issue when p = 2; see for instance Evans [6],
Kato [9]), our approach, based on Federer’s coarea formula, follows a much different
line. The hypotheses recently introduced in Rabier [12] when p = 2 and a;; € L™
also involve a parameter s, but the method fails to work when p # 2. Thus, while
the results of this paper may be viewed as a (partial) generalization of those in
[12] and in spite of notable similarities, the arguments are, of necessity, markedly
different.

From now on,

N

(18) a(%f»ﬂ) = Z aij(zv)ginja Vfﬂ? € RN
i,7=1
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and
(1.9) b(z) = (bi(z), - ,bn(2))

is the vector of the first order coefficients of A.

The main result of this paper (sufficient condition for the injectivity of A,) is
given in Theorem 3.2. The denseness of C§° in D(A,) equipped with the graph norm
is subsequently obtained as a by-product under slightly more general assumptions
(Theorem 4.2). A generalization of the denseness property is given in Theorem 4.4,
where D(A,) is replaced by a possibly smaller domain. A special case (Corollary
4.5) allows for an easy comparison with recent results of the same nature in [2].

To complete the paper, a simple “concrete” application of Theorem 4.2 is given
in Section 5, where we answer in particular a question left open by Kato in [9] when
p=2and b=0.

2. PRELIMINARY ESTIMATES

If p > 0is a C! function on RY with lim|| o0 p(2) = 00 and if A is a differential
operator (1.1) with a;; = a;;,b; € LTS, we set, for every r > 1 and every A > 1,

(2.1) My(p,r) == . <su(p)</\2 {1+ |b(z) - Vp(z)| + a(z, Vp(z), Vp(x))},

where a and b are given by (1.8) and (1.9), respectively. Note that My (p,r) < oo (in
particular, observe that the set {A~!r < p < A?r} is compact since limy,_ o p(z) =
00).

Lemma 2.1. Given p € (1,00) and A > 1 as above, there is a constant C(A,p) > 0
such that, for every C' function p > 0 on RY with lim|;|—o p(z) = 00 and every
elliptic operator A in (1.1) with real coefficients a;j = aj;, b; € VVllocOO and ¢ € LS,
such that ¢ — VT'Z’ > 0, the following inequality holds for every u € Wi’f and every
r>1:

Vb
e | [u"2a(-, Y, Vi) X usoy + ( _ ) uf?
{r<p<ar} p

< C(\p) ( / | Auf? +MA<p,r>|up> ,
{)\_17'</1<)\27'}

where My (p,r) is given by (2.1) and X {ux0) is the characteristic function of the set

{u # 0}.

Proof. Choose a smooth real-valued function 1, on [0,00) such that 0 < ¥, <
La(t) =0if0<t <A lort>Aand ¥,(t) =1if 1 <t <\ Forr > 0, set
Yar(t) :=a(t/r), so that 0 < ¢y, < 1,hx () =0if 0 <t < A7lrort > A%r and
Yar(t) = 1if 7 <t < Ar. Next, let ny.(2) := ¥ (p(z)) for z € RY. Observe that
0 < nxr <1 and that 9y, € C§° since lim;| o p(x) = co. That 7y, has compact
support is used implicitly in various places to ensure that all the integrals over RY
below are well defined.
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If u € W2P, then Au € L?  and, by multiplying Au by 73, |ulP~?u and inte-
grating by parts, we obtain

23) [ (A Julu = o= 1) [ Rl Vi, V)

+2/ e |ulP2ua(-, Vu, Vi )
RN

Vb 2
-/ ( _ ) Bl =2 [ luPo T
RN p P JrN

Above, we used the fact that the integrals over RV are in fact integrals over a ball
with large enough radius. Also, while (2.3) is routine when® p > 2, it is not trivial
when p € (1,2) due to the singularities of |u[P~2 at the points where u vanishes.
However, the related technical difficulties have been resolved in Metafune and Spina
[10].

By the Cauchy-Schwarz inequality for the bilinear form a(z,-,-) (since A is el-
liptic),

S

’/N M |uP2ual-, Vu, Vi )
R

S/ M [ulP " ta(, Va, Vu)2a (-, Vi, Viga ) 2.
RN

Thus, by using |u[P~! = |u] = |u|2 when u # 0 and the Cauchy-Schwarz inequality
in L?, it follows that

‘2/ MarlulP~?ual, Vu, Vi)
RN

1/2
<2 </ n§7r|u|p72a(‘, vu, VU)X{u;ﬁQ}) </ |u|pa(‘, V77>\,m vnk,r))
RN RN

Sv/ 03 lulP~2al-, Vu, V)X fuzoy +7_1/ [ulPal, Ve, Vi),
RN RN

1/2

for every v > 0. By substitution into (2.3), we obtain
2 |, 1p—2 V-bY 5 0
p=1=7) [ 03 ul"""al, Vu, Vu)x uzoy + ¢——— )i, lul
RN RN p

2
< [ A s [ (m,rb'mrﬂ1a<»Vm,T,Vm,r>) uf?.
RN RN \ P

Above, choose v > 0 such that p —1 —~ > 0. Since ¢ — ? >0 and ny . (x) =1
when r < p(x) < Ar, this yields

Vb
minfp—1-71} [ [u"2a(-, Y, Vi) X usoy + ( _ ) fuf?
{r<p<ir} p

2
< [ g pup+ (m,rb'mrﬂ1a<-,Vm,r,Vm,r>> [uf?.
RN RN \ P

it SO, X{ux0} 1S not needed in the formula, which is obvious if p > 2. If p = 2, this is due to
the well known fact (see Gilbarg and Trudinger [8, Lemma 7.7], Stampacchia [13]) that Vu = 0
a.e. on the set {u = 0}.
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Now, in the right-hand side, use 0 < ny, < 1,ma.(z) = 0 if p(x) < A7'r or
p(x) = N and Vi, = %,r( )V = 114 (p/r) Vi to get

V-b
min{p — 1 —~,1} </ [ulP~2a(-, Vu, V) X {uroy + (c - ) UI”>
{r<p<ar} p

<[ [Aullup~?
(A —lr<p<Aazr}
2||¢>\Hoo L. -1 2 - p
+ b= Vol + 57 HIwAllEr™2a(, Vi, Vo) | [ul.
{A-lr<p<azr}

Lastly, observe that |Aul|u|P~! < |Au|p + = |u\p (since st < 7sp + = 1tp T for
every s,t > 0), so that if r > 1, then

V.-b
mln{p -1- Vs 1} / |u|p_2a('> VU, Vu)X{uyéO} + (C - ) |U"p
{r<p<ar} p
1
< */ | Au?
P Jix-1r<p<azr}

p—1 2|} _ - -
+/ ( + I ’\HOOT Ho- Vol +y Al 2a(-, Vo, Vp) | [uf?
{r<p<ir} p p

1 12 ©
< {1 2L A g b ( A+ M) ]
p P p {A—1r<p<A2r}

Since the above inequality is valid whenever 0 < v < p — 1, it follows that (2.2)
holds with

2 o -
, ({2
(\.p) = 0<yep—1 min{p — 1 —~,1}

It is noteworthy that the constant C(X,p) in Lemma 2.1 is “universal”, i.e
independent of the function p and the operator A satisfying the required conditions.

Lemma 2.2. Assume that the operator A in (1.1) (with coefficients a;; = aj;,b; €
WllocC>o and c € LjS.) satisfies the ellipticity condition (1.4). Suppose also that for
some p € (1,00), ¢ — va > 0 and there are s > 0,\ > 1 and a C function p > 1
with lim ;| o p(x) = 00 such that

(24) M)\,s,p(p) ‘= sup e—per)\(p’ T) < 00,
r>1

where My (p,r) is given by (2.1).
Then, for every u € D(A,),

25) [ Pl Y, Vuxgugoy <3O [ (40P + My (o)),
R R

with C(\,p) from Lemma 2.1. In particular, e P°|u|P~2a(-, Vu, Vu)X fuzoy € L.
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Proof. Recall that D(A,) C leocp under the standing assumptions (see (1.5)). Let
then u € D(A,) be given. Since p > 1, we have

/ efpsp|u|P*2a(~, Vu, VU)X{u¢0}
RN

- / e PP |ulP~%a(-, Vu, V)X {ur0}
o Jingpaany

n=0

A" SPS A”n,+1 }

By Lemma 2.1 and the assumption ¢ — % >0,

/ |u|p72a(,, Vu, VU)X{u;éO}
An<pantiy
<C(\p) / (|Aul? + M (o, X" [uf?)
{An—l<p<Ant2}

so that, by (2.4),

/ e—psp|u|p—2a(.’ Vu, VU)X{u;ﬁO}
RN
<c(up) Y /{
n:()

<oy /{ (AUl + My (0)lul?)
n=0

An—1 §P<>\"+2}

(77" Al + 77" My (p, A" ful?)
An—1§p<>\n+2}

The desired inequality (2.5) now follows by writing the integral over {\"~! < p <
A2} as the sum of the integrals over the sets {\"7! < p < A"} {A\" < p < A"HL}
and {\"T! < p < A2} O

More generally, Lemma 2.2 remains valid if p is bounded from below by some
positive constant. This can be seen by a straightforward modification of the above
proof.

3. THE INJECTIVITY OF A,

Given p € (1, 00), the injectivity of the operator A, is established in Theorem 3.2
below, under suitable assumptions about the coefficients of A. The proof is based
on the estimate of Lemma 2.2 and on the following result.

Lemma 3.1. Let p be a CN function on RN such that sup p = oo and let g : RNV —
R be Lebesque measurable. If g|Vp| € LY, there is a sequence (ry,) of reqular values
of p with limr, = oo such that {p = r,} # 0 and lim f{p:’r‘ }gd’HNf1 = 0, where

HN=1 denotes the (N — 1)-dimensional Hausdorff measure.

Proof. By Federer’s coarea formula, the function G(r) := | (p=r} gdHN=1 is in
L'(R) and fRN glVp| = fR (f{p:r} gdHN_l) dr. More precisely, since p is Lipschitz
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continuous on the bounded subsets of RY, then if £ C RY is bounded and Lebesgue

measurable, we have
Lowol=[ar [ gan
E R {p=r}nE

(Federer [7, 3.2.22], Ambrosio, Fusco and Pallara [1, Theorem 2.93 and Remark
2.94]; see also Ohtsuka [11] ). The claim follows by using this formula with F :=
{p < R} and letting R — oo after splitting ¢ into its positive and negative parts.
Since p is of class CV, it follows from Sard’s theorem that the set of critical values
of p has Lebesgue measure 0, so that the function f{p:r} gdHN~1 may be replaced
by oo for every critical value r of p without affecting the relation G € L'(R). As
is well known, the latter implies the existence of a sequence (r,) with limr, = oo
such that lim G(r,) = 0, i.e., lim f{p:”} gdHN~1 = 0. Clearly, r, must then be a
regular value of p for n large enough. O

Theorem 3.2. Assume that the operator A in (1.1) (with coefficients a;; = a;;,b; €
I/VllocOO and ¢ € L52) satisfies the ellipticity condition (1.4) and that for some
p € (1,00), there are 0 < s’ < s and a CN function® p > 1 with lim| |00 p(x) = 00
and Vp #0 a.e. on RY such that:

: Vb
e T

i) o(s) — M0
(i) ¢ — =0,
where b is defined in (1.9) and

N
(3].) bgs) = b1 - 282&1-1-(%-/),
j=1
N N
(32)  Wi=c+s|b-Vp— > 0jai0ip— Y aydip | — s*a(-,Vp,Vp).
i,j=1 i,j=1

(iii) =P Pa(-,Vp,Vp) € L™ (see (1.8)).
(iv) e=P5'Pb - Vp € L™,
Then, u € D(A,) and Au = 0 imply v = 0.

Proof. Let w € D(A,) be such that Au = 0. Throughout this proof, we set
(3.3) v:=-e *Pu.

so that v € LP N VVlif (see (1.5)) and A®)y = 0, where A®®) := e~ A(e*P-). Since
u = 0 if and only if v = 0, it suffices to show that v = 0 to establish the injectivity of
Ap. The first step consists in noticing that A(®) is actually the differential operator

N N
(3.4) A® = = 3" 9i(ay(2)0;) + >0 (2)9; + ¢ (a),
ij=1 i=1
with bgs) and ¢(*) given by (3.1) and (3.2), respectively.

21f N > 2. When N = 1, it must also be assumed that p’ is locally Lipschitz continuous, so
that ¢(*) € L7S, in (3.2), a property implicitly used in the proof.
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Let 7 > 0 be a regular value of p. When nonempty, the set {p = r} is a CV
hypersurface of RY and the boundary of the bounded® open set {p < r}. Further-
more, the outward unit normal vector v(x) along {p = r} is well defined and given
by

(3.5) v(x) = Vp(a)/|Vp(a)].

Suppose first that p > 2. By multiplying A®)v(= 0) by |v|[P~2v and integrating
by parts over the set {p < r} with » > 0 as above, it follows from (3.4) that (if
p € (1,2), this procedure must once again be justified by [10])

0:/ (A®y)|v|P~2v
{p<r}

. p(s)
=(p— 1)/ \y|p—2a(-,Vv,Vv)x{v¢o} —|—/ <C(8) . \Y% ) |v|P
{p<r} {p<r} p

pp(s) .
+/ (H - |U|p2va(-,Vv,u)> dHN T,
{p=r} p

where we have used the standard fact that H™~! coincides with the (N — 1)-
dimensional Lebesgue measure on C! hypersurfaces of RY. Using (3.3), Vv =
e *P(Vu — suVp), which in turn may be used to rewrite the boundary integral in
terms of u in the above formula. Together with (3.5), this yields

\va O
o= [ ol el Vo Voxg + <c<s> _ ) [of?
{p<r} {p<r} p

—psp bs) .
= [ [l V) (sal, 9.9+ S ) ] e
{p=r} |vp‘ p

—psp b(s) .
< / < {|u|p_1|a(-,Vu,Vp)| + (sa(~,Vp, Vp)+ |Vp|) |u|p] dHN 7L
{p=r} |vp‘ p

By writing
[ulP (-, Vu, Vp)| < [ul’~ a(-, Vu, Vu)'?a(-, Vp, Vp) /2
= [ul = a(-, Vu, Vu) 2 [u| 3 a(-, Vp, Vp) /2

IN

1 1
§|u\p_2a(-, Vu,Vu) + §|u|pa(-, Vp,Vp),

when u # 0, the above inequality becomes

\vaAC)
B9 -1 [ PV Vo + [ (c“)— )|v|p
{p<r} {p<r}

p
< / gdHN 1,
{p=r}

e PsP |1

a2, T Vg +

where

2541

R

1
[ — a(-,Vp,Vp +b(s)-Vp> up}
7 (,Vp, Vp) p\ ) [ul

3Since lim| |, o0 p(z) = 00.
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In fact, (3.6) holds when r is any regular value of p, i.e., also when {p =1} = 0,
for then both sides are 0 (by the intermediate value theorem and the assumption
lim, |0 p() = 00, it follows that {p < 7} = 0 whenever {p =r} =0).

The function g is well defined a.e. on R" and Lebesgue measurable since Vp # 0
a.e. and

e~ PSP

[ulP~2a(-, Vu, V)X fu0)

25+ 1 b . v
+ep5p< 52 a(-, Vp,Vp) + m> |ul?.

We claim that, above, e P*?|u|P~2a(-, Vu, Vu)X{uzoy € L'. To avoid disrupting
the proof with technicalities, this is shown in Lemma 3.3 below. On the other hand,
e~Ppsp (%a(-,Vp, Vp) + Wi%"') lulP € L' from the hypotheses (iii) and (iv)
since u € LP. In that regard, note that (iii) and (iv) imply e ?5?b() . Vp € L™ (see
(3.1)), whence e"P5°b() . Vp € L™ since s > s'. Likewise, e P*?a(-, Vp, Vp) € L>®
by (iv).

This shows that g|Vp| € L', so that Lemma 3.1 ensures the existence of a
sequence (r,,) of regular values of p with limr,, = co such that the right-hand side
of (3.6) with r = r,, tends to 0 as n — oco. Since ¢(¥) — %(S) > 0 by the hypothesis
(ii), it follows from (3.6) that

glVp| =

lim |v[P~2a(-, Vo, Vu)x{vz0y = 0.
{p<rn}

Since 1, — 00, Fatou’s lemma shows that [py |v[P~2a(-, Vv, V)X {vzo0y = 0, s0
that |v[P~2a(-, Vv, Vu)x{v20y = 0 a.e.. By the ellipticity of A, this implies that
Vv =0 a.e. on the set {v # 0}. Since also Vv = 0 a.e. on the set {v = 0}, we infer
that Vv = 0 a.e.. Thus, v is constant, so that v = 0 since v € LP. This completes
the proof. O

We now justify the claim that e P*°|u|P~2a(-, Vu, Vu)x{uz0y € L for every
u € D(A,), used in a crucial way in the above proof.

Lemma 3.3. Under the assumptions of Theorem 3.2,

u € D(A,) = e PP |ulP~2a(-, Vu, Vu)X uzoy € L.
Proof. The assertion follows from Lemma 2.2 and the remark that, in that lemma,
M) s p(p) < oo with the choice A := /s/s’ (> 1). To see this, let > 1 be fixed.

By (2.1) and the compactness of the set {\71r < p(z) < A?r} (and the continuity
of the coefficients a;; and b;), there is z, € RY such that

(3.7) A < p(a,) < A
and that
Mx(p,r) =1+ [b(xr) - Vp(z,)| + alar, Vo(a;), Vo(z,)).

On the other hand, r > A\=2p(z,.) by (3.7), so that e 75" < ePsAp(er) = g=ps'p(er)
since A2 = s/s’. Therefore,

e P My (p,7) < € PUPED (Lt [b(xy) - Vol )| + alar, Vo(a,), V()

<1+ e lb - Vpllloco + [l Pa(:, Vo, Vp)lo.cc < o0,

by the hypotheses (iii) and (iv) of Theorem 3.2. Thus, My s ,(p) < oo by (2.4). O
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The hypothesis (i) of Theorem 3.2 and a somewhat weaker form of (ii) and (iv)
are already used in [12, Theorem 3.3] when p = 2 and a,; € L*°, under the extra
assumption that e "Vp € L™ for every t > 0 (so that (iii) holds). Although the
general idea to prove injectivity is the same, the technicalities are very different.
In particular, no use of the coarea formula is made in [12] . Also, since the class of
admissible functions p is broader (except for smoothness), the results of this paper
have value even when p = 2 and a;; € L*.

Remark 3.1. It may be useful to point out that Theorem 3.2 remains true when
p is C? idrrespective of N and without the requirement that Vp # 0 a.e. in (at
least) two cases. The first one is when Vp does not vanish outside a ball, for then
Lemma 3.1 remains obviously true without using Sard’s theorem. The second case is
when the coefficients a;; are C*, the coefficient ¢ is C° and (ii) holds in the slightly
stronger form c(®) — %(S) > 0. If so, it follows easily from the classical results on
the approzimation by real-analytic functions (Whitney [14]) that the hypotheses of
Theorem 3.2 continue to hold when p is replaced by a close enough real-analytic
approzimation p. In particular, Vp # 0 a.e. since p is not constant.

Remark 3.2. To check condition (ii) of Theorem 3.2 in practice, note that, in
light of (3.1) and (3.2),

b b
(3.8) ¥~ i - VT —s%a(-,Vp,Vp)

p
2 al al
+s|b-Vp+ <p — 1> Z 0;a4;0;p + Z aijaz'sz

1,j=1 7,j=1

where 6”,0 = G?ip was used (since p is at least C* when N > 2). If p = 2, this
reduces to

. p(®) b
(3.9) ) — v 5 =C~ V2 +sb-Vp—s2a(-,Vp,Vp).

From Theorem 3.2, one can deduce concrete conditions on the coefficients by
choosing the function p. For example, if p(z) = Log(1 + |z|) for |z| large enough,
then (iii) and (iv) of Theorem 3.2 hold when the coefficients a and b are polynomially
bounded in |z| if p is large enough; see Corollary 4.5 and the examples following
that corollary.

4. THE DENSENESS OF C§° IN D(A4,)

Given p € (1, 00) we shall show that under hypotheses slightly weaker than those
of Theorem 3.2, C§° is a core of Ay, that is, dense in D(A,) equipped with the graph
norm. In what follows, A* denote the formal adjoint of the differential operator A

n (1.1), given by

N N
(4.1) A= — Z 9 (ai;(x)0;) — Zai(bi(a:)-) + ().

Observe that A* may be written in the form

N
(4.2) A== " 9i(a(x +Zb* )0; + ¢ (),

4,j=1
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with
(4.3) al(x) = aiy; €EWLX b = b e Wh* and ¢* =c—V-be L

ij locy
so that there is a well defined operator (A*),, obtained by replacing A by A* and
pbyp.
We shall need the following surjectivity result.
Lemma 4.1. Assume that A satisfies the ellipticity condition (1.4) and that, for
some p € (1,00), there is a constant 3, > 0 such that
Vb

(4.4) c— 'S = Pp-

Then, A, : D(A,) — LP is onto.

Proof. For n € N, let B,, denote the open ball with center 0 and radius n in RY
and, given f € L?, let u,, € W*?(B,) N Wy (B,) be the unique solution of

(4.5) Au, = f in B,.

Multiply both sides of (4.4) by |u,|P~?u, and integrate by parts (with the help
of [10] when p € (1,2)). This yields

-b
(p—l)/ |un|p72a('aVunvvun)X{u1L¢0}+/ (C - v) ‘un‘p = / f|un|p72un~
B B p B,

n n

Therefore, by (4.4) and the ellipticity of A,
. -1 -1
ﬂpHUnHﬁp,Bn S/B flunl? up, < ||f||0,p,Bn||uan,p,Bn < ||f||0,p||un||g,p,3n

It follows that [|un|lop.5, < B, 'lfllop, so that the sequence (uy) is bounded in
LP, where u,, is identified with its extension by 0 outside B,,. Therefore, there are
u € LP and a subsequence (u,,,) such that u,, — u in LP. Furthermore, if ¢ € C§°,
then Suppy C By, for £ large enough, so that (Auy,,p) = [pn fe for £ large
enough by (4.5). Since Au,, tends to Au as a distribution (note that Au,, — Au
in W~2P due to the hypotheses made about the coefficients of A), this shows that
Au = f. Thus, u € D(Ap) and the proof is complete. O

Theorem 4.2. Assume that the operator A in (1.1) (with coefficients a;; = a;;,b; €
I/VllocOO and c € L§S,) satisfies the ellipticity condition (1.4) and that for some p €
(1,00), there are 0 < ' < s and a CN function* p > 1 with im0 p(x) = 00

and Vp #0 a.e. on RN such that:
) Vb
(i) inf (c— 7) > —00.
Ly . +s v-b(Es)
(i) inf (c( ) — T) > —00,
where b®) and c¢*) are defined by (3.1) and (3.2), respectively.
(iii) e P5'Ph - Vp € L (see (1.9)).
() e P5'Pa(-,Vp,Vp) € L™ (see (1.8)).
Then, C§° is a core of D(Ap).

if N > 2. When N = 1, it must also be assumed that p’ is locally Lipschitz continuous, so
that ¢(*) € L7S, in (3.2), a property implicitly used in the proof.
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Proof. Evidently, D(A,) is unchanged if A is changed into A+ X and A € R. By
choosing A > 0 large enough, it follows from (i) and (ii) that we may assume that
+s
(4.6) c— Vb > 1 and ¢+ — M > 0.
p p

Indeed, the change of A into A 4+ A does not affect the coefficients a;; and b, hence
has no impact on (iii) and (iv) above, while ¢ becomes ¢ + A, which increases both
c— % and ¢(+%) — w by A.

With the extra assumption (4.6) replacing (i) and (ii), it follows from Theorem
3.2 that A, is one to one on D(A,) while, by (4.6) and Lemma 4.1, A, is onto LP.
Thus, A, is an isomorphism of D(A,) onto LP. Now, a straightforward verification
shows that the hypotheses of Theorem 4.2 are unchanged upon replacing A by A*
and p by p’. In addition, such a change does not affect (4.6) either, because

Vb Vb Vope oy Vb
p I p

As a result, Theorem 3.2 for A* and p’ shows that (A*), is one to one on
D((A*)p). In turn, this implies that A(C§®) is dense in LP. Otherwise, there is
some h € LP with h # 0 and Jpn hA@ =0 for every ¢ € C§°, i.e., (h, Ap) = 0 for
every ¢ € C§°. In other words, the (well defined, by (4.2) and (4.3)) distribution A*h
is 0. But h € L and A*h = 0 together mean that h € D((A*),/) and (A*),h = 0,
so that h = 0, which is a contradiction. This proves the claim.

In summary, 4,(Cg§°) is dense in L? and A, is an isomorphism of D(A,) to LP.
It follows that the inverse isomorphism (A,)~! maps A,(C§°) onto a dense subset
of D(A,). Since (A4,)71(A,(C§°)) = C§°, this amounts to saying that C§° is dense
in D(A4,). O

*

c and c*(®)

/

From the proof given above, the hypotheses of Theorem 4.2 also suffice for C§°
to be dense in D((A*),/).

Remark 4.1. If the coefficients a;; and b; are C* and c is C°, Theorem 4.2 remains
true when p is C? irrespective of N and without the requirement that Vp # 0 a.e.
(use Remark 3.1 in the proof; that b; is C' is needed to ensure that c* is C° and
hence that Remark 3.1 can be used with A*).

In Theorem 4.2, the hypothesis inf (c(s) — %(S)) > —oo is used to ensure that

A, is an isomorphism of D(A,) onto LP after replacing A by A + A for sufficiently
large A > 0. In fact, if the requirement that the domain coincides with the “maxi-
mal” domain D(A,) is relaxed, the following result by Arendt, Metafune and Pallara
[2, Theorem 3.1] shows that this hypothesis is not needed.

Theorem 4.3. Suppose that ¢ — %’b > 0. Given p € (1,00), there exists a unique
resolvent positive operator A; C A, which is minimal among the resolvent positive
restrictions of Ap, i.e., if B, C Ay is resolvent positive, then R(u, By) > R(u, A},)
for every p > 0.

Even though extra smoothness and boundedness are assumed of the coefficients
of A in [2], the proof of Theorem 4.3 does not require more than the standing
assumptions a;; = aj;,b; € VVllocOQ and ¢ € L{S.. We also refer to [2] (where
A}, and A, are called A, and A, nax, respectively) for the terminology “resol-

vent positive”. Here, the more important point is that, by Theorem 4.3, the
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Vb
P
D(A}) € D(Ap) onto LP, if A > 0 is large enough. Of course, in this statement,

D(Aj,) is equipped with the graph norm. By using this in the proof of Theorem
4.2, we obtain the following generalization:

condition inf (c — ) > —oo alone ensures that A 4+ A is an isomorphism from

Theorem 4.4. In Theorem 4.2, replace condition (ii) by the weaker
(#’) inf (C(*S) - @) > —00.
Then, C§° is a core of D(A}).

As a special case of Theorem 4.4, we mention the following corollary.
Corollary 4.5. Assume that a;; = aj; € C} (i.e., C* bounded with bounded first
derivatives), b; € Ct and c € C°. Assume also that there is a nonnegative function

z € C? such that lim|y| o0 2(x) = 00, that the first and second derivatives of Log(1+
2) are bounded on RN and that

(4.7) b-Vz< M(1+2) (1 +ec— W) in RN\ Bp,
p
|b-Vz|
(L 2yt =

for some constants M,q > 0 and some open ball B C RN. Then, C° is a core of
D(A}) if ¢ — ? > 0 in RN\Bg and either (a) p > 1 and sup (c— %) < oo or

(b) p > max{Mgq,1} and sup (c— ﬂ) = o0.

(4.8) sup

p

Proof. Since the coefficients a;; and their first derivatives are bounded and the first
and second derivatives of Log(1 + z) are also bounded, it follows from (4.7) that
the condition (ii’) of Theorem 4.4 is satisfied with p := Log(1 + z) and any s > 0

if sup (c— ?) < oo or with s = M~ if sup (cf VT'b) = oo (use (3.8) with s
replaced by —s and Remark 4.1 since p is only C?).

Also, the conditions (i) and (iv) of Theorem 4.4 (i.e., 4.2) hold trivially, the latter
with any 0 < s’ < s, while, by (4.8), condition (iii) holds with s' = ¢/p € [0, s),
provided only that s is chosen large enough in case (a). Thus, Theorem 4.4 yields
the claimed core property. ([l

More generally, Corollary 4.5 remains true if (4.7) is replaced by
b
b-Vz< M(1+2) <K+c— v) in RN\ Bp,
p

where K > 0 is another constant. Corollary 4.5 should be compared with [2,

Theorem 4.1], where the denseness of C§° in D(A}) is obtained under the condition

that the first derivatives of Log(1+ z) are bounded (the boundedness of the second
derivatives is not required), that ¢ — VT'b > 0 and that

(4.9) b~Vz§M(1+z)(l+cw> ,
p

for some constants M > 0 and « € [0,1). Since (4.7) corresponds to the case o =1
in (4.9), it is clearly more general than the latter. In fact, if sup (c — %) = 00,
then (4.9) implies (4.7) with M replaced by any € > 0 after increasing R if necessary.
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Thus, upon replacing (4.7) by (4.9), it follows from Corollary 4.5 that C§° is a core
of D(Aj,) for every p > 1 such that ¢ — ? > 0 outside a ball, regardless of the
value of ¢ in (4.8). However, since (4.8) is not retained at all in [2, Theorem 4.1],
this is not a full generalization.

Roughly speaking, (4.8) limits the growth of b to exponential (since z grows at
most exponentially in Corollary 4.5). On the other hand, Theorem 4.4 is much
more general than its special case in Corollary 4.5 and, in particular, it is valid
without any boundedness condition about the coefficients a;;. This is not the case
in [2, Theorem 4.1], where the boundedness of a;; is used in the proof.

Remark 4.2. If N > 2 and z is OV with Vz # 0 a.e., then Corollary 4.5 is
valid when a;; = aj; € WY b, € Wb and ¢ € LS. Also, if (4.7) is replaced

by the stronger condition |b-Vz| < M(1+ z) (1 +c— %) , then Theorem 4.2 is
applicable, so that A; can be replaced by A, in Corollary 4.5.

Example 4.1. Let A := —A+ |z|°~1z -V + co|z|” where ¢cg > 0,8 > 1 and v > 0.
Then, C§° is a core of D(A,) ify>B—1orify=p—1andco >p Y (N+5-1).
This follows from Corollary 4.5 with z(z) = |z|* for large |z| and o > p~1(B — 1)
and from the second part of Remark 4.2. If N = 1,8 =3 and v = 2, this justifies
the statement in [2, Proposition 6.3], whose argument for this case (and this case
only) is incorrect. In addition, that Aj, may be replaced by A, does not follow from
[2].

Example 4.2. In Example 4.1, change the drift term into its negative, i.e., let
A= —A—|z|f eV +colz|7. Then, C§° is a core of D(Aj,) for every 3> 1 and
every v > 0. This follows from Corollary 4.5 with the same choice z(x) := |x|%, a >
p~1(B—1) as before. However, the second part of Remark 4.2 to the effect that Al
may be replaced by A, in this statement is only valid under the same restriction
y>pB—1lory=83—1andco>p (N +B—1) as in Example 4.1.

Other natural choices of z in the above examples, such as z(x) := el (a > 0)
lead to weaker results.

5. ON A PROBLEM OF KATO
We shall illustrate Theorem 4.2 with the simple case when p = 2 and
N
(5.1) A== 0i(aij(x)d;) + c(x),
i=1

(so that b = 0) and a;; = aj; € W2 and ¢ € L2, satisty the conditions

loc loc

N
(5.2) 3 aij(x)x;fj <ko(1+7)
i,j=1
and
(5.3) c(x) > cor?,
for r := || > 0 large enough, where kg,co > 0 and 7,0 > 0 are constants. Of

course, we also assume that the ellipticity condition (1.4) holds.

Theorem 5.1. Under the above assumptions, C§° is a core of D(Ag) if 0 < 7 <
0+ 2.
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Proof. The hypotheses (i) to (iv) of Theorem 4.2 depend only on the values of p
and of the coefficients for large r, so that we may (and shall) choose p such that

(5.4) p(x) := Log(1+ 1)

for r > 0 large enough. It is obvious that this can be done in such a way that p is
C*,p > 1 and Vp vanishes only when z = 0.

Since conditions (i) and (iii) of Theorem 4.2 hold irrespective of (p and) &', it
suffices to check the validity of (ii) and (iv). For p = 2, the latter amounts to

ko(1+7) 7272 € L=,

which happens if and only if 5" > § — 1. In turn, such a choice of s with 0 < s’ < s
is possible if and only if

(5.5) s>max{0,%fl}.

It follows from (3.9) with b = 0, (5.2) and (5.3) that condition (ii) of Theorem
4.2 holds with p = 2 if

(5.6) cor? — kos*(14+1r)""2 >0,

for r > 0 large enough. Since ¢y > 0, this inequality is true irrespective of s if
T < 0+ 2. Thus, if 7 < 6 + 2, the hypotheses of Theorem 4.2 are satisfied upon
choosing any s > 0 satisfying (5.5). Accordingly, C§° is a core of D(As) in this
case.

To complete the proof, we now consider the case 7 = 0 + 2. If so, (5.5) amounts
to s > g while (5.6) reduces to assuming that ko_lco > s2. Clearly, such an s > 0
can be found provided that 62 < 4ky'cy and so this condition alone suffices to
ascertain that C§° is a core of Ay. However, with a little extra work, this restriction
can be removed, as we now show.

Upon writing any function u on RY in the form u(z) = v(z/e) for some € > 0, it

appears that it suffices to prove the denseness of C§° in D(As) when A is replaced
by the operator A with coefficients

a;j(z) = e a(ex) and  ¢(x) := c(ex),

respectively. The ellipticity condition (1.4) is not affected by this change, while the
hypotheses (5.2) and (5.3) above take the form (using 7 = 6 + 2)

N
Z aij(z) x;f] < koe (1 + er)?t2 and  &(z) > coelr?,
ij=1

for r > 0 large enough, respectively. As a result, with the same choice (5.4) of p,
condition (ii) of Theorem 4.2 for A holds if
coe?r? — kos?e Y1 +er)?T2(1 4772 >0
for r large enough, which is the case if
es® < ky'eo.

Next, by the arguments used above with the operator A, condition (iv) of The-
orem 4.2 for A is satisfied if and only if s > g. Therefore, Theorem 4.2 yields the
denseness of C§° in D(Ay) if €6? < 4kg Leo. Since ko, ¢ > 0, this inequality always

holds if € is chosen small enough in the first place. This proves that C§° is a core
of Ay when 7 =0+ 2. O
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It is well known that the denseness of C§° in D(A5) implies that A, is selfadjoint.
When 0 < 7 < 6 + 2, the selfadjointness of As was already obtained by Kato [9],
where the limiting case 7 = 6 + 2 was explicitly left open when N > 2. Theorem 5.1
resolves the issue in the affirmative (for locally regular coefficients) and the result is
sharp since there are counterexamples to essential selfadjointness when # = 0 and
T > 2 (see Davies [3, Example 3.5] or Chapter 2, §1 of Eberle [5] and the references
therein). On the other hand, a special structure of the diffusion matrix (a;;) implies
selfadjointness regardless of any growth condition (Devinatz [4]).

It is of course possible to generalize Theorem 5.1 when p # 2 by using Theorem
4.2, but this requires making more assumptions than just (5.2) and (5.3) since
the terms Z?Ij:l djaij0ip and a;;0%;p are involved (see (3.8)). Thus, the discussion
depends in part upon what is assumed about d;a;;. We shall not explore the various
options.
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