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Abstract—This paper introduces three new contributions to the problems of image classification and image search. First, we propose a new image patch quantization algorithm. Other competitive approaches require a large code book and the sampling of many local regions for accurate image description, at the expense of a prohibitive processing time. We introduce Extremely Randomized Clustering Forests—ensembles of randomly created clustering trees—that are more accurate, much faster to train and test, and more robust to background clutter compared to state-of-the-art methods. Second, we propose an efficient image classification method that combines ERC-Forests and saliency maps very closely with image information sampling. For a given image, a classifier builds a saliency map online, which it uses for classification. We demonstrate speed and accuracy improvement in several state-of-the-art image classification tasks. Finally, we show that our ERC-Forests are used very successfully for learning distances between images of never-seen objects. Our algorithm learns the characteristic differences between local descriptors sampled from pairs of the “same” or “different” objects, quantizes these differences with ERC-Forests, and computes the similarity from this quantization. We show significant improvement over state-of-the-art competitive approaches.
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1 INTRODUCTION

As the number of images in personal collections, public data sets, or the Internet is becoming immense and ever growing, it becomes crucial to imagine effective and computationally efficient methods for organizing and searching images. Existing search engines are still restricted when we come to the problem of automatically extracting underlying semantics from images. This is why content-based image organization and retrieval has emerged as an important area in computer vision.

Having a good categorization process opens the possibility of filtering out images from irrelevant classes and therefore will enhance the performance of image retrieval. The machine learning framework can be very useful in this situation. It allows for learning a semantic category associated with images based on low-level visual features of the images. Recent machine learning techniques have demonstrated their capability of identifying image categories from image features, like [11], [15], [13], [14], [19], [51], [57], [61], to mention a few. Even if it has been shown that, to some extent, categories can be discovered without any supervision, the best results are obtained when knowledge about categories is provided. This knowledge can have different forms, but the two most frequent forms are either sets of images sharing common visual concepts [11], [15], [51], [57], [61] or sets of equivalence constraints (same/different) between pairs of images [13], [14], [19]. Both cases are considered in this paper.

Many of the most popular current methods for image classification work by selecting or sampling patches from the image, characterizing them by vectors of local visual descriptors, and coding (quantizing) the vectors by using a learned visual dictionary, that is, a process that assigns discrete labels to descriptors, with similar descriptors having a high probability of being assigned the same label. As in text categorization, the occurrences of each label (“visual word”) are then counted to build a global histogram (“bag of words”), summarizing the image contents. The histogram is fed to a classifier to estimate the image’s category label (see Fig. 1). Unlike text, visual “words” are not intrinsic entities and different quantization methods can lead to very different performances.

Computational efficiency is important because a typical image yields $10^4$-$10^5$ local descriptors and data sets often contain thousands of images. In addition, many of the descriptors generally lie on the background, not the object being classified, so the coding method needs to be able to learn a discriminative labeling, despite considerable background “noise.”

This paper precisely addresses the important issue of making visual vocabularies adapted to fast computation and high discrimination. We show that (small) ensembles of trees eliminate many of the disadvantages of single-tree-based coders without losing the speed advantage of trees (also see [1]). We also show that classification trees contain a lot of valuable information about locality in the descriptor space that is not apparent in the final class labels (predicted by the leaves). One can exploit this by training them for classification, then ignoring the class labels and using them...
as clustering trees, simple spatial partitioners that assign a distinct region label (visual word) to each leaf. The cluster (the leaf) contains all possible descriptors of the descriptor space that fall into that leaf. Combining these two ideas, we introduce ERC-Forests, ensembles of randomly created clustering trees. We show that they are robust to background clutter and that they provide much faster training and testing and more accurate results than conventional K-Means in several state-of-the-art image classification tasks.

Making visual dictionaries is not an end in itself and should be useful for achieving classification or search tasks. We demonstrate this by two further contributions.

The first one embeds the proposed ERC-Forests within an image classification approach. This approach can also localize objects in challenging conditions using visual attention techniques. It combines saliency maps very closely with the extraction of random subwindows for classification purposes. For a given image, a classifier builds a saliency map online and then uses it to classify the image. Thus, saliency is the core of our image classification algorithm and not an additional concept that one tries to fit into another method. Our results show that we can obtain state-of-the-art results on commonly used data sets while using only a little information and thus achieve high efficiency and short processing times.

The second demonstration uses the proposed ERC-Forests for learning distance between images. Specifically, we focus on learning a similarity measure to be used for comparing never-seen objects. The measure is learned from pairs of training images labeled same or different. This is far less informative than the commonly used individual image labels (for example, “car model X”), but it is cheaper to obtain. The proposed algorithm learns the characteristic differences between local descriptors sampled from pairs of same and different images. These differences are vector quantized by an ERC-Forest and the similarity measure is computed from the quantization. The proposed similarity measure is evaluated on four very different data sets and we show that it always outperforms the state-of-the-art competitive approaches.

The organization of the paper is as follows: First, the concept of ERC-Forests is presented and defined in Section 2. Then, the two other contributions, dynamic image classification and distance learning, are described in Sections 3 and 4, respectively.

2 EXTREMELY RANDOMIZED CLUSTERING FORESTS (ERC-FORESTS) AS VISUAL DICTIONARIES

The overall goal of this section is to describe a fast and effective method for quantizing visual information. To make the description more concrete, we will consider the general context of image classification using the bag-of-words framework described in the previous section (see Fig. 1).

2.1 Quantization Methods

Several techniques have been explored to address this quantization process. The most common visual coding is based on K-Means vector quantization [11], [51]. Suggested alternatives include mean shift [28], but some recent approaches have also focused on building more discriminative code books [45], [57]. These methods give impressive results, but they are computationally expensive due to the cost of assigning visual descriptors to visual words during training and use. Indeed, the used nearest neighbor search remains hard to accelerate in high-dimensional descriptor spaces despite years of research on spatial data structures (for example, [49]). Nearest neighbor assignments may also be unstable: In high dimensions, concentration of measure [6] tends to ensure that there are many centers with similar distances to any given point. On the contrary, component-wise decision trees offer logarithmic-time coding, but individual trees can rarely compete with a good K-Means coding: Each path through the tree typically accesses only a few of the feature dimensions, so there is little scope for producing a consensus over many different dimensions. Nistér and Stewénius [41] introduced a tree coding based on hierarchical K-Means. This uses all components and gives a good compromise between speed and loss of accuracy.

Despite their popularity, K-Means codes are not the best compromise. It is difficult for a single data structure to capture the diversity and richness of high-dimensional descriptors. Therefore, we propose an ensemble approach. The theoretical and practical performance of ensemble classifiers is well documented [4]. Ensembles of random trees [9] seem particularly suitable for visual dictionaries due to their simplicity, speed, and performance [31]. Sufficiently diverse trees can be constructed using randomized data splits or samples [9]. Extremely Randomized Trees [20] take this further by randomizing both attribute choices and quantization thresholds, obtaining even better results. Compared to standard approaches such as C4.5, ER-Tree construction is fast, depends only weakly on the dimensionality, and requires relatively little memory.

Methods using classification trees, such as [31], [37], classify descriptors by majority voting over the tree-assigned class labels. Our method works differently after the trees are built. It uses the trees as a spatial partitioning method, not classifiers, assigning each leaf of each tree a distinct region label (visual word). Our approach is thus related to clustering trees, that is, decision trees whose leaves define a spatial partitioning or grouping [7], [34]. Although most visual code
books are built without external class labels, our method can use available labels to guide the tree construction. Ensemble methods, particularly forests of ER-Trees, again offer considerable performance advantages here.

Combining these ideas, we introduce Extremly Randomized Clustering Forests (ERC-Forests), which are ensembles of randomly created clustering trees. We show in the next section that they are robust to background clutter and that they provide much faster training and testing and more accurate results than conventional K-Means in several state-of-the-art image classification tasks.

2.2 Extremely Randomized Clustering Forests

2.2.1 Extremely Randomized Clustering Trees

As mentioned in the previous section, we developed ERC-Forests for building visual code books. ERC-Forests consist of randomized decision trees that predict class labels \( c \) from visual descriptor vectors of local regions \( d = (f_1, \ldots, f_D) \), where \( f_i, i = 1, \ldots, D \), are elementary scalar features. Various local descriptors exist, with different degrees of geometric and photometric invariance, where the most discriminant ones tend to be high dimensional. In the experiments, we get these descriptor vectors by using either the popular SIFT descriptor [36] or a wavelet descriptor [52]. We train the trees using a labeled training set \( \{ (d_n, c_n) \}, n = 1, \ldots, N \), where we assume that all descriptors sampled from a given image share the same label \( c \). However, we use the trees only for spatial coding and not for classification per se. During a query, each local descriptor \( d \) sampled from the query image traverses each tree from the root down to a leaf. Each tree assigns a unique index to the visual descriptor and not the descriptor label \( c \) associated with the leaf during training. Thus, for each descriptor \( d \), the ERC-Forest returns a set of leaf indices, one for each tree, corresponding to the associated visual descriptor. The trees are built recursively in a top-down manner, as in [20] (see Algorithm 1). We start building each tree from the complete training set \( L_0 = L \), which corresponds to the complete descriptor space \( R \).

Algorithm 1: tree growing algorithm

```
Tree(L_i): [Create a (sub)tree from labeled training set \( L_i \)]
if stopsplitting(\( L_i \)) = true then
    return createLeafNode(\( L_i \))
else
    tries = 0
    repeat
        tries ← tries + 1
        select an attribute number \( i_t \) randomly
        select a threshold \( \theta_t \) randomly
        split \( L_i \) according to test \( T_i: \{ f_i \leq \theta_t \} \) and calculate score:
        \[ L_l = \{ f_i \mid f_i < \theta_t \} \]
        \[ L_r = \{ f_i \mid f_i \geq \theta_t \} \]
        score ← Sc(\( L_i, T \))
        until (score ≥ \( S_{\text{min}} \)) or (tries ≥ \( T_{\text{max}} \))
    select \( i_t, \theta_t \) that achieved highest score
    return createDecisionNode(\( i_t, \theta_t, Tree(\( L_l \)), Tree(\( L_r \)) \))
end if
```

At each node \( t \), two children \( l \) and \( r \) are created by choosing a Boolean test \( T_i \) that divides \( L_i \) into two disjoint subsets \( L_l = L_i \cup L_r \), with \( L_l \cap L_r = \emptyset \). Recursion continues with \( L_l \) and \( L_r \) until further subdivision is impossible: either all surviving training examples belong to the same class or all have identical values for all feature attributes \( f_i \). In the algorithm, this criteria is checked by the function \( \text{stopsplitting}() \). We use thresholds on elementary features as tests \( T_i = \{ f_i \leq \theta_t \} \) for some feature index \( i_t \) and threshold \( \theta_t \). The tests are selected randomly as follows: A feature index \( i_t \) is chosen randomly, a threshold \( \theta_t \) is sampled randomly from a normal distribution, and the resulting node is scored over the points using by the Shannon entropy, as suggested in [20]:

\[
Sc(L_i, T) = \frac{2 \cdot I_{C,T}(L)}{H_C(L) + H_T(L)}.
\]

\( H_C \) denotes the entropy of the class distribution in \( L \):

\[
H_C(L) = \sum_{c \in C} \frac{n_c}{n} \log_2 \frac{n_c}{n},
\]

where \( n \) is the size of the current set \( L \) and \( n_c \) is the number of descriptor vectors in \( L \) belonging to class \( c \). It is maximal when all of the \( n_c \) are equal. Similarly, the split entropy \( H_T \) is defined for the test \( T \), which splits the data into two partitions:

\[
H_T(L) = \sum_{p=1}^{2} \frac{n_p}{n} \log_2 \frac{n_p}{n}.
\]

The maximum is again reached when the two partitions have equal size. Based on the entropy of a given set, the impurity of a test can be calculated by the mutual information \( I_{C,T} \) of the split:

\[
I_{C,T}(L) = H_C(L) - \sum_{p=1}^{2} \frac{n_p}{n} H_C(L_p).
\]

It is maximal when the uncertainty about the class is 0 in every subset \( L_i \). In total, the score measure \( Sc(C, T) \) favors trees that are as balanced as possible and, at the same time, separate the classes well.

The procedure of feature index selection and threshold selection is repeated until the score is higher than a fixed threshold \( S_{\text{min}} \) or until a fixed maximum number \( T_{\text{max}} \) of trials have been made. The test \( T_i \) that achieved the highest score is adopted and the recursion continues.

The parameters \( (S_{\text{min}}, T_{\text{max}}) \) control the strength and randomness of the generated trees. High values for example (1, \( D \) for C4.5-like decision tree learning) produce highly discriminant trees with little diversity, while \( S_{\text{min}} = 0 \) or \( T_{\text{max}} = 1 \) produce completely random trees. The variance of the trees can be reduced afterward by pruning the trees back in a bottom up manner, recursively removing the node with the lowest score until either a specified threshold on the score or a specified number of leaves is reached.

As mentioned, we build the trees as classification trees but use them as clustering trees. One can also think about the test \( T \) as a hyperplane in the descriptor space \( R \). Hence, a given test \( T_i \) divides the corresponding space \( R_i \) into two disjoint regions, \( R_l = R_i \cup R_r \), with \( R_l \cap R_r = \emptyset \). The split of the region, of course, then results in the split of the
training set \( L_i \). As a tree is a hierarchical structure, one can look at it as a hierarchical clustering of the descriptor space. Thus, each leaf \( l_i \) corresponds to a hyperrectangle \( R_{l_i} \), with the union of all leaf hyperrectangles resulting in the complete descriptor space \( R = \bigcup R_{l_i} \), with \( R_{l_i} \cap R_{l_j} = \emptyset \) for any \( R_{l_i} \) and \( R_{l_j} \), \( i \neq j \). As a clustering tree, the function \( \text{createLeafNode}(L_i) \) in our case creates a leaf node and associates a unique leaf index with it and not a class label.

### 2.2.2 Extremely Randomized Clustering Forests

Compared to standard decision tree learning, the trees built using random decisions are larger and have higher variance. Class label variance can be reduced by voting over the ensemble of trees (for example, [37]), but here, instead of voting, we treat each leaf of each tree as a separate visual word. We also define the whole image descriptor as the set of all leaf indices reached by all of the local descriptors sampled from the image and passed through the trees, leaving the integration of votes to the final classifier (see Fig. 1).

Classifier forests are characterized by Breiman’s bound on the asymptotic generalization error [9] of \( P_E \leq \rho(1-s^2)/s^2 \), where \( s \) measures the strength of the individual trees and \( \rho \) measures the correlation between them in terms of the raw margin. It would be interesting to optimize \( s_{\text{min}} \) and \( T_{\text{max}} \) to minimize the bound, but we have not yet tried this. Experimentally, the trees appear to be rather diverse while still remaining relatively strong, which, according to Breiman, should lead to good error bounds.

### 2.2.3 Computational Complexity

The worst-case complexity for building a tree is \( O(T_{\text{max}}Nk) \), where \( N \) is the size of the training set and \( k \) is the resulting number of clusters/leaf nodes. With adversarial data, the method cannot guarantee balanced trees, so it cannot do better than this. However, in our experiments on real data, we always obtained well-balanced trees at a practical complexity of around \( O(T_{\text{max}}N\log k) \). The dependence on data dimensionality \( D \) is hidden in the constant \( T_{\text{max}} \), which needs to be set large enough to filter out irrelevant feature dimensions, thus providing better coding and more balanced trees. A value of \( T_{\text{max}} \approx O(\sqrt{D}) \) has been suggested [20], leading to a total complexity of \( O(\sqrt{DN}\log k) \). In contrast, K-Means has a complexity of \( O(DNk) \), which is more than \( 10^4 \) times larger for our 768-D wavelet descriptor, with \( N = 20,000 \) image patches and \( k = 5,000 \) clusters, not counting the number of iterations that K-Means has to perform. Our method is also faster in use and this is a useful property, given that reliable image classification requires large numbers of subwindows to be labeled [42], [57]. Labeling a descriptor with a balanced tree requires \( O(\log k) \) operations, whereas k-means costs \( O(kD) \).

### 3 Efficient Image Classification Using ERC-Forests and Adaptive Saliency Maps

#### 3.1 Motivations

This section presents an image classification method embedding ERC-Forests. The key idea is to use ERC-Forests for both selecting informative patches and for assigning patches to visual words.

In this method (see Fig. 1), local features are extracted from the training images by sampling subwindows at random positions and scales and by coding them using a visual descriptor function (for example, the Haar Wavelet Transform [52] or SIFT [36]). An ERC-Forest is then built using the class labels and the local descriptors from the training images. To control the code book size, we grow trees fully and then prune them back, as described in the previous section.

When collecting a bag-of-words-like histogram for an image, the trees transform each descriptor into a set of leaf node indices, with one element from each tree. Votes for each index are accumulated into a global histogram and are used for classification as in any other bag-of-features approach.

It is trivial that each of the four steps involved—patch selection, descriptor function, code book method, and final classifier—influences the resulting performance. We introduced an efficient coding method in the previous section, so we will now focus on the combined patch selection and image classification procedure.

#### 3.2 Patch Selection Methods

Obviously, the optimal solution would be to process all possible patches in an image, but, due to computational efficiency, a subset has to be selected. Patches can be sampled on a regular grid [57], at random [37], or at selected interest points [36], [24], [29], [38]. The latter try selecting only relevant parts of the image based on some kind of importance criteria, which are usually domain independent. Two concepts can be distinguished here: visual saliency and visual search.

##### 3.2.1 Visual Saliency

Visual saliency is a bottom-up process that selects salient regions in an image, also described by the term “pop-out.” The pure bottom-up property makes them domain independent and easy to include in existing systems. They allow for summarizing images with a very small amount of local information, so it is very common to find them at the first stage of image categorization algorithms [11], [15], [30], [32]. Several kinds of salient features have been used in the literature. Keypoint-based detectors [46], [36] are generally based on cornerness criteria and can be defined to be scale, rotation, translation, and even affine invariant [38]. Entropy-based measures emphasize the information difference of regions [29], [47], [18] or the rarity of features in the feature space [23] more. Nonetheless, other approaches define salient features according to their classification capabilities [54], [53]. As pointed out by Serre et al. [48], general low specific features are not as efficient as specific learned features for recognizing objects. All of these definitions are derived from man-made criteria, although biological systems are the only full-functioning systems known. Nevertheless, biologically inspired systems such as [25] and [55] have, so far, never been able to compete with artificial systems.

##### 3.2.2 Visual Search

Visual saliency and visual search are two related but different concepts. Although visual saliency relies on bottom-up processes only, visual search or visual attention is the process of selecting information based on saliency (bottom-up process) and on prior knowledge about objects.
(top-down process) [2], [60]. For the human visual system, such top-down processes seem to be an important component. Hence, it is not surprising that systems based on visual attention have already been proposed [40], [8], [2]. Despite the soundness of this concept, visual search is not used in any of the most noticeable object categorization systems presented before.

A comparison of sampling strategies has been carried out in [42], with the result that dense sampling outperforms sparse (salient-point-based) sampling with regard to classification performance. It was also shown that random sampling compares with grid-based sampling as the number of patches increases. Thus, summarizing the image with only a few saliency-selected features is not as good as extracting many features.

Despite these results, we believe that pure grid-based or random patch selection is not the optimal choice. As in biological systems, it should be possible to include visual search techniques that can reduce the amount of information extracted from an image without losing descriptive-ness. Our work is based on random sampling, but we introduce a novel strategy to bias the random selection of patches toward domain-specific important regions of the image. We present Adaptive Saliency Map (ASM), an iterative algorithm based on the online estimation of the position of object parts. As shown in Fig. 2, random patches are sampled (bottom-up), which brings knowledge about the patch content, which is used back (top-down) to sample more salient random patches, etc. Thus, our algorithm converges to sample salient information only. Unlike most existing approaches, we define saliency as the set of attributes that distinguishes a concept (object category) the most from others; hence, it is application/domain dependent and should be learned to fit with a given context. In contrast to using the bottom-up process alone, ASM allows for reducing not only the amount of patches but also classification errors.

3.3 Saliency Map as a Probability of Finding Objects of Interest

Saliency maps contain information about where in the image interesting information can be found. These areas correspond to features considered as rare or informative, depending on the definition of saliency (see Section 3.2). High-saliency regions are likely to contain objects, while lower saliency regions are associated with background.

The classification system that we introduced extracts subwindows at random positions with random size. Sampling a subwindow at random corresponds to picking one point in the 3D scale space (position x, y of the window and its size) according to some probability density function. Similar to the idea in [59], we hence define this three-dimensional PDF as the saliency map, in which a point (subwindow) is defined as salient if it is likely to be classified as an object (as opposed to background). This PDF is defined by the probability $P(O|X)$ of having an object of interest $O$ within the window $X = (x, y, s)$.

3.4 Building a Saliency Map by Random Sampling

To build this kind of saliency map, we take advantage of one property of ERC-Forests: Although they are used as local descriptor clusterers, they are built as local descriptor classifiers. Hence, for each local descriptor, an ERC-Forest can return both region labels (leaf index) and class labels (the majority class label among local descriptors contained in the leaf during tree learning). Although the region labels are used as before in a bag-of-features representation to classify the image, we now also use the ERC-Forest to classify each descriptor for the saliency map computation.

Our method works in such a way that, first, an ERC-Forest is built from the set of training images. Afterward, this ERC-Forest is used to build the saliency map of any image. Subwindows sampled from an image are classified by the ERC Forest as a background (nonsalient) or an object (salient). To create this map efficiently, we propose the following:

1. Randomly sample points in the 3D scale space (that is, subwindows at any size and position).
2. Classify the windows by using the ERC-Forest.
3. Update the information of the saliency map based on the subwindow classes predicted by the ERC-Forest leaves. This will give us a number of sparse points whose saliency values are known.
4. From these points, propagate the saliency values to the whole 3D scale space to finally obtain $\hat{P}(O)$, which is the estimation of object locations.

Instead of finding an optimal way of propagating the certain points offline, we will instead focus on the online estimation of such a saliency map.

3.5 Active Image Classification with Adaptive Saliency Maps

So far, we have introduced a definition of saliency maps and explained how they can be used to bias the sampling of

1. The feature-threshold tests are optimized to separate the different classes.
subwindows. Now, we show how these maps can be built online and used at the same time by the classification process (see also Fig. 2).

To guide the sampling in such a way that enough windows are sampled on the object, we introduce a probability density function for the sampling process that combines the probability for an object to be present at a given position and scale with the probability of having already explored a given area of the image space. We use the following probabilities: \( P_n(O|X) = P(O|X, S_1, Z_1) \), the knowledge about having an object at position \( X = (x, y, s) \), is the estimated saliency map that we have already talked about. It is dependent on the last \( n \) samplings \( S_{1:n} \), with \( S_i = (x, y, s) \), and their respective classification outcome \( Z_{1:n} \), where \( Z_i = +1 \) for objects, and \( Z_i = -1 \) for the background. The second “probability” \( P_n(E|X) = P(E|X, S_n) \) expresses the degree of need for exploration of a given position \( X \). This exploration map is dependent on the last samplings \( S_{1:n} \) only. In contrast to \( P_n(O|X) \), this is not an estimated quantity. In order to sample salient windows in unexplored regions, we now combine these two probability maps to form a PDF to draw random numbers from:

\[
P(S_n = x | S_{1:n-1}, Z_{1:n-1}) = \frac{P_{n-1}(O|x) P_{n-1}(E|x)}{\sum_x P_{n-1}(O|x) P_{n-1}(E|x)}. \tag{5}
\]

Thus, we draw random numbers from the two probability maps multiplied with each other and normalized. Patches that have a high probability of being on an object and belonging to a region of the image not explored yet will thus be selected with a higher probability.

For the computation of \( P_n(O|X) \) and \( P_n(E|X) \), we first introduce the gating function:

\[
g_r(x_1, x_2) = \begin{cases} 1 & |x_1 - x_2| \leq r \land |y_1 - y_2| \leq r \land |s_1 - s_2| \leq r \\ 0 & \text{otherwise} \end{cases}.
\]

For the recursive calculation of the exploration map \( P_n(E|X) \), we initialize the discrete PDF uniformly with \( P_0(E|X) = 1 \) as we need to explore the whole image. Every time we sample a window, the need for exploration in this region is reduced; thus, we set

\[
P_n(E|X) = \max(0.1, P_{n-1}(E|X) - 0.05 \cdot g_r(X, S_n)). \tag{7}
\]

This decreases the probabilities in a cubic neighborhood, but keeps them above zero. The radius of the neighborhood that was used during our tests was \( r = 3\% \) of the image size.

The estimation of \( P_n(O|X) \) is similar to the need for exploration, but it also depends on the classification outcomes \( Z_{1:n} \). We initialize the PDF uniformly, but, as we do not have any knowledge about the location of objects yet, we chose \( P_0(O|X) = 0.1 \). For each window that we sample, we adjust this distribution according to the classification outcome before we sample the next window:

\[
P_n(O|X) = \min(1, \max(0.1, P_{n-1}(O|X) + 0.05 \cdot Z_n \cdot g_r(X, S_n))). \tag{8}
\]

If a window is classified as an object, this increases the PDF in the neighborhood of \( S_n \), whereas it is decreased in the same neighborhood if \( Z_n \) holds the background label. The radius of the neighborhood used here was \( r = 5\% \) of the image size. Incrementing and decrementing by a constant amount in a “cubic” region seems to be very simplified at first glance, but doing this several times and adding up the numbers, this produces smooth outcomes, as test results show.

### 3.6 Final Classifier

For being classified, an image is represented by a histogram of visual words, the visual words being the leaves of the ERC-Forest reached by all descriptors sampled from that image. Any classifier can be used. Within this work, we stick to the popular decision of using a Support Vector Machine (SVM) with linear kernel. The histogram space is populated sparsely enough to be (almost) linearly separable, which is why a separation can be performed very efficiently by an SVM.

### 3.7 Experiments on Image Classification Using Adaptive Saliency Maps and ERC-Forests

We present detailed results on the GRAZ-02 test set [44], which is available at http://www.emt.tugraz.at/~pinz/data/. Similar conclusions hold for two other sets that we tested, so we comment only briefly on these. GRAZ-02 contains three object categories—bicycles (B), cars (C), and people (P)—and negatives (N, which means that none of B, C, and P are present). It is challenging in the sense that illumination is highly variable and the objects appear at a wide range of different perspectives and scales and are sometimes partially hidden. It is also neutral with respect to the background, so it is not possible to reliably detect objects based on context alone. For example images, see Fig. 4. We tested individual object categories versus negatives N according to the test protocol in [44]. For Setting 1 tests, we trained on the whole image, as in [44], while, for Setting 2, we used the segmentation masks provided with the images to train on the objects alone without background. We report results for the two hardest categories, that is, bikes and cars.

We measure performance with ROC curves and classification rates at equal error rate (EER). The method is randomized, so we report means and variances over 10 learning runs. We use \( S_{\min} = 0.5 \), but the exact value is not critical. In contrast, \( T_{\max} \) has a significant influence on performance. We chose \( T_{\max} = 50 \) as a good trade-off between speed and accuracy.

Unless otherwise stated, 20,000 features (67 per image) were used to learn 1,000 spatial bins per tree for five trees and 8,000 patches were sampled per image to build the resulting 5,000-D histograms. The histograms are binarized using trivial thresholding at count 1 before being fed to the global linear SVM image classifier. We also tried histograms normalized to sum up to 1 and histograms thresholded by maximizing the mutual information of each dimension, but neither yielded better results for ERC-Forests.

We tested various visual descriptors. The best choice turns out to depend on the database. Our color descriptor uses raw
HSL color pixels to produce a 768-D feature vector (16 × 16 pixels × 3 colors). Our color wavelet descriptor transforms this into another 768-D vector using a 16 × 16 Haar wavelet transform [52]. Finally, we tested the popular gray-scale SIFT descriptor [36], which returns 128-D vectors (4 × 4 histograms of eight orientations). For the GRAZ-02 database, the wavelet descriptors gave the best performance.

3.7.1 Comparing ERC-Forests with k-Means and KD-Clustering Trees

Fig. 3a shows the clear difference between our method and classical k-means for vocabulary construction. Note that we were not able to extend the k-means curve beyond 20,000 windows per image, owing to prohibitive execution times. The figure also shows results for “unsupervised trees,” that is, ERC-Forests built without using the class labels during tree construction (but labels are used in later processing steps). The algorithm remains the same, but the node scoring function is defined as the ratio between the splits so as to encourage balanced trees similar to randomized KD-trees. If only a few patches are sampled, this is as good as k-means and is much faster. However, the spatial partitioning is so bad that, with additional test windows, the binarized histogram vectors become almost entirely filled with ones, so discrimination suffers. As the dotted line shows, using binarization thresholds that maximize the mutual information can fix this problem, but the results are still far below ERC-Forests. This comparison clearly shows the advantages of using supervision during clustering.

Fig. 3b shows that code books with around 5,000 entries (1,000 per tree) suffice for good results. Note that extending the k-means curve up to 20,000 would result in no clustering at all since we only use 20,000 training features. As illustrated in Fig. 3c, using more than 20,000 features in total (67 per image for GRAZ02) to learn the code book does not improve the performance. This exceptionally low number makes the method very fast for practical use. It also keeps the depth of the trees at around 20, resulting in a very high speed at assigning clusters to descriptors. Fig. 3d shows the clear advantage of the ensemble approach. Increasing the number of trees from 1 to 5 reduces the variance and increases the accuracy, with little improvement beyond this. Here, the number of leaves per tree was kept constant at 1,000, so doubling the number of trees effectively doubles the vocabulary size.

3.7.2 Adaptive Saliency Maps

Our algorithm’s ability to produce meaningful visual words is illustrated in Fig. 4, where the brighter the region, the more salient it is, that is, the more likely it is that it contains an object. The visualization is obtained by projecting $P(O|X)$ onto the image plane and normalizing to [black..white]. Note that, even though the ERC-Forest has been learned on entire images without object segmentation, it is discriminative enough to detect local structures in the test images that correspond to representative object fragments. The evolution of the ASM is shown in Fig. 5. The online estimation converges quickly and helps speed up the classification process. Of course, there is the danger that it will run into false-positive feedback loops (for example, in the “door” image on the top right). However, the exploration map provides a counterweight, which is also indicated in Fig. 3a. From 1,000 to 100,000 features, the curve stays approximately constant, which suggests that the false-positive rate does not
increase. Thus, unlike popular keypoint detectors, ASM allows for reducing the amount of patches significantly while keeping or even increasing the classification rate (see [42]). For the GRAZ-02 data set, ASM allowed reducing processing times from 20 to 1.2 s per image while keeping the performance.

The comparison with Opelt et al. can be seen in Table 1. Remarkably, using segmentation masks during training does not improve the image classification performance. This suggests that the method is able to pick out relevant information from a significant amount of clutter.

3.7.3 Further Experiments

We also tested our method on the 2005 Pascal Challenge data set [12], which is available at http://www.pascal-network.org/challenges/VOC/voc2005. This contains four categories: motorbikes, bicycles, people, and cars. The goal is to distinguish each category from the others. Only 73 patches per image (50,000 in total over the 648 training images) were used to build the code book. Due to contained gray-scale images, the SIFT descriptor gave the best results for coding. The chosen forest contained four 7,500-leaf trees, producing a 30,000-D histogram. The results were similar to the frontrunners in the 2005 Pascal Challenge [12] but used less information and had much faster processing times. A 2.8 GHz Pentium 4 took around 20 minutes to build the code book. Building the histograms for the 684 training and 689 test images, with 10,000 patches per image, took only a few hours (compared to several days of the front-runners). All times include both feature extraction and coding.

We also compared our results with those of Marée et al. [37]. They use the same kind of tree structures to classify images directly, without introducing the vocabulary layer that we propose. Our EERs are consistently 5 to 10 percent better than theirs.

Finally, we tested the horse database from http://pascal.inrialpes.fr/data/horses. The task is difficult because the images were taken randomly from the Internet and are highly variable regarding subject size, pose, and visibility. Using SIFT descriptors, we get an EER classification rate of 85.3 percent, which is significantly better than the other methods that we are aware of [27]. We used 100 patches per image to build a code book with four trees. We used 10,000 patches per image for testing.
3.8 Discussions on the Image Classification Experiments

Image classifiers based on bag of local descriptors give state-of-the-art results but require the quantization of a large number of high-dimensional image descriptors into many label classes. ERC-Forests provide a rapid and highly discriminative solution that outperforms K-Means-based coding in training time and memory, testing time, and classification accuracy. The method works as well with segmented and unsegmented images. It is also robust to background clutter, giving relatively clean segmentation of foreground classes, even when trained on images that contain significantly more background features than foreground ones. Although they are trained as classifiers, the trees are used as descriptor-space quantization rules, with the final classification being handled by a separate SVM trained on the leaf indices. By using the ERC-Forest as classifier, ASM provides the possibility of estimating a category-dependent saliency map online during the classification process. We showed that this not only allows for reducing the number of patches by a factor of more than 20 but also simultaneously increases the classification performance slightly. This seems to be a promising approach for visual recognition and may be beneficial in other areas such as object detection and segmentation.

4 Learning Visual Similarity Measures Using Extremely Randomized Clustering Forests

4.1 Motivations

In this section, we use ERC-Forests to build an efficient similarity measure, that is, we use them to compare images of never-seen objects. Comparing two images—more generally comparing two examples—heavily relies on the definition of a good similarity function. Standard functions (for example, the euclidean distance in the original feature space) are often too generic and fail to encode domain-specific knowledge. This is why we propose learning a similarity measure from example images that embeds such domain-specific knowledge. Moreover, we propose learning this measure from equivalence constraints. The equivalence constraints considered in this section are pairs of training examples representing similar or different objects. A pair of images is not labeled “car model X and car model Y” but only “same” or “different.” The latter is much more difficult because it contains less information: Same or different pairs can be produced from fully labeled examples, not vice versa. For many applications, equivalence information is cheaper to obtain than labels, for example, for retrieval systems. It is indeed easier to know whether two documents are similar or not rather than to obtain their true labels because the space of potential labels is very large (for example, all car models) and is difficult to define.

We use this similarity measure for visual identification of never-seen objects. Given a training set of pairs labeled “same” or “different,” we have to decide if two never-seen objects are the same or not (see Fig. 6).

4.2 Similarity Measures

Learning effective functions to compare examples is an active topic that has received much attention during recent years. Most of the contributions consist of finding a function mapping the feature space into a target space such that a simple distance can eventually be used in the target space.

This function is generally inspired by the Mahalanobis distance \( d(x,y) = (x-y) \cdot A \cdot (x-y) \), as in [35] or, more recently, [58], [22], [50], [3], [21], [56]. Various optimization schemes are possible for estimating \( A \), depending on the objective function to be satisfied. The objective function plays a key role in the definition of the metric. In [58], [22], the objective function tries to collapse all examples of the same class and pushes examples in other classes. In [22], a stochastic variant of the leave-one-out k-NN score is maximized. In [56], the objective function tries separating examples from different classes by a large margin in a k-NN framework. In [50], the margin between positive pairs and negative pairs is to be maximized. In [3], \( A \) is directly computed from the so-called chunklets, which are the sets of equivalence relations provided as training data.

The mapping can also be learned without explicit functions, as in [10], where a convolutional network is used for its robustness to geometric distortions. When considering distance between images, more specific functions can be used, embedding expected deformations of object appearances [39], [16], [33].

Unfortunately, none of these methods is perfectly suited for visual identification in images. Unlike traditional pattern recognition problems, information included in images is subject to complex transformations such as occlusions, pose, and scale changes that cannot be modeled easily by any kind of linear, quadratic, or other polynomial functions.

![Fig. 6. Given pairs labeled “same” or “different,” can we learn a similarity measure that decides if two images represent the same object? The similarity measure should be robust to modifications in pose, background, and lighting conditions and, above all, should deal with never-seen objects.](image-url)
transformations. Furthermore, the objects to be identified cover only a fraction of the image.

The usual way of facing these problems is to represent images as a collection of loose scale invariant local information (gray-scale patches, SIFT descriptors, or others). As in the previous section, this leaves at least several parts of the image not being affected by these transformations. In this kind of strategy, already used in [14], [13], the key idea is to learn what characterizes features (local descriptors) that are informative in distinguishing one object instance from another. We also have to mention the interesting approach based on chopping [17]. However, this approach, which relies on random binary splits chosen to keep images of the same object together, requires having all the training images fully labeled and, therefore, it is not usable in our context.

Inspired by the work proposed in these related approaches, more particularly in [14], we propose a new learning method for measuring similarities between two images of never-seen objects by using information extracted from pairs of similar and different objects of the same generic category.

### 4.3 Quantizing Local Differences

The proposed ERC-Forest is the cornerstone of this new image distance. As we mentioned earlier, the measure is learned by detecting characteristic differences between local descriptors sampled from pairs of images, labeled as same or different. These differences are vector quantized by an ERC-Forest and the similarity measure is computed from the quantization. All recent image classification approaches based on local representation and clustering deal with local descriptor quantization, but, to the best of our knowledge, our approach is the first to quantize local descriptor differences.

We evaluate our innovative similarity measure on four very different data sets and always outperform the state-of-the-art competitive approaches.

### 4.4 Building a Similarity Measure from Patch Correspondences

The computation of the similarity measure of two images is a three-step process illustrated in Fig. 7. In Fig. 7a, several pairs of corresponding local regions (patch pairs) are sampled from a pair of images. In Fig. 7b, each patch pair is assigned to several clusters by an ERC-Forest. In Fig. 7c, the cluster memberships are combined to make a global decision about the pair of images. The steps are detailed as follows:

1. **Sampling corresponding patch pairs.** A pair of images is reduced to the set of corresponding patch pairs sampled from it, each of which is produced as follows (see Fig. 8): A patch \( p_1 \) of a random size is chosen at a random position \( (x, y) \) in the first image \( I_1 \). The best normalized cross correlation (NCC) match \( p_2 \) is looked for in the second image \( I_2 \) in the neighborhood of \( (x, y) \), for example, a search region twice as big as the patch.

2. **Clustering the space of patch pair differences.** Each patch pair sampled from an image pair is assigned to several clusters via an ERC-Forest, analogously to the previous section. Thus, an image pair is transformed into a binary vector \( x \) (of size similar to the total number of leaves), each dimension indicating if a patch pair sampled from the image pair has reached the corresponding leaf (see Fig. 7).

3. **The similarity measure.** The learned trees can perfectly discriminate the patch pairs that they were trained on, as they were trained to do so. However, we are again not using the trees as classifiers; instead, we consider which leaves are reached by the patch pairs. Indeed, as in the previous sections, trees are used as clusterers and not as classifiers.

The similarity measure is defined as a linear combination of the binary feature vector indicating cluster membership, that is, \( S_{lin}(I_1, I_2) = \omega^T x \), where \( \omega \) contains weights optimized such that high values of \( S_{lin} \) correspond to similar images. In practice, \( \omega \) is the hyperplane normal of a binary linear SVM trained on positive and negative image pair representations.

### 4.5 A Multimodal Algorithm

The Boolean tests evaluated in each internal tree node are simple tests on a pair of patches. Unlike in Sections 2 and 3, we do not use the test \( (f_i < \theta) \) in the nodes anymore, but we define two kinds of Boolean tests based on different feature types (SIFT descriptors and geometry). That is, when constructing a decision node, we also have to select which kind of test to apply within this node. Thus, we have to enhance the algorithm in Section 2.2 to deal with this new degree of freedom. We do this by proposing a multimodal...
algorithm which automatically selects the test type and its parameters most adapted to a given node.

4.5.1 SIFT-Based Test Type

Given the SIFT descriptors $S_1$ and $S_2$ of two patches, the test is true if

$$k(S_1(i) - d) > 0 \land k(S_2(i) - d) > 0,$$

(9)

where $i$, $d$, and $k$ are parameters. $i$ is the SIFT dimension under observation, $d$ is a threshold, and $k = 1$ or $k = -1$ encodes whether the measured value should be higher or lower than the threshold.

4.5.2 Geometry-Based Test Type

Given the position and scale $(x, y, s)$ of the patch from the first image, the split condition is true if

$$k_x(x - d_x) > 0 \land k_y(y - d_y) > 0 \land k_s(s - d_s) > 0,$$

(10)

where $d_x$, $d_y$, $d_s$, $k_x$, $k_y$, and $k_s$ are parameters. $k_x$, $k_y$, and $k_s$ are equal to 1 or $-1$ and encode whether the values should be above or below the thresholds $d_x$, $d_y$, and $d_s$. This split condition can encode complex concepts. For example, a large patch in the bottom left corner of an image may be

$$-1 \ast (x - 0.25) > 0 \land 1 \ast (y - 0.75) > 0 \land 1 \ast (s - 0.5) > 0.$$  

(11)

4.5.3 Test Type Combination

For each tree node, we generate random Boolean tests of any type (SIFT or geometry). First, we randomly draw a type and, then, we randomly draw the parameters that it requires. The information gain is computed for all of these Boolean tests and the best one is assigned to the node.

4.6 Experiments on Learning a Similarity Measure

We evaluate our similarity measure on four different data sets, a small data set of toy cars and three other publicly available data sets, making comparison with competitive approaches possible. For each data set, the objects of interest fully occupy the images and we have pairs marked as positive (same object) or negative (different objects). Those sets are split into a training set and a test set. Obviously, the test set does not contain any image from the training set, but it does not contain any object of the training set either. The similarity measure is evaluated only on never-seen objects (not just never-seen images).

To evaluate the performance, we compute a Precision-Recall Equal Error Rate score on the similarity measure evaluated on the test set image pairs. For each test set image pair, a similarity score $S_{\text{lin}}$ is computed. A threshold $t$ is defined to decide if the two images represent the same object instance or not. $S_{\text{lin}} > t$ means the “same” object, while $S_{\text{lin}} \leq t$ means “different” objects. The Precision-Recall curve is obtained by varying the threshold $t$.

The four data sets contain different types of images:

- The toy car data set contains 225 images of 14 different objects (cars and trucks). The training set contains 1,185 positive and 7,330 negative image pairs of seven different objects. The test set contains 1,044 positive and 6,337 negative image pairs of the seven other (new) objects. The background of the images has been selected to increase the difficulty of the problem. As it was moved between any two shots, it is noninformative (the background is not correlated with any car model). Moreover, as the same background image is used for all car models, many patch pairs sampled from “different” images look similar. Therefore, the algorithm has to ignore that kind of similarity and should focus on other (more relevant) similarities.

- The Ferencz et al. cars data set [14] contains 2,868 training pairs (180 positive and 2,688 negative) and the test set contains 2,860 pairs.

- The Jain et al. faces data set [26] is a subset of “Faces in the news” [5] and contains 500 positive and 500 negative pairs of faces. We measure our accuracy as the authors did, by a 10-fold cross validation. That data set is built from faces sampled “in the news”; hence, there are very large differences in resolution, light, appearance, expression, pose, noise, etc.

- The Coil-100 data set used by Fleuret and Blanchard [17] has 10 different configurations, each configuration using 1,000 positive and 1,000 negative pairs from 80 objects for training and 250 positive and 250 negative pairs from the remaining 20 (new) objects for testing. This data set is highly heterogeneous as it contains object categories as different as bins, tomatoes, boxes, medicine, puppets, mugs, bottles, etc.

In all of the experiments, gray-scale and color images are all considered gray scale. All data sets have image pairs of slightly different orientations, except for Coil-100, which


4. We thank the authors for providing us the precise subset.
has very different orientations. The data sets are illustrated in Fig. 9.

### 4.6.1 Parametric Evaluation

We have evaluated the influence of all of the parameters involved in the similarity measure on the toy car data set. Fig. 10 shows the effect of influential parameters.

Each experiment plots the Precision-Recall Equal Error Rate (EER-PR) with respect to a parameter, all other parameters being fixed. We plot the EER-PR of the linear similarity measure $S_{\text{lin}}$ and also the EER-PR of a simple vote-based similarity measure $S_{\text{vote}}$. The measure $S_{\text{vote}}$ simply counts the number of times that positive tree leaves are reached during the description of an image pair.

We first notice that the linear similarity measure $S_{\text{lin}}$ always outperforms the simple similarity $S_{\text{vote}}$, which proves that the use of weights is necessary. Second, let us discuss the different parameters one by one. The first curve shows that the search region size should not be too small (otherwise, it is impossible to find the expected match) nor too large (leading to too many misleading matches). Moreover, if the second patch is selected randomly, the performance is very bad (42.7 percent, which is not shown on the graph). This shows how crucial the computation of good patch pairs is. The second curve shows that the more trees there are, the higher the performance is. This is because we obtain more clusters and because the clusters are not correlated due to the randomness of the tree computation (also compare Section 3.7). The third curve shows that the more the patch pairs sampled in an image pair, the higher the performance is, which is also consistent with the results in Section 3.7. We first believed that the reason for better results through sampling more windows is because it increases chances to sample relevant information. However, if this were true, only $S_{\text{lin}}$ would progress because it is able to separate relevant and irrelevant information. However, $S_{\text{vote}}$ also increases and that measure makes no difference between relevant and irrelevant information. This means that any “weak” information also improves the performance, which confirms the conclusion in [42] about sampling.

### 4.6.2 Performance and Comparison with State-of-the-Art Competitive Approaches

We report the performance of our algorithm and compare our results with state-of-the-art methods on the four data sets. For each data set, the experiments are carefully performed with the same protocol as the one used in the method compared to. The results are summarized in Table 2.

For all of these experiments on the different data sets, we use the same parameters: The number of positive and negative patch pairs sampled to learn the trees is set to $10^5$, the number of random split conditions, among which the best one is selected, is $10^3$, the number of trees in the forest is 50, the number of patch pairs sampled to compute the similarity is $10^3$, the second patch search region size is increased by 1 times the size of the patch in all directions, leading to a search region nine times larger than the
original patch, the minimum patch sampling size is set to 15 × 15 pixels, and the maximum is set to 1/2 the image height. On average, the produced trees have 20 levels.

**Toy car data set.** On our toy car data set, we obtain an EER-PR of 85.9 percent ± 0.4 measured on five runs. Using a simple NCC as a similarity measure leads to an EER-PR of 51.1 percent. This is a new data set for which no other results are published yet. Fig. 11 shows a 2D representation of the similarity measures via a multidimensional scaling. It computes the 2D projection, preserving, as much as possible, all pairwise image similarities (the Sammon mapping). On the top, a simple bag-of-words representation is used for the images and a chi-square distance is used to compare images. On the bottom, we use the proposed similarity measure. It is surprising to see how different views of the same objects are extremely well grouped together, despite large intraclass variations, high interclass similarities, and the fact that these cars are very different from the ones used to learn the distance.

**Ferencz et al. data set.** On the Ferencz et al. data set, we obtain an EER-PR of 91.0 percent ± 0.6, whereas Ferencz et al. [13] get 84.9 percent. Fig. 12 shows the pairs of cars ranked by similarity.

**Faces-in-the-news data set.** The Jain et al. data set [26] greatly outperforms the top performer in the FERET face recognition competition on their face data set and we largely outperform their results. The EER-PR reported in Table 2, top, (70 percent) is approximate since we have estimated it from a curve in their paper; thus, we also provide a comparison with the same metric as Jain et al. used, that is, the precision score for given recall values (see Table 2 (bottom)). We always outperform their results and are even 26.2 percent better for an 80 percent recall. Moreover, Jain et al. are working on face images rectified to the frontal pose, whereas we are working on the original face images.

**Coil-100 data set.** On the Coil-100 data set, we have an EER-PR of 93.0 percent ± 1.9, whereas Fleuret and Blanchard [17] have 88.6 percent ± 4. Moreover, the method of Fleuret and Blanchard uses the information of the real object categories during training, whereas we only know if two images belong to the same category or not. Obdrzalek et al. [43] have obtained very good results on the Coil-100 data set (more than 99 percent) but with totally different experimental settings. They are using eight training images per category, whereas we are using zero training images per category. Indeed, 80 object categories are used for training and the remaining 20 (new) categories are used for testing (as mentioned at the beginning of Section 4.6).

### 4.6.3 Computational Time

In our work, 95 percent of the computation time is dedicated to the computation of matching patch pairs. This is clearly the bottleneck of the algorithm. The process is very slow because, for each patch sampled from the first image, the best matching patch has to be searched for by NCC in the second image.

It takes approximately 2 s to compute the similarity between two images (whatever the data set) on a 900 MHz Itanium 2 running a C++ program. This involves the computation of 250 patch pairs, their SIFT descriptor computation, the image pair description $x$ (via the trees), and the similarity measure computation (via the scalar product $\omega^T x$).

### 4.7 Discussion

We address the problem of predicting how similar two images of never-seen objects are given a set of similar and different training object pairs. We propose an original method consisting of 1) finding corresponding local regions in a pair of images, 2) clustering their differences with an ERC-Forest, and 3) combining the cluster memberships of the local region pairs to compute a global similarity measure between the two images.

Our algorithm automatically selects and combines the feature types (SIFT descriptors and geometry information) that are the most appropriate to a data set.
Our experiments show that our approach gives excellent results on the four data sets used for evaluation. We outperform the latest results of Ferencz et al. [13], Jain et al. [26], and Fleuret and Blanchard [17] significantly and obtain a high accuracy on our own data set.

5 Conclusions

Image classification and image search are topics of high interest because of the rapid growth of digital image and video collections. Classification and search algorithms heavily depend on image information extraction (which should focus on valuable information) and image representation (which should lead to efficient algorithms).

In this paper, we have proposed three key contributions. First, we introduced a new clustering scheme, the so-called Extremely Randomized Clustering Forest, which is very efficient for vector quantization of local visual information. Its randomized process makes it very fast to build, while its tree structure allows very fast feature vector quantization. ERC-Forests outperform k-means-based coding in training time, memory usage, testing time, and classification accuracy. The method is robust to background clutter and provides relatively clean foreground class segmentations, despite being trained on very cluttered unsegmented images. Although they are trained as classifiers, the trees are used as descriptor-space quantizers and the final classification is handled by a separate SVM trained on the leaf indices.

The soundness of ERC-Forests has been proven in two different contexts: image classification and image comparison. The proposed image classification method combines ERC-Forests with visual search mechanisms so that only useful visual information is processed. The ASL computed online significantly reduces the amount of computation and increases the classification accuracy. In the context of learning the distance between images, we apply ERC-Forests to pairs of registered image patches, which leads to a very efficient similarity function for image comparison. On four different data sets, the method gives better results than state-of-the-art competitive methods.

ERC-Forests seem to be a promising approach for visual recognition and may be beneficial in other areas such as object detection and segmentation.
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