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#### Abstract

On a bounded smooth domain $\Omega \subset \mathbb{R}^{N}$ we study solutions of a semilinear elliptic equation with an exponential nonlinearity and a Hardy potential depending on the distance to $\partial \Omega$. We derive global a priori bounds of the Keller-Osserman type. Using a Phragmen-Lindelöf alternative for generalized sub and super-harmonic functions we discuss existence, nonexistence and uniqueness of so-called large solutions, i.e., solutions which tend to infinity at $\partial \Omega$. The approach develops the one used by the same authors [2] for a problem with a power nonlinearity instead of the exponential nonlinearity.


## 1. Introduction

Let $\Omega \subset \mathbb{R}^{N}$ be a bounded smooth domain (say $\partial \Omega \in C^{3}$ ) and let $\delta(x)$ be the distance from a point $x \in \Omega$ to the boundary $\partial \Omega$. In this paper we study semilinear problems of the form

$$
\begin{equation*}
-\Delta u-\frac{\mu}{\delta^{2}} u+e^{u}=0 \text { in } \Omega, \tag{1.1}
\end{equation*}
$$

where $\mu \in \mathbb{R}$ is a given constant. The case without Hardy potential

$$
\begin{equation*}
-\Delta u+e^{u}=0 \text { in } \Omega \tag{1.2}
\end{equation*}
$$

is well-understood. In particular for any continuous function $\varphi \in C(\partial \Omega)$ the boundary value problem (1.2) with $u=\varphi$ on $\partial \Omega$ has a unique classical solution. Moreover there exists a unique solution of (1.2), cf. e.g. [3], [4], with the property that

$$
\begin{equation*}
u(x) \rightarrow \infty \text { as } x \rightarrow \partial \Omega \tag{1.3}
\end{equation*}
$$

This solution dominates all other solutions and is therefore commonly called large. Near the boundary it behaves like [4]

$$
\begin{equation*}
u(x)=\log \frac{2}{\delta^{2}(x)}+(N-1) \mathcal{H}_{0}(\sigma(x)) \delta(x)+o(\delta(x)) \text { as } x \rightarrow \partial \Omega \tag{1.4}
\end{equation*}
$$

where $\sigma: \Omega \rightarrow \partial \Omega$ denotes the nearest-point projection of $x$ onto the boundary and $\mathcal{H}_{0}(y)$ is the mean curvature of the boundary at $y \in \partial \Omega$.
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The presence of a Hardy potential has a significant effect on the set of solutions of (1.1). Because of the singularity of the potential the boundary values $\varphi$ in the problem

$$
\begin{equation*}
-\Delta u-\frac{\mu}{\delta^{2}} u+e^{u}=0 \text { in } \Omega, \quad u=\varphi \text { on } \partial \Omega \tag{1.5}
\end{equation*}
$$

cannot in general be prescribed arbitrarily. For instance, it is not difficult to show (see Theorem 2.5 below) that if $\varphi=0$ then problem (1.5) admits a unique solution for every $\mu<C_{H}(\Omega)$, where $C_{H}(\Omega)>0$ is the optimal constant in the Hardy's inequality

$$
\int_{\Omega}|\nabla \phi|^{2} d x \geq C_{H}(\Omega) \int_{\Omega} \frac{\phi^{2}}{\delta^{2}} d x, \quad \forall \phi \in C_{0}^{\infty}(\Omega)
$$

On the other hand, if $\varphi>0$ is continuous then problem (1.5) has no solution unless $\mu=0$. This can be seen as follows. Without loss of generality let us assume that $u$ is positive in $\Omega$ (otherwise replace $\Omega$ by a neighbourhood of $\partial \Omega$ ). Suppose for contradiction that (1.5) has a $C^{2}(\Omega) \cap C(\bar{\Omega})$-solution. Then the problem

$$
\begin{equation*}
-\Delta v=\frac{u}{\delta^{2}} \text { in } \Omega, \quad v=0 \text { on } \partial \Omega \tag{1.6}
\end{equation*}
$$

has a $C^{2}(\Omega) \cap C(\bar{\Omega})$-solution, where $v=\frac{1}{\mu}(u+z-h), z$ is the Newtonian-potential of $e^{u}$ and $h$ is the harmonic extension of $\left.(\varphi+z)\right|_{\partial \Omega}$. Let $f_{k}(x):=\min \left\{\frac{u(x)}{\delta^{2}(x)}, k\right\}$ for $k \in \mathbb{N}$ and let $v_{k}$ be the weak $H_{0}^{1}(\Omega)$-solution of $-\Delta v_{k}=f_{k}$ in $\Omega$ with $v_{k}=0$ on $\partial \Omega$. Then $v_{k} \in C(\bar{\Omega})$ and

$$
v_{k}(x)=\int_{\Omega} G(x, y) f_{k}(y) d y \text { for all } x \in \Omega
$$

where $G(x, y)$ is the Dirichlet Green-function of $-\Delta$ on $\Omega$. The comparison principle yields $v_{k}(x)-\frac{1}{k} \leq u(x)$ for all $x \in \Omega$ and all $k \in \mathbb{N}$. However, by monotone convergence

$$
v_{k}(x)=\int_{\Omega} G(x, y) f_{k}(y) d y \rightarrow \int_{\Omega} G(x, y) \frac{u(y)}{\delta^{2}(y)} d y=\infty \text { as } k \rightarrow \infty
$$

for all $x \in \Omega$. This is a contradiction.
The fact that no solutions exist with finite, non zero boundary data motivated us to study solutions which are unbounded near the boundary. The goal of the current paper is to study the large solutions of (1.1), i.e. solutions which satisfy (1.3).

Main Result. i) If $\mu<0$ then (1.1) has no large solutions.
ii) If $0 \leq \mu<C_{H}(\Omega)$ then there exists a unique large solution of (1.1). It is pointwise larger than any other solution of (1.1).

The paper is organized as follows. In Section 2 we set up the notation and introduce some basic definitions and tools. We also provide an existence proof for the solution of (1.1), vanishing on the boundary. In Section 3 we establish a Keller-Osserman type a priori upper bound on solutions of (1.1). In Section 4 we prove the nonexistence of large solutions in the case $\mu<0$, while in Sections 5 and 6 we establish asymptotic behavior, existence and uniqueness of large solutions of (1.1) when $0 \leq \mu<C_{H}(\Omega)$. Finally, in

Section 7 we construct a borderline case of a function $\gamma>0$ such that $0<\gamma(\delta) \leq 1$ and $\gamma(\delta)=o(\delta)$ as $\delta \rightarrow 0$ and for which the problem

$$
-\Delta u+\frac{\gamma(\delta)}{\delta^{2}} u+e^{u}=0 \text { in } \Omega,
$$

has a large solution. We also discuss some open questions related to (1.1).

## 2. Some definitions and tools

For $\rho>0$ and $\epsilon \in(0, \rho)$ we use the notation

$$
\begin{array}{ll}
\Omega_{\rho}:=\{x \in \Omega: \delta(x)<\rho\}, & \Omega_{\epsilon, \rho}:=\{x \in \Omega: \epsilon<\delta(x)<\rho\}, \\
D_{\rho}:=\{x \in \Omega: \delta(x)>\rho\}, & \Gamma_{\rho}:=\{x \in \Omega: \delta(x)=\rho\} .
\end{array}
$$

2.1. Sub- and super-harmonics. For simplicity set

$$
\mathscr{L}_{\mu}:=-\Delta-\frac{\mu}{\delta^{2}} .
$$

Let $G \subset \Omega$ be open. Following [2], we call solutions $h$ of the equation

$$
\begin{equation*}
\mathscr{L}_{\mu} h=0 \text { in } G \tag{2.1}
\end{equation*}
$$

harmonics of $\mathscr{L}_{\mu}$ in $G$. If $G=\Omega$, we often omit $G$ and say that $h$ is a global harmonic of $\mathscr{L}_{\mu}$. By interior regularity, weak solutions of (2.1) are classical, so in what follows we assume that all harmonics are of class $C^{2}(G)$.

We define super-harmonics in $G$ as functions $\bar{h} \in H_{l o c}^{1}(G) \cap C(G)$ which solve in the weak sense the differential inequality

$$
\begin{equation*}
\mathscr{L}_{\mu} \bar{h} \geq 0 \text { in } G . \tag{2.2}
\end{equation*}
$$

Similarly, $\underline{h} \in H_{l o c}^{1}(G) \cap C(G)$ is called a sub-harmonic in $G$ if the inequality sign is reversed.

If the functions $\underline{h}$ and $\bar{h}$ satisfy (2.2) in $\Omega$, then they are called global sub or superharmonics, respectively. If $\underline{h}$ and $\bar{h}$ satisfy (2.2) in a neighborhood of the boundary $\Omega_{\epsilon}$, then they are respectively called local sub or super-harmonics.

By the classical strong maximum principle for the Laplacian with potentials applied locally in small subdomains of $\Omega$, any nontrivial super-harmonic $\bar{h} \ngtr 0$ is strictly positive in $\Omega$, while any sub-harmonic $\underline{h}$ in $\Omega$ is locally bounded above.

The following examples of explicit local sub and super-harmonics will play an important role in our considerations.

Examples [2, Lemma 2.8]. Let $\mu<1 / 4$ and

$$
\beta_{ \pm}=\frac{1}{2} \pm \sqrt{\frac{1}{4}-\mu}
$$

The function $\delta^{\beta}$ is a local super-harmonic of $\mathscr{L}_{\mu}$ if $\beta \in\left(\beta_{-}, \beta_{+}\right)$. It is a local sub-harmonic if $\beta \notin\left[\beta_{-}, \beta_{+}\right]$. In the borderline cases $\beta=\beta_{ \pm}$, we have that for small $\epsilon>0$

$$
\bar{h}=\delta^{\beta_{+}}\left(1-\delta^{\epsilon}\right), \quad \bar{H}=\delta^{\beta-}\left(1+\delta^{\epsilon}\right)
$$

are local super-harmonics and

$$
\underline{h}=\delta^{\beta_{+}}\left(1+\delta^{\epsilon}\right), \quad \underline{H}=\delta^{\beta-}\left(1-\delta^{\epsilon}\right)
$$

are local sub-harmonics.

### 2.2. Hardy constant. The constant

$$
C_{H}(\Omega)=\inf _{0 \neq \phi \in W_{0}^{1,2}(\Omega)} \frac{\int_{\Omega}|\nabla \phi|^{2} d x}{\int_{\Omega} \delta^{-2}(x) \phi^{2} d x}
$$

is called the global Hardy constant. It is well-known that $0<C_{H}(\Omega) \leq 1 / 4$. In general $C_{H}(\Omega)$ varies with the domain. For convex domains $C_{H}(\Omega)=1 / 4$, but there exist smooth domains for which $C_{H}(\Omega)<1 / 4$. A review with an extensive bibliography and where, in particular, Maz'ya's relevant earlier contributions [9] are mentioned, is found in [5]. Improvements of this inequality by adding an additional $L^{q}$ norm were obtained by Filippas, Maz'ya and Tertikas in a series of papers. The most recent results are found in [6]. This paper contains also references to previous related works. It turns out, cf. [8], that $C_{H}(\Omega)$ is attained if and only if $C_{H}(\Omega)<1 / 4$. Notice that $C_{H}(\Omega)$ is in general not monotone with respect to $\Omega$.

The relation between Hardy's constant, existence of positive super-harmonics in $\Omega$, and validity of a comparison principle for $\mathscr{L}_{\mu}$ is explained by the following classical result (cf. [1, Theorem 3.3]).
Lemma 2.1. The following three statements are equivalent:
(i) $\mu \leq C_{H}(\Omega)$.
(ii) $\mathscr{L}_{\mu}$ admits a positive super-harmonic in $\Omega$.
(iii) For any subdomain $G$ with $\bar{G} \subset \Omega$ and any two sub and super-harmonics $\underline{h}$, $\bar{h}$ of $\mathscr{L}_{\mu}$ in $G$ with $\underline{h} \leq \bar{h}$ on $\partial G$ it follows that $\underline{h} \leq \bar{h}$ a.e. in $G$.
2.3. Phragmen-Lindelöf alternative. Observe that global positive super-harmonics of $\mathscr{L}_{\mu}$ exist for all $\mu \leq C_{H}(\Omega)$, while the existence of local positive super-harmonics of $\mathscr{L}_{\mu}$ is controlled by the local Hardy constant

$$
C_{H}^{l o c}\left(\Omega_{\rho}\right):=\inf _{0 \neq \phi \in W_{0}^{1,2}\left(\Omega_{\rho}\right)} \frac{\int_{\Omega_{\rho}}|\nabla \phi|^{2} d x}{\int_{\Omega_{\rho}} \delta^{-2}(x) \phi^{2} d x} .
$$

Note that in generally, $C_{H}\left(\Omega_{\rho}\right) \neq C_{H}^{l o c}\left(\Omega_{\rho}\right)$ because $\delta(x)=\operatorname{dist}(x, \partial \Omega) \neq \operatorname{dist}\left(x, \partial \Omega_{\rho}\right)$. It is known [2, Lemma 2.5] that $C_{H}^{\text {loc }}\left(\Omega_{\rho}\right)=1 / 4$ if $\rho>0$ is sufficiently small.

If $\mu \leq C_{H}^{\text {loc }}\left(\Omega_{\rho}\right)$ then $\mathscr{L}_{\mu}$ admits positive local super-harmonics and satisfies the comparison principle between sub and super-harmonics in $\Omega_{\rho}$, for all sufficiently small $\rho>0$, see [2]. Furthermore, the following Phragmen-Lindelöf alternative holds for $\mathscr{L}_{\mu}$. We repeat the statement and its proof from [2, Theorem 2.6] for the reader's convenience.

Theorem 2.2. Let $\mu \leq 1 / 4$. Let $\underline{h}$ be a local positive sub-harmonic. Then the following alternative holds:
(i) either for every local super-harmonic $\bar{h}>0$

$$
\begin{equation*}
\limsup _{x \rightarrow \partial \Omega} \underline{h} / \bar{h}>0 \tag{2.3}
\end{equation*}
$$

(ii) or for every local super-harmonic $\bar{h}>0$

$$
\begin{equation*}
\limsup _{x \rightarrow \partial \Omega} \underline{h} / \bar{h}<\infty \tag{2.4}
\end{equation*}
$$

Proof. Assume (i) does not hold, that is there exists a super-harmonic $\bar{h}_{*}>0$ that

$$
\begin{equation*}
\lim _{x \rightarrow \partial \Omega} \underline{h} / \bar{h}_{*}=0 \tag{2.5}
\end{equation*}
$$

Let $\bar{h}>0$ be an arbitrary super-harmonic in $\Omega_{\rho}$ for some sufficiently small $\rho>0$. Then there exists a constant $c>0$ such that $\bar{h} \geq c \underline{h}$ on $\Gamma_{\rho / 2}$. For $\tau>0$, define a comparison function

$$
v_{\tau}:=c \underline{h}-\tau \bar{h}_{*} .
$$

Then (2.5) implies that for every $\tau>0$ there exists $\epsilon=\epsilon(\tau) \in(0, \rho)$ such that $v_{\tau} \leq 0$ on $\Omega_{\epsilon}$. Applying the comparison principle in $\Omega_{\epsilon / 2, \rho / 2}$, we conclude that $\bar{h} \geq v_{\tau}$ in $\Omega_{\epsilon / 2, \rho / 2}$ and hence, in $\Omega_{\underline{\rho} 2}$. So by considering arbitrary small $\tau>0$, we conclude that for every super-harmonic $\bar{h}>0$ in $\Omega_{\rho}$ there exist $c>0$ such that $\bar{h} \geq c \underline{h}$ holds in $\Omega_{\rho}$. This implies (2.4).

If we apply this alternative to the special super-harmonics mentioned above we get for sub-harmonics the following boundary behavior. If $\mu<1 / 4$ then either

$$
\text { (i) } \quad \limsup _{x \rightarrow \partial \Omega} \frac{\underline{h}(x)}{\delta(x)^{\beta_{-}}}>0
$$

or

$$
\text { (ii) } \quad \limsup _{x \rightarrow \partial \Omega} \frac{h(x)}{\delta(x)^{\beta_{+}}}<\infty
$$

2.4. Sub- and super-solutions. Let $G \subset \Omega$ be open. A function $\bar{u} \in H_{l o c}^{1}(G) \cap C(G)$ satisfying the inequality

$$
\mathscr{L}_{\mu} \bar{u}+e^{\bar{u}} \geq 0 \text { in } G
$$

in the weak sense is called a super-solution of (1.1) on $G$. Similarly $\underline{u} \in H_{l o c}^{1}(G) \cap C(G)$ is called a sub-solution of (1.1) if the inequality sign is reversed. A function $u$ is a solution of (1.1) in $G$ if it is a sub and super-solution in $G$. By interior elliptic regularity weak solutions of (1.1) are classical. Hence in what follows we assume that all solutions of (1.1) are of class $C^{2}(\Omega)$.

Observe that solutions and sub-solutions are sub-harmonics of $\mathscr{L}_{\mu}$.

The following comparison principle is based on an argument used in [2] and plays a crucial role in our estimates. Part (i) relies heavily on the fact that $\mu<C_{H}(\Omega)$. Part (ii) is an extension of (i) for arbitrary $\mu$ under an additional assumption.
Lemma 2.3 (Comparison Principle). Let $G \subset \Omega$ be open and let $\underline{u}, \bar{u} \in H_{l o c}^{1}(G) \cap C(G)$ be a pair of sub-, super-solutions to (1.1) satisfying

$$
\limsup _{x \rightarrow \partial G}[\underline{u}(x)-\bar{u}(x)]<0 .
$$

(i) If $\mu<C_{H}(\Omega)$ then $\underline{u} \leq \bar{u}$ in $G$.
(ii) If $\mu \geq C_{H}(\Omega)$ and in addition $\bar{u}>1$ in $G$ then $\underline{u} \leq \bar{u}$ in $G$.

Proof. Let $G_{+}:=\{x \in G: \underline{u}(x)>\bar{u}(x)\}$. In view of the boundary conditions we have $\bar{G}_{+} \subset G$. In the weak formulation of the inequality

$$
\begin{equation*}
\mathscr{L}_{\mu}(\bar{u}-\underline{u}) \geq-\left(e^{\bar{u}}-e^{\underline{u}}\right) \text { in } G \tag{2.6}
\end{equation*}
$$

we use the test function $(\underline{u}-\bar{u})_{+} \in H_{0}^{1}(G)$ and obtain

$$
\int_{G}\left|\nabla(\underline{u}-\bar{u})_{+}\right|^{2} d x \leq \mu \int_{G} \delta^{-2}(\underline{u}-\bar{u})_{+}^{2} d x .
$$

Case (i): unless $G_{+}=\emptyset$ this implies

$$
\mu \geq \inf _{0 \neq \phi \in W_{0}^{1,2}(G)} \frac{\int_{G}|\nabla \phi|^{2} d x}{\int_{G} \delta^{-2}(x) \phi^{2} d x} \geq \inf _{0 \neq \phi \in W_{0}^{1,2}(\Omega)} \frac{\int_{\Omega}|\nabla \phi|^{2} d x}{\int_{\Omega} \delta^{-2}(x) \phi^{2} d x}=C_{H}(\Omega)
$$

which contradicts our assumption.
Case (ii): if $\mu \geq C_{H}(\Omega)$ we make use of the following argument. In the weak formulation (2.6) we use again the test function $(\underline{u}-\bar{u})_{+} \in H_{0}^{1}(G)$ and obtain

$$
\begin{equation*}
\int_{G}\left|\nabla(\underline{u}-\bar{u})_{+}\right|^{2} d x-\mu \int_{G} \delta^{-2}(\underline{u}-\bar{u})_{+}^{2} d x \leq \int_{G_{+}} \frac{e^{\bar{u}}-e^{\underline{u}}}{\underline{u}-\bar{u}}(\underline{u}-\bar{u})_{+}^{2} d x . \tag{2.7}
\end{equation*}
$$

Since $\bar{u}>1$ in $G$ we can write $(\underline{u}-\bar{u})_{+}=\phi \bar{u}$ where $\phi \in W_{0}^{1,2}(G)$ and the support of $\phi$ lies in the closure of $G_{+}$. Then

$$
\begin{aligned}
\int_{G}\left|\nabla(\underline{u}-\bar{u})_{+}\right|^{2} d x & =\int_{G_{+}}\left(\phi^{2}|\nabla \bar{u}|^{2}+2 \phi \bar{u} \nabla \bar{u} \cdot \nabla \phi+\bar{u}^{2}|\nabla \phi|^{2}\right) d x \\
& =\int_{G_{+}}\left[\bar{u}^{2}|\nabla \phi|^{2}+\nabla \bar{u} \cdot \nabla\left(\phi^{2} \bar{u}\right)\right] d x .
\end{aligned}
$$

Recalling that $\bar{u}$ is a super solution and that $\phi^{2} \bar{u} \geq 0$, we conclude that

$$
\int_{G_{+}} \nabla \bar{u} \cdot \nabla\left(\phi^{2} \bar{u}\right) d x \geq \int_{G_{+}}\left[\frac{\mu}{\delta^{2}} \phi^{2} \bar{u}^{2}-e^{\bar{u}} \phi^{2} \bar{u}\right] d x .
$$

This leads to

$$
\begin{equation*}
\int_{G}\left|\nabla(\underline{u}-\bar{u})_{+}\right|^{2} d x-\mu \int_{G_{+}} \delta^{-2}(\underline{u}-\bar{u})^{2} d x \geq-\int_{G_{+}} \frac{e^{\bar{u}}}{\bar{u}}(\underline{u}-\bar{u})^{2} d x . \tag{2.8}
\end{equation*}
$$

Since by convexity

$$
\frac{e^{\bar{u}}-e^{\underline{u}}}{\underline{u}-\bar{u}} \leq-e^{\bar{u}} \text { whenever } \underline{u} \geq \bar{u}
$$

and moreover $\bar{u}>1$ by assumption, we find that (2.8) contradicts (2.7) unless $G_{+}=\emptyset$.
2.5. Solutions with zero boundary data. We are going to show that the problem

$$
\begin{equation*}
\mathscr{L}_{\mu} u+e^{u}=0, \quad u \in H_{0}^{1}(\Omega) \tag{2.9}
\end{equation*}
$$

admits a solution for all $\mu<C_{H}(\Omega)$. For this purpose we need the following lemma.
Lemma 2.4. Let $\mu<C_{H}(\Omega)$. Then the boundary value problem

$$
\begin{equation*}
\mathscr{L}_{\mu} \phi=-1, \quad \phi \in H_{0}^{1}(\Omega) \tag{2.10}
\end{equation*}
$$

admits a unique solution $\phi<0$. In addition $\phi$ is bounded in $\bar{\Omega}$.
Proof. Results of this type are standard, cf. for instance [8] and the references given there. For the sake of completeness we sketch the proof. Consider the quadratic form associated to $\mathscr{L}_{\mu}$ :

$$
\mathcal{E}_{\mu}(u):=\int_{\Omega}\left(|\nabla u|^{2}-\mu \frac{u^{2}}{\delta^{2}}\right) d x .
$$

It follows from the definition of the Hardy-constant $C_{H}(\Omega)$ that

$$
\begin{equation*}
\mathcal{E}_{\mu}(u) \geq\left(1-\frac{\mu}{C_{H}(\Omega)}\right) \int_{\Omega}|\nabla u|^{2} d x . \tag{2.11}
\end{equation*}
$$

We conclude that $\mathcal{E}_{\mu}$ is a coercive and continuous quadratic form on $H_{0}^{1}(\Omega)$. Since $-1 \in$ $\left[H_{0}^{1}(\Omega)\right]^{*}$, the existence and uniqueness of the solution $\phi \in H_{0}^{1}(\Omega)$ follows by the LaxMilgram theorem. Since $\mathscr{L}_{\mu} \phi<0$ in $\Omega$, the comparison principle of Lemma 2.1 implies that $\phi<0$. By the classical regularity theory $\phi$ is bounded in every compact subset of $\Omega$. A straightforward computation (using formula (5.2)) shows that for large $A$ and small $\epsilon$

$$
\phi=-A \delta^{\nu}, \quad \nu=\min \left\{2, \beta_{+}-\epsilon\right\}
$$

is a sub-solution in $\Omega_{\delta_{0}}$ for a small $\delta_{0}>0$. By chosing $A>0$ so large that in particular $\underline{\phi} \leq \phi$ on $\Gamma_{\delta_{0}}$ we can apply the comparison principle and conclude that $\phi$ is bounded in $\overline{\bar{\Omega}}$.

Theorem 2.5. Let $\mu<C_{H}(\Omega)$. Then (2.9) has a unique solution $u_{0}$. Moreover, $\phi<u_{0}<$ 0 , where $\phi$ is defined in Lemma 2.4.

Proof. Consider the energy functional corresponding to (2.9):

$$
J(u):=\frac{1}{2} \mathcal{E}_{\mu}(u)+\int_{\Omega} e^{u} d x
$$

In view of $(2.11)$, it is clear that $J: H_{0}^{1}(\Omega) \rightarrow \mathbb{R} \cup\{+\infty\}$ is coercive, convex and weakly lower semicontinuous on $H_{0}^{1}(\Omega)$. Hence $J$ admits the unique minimizer $u_{0} \in H_{0}^{1}(\Omega)$. Note that $J\left(u^{-}\right) \leq J(u)$ for every $u \in H_{0}^{1}(\Omega)$. As a consequence, $u_{0} \leq 0$. Hence $e^{u_{0}}$ is bounded
from above, and thus $u_{0}$ satisfies the Euler-Lagrange equation and solves (2.9). Further, since $u=0$ is not a solution of (2.9) we conclude that $u_{0}<0$.

Let $\phi \in H_{0}^{1}(\Omega)$ be as defined in Lemma 2.4. Since $\phi<0$ in $\Omega$, we have $\mathscr{L}_{\mu} \phi+e^{\phi} \leq 0$ in $\Omega$, so $\phi$ is a sub-solution of (2.9). ¿From the comparison principle of Lemma 2.3 (i) it follows that $\phi<u_{0}$.

Remark 2.6. Suppose the domain $\Omega$ is such that $C_{H}(\Omega)<1 / 4$. Then there exists a positive solution $\phi_{1} \in H_{0}^{1}(\Omega)$ of $\mathscr{L}_{C_{H}(\Omega)} \phi_{1}=0$ in $\Omega$, see [8]. We claim that if $\mu \geq C_{H}(\Omega)$ then (2.9) has no negative solution. Suppose $u \in H_{0}^{1}(\Omega)$ is a negative solution of (2.9). Then we obtain the contradiction that

$$
0 \leq \int_{\Omega} \frac{\left(C_{H(\Omega)}-\mu\right)}{\delta^{2}} u \phi_{1} d x=\int_{\Omega} \nabla u \cdot \nabla \phi_{1}-\frac{\mu}{\delta^{2}} u \phi_{1} d x=-\int_{\Omega} e^{u} \phi_{1} d x<0 .
$$

Hence, if for $C_{H}(\Omega)<1 / 4$ and $\mu \geq C_{H}(\Omega)$ a solution of (2.9) exists then it must be signchanging, cf. Question 1 in Section 7. The same statement holds for solutions of (2.10).

## 3. A PRIORI UPPER BOUNDS

In this section we construct a universal upper bound for all solutions of (1.1) by means of a super-solution which tends to infinity at the boundary. The construction is inspired by the Keller-Osserman bound given in [2] for power nonlinearities. The terminology KellerOsserman bound refers the universal upper bound of Lemma 3.1 and Lemma 3.2. Such upper bounds, which hold for all solutions of a nonlinear equation, were observed in the classical papers by Keller [7] and Osserman [10].

For our purpose we need the Whitney distance $d: \Omega \rightarrow \mathbb{R}_{+}$which is a $C^{\infty}(\Omega)$-function such that for all $x \in \Omega$

$$
\begin{aligned}
& c^{-1} \delta(x) \leq d(x) \leq c \delta(x) \\
& |\nabla d(x)| \leq c, \quad|\Delta d(x)| \leq c d^{-1}(x)
\end{aligned}
$$

with a constant $c>0$ which is independent of $x$. These properties of the Whitney distance may be found in [11].

For $\epsilon>0$, we use the notation $\mathcal{D}_{\epsilon}=\{x \in \Omega: d(x)>\epsilon\}$.
Lemma 3.1. Let $\mu \leq 0$. Then there exists a number $A>0$ such that for every solution $u$ of (1.1) we have

$$
u(x) \leq \log \frac{A}{d^{2}(x)} \text { in } \Omega
$$

Proof. Consider for small $\epsilon>0$ the function $f_{\epsilon}(x)=\log \frac{A}{(d(x)-\epsilon)^{2}}$ in $\mathcal{D}_{\epsilon}$. It satisfies

$$
\Delta f_{\epsilon}=\frac{2}{(d-\epsilon)^{2}}|\nabla d|^{2}-\frac{2}{d-\epsilon} \Delta d \quad \text { in } \mathcal{D}_{\epsilon} .
$$

Thus by the properties of the Whitney distance and since $\mu$ is non-positive

$$
\Delta f_{\epsilon}+\frac{\mu}{\delta^{2}} f_{\epsilon}-e^{f_{\epsilon}} \leq \frac{c_{1}-A}{(d-\epsilon)^{2}} \quad \text { in } \mathcal{D}_{\epsilon}
$$

For sufficiently large $A$, the right-hand side of this inequality is negative. Hence $f_{\epsilon}$ is a super-solution satisfying $f_{\epsilon}>u$ on $\partial \mathcal{D}_{\epsilon}$. The comparison principle implies that

$$
u(x) \leq f_{\epsilon}(x) \text { in } \mathcal{D}_{\epsilon} .
$$

Since $\epsilon>0$ is arbitrary the conclusion follows.
If $\mu$ is positive we proceed differently. For $A>0$ the function $L_{A}(d(x)), d(x)=$ Whitneydistance, will play an essential role in the following construction of upper bounds for all solutions of (1.1). The definition of $L_{A}(t)$ is given implicitly by

$$
\begin{equation*}
\frac{e^{L_{A}(t)}}{L_{A}(t)}=\frac{A}{t^{2}}, \quad A>0, \quad L_{A}(t)>1 \tag{3.1}
\end{equation*}
$$

It is easily seen that $L_{A}(t)$ is defined whenever $A \geq e t^{2}$ and that it has two branches. We select the branch $L_{A}(t) \geq 1$, cf. Figure 1. Clearly the function $L_{A}(t)$ is monotone increasing in $A$ and decreasing in $t$. Also, from the relation $L_{A}(t)=\log \frac{A}{t^{2}}+\log L_{A}(t)$ one finds successively

$$
\begin{aligned}
& L_{A}(t) \geq \log \frac{A}{t^{2}}, \\
& L_{A}(t) \geq \log \frac{A}{t^{2}}+\log \log \frac{A}{t^{2}}, \\
& L_{A}(t) \geq \log \frac{A}{t^{2}}+\log \left(\log \frac{A}{t^{2}}+\log \log \frac{A}{t^{2}}\right), \\
& L_{A}(t) \geq \ldots
\end{aligned}
$$

Moreover

$$
\begin{equation*}
\lim _{t \rightarrow 0+} \frac{L_{A}(t)}{\log \left(1 / t^{2}\right)}=\lim _{t \rightarrow 0+} \frac{L_{A}^{\prime}(t)}{-2 / t}=\lim _{t \rightarrow 0+} \frac{L_{A}(t)}{L_{A}(t)-1}=1 \tag{3.2}
\end{equation*}
$$

since $L_{A}(0)=\infty$.
As a historical note, let us mention that the function $L_{A}(t)$ is related to the Lambert $W$-function which satisfies the equation

$$
W(s) e^{W(s)}=s
$$

and which has a long history starting with J.H. Lambert and L. Euler. Indeed we have

$$
L_{A}(t)=-W\left(-\frac{t^{2}}{A}\right),
$$

if one takes for $W$ again the upper branch.
Next we show that $L_{A}(d(x))$ is indeed a universal upper bound for all solutions of (1.1) provided one takes $A>0$ sufficiently large. The estimate is based on the extended comparison principle of Lemma 2.3(ii).


Figure 1. Lambert function $L_{1}(t)$.

Lemma 3.2. There exists $A>0$ such that every solution of (1.1) satisfies

$$
u(x) \leq L_{A}(d(x)) \text { in } \Omega .
$$

Proof. In order to define $L_{A}(d(x))$ with property (3.1) we must take $A>0$ so large that $\inf _{\Omega} \frac{A}{d^{2}(x)}>e$. A straightforward computation yields

$$
\begin{equation*}
\Delta L_{A}(d)=\frac{2 L_{A}(d)}{d^{2}\left(L_{A}(d)-1\right)}|\nabla d|^{2}\left\{1-\frac{2}{\left(L_{A}(d)-1\right)^{2}}\right\}-\frac{2 L_{A}(d)}{d\left(L_{A}(d)-1\right)} \Delta d \tag{3.3}
\end{equation*}
$$

For $\epsilon \geq 0$, let $\bar{u}_{\epsilon}: \mathcal{D}_{\epsilon} \rightarrow \mathbb{R}$ be defined as

$$
\begin{equation*}
\bar{u}_{\epsilon}(x):=L_{A}(d(x)-\epsilon) . \tag{3.4}
\end{equation*}
$$

Then by (3.1), (3.3) and the properties of the Whitney distance

$$
\begin{aligned}
\Delta \bar{u}_{\epsilon}+\frac{\mu}{\delta^{2}} \bar{u}_{\epsilon}-e^{\bar{u}_{\epsilon}} \leq & \frac{2 L_{A}(d-\epsilon)}{(d-\epsilon)^{2}\left(L_{A}(d-\epsilon)-1\right)} c^{2}\left\{1-\frac{2}{\left(L_{A}(d-\epsilon)-1\right)^{2}}+\frac{2}{c}\right\} \\
& +\frac{L_{A}(d-\epsilon)}{(d-\epsilon)^{2}}\left\{c_{ \pm} \mu-A\right\}, \text { where } c_{ \pm}= \begin{cases}0 & \text { if } \mu \leq 0 \\
c^{2} & \text { if } \mu>0\end{cases}
\end{aligned}
$$

By taking $A$ sufficiently large we can always achieve that the right-hand side is negative independently of $\epsilon$. Consequently $\bar{u}_{\epsilon}$ is a super-solution of (1.1) in $\mathcal{D}_{\epsilon}$, for all sufficiently small $\epsilon>0$.

Let $u$ be an arbitrary solution of (1.1). Clearly $u<\bar{u}_{\epsilon}$ on $\partial \mathcal{D}_{\epsilon}$. Moreover, by definition $\bar{u}_{\epsilon}(x)=L_{A}(d(x)-\epsilon)>1$ and thus Lemma 2.3(ii) applies and yields

$$
u(x) \leq L_{A}(d(x)-\epsilon) \text { in } \mathcal{D}_{\epsilon} .
$$

Since $\epsilon>0$ was an arbitrary small number, this concludes the proof of the lemma.
Remark 3.3. It is clear from the above proof that for a sufficiently large $A>0$ the function

$$
\begin{equation*}
\bar{u}(x):=L_{A}(d(x)) \tag{3.5}
\end{equation*}
$$

is a super-solution of equation (1.1) in $\Omega$.
Remark 3.4. Notice that

$$
\frac{e^{L_{A}(d(x))}}{L_{A}(d(x))}=\frac{A}{d^{2}(x)} \leq \frac{A c^{2}}{\delta^{2}(x)}=\frac{e^{L_{c^{2} A}(\delta(x))}}{L_{c^{2} A}(\delta(x))} .
$$

Replacing the Whitney distance by the standard distance we obtain the universal a priori bound

$$
u(x) \leq L_{c^{2} A}(\delta(x))
$$

and by (3.2) we obtain

$$
\begin{equation*}
\limsup _{x \rightarrow \partial \Omega} \frac{u(x)}{\log \delta^{-2}(x)} \leq 1 \tag{3.6}
\end{equation*}
$$

It should be pointed out that the bound constructed above holds for every $\mu \in \mathbb{R}$.

## 4. Nonexistence of large solutions if $\mu<0$

Lemma 3.2 together with the Phragmen-Lindelöf alternative gives rise to a nonexistence result.

Theorem 4.1. If $\mu<0$ then (1.1) does not have large solutions.
Proof. If a solution $u$ of (1.1) exists with $u(x) \rightarrow \infty$ as $x \rightarrow \partial \Omega$, then by conclusion drawn from the Phragmen-Lindelöf alternative of Theorem 2.2 it must satisfy

$$
\limsup _{x \rightarrow \partial \Omega} \frac{u(x)}{\delta(x)^{\beta_{-}}}>0, \text { where } \beta_{-}=\frac{1}{2}-\sqrt{\frac{1}{4}-\mu}
$$

On the other hand (3.6) implies

$$
\limsup _{x \rightarrow \partial \Omega} \frac{u(x)}{\delta(x)^{\beta_{-}}} \leq \limsup _{x \rightarrow \partial \Omega} \delta(x)^{-\beta_{-}} \log \frac{1}{\delta(x)^{2}}=0
$$

This is impossible and therefore $u$ does not exist.
This nonexistence result together with the Phragmen-Lindelöf alternative leads to the following conclusion.

Corollary 4.2. If $\mu<0$ then all solutions of (1.1) vanish on the boundary.

## 5. Asymptotic Behavior of Large solutions near the boundary

5.1. Global sub solutions. Since the case $\mu=0$ is well-known and since no large solutions exist for negative $\mu$ we shall assume throughout this section that $\mu>0$.

Let $L_{A}$ be defined as in (3.1). Next we shall construct local sub-solutions which have the same asymptotic behavior as the super-solution $L_{A}(d(x))$ from Lemma 3.2.

Proposition 5.1. Let $0<B \leq \mu$. Then there exists a small positive $\epsilon_{0}<\frac{1}{2} \sqrt{B / e}$ such that $\underline{u}_{\epsilon}(x):=L_{B}(\delta(x)+\epsilon)$ is a sub solution of (1.1) in $\Omega_{\epsilon_{0}}$ for any $\epsilon \in\left[0, \epsilon_{0}\right]$.

Proof. Since $(\delta(x)+\epsilon)^{2} \leq 4 \epsilon_{0}^{2}<B / e$ the function $\underline{u}_{\epsilon}$ is well defined in $\Omega_{\epsilon_{0}}$. We have, as in the proof of Lemma 3.2

$$
\begin{align*}
\Delta \underline{u}_{\epsilon}+\frac{\mu}{\delta^{2}} \underline{u}_{\epsilon}-e^{\underline{u}_{\epsilon}}=\frac{2 \underline{u}_{\epsilon}}{(\delta+\epsilon)^{2}\left(\underline{u}_{\epsilon}-1\right)}\left\{1-\frac{2}{\left(\underline{u}_{\epsilon}-1\right)^{2}}\right\} & -\frac{2 \underline{u}_{\epsilon}}{(\delta+\epsilon)\left(\underline{u}_{\epsilon}-1\right)} \Delta \delta  \tag{5.1}\\
& +\frac{\mu}{\delta^{2}} \underline{u}_{\epsilon}-\frac{B}{(\delta+\epsilon)^{2}} \underline{u}_{\epsilon} .
\end{align*}
$$

In $\Omega_{\epsilon_{0}}$ one has the expansion

$$
\begin{equation*}
\Delta \delta(x)=-(N-1) \mathcal{H}_{0}(\sigma(x))+o(\delta(x)) . \tag{5.2}
\end{equation*}
$$

and hence $\Delta \delta \leq K$ in $\Omega_{\epsilon_{0}}$ for some constant $K>0$ independently of $\epsilon_{0}$. Next we choose $\epsilon_{0}$ so small that $1-\frac{2}{\left(\underline{e}_{\epsilon}-1\right)^{2}} \geq \frac{1}{2}$ in $\Omega_{\epsilon_{0}}$. Since $0<B \leq \mu$ we find

$$
\Delta \underline{u}_{\epsilon}+\frac{\mu}{\delta^{2}} \underline{u}_{\epsilon}-e^{\underline{u}_{\epsilon}} \geq \frac{\underline{u}_{\epsilon}}{(\delta+\epsilon)\left(\underline{u}_{\epsilon}-1\right)}\left(\frac{1}{\delta+\epsilon}-2 K\right)
$$

in $\Omega_{\epsilon_{0}}$. The right-hand side is positive provided $\epsilon_{0}<1 /(4 K)$. Thus $\underline{u}_{\epsilon}$ is a sub-solution in $\Omega_{\epsilon_{0}}$ for all $\epsilon \in\left[0, \epsilon_{0}\right]$.

In the next step we extend the local sub-solution $\underline{u}_{\epsilon}$ to a global sub-solution $\underline{\mathcal{U}}_{\epsilon}$ in the whole domain such that $\underline{\mathcal{U}}_{\epsilon}=\underline{u}_{\epsilon}$ near the boundary.

Proposition 5.2. Assume $0<\mu<C_{H}(\Omega)$. Then there exists a global sub-solution $\mathcal{U}_{0}$ with $\underline{\mathcal{U}}_{0}(x)=L_{\mu}(\delta(x))\left(1-O\left(\delta(x)^{\beta_{-}}\right)\right)$. Moreover, if $u$ is any solution of (1.1) which tends to infinity at the boundary then $u \geq \underline{\mathcal{U}}_{0}$ and in particular

$$
\begin{equation*}
\liminf _{x \rightarrow \partial \Omega} \frac{u(x)}{\log \delta^{-2}(x)} \geq 1 \tag{5.3}
\end{equation*}
$$

Proof. Let $\phi \in H_{0}^{1}(\Omega)$ be as defined in Lemma 2.4. Since $\phi$ is non positive, we have $\mathscr{L}_{\mu} \phi+e^{\phi} \leq 0$ in $\Omega$ and $\phi$ is therefore a sub-solution of (1.1). Let $\underline{u}_{\epsilon}(x)=L_{\mu}(\delta(x)+\epsilon)$ by the local sub-solution from Proposition 5.1. Consider the local super-harmonic (cf. Examples in Section 2)

$$
\bar{H}=\delta^{\beta-}\left(1+\delta^{\nu}\right), \text { where } \nu \ll 1
$$

Clearly $\underline{u}_{\epsilon}-C \bar{H}$ is also a local sub-solution of (1.1) in $\Omega_{\epsilon_{0}}$, where $C$ is an arbitrary positive number. Choose the value $C>0$ so large that $\underline{u}_{\epsilon}-C \bar{H}<\phi$ on $\Gamma_{\epsilon_{0}}$, that is

$$
L_{\mu}\left(\epsilon_{0}+\epsilon\right)-C \epsilon_{0}^{\beta-}\left(1+\epsilon_{0}^{\nu}\right)<\min _{\Gamma_{\epsilon_{0}}} \phi
$$

Because of the inequality $L_{\mu}\left(\epsilon_{0}+\epsilon\right) \leq L_{\mu}\left(\epsilon_{0}\right)$ the value $C=C\left(\epsilon_{0}\right)$ can be chosen independently of $\epsilon \in\left[0, \epsilon_{0}\right]$. With this fixed $C$ we now define the function

$$
\underline{\mathcal{U}}_{\epsilon}=\left\{\begin{array}{l}
\max \left\{\underline{u}_{\epsilon}-C \bar{H}, \phi\right\} \text { in } \Omega_{\epsilon_{0}}  \tag{5.4}\\
\phi \text { in } D_{\epsilon_{0}} .
\end{array}\right.
$$

The function $\underline{\mathcal{U}}_{\epsilon}$ is a global sub-solution for all $\epsilon \in\left[0, \epsilon_{0}\right]$. Moreover since $\bar{H}=0$ on $\partial \Omega$ and $\underline{u}_{\epsilon}$ is positive in $\Omega_{\epsilon_{0}}$, we have $\underline{\mathcal{U}}_{\epsilon}=\underline{u}_{\epsilon}-C \bar{H}$ near $\partial \Omega$. Set $\omega_{\epsilon}:=\left\{x \in \Omega_{\epsilon_{0}}: \underline{u}_{\epsilon}-C \bar{H}>\phi\right\}$ and note that $\omega_{\epsilon} \supset \omega_{\epsilon_{0}}$ for all $\epsilon \in\left[0, \epsilon_{0}\right]$, so that each $\omega_{\epsilon}$ contains a fixed neighbourhood of the boundary $\partial \Omega$. Thus

$$
\underline{\mathcal{U}}_{\epsilon}(x)=L_{\mu}(\delta(x)+\epsilon)-C\left(\epsilon_{0}\right) \delta^{\beta-}(x)\left(1+\delta^{\nu}(x)\right) \text { for } x \in \omega_{\epsilon_{0}} \text { and for all } \epsilon \in\left(0, \epsilon_{0}\right)
$$

If $u$ is any solution of (1.1) which tends to infinity at the boundary then the comparison principle of Lemma 2.3 implies that $u(x) \geq \underline{\mathcal{U}}_{\epsilon}(x)$ in $\Omega$ for all $\epsilon \in\left(0, \epsilon_{0}\right]$. Letting $\epsilon \rightarrow 0$ we get that $u(x) \geq \mathcal{U}_{0}(x)$ in $\Omega$ and in particular we find near the boundary that

$$
u(x) \geq \underline{\mathcal{U}}_{0}(x)=L_{\mu}(\delta(x))-C\left(\epsilon_{0}\right) \delta^{\beta-}(x)\left(1+\delta^{\nu}(x)\right)
$$

This together with (3.2) implies (5.3).
Remark 5.3. If the domain $\Omega$ is small in the sense that its inradius $\rho_{0}$ satisfies

$$
\frac{\mu}{\rho_{0}^{2}} \geq e
$$

then $v=1$ is a global sub-solution. If $\mu \geq C_{H}(\Omega)$ it is not clear whether we can deduce from this fact that for large solutions $u$ the inequality $u>1$ holds.

Proposition 5.2 and (3.6) imply the following.
Theorem 5.4. If $0<\mu<C_{H}(\Omega)$ then every large solution of (1.1) satisfies

$$
\begin{equation*}
\lim _{x \rightarrow \partial \Omega} \frac{u(x)}{\log \delta^{-2}(x)}=1 \tag{5.5}
\end{equation*}
$$

## 6. Uniqueness and existence of large solutions

### 6.1. Uniqueness.

Theorem 6.1. Assume that $0<\mu<C_{H}(\Omega)$. Then (1.1) has at most one large solution.

Proof. Suppose that (1.1) has two large solutions $U_{1}$ and $U_{2}$. If the domain is large they can become negative. In this case we add a sufficiently large negative multiple of the function $\phi \in H_{0}^{1}(\Omega)$ of Lemma 2.4 (recall that $\mathscr{L}_{\mu} \phi=-1$ and $\phi<0$ in $\Omega$ ) such that $w_{i}:=U_{i}-t \phi>1$ for $i=1,2$ and $t>0$ is taken sufficiently large. Then

$$
\mathscr{L}_{\mu} w_{i}=-\underbrace{a(x)}_{:=e^{t \phi(x)}} e^{w_{i}}+t \text { in } \Omega, \quad w_{i}(x) \rightarrow \infty \quad \text { as } x \rightarrow \partial \Omega, \quad i=1,2 .
$$

Define the function $\sigma(x)$ by $w_{1}(x)=\sigma(x) w_{2}(x)$. Because of the asymptotic behavior of $U_{1}, U_{2}$ known from Theorem 5.4 we have $\sigma(x)=1$ on $\partial \Omega$. Then

$$
\begin{aligned}
t & =\mathscr{L}_{\mu} w_{1}+a e^{w_{1}}=-\sigma \Delta w_{2}-w_{2} \Delta \sigma-2 \nabla \sigma \cdot \nabla w_{2}-\mu \delta^{-2} \sigma w_{2}+a e^{\sigma w_{2}} \\
& =-w_{2} \Delta \sigma-2 \nabla \sigma \cdot \nabla w_{2}-\sigma a e^{w_{2}}+t \sigma+a e^{\sigma w_{2}} .
\end{aligned}
$$

Suppose that $w_{1}>w_{2}$ (or equivalently $\sigma>1$ ) in a subset $\Omega^{\prime}$ of $\Omega$. Since $w_{1} / w_{2} \rightarrow 1$ as $x$ approaches the boundary of $\Omega^{\prime}$ we have $\sigma(x)=1$ on $\partial \Omega^{\prime}$. Using our assumption $w_{2}>1$ we conclude that $e^{\sigma(x) w_{2}}>\sigma(x) e^{w_{2}}$ in $\Omega^{\prime}$. Thus

$$
-w_{2} \Delta \sigma-2 \nabla \sigma \cdot \nabla w_{2}<t(1-\sigma)<0 \text { in } \Omega^{\prime},
$$

and by the maximum principle it follows that $\sigma \leq 1$ in $\Omega^{\prime}$. This contradicts the fact that $w_{1}>w_{2}$ in $\Omega^{\prime}$. Consequently we have $w_{1} \leq w_{2}$. Similarly we show that $w_{2}>w_{1}$ is impossible. This establishes the assertion.

### 6.2. Existence.

Theorem 6.2. If $0<\mu<C_{H}(\Omega)$ then (1.1) has a large solution.
Proof. Let $\bar{u}$ be a super-solution to (1.1) which blows up at $\partial \Omega$, as constructed in (3.5). Let $\underline{u}_{m}$ be a sub-solution to (1.1) defined in (5.4) and chosen in such a way that $\underline{u}_{m}=m$ on $\partial \Omega$ for $m \in \mathbb{N}$. Let $\left\{M_{n}\right\}_{n \in \mathbb{N}}$ be a monotone increasing sequence of numbers satisfying

$$
\underline{u}_{m}<M_{n}<\bar{u} \text { on } \Gamma_{1 / n} .
$$

Let $u_{m, n}$ be the solution of the problem

$$
\mathscr{L}_{\mu} u_{m, n}+e^{u_{m, n}}=0 \text { in } D_{1 / n}, \quad u_{m, n}=M_{n} \text { on } \partial D_{1 / n} .
$$

Such a solution could be, e.g., constructed by minimizing the energy functional

$$
J(u)=\frac{1}{2} \mathcal{E}_{\mu}(u)+\int_{\Omega} e^{u} d x,
$$

which is coercive and weakly lower semicontinuous on the convex set

$$
\mathcal{M}_{n}=\left\{u \in H^{1}\left(D_{1 / n}\right), u=M_{n} \text { on } \partial D_{1 / n}\right\} .
$$

¿From the comparison principle of Lemma 2.3 (i) it follows that

$$
\underline{u}_{m} \leq u_{m, n} \leq \bar{u} \text { in } D_{1 / n}
$$

Thus, by standard compactness and diagonalization arguments we conclude that there exists a subsequence $\left\{u_{m, n(m)}\right\}_{m \in \mathbb{N}}$ which converges as $m \rightarrow \infty$ to a large solution $u$ of (1.1) in $\Omega$.

## 7. Borderline potentials. Summary and open problems

By Theorem 4.1, no large solution of (1.1) exists if $\mu$ is negative. This is due to the fact that the corresponding large sub-harmonics which interact with the nonlinear regime are too large near the boundary and hence incompatible with the a priori bound constructed in Lemma 3.1. We are going to construct a maximal (in a certain sense) positive perturbation of $-\Delta$ of the form

$$
\mathscr{L}_{\gamma(\delta)}:=-\Delta+\frac{\gamma(\delta)}{\delta^{2}},
$$

where $\gamma(\delta)>0, \gamma(\delta)=o(1)$ as $\delta \rightarrow 0$, and such that the semilinear problem

$$
\begin{equation*}
\mathscr{L}_{\gamma(\delta)} u+e^{u}=0 \text { in } \Omega \tag{7.1}
\end{equation*}
$$

admits a large solution. Observe the different signs in the definition of $\mathscr{L}_{\gamma(\delta)}$ and $\mathscr{L}_{\mu}$. Lemma 3.1 and the Phragmen-Lindelöf alternative suggest that it is reasonable to look for a function $\gamma$ for which operator $\mathscr{L}_{\gamma(\delta)}$ admits large local sub-harmonics with the same or with a smaller order of magnitude as the Keller-Osserman bound near $\partial \Omega$.

The asymptotic behavior given in (1.4) suggests to use

$$
h:=\left(\log \frac{1}{\delta^{2}}\right)^{m}, \quad m>0
$$

as a 'prototype' family of sub and super-harmonics in order to determine the borderline potential $\gamma(\delta)$. By direct computations we have

$$
\mathscr{L}_{\gamma(\delta)} h=-\Delta h+\frac{\gamma(\delta)}{\delta^{2}} h=-h^{\prime} \Delta \delta-h^{\prime \prime}(\delta)|\nabla \delta|^{2}+\frac{\gamma(\delta)}{\delta^{2}} h,
$$

where $|\nabla \delta|=1$ and $\Delta \delta=-(N-1) \mathcal{H}_{0}+o(\delta)$. Therefore

$$
\begin{aligned}
\mathscr{L}_{\gamma(\delta)} h= & \left\{\frac{2 m}{\delta}\left(\log \frac{1}{\delta^{2}}\right)^{m-1} \Delta \delta-\frac{4 m(m-1)}{\delta^{2}}\left(\log \frac{1}{\delta^{2}}\right)^{m-2}|\nabla \delta|^{2}\right\} \\
& -\frac{2 m}{\delta^{2}}\left(\log \frac{1}{\delta^{2}}\right)^{m-1}|\nabla \delta|^{2}+\frac{\gamma(\delta)}{\delta^{2}}\left(\log \frac{1}{\delta^{2}}\right)^{m},
\end{aligned}
$$

where the expression in brackets is of lower order as $\delta \rightarrow 0$. Now we want to construct $\gamma(\delta)$ such that $h$ is, depending on the value of $m$, either a sub or a super-harmonic. Set

$$
\gamma(\delta):=\beta \min \left\{\left|\log \frac{1}{\delta^{2}}\right|^{-1}, 1\right\}
$$

for some $\beta>0$. With such a choice of $\gamma$ we find that

$$
\mathscr{L}_{\gamma(\delta)} h=\frac{\beta-2 m}{\delta^{2}}\left(\log \frac{1}{\delta^{2}}\right)^{m-1}(1+o(1))
$$

in a small parallel strip $\Omega_{\rho}$. Therefore,

$$
\bar{H}:=\left(\log \frac{1}{\delta^{2}}\right)^{m}
$$

is a local super-harmonic of $\mathscr{L}_{\gamma(\delta)}$ for all $0<m<\beta / 2$. Otherwise, for $m>\beta / 2, \bar{H}$ is a local sub-harmonic of $\mathscr{L}_{\gamma(\delta)}$.

Further, a simple computation verifies that

$$
\bar{h}=\delta^{\alpha}
$$

is also a local super-harmonic of $\mathscr{L}_{\gamma(\delta)}$, for all $0 \leq \alpha<1$. Thus, a Phragmen-Lindelöf type argument similar to the one used in Theorem 2.2, applied here to $\bar{H}$ and $\bar{h}$ defined above, shows that if $\underline{h} \geq 0$ is a local sub-harmonic of $\mathscr{L}_{\gamma(\delta)}$ then either

$$
\text { (i) } \quad \limsup _{x \rightarrow \partial \Omega} \underline{h}(x)\left(\log \frac{1}{\delta^{2}}\right)^{-m}>0, \quad \forall 0<m<\beta / 2 \text {; }
$$

or

$$
\text { (ii) } \quad \underline{h}=0 \text { on } \partial \Omega .
$$

In particular, every large solution of (7.1) must satisfy $(i)$ above.
Note that operator $\mathscr{L}_{\gamma(\delta)}$ is positive definite on $\Omega$, simply because $\gamma(x)>0$ in $\Omega$. As a consequence, a comparison principle similar to Lemma 2.3 (i) is valid for equation (7.1). Exactly the same arguments as in Lemma 3.1 imply that for large $A>0$ every solution $u$ of (7.1) satisfies a Keller-Osserman type bound

$$
\begin{equation*}
u(x) \leq \log \frac{A}{\delta^{2}(x)} \text { in } \Omega \tag{7.2}
\end{equation*}
$$

Combining (7.2) with the Phragmen-Lindelöf bound ( $i$ ) which holds for any $m<\beta / 2$, we immediately obtain a nonexistence result.

Theorem 7.1. If $\beta>2$ then (7.1) does not have large solutions.
Next observe that if $0<\beta<2$ then for $0<B<2-\beta$ the function

$$
\begin{equation*}
\underline{u}=\log \frac{B}{\delta^{2}} \tag{7.3}
\end{equation*}
$$

is a local sub-solution of (7.1) with infinite boundary values. This local sub-solution can be extended to a global sub-solution in the same way as in (5.4). However, contrary to the construction in Proposition 5.2, this time we cannot construct sub-solutions with everywhere finite and non-zero boundary values, cf. (i) in the conclusion from the Phragmen-Lindelöf argument above.

In fact, we can prove the following existence and nonuniqueness result.
Theorem 7.2. If $0<\beta<2$ then (7.1) has a large solution $u$ such that

$$
\lim _{x \rightarrow \partial \Omega} \frac{u(x)}{\log \delta^{-2}(x)}=1
$$

and for every $M>0$ there exists a large solution $v_{M}$ such that

$$
\lim _{x \rightarrow \partial \Omega} \frac{v_{M}(x)}{\left(\log \delta^{-2}(x)\right)^{\beta / 2}}=M
$$

Proof. Recall that in Theorem 6.2 the existence was based on a family of sub-solutions with finite boundary values and a super-solution with infinite boundary value. Since such sub-solutions are no longer available in the present case, we sketch a different argument for the proof of the above existence result. For $k \in \mathbb{N}$ let $u_{k}$ be the large solution of

$$
\mathscr{L}_{\gamma(\delta)} u_{k}+e^{u_{k}}=0 \text { in } D_{1 / k}, \quad u_{k}=\infty \text { on } \partial D_{1 / k} .
$$

The sequence $u_{k}$ is monotonically decreasing, and if $\underline{u}$ is the sub-solution from (7.3) extended to the whole of $\Omega$, then $u_{k} \geq \underline{u}$ by the comparison principle. Therefore $u_{k} \rightarrow u$ as $k \rightarrow \infty$ locally uniformly in $\Omega$, where $u$ is a large solution of (7.1) in $\Omega$ with $u \geq \underline{u}$. Hence $\lim _{x \rightarrow \partial \Omega} \frac{u(x)}{\log \delta^{-2}(x)} \geq 1$. Together with the Keller-Osserman upper bound from (7.2) this establishes the first claim of the theorem.

We now proceed to the construction of the large solution $v_{M}$. Let $M>0$ be any given number and set

$$
\underline{H}_{M, k}:=M\left(\log \frac{1}{\delta^{2}}\right)^{\beta / 2}-k .
$$

Then a straightforward computation yields for $\delta(x)$ small

$$
\begin{aligned}
& \mathscr{L}_{\gamma(\delta)} \underline{H}_{M, k}+e^{\underline{H}_{M, k}} \\
& \quad=\left\{M \beta(2-\beta) \delta^{-2}\left(\log \left(\delta^{-2}\right)\right)^{\frac{\beta}{2}-2}(1+o(1))\right\}-k \beta \delta^{-2}\left(\log \left(\delta^{-2}\right)\right)^{-1}+e^{-k} e^{M\left(\log \left(\delta^{-2}\right)^{\beta / 2}\right.} .
\end{aligned}
$$

Since $\beta<2$ the expression in the parenthesis $\{\ldots\}$ is of lower order as $\delta \rightarrow 0$. Let $0<\epsilon<1$ and choose $\delta_{0}$ such that $M<(1-\epsilon)\left(\log \left(\delta_{0}^{-2}\right)\right)^{1-\beta / 2}$. Then for all $x \in \Omega$ with $\delta(x) \leq \delta_{0}$ one finds

$$
\mathscr{L}_{\gamma(\delta)} \underline{H}_{M, k}+e^{\underline{H}_{M, k}} \leq-k \beta \delta^{-2}\left(\log \left(\delta^{-2}\right)\right)^{-1}(1+o(1))+e^{-k} \delta^{-2(1-\epsilon)} \leq 0
$$

provided $k>0$ is chosen sufficiently large. Hence $\underline{H}_{M, k}$ is a local sub-solution. Let $\phi \in H_{0}^{1}(\Omega)$ be defined as the solution of $\mathscr{L}_{\gamma(\delta)} \phi=-1$ (cf. Lemma 2.4 with $\mu$ replaced by $-\gamma(\delta)$ ). Similarly to (5.4), one can choose $k>0$ large enough so that $\underline{v}_{M}:=\max \left\{\underline{H}_{M, k}, \phi\right\}$ is a global sub-solution of (7.1) in $\Omega$.

To construct a super-solution, set

$$
\bar{H}_{M, K}:=M\left(\log \frac{1}{\delta^{2}}\right)^{\beta / 2}+K
$$

which for large $K$ and $\delta(x)$ small is a local super-solution. Let $A>0$ be as in Lemma 3.2 , so that $L_{A}(d(x))$ is a global super-solution of (7.1) in $\Omega$. Then one can choose $K>0$ so large that $\bar{v}_{M}:=\min \left\{L_{A}(d(x)), \bar{H}_{M, K}\right\}$ is a global super-solution of (7.1) in $\Omega$, which coincides with $\bar{H}_{M, K}$ near the boundary.
Since $\underline{v}_{M}<\bar{v}_{M}$ in $\Omega$, a global large solution $v_{M}$ of (7.1) with the required asymptotic can be constructed using a diagonalization procedure similar to the one used in Theorem 6.2. We omit the details.
7.1. Summary and open problems. Our results are summarized as follows. Existence/nonexistence of large solutions for the problem

$$
-\Delta u-V(x) u+e^{u}=0 \text { in } \Omega, \quad u=0 \text { on } \partial \Omega
$$

can be read from the following table where we use the notation

$$
\gamma_{0}=\min \left\{\left|\log \frac{1}{\delta^{2}}\right|^{-1}, 1\right\}
$$

|  | $V(x)=\frac{\mu}{\delta^{2}}$ | $V(x)=\frac{-\beta \gamma_{0}(\delta)}{\delta^{2}}$ | $V(x)=\frac{\mu-\beta \gamma_{0}(\delta)}{\delta^{2}}$ |
| :---: | :---: | :---: | :---: |
| $\nexists$ | $\mu<0$ | $\beta>2$ | $\mu<0$ <br> or $\mu=0, \beta>2$ |
| $\exists$ | $0 \leq \mu<C_{H}(\Omega)$ | $0<\beta<2$ | $0<\mu<C_{H}(\Omega)$ <br> or $\mu=0$ and $0<\beta<2$. |
| critical <br> borderline | no | $\beta=2$ | $\mu=0, \beta=2$ |

Except for $\mu=0$ the results of the last row in the above table were not proven in the present paper, but they can be obtained with little changes since for $\mu \neq 0$ the perturbation $\frac{\gamma_{0}(\delta)}{\delta^{2}}$ is of lower order than the dominant term $\frac{\mu}{\delta^{2}}$.

We finish our discussion with the following open questions:
(1) Does $\mathscr{L}_{\mu} u+e^{u}=0, u \in H_{0}^{1}(\Omega)$ admit a solution for $\mu>C_{H}(\Omega)$ (see also Remark 2.6)?
(2) Does (1.1) admit a large solution for $\mu \geq C_{H}(\Omega)$ ?
(3) Does a solution of (1.1) exist with $u=\infty$ on $\Gamma_{\infty}$ and $u=0$ on $\Gamma_{0}$ where $\Gamma_{\infty} \cup \Gamma_{0}=$ $\partial \Omega$ ?
(4) Does a large solution of (7.1) exist in the critical case $\beta=2$ ?
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