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Kurzfassung: 
Strömungsmechanische Auslegung komplexer Mischkammern 

Ein Ansatz für die Simulation von komplexen Mischkammern mit vergleichbar geringem 
numerischem Aufwand ist ein interessantes Werkzeug für Auslegungsprozesse von Misch-
kammern sowie von andern komplexen Geometrien in Strömungen. Vor allem in Designpro-
zessen müssen oft mehrere Simulationen einer Geometrie durchgeführt werden um optimale 
Anordnungen zu entwickeln. Aus diesem Grund sind Methoden, die zwar alle Einflüsse einer 
komplexen Geometrie auf die Strömung berücksichtigen, den numerischen Aufwand aber 
drastisch reduzieren von großem Interesse. In dieser Arbeit wird ein Ansatz vorgestellt, in 
dem die, die Strömung beeinflussende Geometrie nicht detailliert aufgelöst wird, ihr Einfluss 
auf die Strömung aber erhalten bleibt. In der so genannten Vereinfachungsmethode kommen 
Quellterme in den Strömungsmechanischen Gleichungen zum Einsatz. Diese Quellterme rep-
räsentieren die nicht berücksichtigten Geometrieelemente in heutzutage standardisierten CFD 
Simulationen. Als Anwendung für die Vereinfachungsmethode wurde die obere Mischkam-
mer des High Performance Light Water Reactor (HPLWR) ausgewählt. Anhand der komple-
xen Geometrie der Mischkammer wurde die verwendete Methode ausgearbeitet. In der oberen 
Mischkammer werden verschiedene Einlassströme unterschiedlicher Temperatur vermischt. 
Ziel ist dabei eine gute Homogenisierung der Temperatur um eine Weitergabe heißer Sträh-
nen in eine folgende Aufheizungsstufe zu vermeiden. Eine weitere Herausforderung bei der 
Berechnung der Vermischung resultiert daraus, dass überkritisches Wasser nahe dem Pseudo-
kritischen Punkts vermischt werden soll. Die besonders starken Änderungen in den relevanten 
Stoffeigenschaften müssen in das Modell integriert werden um mögliche temperaturabhängi-
ge Effekte, wie z.B. Auftrieb zu berücksichtigen. Beide Herausforderungen, das Abbilden der 
komplexen Geometrie sowie die Berücksichtigung temperaturabhängiger Effekte werden un-
abhängig voneinander angegangen. Das Anwenden der Vereinfachungsmethode auf die obere 
Mischkammer führt zu einem vereinfachten Modell, das jedoch die globale Strömungsstruk-
tur in der Mischkammer wiedergibt. Das vereinfachte Modell wird dann optimiert und erst im 
Anschluss werden die Vereinfachungen mit Quelltermen ins Modell integriert. Zur Bestim-
mung der erforderlichen Quellterme wurden einfache Handrechnungen auf Basis des Impuls-
satzes sowie Druckverlustkorrelationen verwendet. Die erhaltenen Ergebnisse wurden dann 
mit einer Simulation eines Detailausschnitts der oberen Mischkammer, in dem alle geometri-
schen Details aufgelöst wurden, validiert. Für die Berücksichtigung temperaturabhängiger 
Effekte wurden Funktionen für die relevanten Stoffeigenschaften in das Modell aufgenom-
men. Obwohl Auftriebseffekte keine dominante Rolle spielen, hat die Berücksichtigung der 
variablen Stoffeigenschaften doch einen Einfluss auf die Strömung und die Vermischung. 
Gesamtergebnisse, die sowohl die abgebildete komplexe Geometrie als auch temperaturab-
hängige Effekte enthalten wurden für das Referenzdesign sowie für ein optimiertes Design 
erzeugt. 

Die vorgestellten Methoden, die für die Optimierung der oberen Mischkammer verwendet 
wurden, sind grundsätzlich für jede andere Mischkammer oder komplexe Geometrie in einer 
Strömung anwendbar. 
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Abstract: 
Fluid Dynamic Design of Complex Mixing Chambers 

An approach to simulate complex mixing chambers with comparably little numerical effort is 
introduced, which makes this approach an interesting tool for design processes of mixing 
chambers and also to some extent for other systems with complex geometries. Especially in 
design processes, where various simulations under the same constraints are necessary to find 
optimal configurations, methods reducing the numerical effort, while still capturing the domi-
nant influences on the flow are interesting. In this work, a method has been developed, with 
which complex geometrical structures in a flow are not resolved in detail, while still including 
their effects. This so-called simplification method uses source terms in the equations describ-
ing the flow and thus accounts for disregarded geometric details in state of the art CFD simu-
lations. As an exemplary application of the simplification method, the very complex upper 
mixing chamber of the High Performance Light Water Reactor (HPLWR) has been used and 
the method has been developed with the given geometry of this rather complex mixing cham-
ber. In the upper mixing chamber, different inlet flows with different temperatures are mixed 
to achieve a good temperature homogenization of all inlet flows. Thus, the propagation of hot 
streaks to a following heat-up section is avoided. The fact that the upper mixing chamber shall 
mix water, at supercritical conditions close to the pseudo critical point leads to an additional 
challenge, which is the consideration of the very large gradients that occur in the fluid proper-
ties. They have to be introduced into the applied models to be able to analyze temperature 
dependant effects, such as buoyancy. Both challenges, the reproduction of the complex ge-
ometry and the introduction of the temperature dependant effects into the model are tackled 
independently. Applying the simplification method to the upper mixing chamber leads to a 
much more simplified model, which to some extent still resembles the global flow structure in 
the mixing chamber. This simplified model is then optimized, before the effects of the simpli-
fications are introduced by source terms. To derive the necessary source terms, simple hand 
calculations based on the integral balance of momentum as well as on pressure drop correla-
tions are used. The obtained results are validated with simulations of a detailed cut-out model 
of the upper mixing chamber, in which all geometric entities are included. To account for 
temperature dependant effects in the flow, functions describing the strong changes in the dif-
ferent fluid properties are included into the model. Even though buoyancy effects do not play 
a dominant role, temperature dependant effects still have some visible influences on the flow 
field in the upper mixing chamber and therefore on the mixing. Integrated results containing 
both, the influences of the complex geometry and the consideration of temperature dependant 
effects are presented for the reference case and the optimized case of the upper mixing cham-
ber.  

The methods to optimize the upper mixing chamber should be generally applicable to any 
other mixing chamber or flow in or around complex geometries. 
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1 Introduction 

Complex mixing chambers with different functions are found in many industries. Examples 
include the mixing of chemical components in the chemical or petrol industry, processes in 
the metallurgy, and many others. In the sector of power production, mixing to reduce tem-
perature peaks in flows, e.g. to ensure sufficient cooling of components and surfaces some-
times also requires very complex mixing chambers. 

In this work, a method to optimize the mixing of water at supercritical pressure in the very 
complex upper mixing chamber of the High Performance Light Water Reactor (HPLWR), 
which is a new concept of light water reactors, is developed and applied. The basic principle 
of this method should be generally applicable for complex mixing chambers or complex in-
ternal flows. In the upper mixing chamber, different inlet flows with different temperatures 
are mixed to achieve a good temperature homogenization of all inlet flows and thus the 
propagation of hot streaks to the following heat-up section is avoided. This temperature ho-
mogenization is a crucial aspect of the feasibility of the HPLWR, which makes the upper mix-
ing chamber an important part within the reactor design. 

Two main aspects are discussed and ways to model them are presented in this work. The chal-
lenge of reproducing the very complex structures and their influences on the flow and there-
fore on the mixing is the leading subject. Also, it is expected that the presented solution of 
this problem will find broader application in different fields. Another challenge is the consid-
eration of the distinctive aspects occurring when analyzing water at supercritical pressures. 
Here, very large gradients occur in the fluid properties that have to be introduced into the ap-
plied models. 

1.1 Fluid Mixing in Complex Systems – Concepts and Modeling 

Mixing systems can be classified in different ways. According to the book of Kraume [38] 
and the book of Schubert [67], mixers can be divided in continuous and discontinuous mixing 
systems. While in continuous mixers a constant stream from the inlet to the outlet side is 
found, discontinuous mixers are loaded with batches. Here the mixing process can be divided 
into different steps like filling, mixing, and emptying. Another classification for mixing appli-
cations is the division in static and dynamic mixers. While either internals or the whole cham-
ber is moving in dynamic mixers, no moving parts are found in static or motionless mixers 
and the mixing is a result of the energy introduced into the system by the flow field. All static 
mixers are by definition continuous mixers. Here the flow usually passes through the mixing 
volume and the mixing is enhanced with included passive / non moving internals. Also, mixer 
systems can be characterized by the components which have to be mixed. Mixer systems dif-
fer strongly weather solid substances or fluids are mixed. In this work, only static mixers for 
one single phase fluid are analyzed. 

For static or motionless mixers, different methods of operation can be found. The ones work-
ing with, what sometimes is referred to as “free turbulence”, consist of alignments where jets 
interact with each other or a global swirl is imposed. A typical alignment is presented in the 
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catalog by Pfaudler in [59]. Other mixers mainly use the effects of flow separation and 
changes in the flow direction. Common design features include many of the same passive 
elements introduced into the flow one after the other to change the flow direction significantly 
in each step. An overview of different motionless mixers is delivered in [56]. The evaluation 
of the achieved mixing quality in a mixture is often described with the statistical deviation of 
samples around a mean value as described in detail in the book of Oldshue [55].  

Difficulties arise in the designing and dimensioning of complex mixer systems. For compara-
ble small mixing systems or mixers with a limited complexity, numerical simulations are the 
state of the art in industrial design processes as described in the paper by Arimond and Ervin 
[1]. Essential advances in the simulation of static mixers are presented by Hobbs and Muzzio 
in [28] and another, more recent example for the numerical simulation of the flow in mixing 
applications is given by Visser et al. in [80]. Here it is shown that the periodically repeating 
structure of the mixer is used and only a small section of the complex geometry is modeled, 
thus simplifying the task significantly. Similar approaches using the periodically repeating 
structure of the analyzed mixing systems are found in [37] and a more recent analysis in [61]. 
Good results have been obtained by Bertolotto et al., who have compared their simulation 
results to experiments carried out for a double T-junction in [6]. In their setup, it can be seen 
that already for a small and rather simple geometry, a very large number of numerical meshes 
are necessary and therefore the numerical effort is very high. Another recently published, 
promising approach that delivers good results, while reducing the numerical effort, is pre-
sented in [70]. However, all presented studies have only been successful for small structures 
or structures for which it is possible to extract a small, representative geometry. 

On the other hand, for many large and highly complex mixers, numerical simulations often 
lead to a very large numerical effort and are not feasible within satisfactory time limits, which 
play an important role, especially in design processes. Therefore, the design of many mixing 
systems in industrial use today is based on empirical data as described for example by [59], in 
which the design process of the Pfaudler Werke GmbH is briefly summarized for one mixer 
type. An overview of the application and the design process of static mixers is given in [57]. 
Here, also the empirical design process and the different design criteria are summed up exem-
plarily. The interest in efficient simulation methods describing complex mixing elements or 
just any complex flow structures was also affirmed by the industry (among others by Bürkert 
[10] and Pfaudler [58]). Especially interesting are methods applicable in design processes, 
where many simulations are necessary to develop optimized structures. 

In this work, an approach to simulate complex mixing chambers with comparably little nu-
merical effort is introduced, which makes this approach an useful tool for design processes of 
mixing chambers and also to some extent other systems with complex flow geometries. As 
application of the method, the upper mixing chamber of the HPLWR, which is explained in 
detail in the following chapter, has been defined. Being a nuclear reactor system, the reliabil-
ity of the mixing chamber at all times is crucial, therefore moving parts are not permitted. 
This avoids additional maintenance and control of the system. The upper mixing chamber, 
which is explained in more detail in chapter 1.4, is an example for a very complex static mix-
ing chamber. 
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1.2 High Performance Light Water Reactor – HPLWR 

The High Performance Light Water Reactor HPLWR is a new concept of light water reactors, 
cooled and moderated with supercritical steam. It is currently developed as one of the Genera-
tion IV advanced nuclear systems according to the generation IV technology roadmap [78]. 
The idea was to develop a system, which is based on well established Light Water Reactor 
(LWR) concepts, but is more efficient and leads to further improvement in an economical 
point of view. Oka has presented a review of water cooled reactors with supercritical pres-
sures in [54]. A first conceptual design of such a reactor has been proposed by Dobashi et al. 
in [16]. An improved core design has been presented by Yamaji et al. in [87] and in [88]. 

The key advantages of the HPLWR concept are the use of a single phase fluid in the core, 
which avoids steam separators and dryers, a direct once through steam cycle, and the support 
by the long term experience of supercritical steam cycles for fossil fired power plants. Also, a 
high thermal efficiency of around 44% shall be enabled, as summarized by Squarer et al in 
[72]. 

The capital costs of a Super-Critical Light Water Reactor (SCWR) system, such as the 
HPLWR, can be reduced significantly in comparison with today’s nuclear power plants. Rea-
sons for the competitive economical advantage of these systems are the very compact reactor, 
a smaller pressure vessel leading to a smaller containment and therefore a smaller reactor 
building. Other components used in today’s LWRs, like steam separators, steam dryers, and 
steam generators can be omitted in this design. Bittermann et al. [7] estimated the very low 
construction costs in the vicinity of 1000€ per kWe and also expected very low electricity 
production costs in the range of 3 to 4 cents per kWh. 

At supercritical pressure conditions of around 25 MPa, liquid water shall enter the core at a 
temperature of 280°C and exit as superheated steam of around 500°C. For comparison, the 
HPLWR steam cycle as proposed by Bittermann et al. in [8] and a reference LWR steam cy-
cle are shown in the temperature-entropy (T-s) diagram in Fig. 1-1. It can be seen that the 
temperature in the reactor of the HPLWR stays above the two-phase region throughout the 
entire heat up and the area surrounded by the curve describing the steam cycle is much larger 
than for the LWR reference design, explaining the higher thermal efficiency. 

Using supercritical steam in the reactor leads to challenges due to the very high pressures and 
temperatures. Important aspects are the testing and development of eligible materials, e.g. 
concerning corrosion behavior, as well as the investigation of heat transfer deterioration under 
supercritical conditions. In addition a plant design has to be developed, components within 
the HPLWR steam cycle have to be designed and dimensioned, safety systems have to be 
planed and analyzed, and a reactor pressure vessel with all its internals has to be designed. 
While Schulenberg and Starflinger have described different core design concepts in [69], the 
design of the core for the HPLWR presented by Fischer et al. in [20] shall be explained in 
more detail, since all analyses presented in this work are based on this design. 
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Fig. 1-1 The HPLWR steam cycle and a reference LWR steam cycle in the T-s diagram 

Water above the critical pressure is called supercritical. It is a single phase fluid with liquid 
like properties at low temperatures and steam like properties at high temperatures. The critical 
point of water is found at the critical temperature CTC °= 374  and the critical pres-
sure MPapC 1.22= . A pseudo-critical line can be defined by the peak values of the specific 
heat, called the pseudo-critical points, at a given pressure. Along this line, the gradients of the 
fluid properties, the viscosity, conductivity and density are very strong.  

The modeling of the changes in the fluid properties due to temperature changes in the upper 
mixing chamber of the HPLWR is presented in chapter 6 (Analysis of Temperature Depend-
ing Effects). Here, also the influences on the flow and therefore on the mixing of such effects 
are discussed. 

1.3 Three Pass Core Design 

The enthalpy rise of the cooling water from core inlet to outlet is almost 2000kJ/kg, thus ex-
ceeding the enthalpy rise of pressurized water reactors by a factor of 8. This large enthalpy 
rise leads to concerns for the hottest sub-channel in the core. It is assumed that the worst case 
hot channel experiences a larger enthalpy rise than a nominal subchannel due to several, so 
called hot channel factors, as described by Strauß in [73], containing certain statistical uncer-
tainties instead of absolute tolerances. First predictions with thermal-hydraulic analyses by 
Schulenberg et al. [68] were assuming the following hot channel factors: 

 



Introduction 

5 

1) A radial form factor, considering differences in the power distribution and in the mass 
flux distribution in the core. 

2) A local peaking factor, regarding similar differences not in the entire core, but within 
each fuel assembly cluster. 

The differences taken into account by these two hot channel factors arise due to differences in 
the fuel composition and distribution, in the water density distribution, in the size and distri-
bution of subchannels, in neutron leakage, and differences due to burn up effects. They also 
take into account differences in the positions of the control rods and differences arising due to 
the usage of burnable poisons. Additional factors are: 

3) An uncertainty factor including all statistical uncertainties regarding the core design. 

This factor includes all uncertainties concerning materials, fluid properties, neutron physical 
and thermohydraulical modeling, manufacturing tolerances, deformations, differences in the 
inlet temperature distribution, as well as measurement uncertainties of the installed measure-
ment systems. 

4) A factor regards concessions in the plant operation, like power, flow, and pressure 
control, as well as small transients during operation. 

If these hot channel factors are multiplied, a total hot channel factor of 2.0 is obtained. The 
total hot channel factor should be multiplied with the enthalpy rise of a nominal sub-channel 
to model the hottest sub-channel under worst case conditions. Cladding materials available 
today suggest that a maximum cladding temperature of 620°C should not be exceeded. Con-
sidering this hot channel factor and the maximum cladding temperature, the high core outlet 
temperature can only be achieved with a stepwise heat up, e.g. in three stages, and with inter-
mediate mixing to avoid hot streaks.  

Each of the three heating stages of the coolant includes 52 assembly clusters. In the central 
part of the core, the first stage is situated, the so-called evaporator, which has upward flow. 
Another 52 assembly clusters with downward flow acting as a first superheater are arranged 
around the evaporator. The second and final superheater, again with upward flow, also made 
of 52 assembly clusters is situated at the outer periphery of the core. This way, superheater II, 
which has the highest coolant temperatures, is at the periphery of the core, where the neutron 
flux and therefore the pin power are lowest. Between the evaporator and the superheater I, the 
flow is mixed in the upper mixing chamber and between the two superheaters, in the lower 
mixing chamber. The concept of this three pass core and the actual cluster arrangement in the 
cross section of a quarter of the core are depicted in Fig. 1-2. 

Certain fuels in nuclear reactors, like uranium with a certain amount of U235
92 , require neutrons 

with energy below 1keV to sustain the chain reaction, since the fission probability for these 
neutrons is much higher. These neutrons are called thermal neutrons, because their kinetic 
energy is in the range of the energy due to the thermal molecular motion within the material 
of the reactor. The neutrons produced by fission have an average kinetic energy of 2MeV, 
which means that these fast neutrons have to be decelerated for the continuous chain reaction 
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in the reactor as explained by Smidt in [71] and in the books of Todreas [75] and [76]. The 
deceleration is accomplished with so-called moderators, in which the neutron dispenses its 
energy due to elastic collisions with the nucleuses of the moderator material. In the HPLWR, 
which is designed as a thermal reactor, water should be used as moderator, which has the ad-
vantage that the chain reaction decreases if the density is reduced with increasing temperature. 
This leads to additional safety, since the core switches off automatically if the temperature 
becomes too high. 

upper mixing chamber

lower mixing chamber

500°C

435°C 310°C

390°C

evaporator

su
pe

rh
ea

te
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I

su
pe

rh
ea

te
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II

435°C
evaporatorevaporator

superheater Isuperheater I

superheater IIsuperheater II
 

Fig. 1-2 Concept of the HPLWR three pass core with three different heat up steps as pro-
posed in [68] 

In the HPLWR, the density ratio between the core outlet steam and the inlet feed water is very 
high exceeding a factor of eight, which leads to an uneven moderation in the core. Therefore, 
Hofmeister et al. proposed a fuel element design in [30] and [31] according to first analyses of 
Cheng et al. [15] in which the moderator water should flow downwards through moderator 
boxes and through the gaps between the fuel assemblies, while the coolant flows upwards in 
the subchannels, which are the various channels between the fuel rods. The fuel assemblies 
have to be enclosed by a fuel assembly box and in the center of the assemblies, a moderator 
box has to be introduced. A mechanical analysis of the fuel assembly box of the HPLWR has 
been carried out by Himmel et al. in [26]. Another aspect, when designing fuel elements is the 
neutron absorption by structure material is in the core. Hofmeister et al. [30] identified that 
small fuel assemblies need less structural material than large ones, which leads to a design 
with small fuel elements. Square fuel assemblies have been designed, because Cheng et al. 
[15] expected that they have a more uniform heat up than hexagonal arrangements.  

Since the selected fuel assembly only has an outer width of 70mm, it is not possible to equip 
each fuel assembly with a control rod. Moreover, because so many small fuel assemblies are 
necessary, they become very difficult to handle during revision, refueling, and shuffling. To 
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overcome these difficulties, a fuel element cluster has been proposed consisting of nine small 
and housed fuel assemblies in a 3x3 arrangement, with 40 fuel rods and a moderator rod each. 
The design of the fuel elements and a cut out of one cluster are depicted in Fig. 1-3. 

fuel rod

fuel assembly box

moderator box

moderator gaps

subchannels
moderator and gap water

coolant

 
 

Fig. 1-3 Fuel element of the HPLWR [31] 

Each cluster has a common headpiece and footpiece. To actively control the reactivity and 
thus to control the power output and to shut down the reactor, control rods, made out of neu-
tron absorbing materials, are used. A cross shaped design, the control rod spider, is proposed 
by Hofmeister et al. [31] with a common drive from the top into 5 of the 9 moderator boxes of 
one cluster. For the corner moderator boxes, no control rods are foreseen, since no straight 
access through the headpiece geometry is possible. The headpiece and footpiece of a fuel 
element cluster are depicted in Fig. 1-4. As spacers between the fuel rods, wire wraps have 
been proposed by Himmel et al. in [25]. Wire wraps around each fuel rod provide good mix-
ing of the coolant. Their effect on the flow and on the mixing between the subchannels of a 
fuel assembly has also been analyzed by Himmel et al. in [24]. 

The design of the reactor and its internals has been carried out and presented by Fischer et al. 
in [19] and [20]. A stress analysis of the reactor pressure vessel (RPV) has been presented by 
Fischer et al. in [18]. In Fig. 1-5, a general overview of the RPV and its internals is given and 
it is shown how the fuel element clusters are arranged in the core. The footpieces are inserted 
into the lower plenum and the headpieces are inside the steam plenum above the core. In these 
two plena, the steam is collected before it is passed on to the next heat up stage. The steam 
plenum is divided into two regions. The upper mixing chamber in the center contains all the 
evaporator and superheater I clusters. Here the mixing between these two heat up stages takes 
place. An outer region, where the coolant is collected before it leaves the core, is built around 
this mixing chamber. The lower plenum is also separated in an inner and outer region. In the 
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inner region, the coolant is mixed before it enters the evaporator, whereas in the outer region 
of the lower plenum, the so-called lower mixing chamber, the  coolant is mixed between the 
two superheaters.  

lower plate

fuel element

footpiece

headpiece

control rod

window element

moderator box

fuel element

transition nozzle

bottom plate

control rod spider

headpiece struts

 
Fig. 1-4 headpiece and footpiece of the HPLWR fuel assembly cluster [19] 

Surrounding the fuel element clusters, a steel reflector is introduced to reduce neutron leak-
ages from the core. This way, a more uniform power distribution is achieved and the RPV is 
protected from aging due to high neutron flux. All internals in the RPV are contained and fix-
ated in the core barrel. The core barrel is a cylindrical structure, which hangs in the RPV to 
allow thermal expansion due to different temperatures of the different parts in the RPV. The 
control rods enter the core from the top, therefore control rod guiding tubes are placed above 
the steam plenum containing and guiding the control rods/the control rod spiders for each 
cluster. On the top of the RPV, the vessel is closed with the closure head. Two redundant o-
ring seals are foreseen to assure the leaktightness of the vessel. On top of the vessel the pene-
trations for the control rods need to be foreseen. The height of the RPV is determined by the 
active length of the core, which is 4.2m (including fission gas plena, the fuel rods have a 
length of 4.7m) and the height of the extended control rods on top. Its smallest possible di-
ameter is found, when adding up the diameter of the core, the thickness of the steel reflector 
and the core barrel, the downcomer, and the smallest possible thickness of the RPV. Thus, the 
height of the RPV is 14.3m and the inner diameter of the vessel is 4.47m with a maximum 
shell thickness of 0.56m. The detailed design of the HPLWR three pass core is thoroughly 
explained by Fischer et al. in [19]. To understand the concept of the HPLWR, the coolant 
flow pass will be explained in more detail. 
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Fig. 1-5 The HPLWR Core and its internals according to [19] and [20] 

The coolant entering the core is split up; 25% of the cooling water entering the reactor pres-
sure vessel shall be supplied to gaps between the assemblies and to moderator rods inside the 
assemblies. The flow pass of this gap and moderator water is indicated on the left side in Fig. 
1-6. It flows upwards in the pressure vessel, passing the closure head of the reactor pressure 
vessel, and reaches the core from the top. Thus, the region in the RPV above the steam ple-
num is entirely filled with the gap and moderator water. From here, 2/3 of this flow is lead 
through connection tubes in the steam plenum, to be kept outside the fuel assemblies as gap 
water. The remaining moderator water flows downwards in the moderator boxes inside the 
fuel assemblies. The lower plate of each footpiece, which is indicated in Fig. 1-4, has two 
levels. The moderator boxes are extended to the lower level, where the moderator water is 
collected and then released to the outside of the footpiece, where it is mixed with the gap wa-
ter surrounding the assemblies. The combined gap and moderator water is then led through 
holes in the central part of the lower plenum. 

The other 75% of the cooling water entering the core, the downcomer water, flow downwards 
in the gap between the RPV and the core barrel and enters the central part of the lower ple-
num from below via holes. The flow pass of this downcomer water is shown in the center of 
Fig. 1-6. 
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In the inner mixing chamber of the lower plenum, which is indicated with the black rectangle 
in Fig. 1-6, the gap and moderator water is mixed with the downcomer water. At the core 
inlet, above the central part of the lower mixing plenum, the temperature of the mixed coolant 
is expected to be around 310°C. The mixing of the moderator water by jets of the downcomer 
water in the footpieces has been analyzed by Hofmeister et al. in [29] and appeared to be very 
effective. 

On the right side of Fig. 1-6, the flow pass inside the three pass core is depicted. Each heat up 
zone, the evaporator and the two superheaters are indicated with only one fuel element cluster 
exemplarily. The colors of the arrows indicating the flow direction stand for the temperature 
of the coolant in a qualitative way. The temperature of the gap and moderator water, as well 
as of the downcomer water is close to the core inlet temperature. In the evaporator and the 
two superheaters, the coolant is heated up significantly before it exits the core with a core 
outlet temperature of approximately 500°C. 

 
 

Fig. 1-6 Coolant flow pass in the HPLWR 
left: gap and moderator water, center: downcomer water right: heat up in the three pass core 

The coolant enters the reactor through four inlets circumferentially positioned at the cylindri-
cal part of the vessel, well above the four outlets. Inlets and outlets are positioned every 90°, 
while the inlets have a 45° offset to the outlets. To avoid high thermal stresses in the RPV, 
high temperature gradients have to be avoided. To achieve this, the inside surface of the RPV 
should only be in contact with coolant close to the inlet temperature of the core. Therefore, 
the hot steam outlet pipes are surrounded by a thermal sleeve, realized with an alignment of to 
coaxial pipes. The downcomer water flows around the hot outlet pipe, shielding the RPV from 
the high temperatures as analyzed by Foulon et al. in [22]. 

All analyses presented in this work are based on the design proposed by Fischer et al. in [19] 
and [20]. 
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1.4 The Upper Mixing Chamber 

The inner part of the steam plenum is called the upper mixing chamber. Considering the flow 
pass of the coolant in the reactor, it is located above the core between the evaporator and su-
perheater I. It is separated from the outer part by a wall welded into the plenum. The steam 
plenum with the upper mixing chamber is depicted in Fig. 1-7. Since no moving parts are in-
cluded, the upper mixing chamber is an example for a static mixing chamber with the aim to 
achieve good mixing in order to accomplish homogenization of the temperature. 

480 mm

3965 mm

opening for coolant exit

separation wall

exit zone

connection tube

opening for headpiece

upper mixing chamber

 
Fig. 1-7 HPLWR Steam plenum – upper mixing chamber [19] 

The outer part has a rather simple geometry with only few obstacles in the flow. Here the su-
percritical coolant is collected before leaving the reactor through the connected steam outlet 
pipes. The inner part has a very complex geometry due to the many headpieces forming the 
in- and outlets to the upper mixing chamber. In addition to the headpieces, a high number of 
connections tubes are encountered in the upper mixing chamber, transporting the gap water to 
the gaps between the fuel assembly clusters. A cross section of the upper mixing chamber 
with indications of the coolant flow and of the flow of the gap and moderator water through 
the connection tubes and the moderator boxes within the headpieces is shown in Fig. 1-8. 
Again, one exemplary cluster is shown representing each heat up stage.  

All headpieces are captured by the steam plenum, thus separating the inner and outer region, 
while mixing the flow coming from the evaporator and guiding the flow coming from super-
heater II to the reactor outlets. The diameter of the steam plenum is 3965mm, almost 4m; its 
height is 480mm, while the outer diameter of one headpiece is 218mm and the outer diameter 
of each connection tube is 82mm. 
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Fig. 1-8 Coolant flow in / moderator and gap water flow through the upper mixing chamber 

The complexity of the upper mixing chamber becomes more evident when looking at Fig. 1-9. 
Here, a cut through the steam plenum is shown with all introduced fuel element clusters. The 
space in the upper mixing chamber is filled with either connection tubes or headpieces with 
their struts and moderator boxes to a significant amount. The mixing of the flows coming 
from the different evaporator fuel element clusters is strongly influenced by the large amount 
of obstacles in the flow field. Challenges arise when modeling the flow in the mixing chamber 
due to this complicated structure and due to the fact that the mean coolant temperature in the 
upper mixing chamber is 390°C, thus being close to the pseudo-critical point. High gradients 
of the fluid properties are expected. 

 
 

Fig. 1-9 Cut through the steam plenum with introduced fuel element clusters [19] 
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1.5 The Lower Mixing Chamber 

The lower mixing chamber is the outside ring of the mixing plenum. Unlike the upper mixing 
chamber, which is a rather full structure (connection tubes, headpieces) the lower mixing 
chamber can be characterized as an empty volume with no flow obstacles inside to influence 
mixing. In Fig. 1-10 the lower plenum with its two mixing chambers, the inner mixing cham-
ber and the lower mixing chamber between superheater I and II is depicted. The footpieces of 
the fuel element clusters are introduced in the foreseen openings of the core support plate. 
Thus, the core support plate, which is supported by the core barrel, is carrying the weight of 
the clusters.  

separation wall

lower mixing chamber

inner mixing chamber

inlets downcomer water

inlet gap and moderator water

core support plate

opening for footpiece

swirler

 
Fig. 1-10 HPLWR lower plenum – lower mixing chamber [19] 

Sufficient mixing in the lower mixing chamber is accomplished with so-called swirlers, indi-
cated in Fig. 1-10. These swirlers are welded to the bottom of the core support plate at the 
outlet openings of the superheater I footpieces. Since no flow obstacles are found in the lower 
mixing chamber, a global swirl is created, extending the mixing length between in- and outlet 
of the lower mixing chamber. The analysis of the mixing in the lower chamber with and with-
out swirlers has been presented by Wank et al. in [85]. It has been shown that a global swirl 
can be created leading to good mixing. Thus, the lower mixing chamber can be characterized 
according to the introduced classification as a static mixer using “free turbulence”. A more 
detailed analysis of the mixing in the lower mixing chamber is presented in Annex A. 
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1.6 Aim and Outline of this Work 

The aim of this work is to develop a method for the fluid dynamic design of complex mixing 
chambers, using the example of the complex upper mixing chamber of the HPLWR. When 
analyzing the flow in the upper mixing chamber, two challenges are encountered: 

1) The consideration of the complex structure with the very high number of complex ob-
stacles, such as headpieces and connection tubes 

2) The consideration of the very large gradients in the fluid properties due to different in-
let temperatures near the pseudo-critical point in the upper mixing chamber as a result 
of differences in the heat up of the evaporator clusters 

Since more than a single analysis is necessary for a design optimization, many different simu-
lations need to be carried out. Therefore the need for an analysis method arises, using Compu-
tational Fluid Dynamics (CFD), which requires only little computing and preparation time 
while leading to results capturing the dominating effects of the mixing.  

Using such analyses, the technical objective is to develop a design of the complex upper mix-
ing chamber that ensures good mixing of the different inlet flow to homogenize the tempera-
ture and thus to avoid the propagation of hot streaks into the superheater I fuel element clus-
ters. In Fig. 1-11 the process of the analysis and optimization of the upper mixing chamber is 
outlined. 

upper mixing chamber
complex geometry
temperature close to pseudo-critical point

integrated results for the optimized upper mixing chamber
(chapter 7)

include temperature
dependant effects

(chapter 6)

optimize complex
mixing geometry

(chapter 3, 4, 5)

 
 

Fig. 1-11 Process of the analysis and optimization of the upper mixing chamber 

The challenges for the analysis which are explained above are tackled independently in differ-
ent steps. Thus, the task at hand is split up in several independent modules. In chapter 3, 4, 
and 5 the complex structures are included in the simulation and a design optimization of the 
mixing chamber is carried out. In chapter 6 the temperature dependant effects are handled, 
before an integrated result including all different aspects is presented in chapter 7.  
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Outline of the thesis 

In the first chapter (Introduction), the scientific and technical tasks as well as the HPLWR 
have been described. The focus lies hereby on the flow pass in the three pass core and on the 
necessary mixing chambers. The technical design of the HPLWR is presented, leading to the 
design of the upper mixing chamber. 

Chapter 2 (Governing Equations) gives an overview of the analyzed flow in the upper mixing 
chamber in the context of fluid dynamics. The equations describing the flow are derived. 
Also, the applied turbulence models are explained and the evaluation strategy for the mixing 
is introduced. 

In chapter 3 (Method for the Analysis of Complex Mixing Chambers), the method for the 
analysis is explained. It is shown how it is intended to deal with complex structures in mixing 
chambers. In addition, the numerical model is described and a verification of the numerical 
model, a grid sensitivity analysis, is shown. Also the Validation of the applied CFD model is 
presented. Therefore, an experiment of a similar mixing chamber is described and compared 
with the carried out simulations for the same settings. 

In chapters 4 (Design optimization using the simplified model) and 5 (Including the Effects of 
the Omitted Structures), the actual design optimization is carried out and the approach, intro-
duced in chapter 3 is applied. 

The effects on the flow due to the large changes in the fluid properties with temperature are 
discussed in chapter 6 (Analysis of Temperature Depending Effects). 

The consideration of both analyzed aspects, the complex geometry and the large gradients in 
the fluid properties, combined in one analysis set is shown in chapter 7 (Integrated Results for 
the Upper Mixing Chamber). The conclusions are presented in chapter 8 (Summary and Con-
clusion). 
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2 Governing Equations 

In this chapter, the analyzed problem will be concerted into the context of the field of fluid 
mechanics. Therefore, the analyzed flow will be described with characteristic dimensionless 
numbers. Then, the governing equations necessary for the performed analyses in this work are 
introduced. In the case of the adiabatic approach, these are the mass conservation equation 
and the momentum conservation equations. For further analyses, also the energy conservation 
equation and an equation for the transport of a scalar magnitude are introduced. 

2.1 Characterization of the Flow in the Upper Mixing Chamber 

Based on a one dimensional thermal-hydraulic analysis, Schulenberg et al. [68] predicted an 
average temperature of 390°C and a pressure of around 25MPa at the evaporator outlet. The 
coolant mass flow was 1160kg/s, which yields 22.3kg/s per assembly cluster. The fluid prop-
erties of water at this point were defined according to [81]. Due to the complicated structure 
of the upper mixing chamber the characteristic dimensionless numbers, defined by Oertel in 
[50], [52] and Schlichting in [66] vary strongly according to where they are defined. The 
geometrical parameters used for their definition are shown in Fig. 2-1.  

Ds

d

cross section A – A:

A A

l

 
Fig. 2-1 Definition of the lengths for the dimensionless numbers describing the flow 

With: mmD 6.199= , mmd 4.23= , mms 88.26= . 

The hydraulic diameter hd is defined according to: 

P
AdH ⋅= 4  

with the cross section area A and the wetted perimeter P, defined as: 
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22
22

5.259575
4

4
4

mmsdDA =⋅−⋅−=
ππ , 

mmsdDP 7.1458454 =⋅⋅+⋅+= ππ . 
This leads to the hydraulic diameter: 

mm
P
AdH 2.714 =⋅= . 

 

In Tab. 2-1, the fluid properties at the evaporator outlet are listed. 

Pressure: MPap 25=  

Temperature: CT °= 390  

Density: 3189.215
m
kg

=ρ
 

Dynamic viscosity: 
ms
kg610704.31 −⋅=μ  

Kinematic viscosity: 
s
m2

610147.0 −⋅=ν  

Specific heat: kgK
Jcp 28461=

 
Conductivity: 

mK
W2398.0=λ

 

Thermal diffusivity: 
s
ma

2
610553.0 −⋅=  

Sound velocity: 
s
mc 34.403=  

Volumetric thermal expansion coefficient: 1042.0 −= Kα  

Tab. 2-1 Fluid properties at the evaporator outlet 

The analysis of Schulenberg et al. [68] results in the following average inlet velocity into to 
the mixing chamber, defined with the given density, mass flow, and inlet cross section area, 
which corresponds to the inner cross section at the inlet of a headpiece: 

Inlet velocity: ( ) ( ) s
m

mmkg
skg

A
mu 997.3

2596.0/2.215
1

52
/1160

23 =
⋅

⋅==
ρ
&
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In order to characterize the flow, different characteristic, dimensionless numbers are intro-
duced. The different characteristic dimensionless numbers describing the flow are defined as: 

Mach-number: 0099.0M ==
c
u

velocitysound
velocityflow  

Reynolds-number 
at inlet cross section: 

6109.1Re ⋅====
νμ

ρ hh
in

udud
friction
inertia  

Reynolds-number 
with inner height: 

7103.1Re ⋅====
νμ

ρ ulul
friction
inertia

l  

Prandtl-number: 76.3Pr ===
aydiffusivitthermal

ydiffusivitviscous ν  

Peclet-number: 6103.7PrRePe ⋅====
a
ud

transferheatdiffusive
transferheatconvective h  

Grashof-number 
inside the mixing chamber: 

14
2

0
3

101.1
ν

)T(Tgl
Gr ⋅=

−
==

α

forceviscous
forcebuoyancy  

 

The Mach-number is defined with the flow velocity u and the sound velocity c. In the Rey-
nolds-number, the kinematic viscosity ν and the hydraulic diameter dh/the inner height l are 
used. And in the Prandtl-number, a is the thermal diffusivity. In the Grashof-number, α  
represents the volumetric thermal expansion coefficient, g the acceleration due to gravity, and 
T the temperature. The characteristic length for buoyancy effects entered into the Grashof-
number, is the height of the mixing chamber. 

Two Reynolds-numbers are defined: one with the hydraulic diameter hd  at the inlet of the 
mixing chamber and another one with the inner height of the mixing chamber. The very high 
Reynolds-number at the inlet of more than 106 implies that the flow is highly turbulent, since 
the critical Reynolds number for a pipe flow is approximately 2300. Also, the very complex 
geometry with wire wrap spacers to enhance the mixing between the different subchannels of 
the fuel element clusters, through which the flow has to pass before entering the upper mixing 
chamber, suggests that the flow is highly turbulent at the mixing chamber inlet. The other 
Reynolds-number, built with the height of the mixing chamber, is necessary for the charac-
terization of buoyancy influences as presented in chapter 2.3 and applied in chapter 6. 

The Prandtl-number has a value of 3.8. Thus, it lies between the one of water ( 7Pr = ) and air 
( 7.0Pr = ) at a pressure of 1bar and a temperature of 20°C. 

Due to the very low Mach-number of 0.0099, the flow can be regarded as incompressible, 
which means that the density variation with pressure is negligible compared with the density 
variation with temperature. 
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The large Peclet-number shows that the heat transfer due to diffusion can be disregarded and 
the convective heat transfer predominates. This has an influence on the analysis strategy ex-
plained in chapter 2.5. A criterion if buoyancy effects have a significant effect on the flow is 
derived in chapter 2.3 (Characterization of Buoyancy Influences). The Grashof-number, 
which is defined with the inner height l  of the upper mixing chamber, is very high at a value 
of 1014. A discussion, weather buoyancy effects have an influence on the flow can be found in 
chapter 6. 

2.2 Conservation Equations 

The governing equations for the mass, momentum, and energy conservation are derived from 
an infinitesimal small volume at an arbitrary position within the analyzed flow according to 
[43]. All of the conservation equations have the same structure, where the time dependant 
change of the conserved quantity within the analyzed volume equals the flow of the conserved 
quantity in and out of the volume plus corresponding sources and sinks influencing the trans-
ported quantity. The notation according to the book of Oertel and Laurien [43] is generally 
used. 

2.2.1 Conservation of Mass 

Applying a mass balance to the analyzed fluid volume in which the time dependant changes 
of the mass equal the difference of the mass flow entering and exiting the fluid volume results 
in the mass conservation equation: 

( ) ( ) ( ) 0=
∂

∂
+

∂
∂

+
∂

∂
+

∂
∂

z
w

y
v

x
u

t
ρρρρ . (2.1) 

In this equation ρ represents the density and u, v, w are the velocities in the different spatial 
directions. The flow in all analyzed applications in this work can be regarded as incompressi-
ble and the density therefore is only a function of the temperature ( )(Tρρ = ). In cases, 
where temperature dependant effects are disregarded and the density in the flow is constant, 
the mass conservation equation is simplified to: 

0=
∂
∂

+
∂
∂

+
∂
∂

z
w

y
v

x
u . (2.2) 

Applying vector notation, the continuity equation for flows with constant density is written as: 

0=⋅∇ vr . (2.3) 
 

2.2.2 Conservation of Momentum 

The Navier-Stokes Equations, which describe the conservation of momentum, can be derived 
when looking at the time dependant changes of the momentum in an analyzed fluid volume, 
which are the sum of the momentum fluxes in and out of the analyzed fluid volume, the shear 
and normal stresses, and the forces acting on the volume. For the change in momentum in x-
direction, the following equation can be derived: 
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The pressure acts as a negative normal stress, thus it can be written as: 

3
zzyyxxp

τττ ++
−= . (2.5) 

The three normal stresses xxτ , yyτ , and zzτ can be written as a composite of the pressure p and 
the contributions due to the friction of the fluid xxσ , yyσ , and zzσ : 

pxxxx −= στ ,   pyyyy −= στ ,   pzzzz −= στ . (2.6) 

Applying the relationship found in (2.6) leads to: 
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Further relations for Newtonian fluids according to [89] lead to the Navier-Stokes equations 
for flows with variable density. 
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These can be further simplified for flows with constant density introducing the continuity eq-
uation and assuming constant viscosity. The Navier-Stokes equations for constant density and 
constant viscosity can be written as: 
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Using vector notation, these equations can be summed up as: 

( ) vpFvv
t
v rrrr
r

Δ+∇−=⎟
⎠
⎞

⎜
⎝
⎛ ∇⋅+

∂
∂ μρ . (2.16) 

For flows with constant density, the Navier-Stokes equations (2.16) together with the continu-
ity equation (2.3) describe the analyzed flow. These equations form a system of four non-
linear, second-order partial differential equations, which has to be solved for given initial and 
boundary conditions as exemplarily described in chapter 2.4.7. The four unknowns are: u, v, 
w, and p. 

If temperature dependant effects are regarded and the density is not regarded as constant, the 
analyzed flow is described by the Navier -Stokes equations according to (2.10), (2.11), (2.12), 
and the continuity equation according the (2.1). In this case, an additional equation is neces-
sary, since the density is also an unknown. 
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2.2.3 Conservation of Energy 

For flows with constant density, the energy equation describing the conservation of energy is 
not a constitutive equation for the density, but merely a transport equation for the energy; oth-
erwise it is necessary to close the equation system describing the flow. The energy equation 
describes the time dependant change of the inner and kinetic energy in an analyzed fluid vol-
ume due to the energy fluxes in and out of the volume, the energy fluxes in and out of the 
volume by means of conduction, the work done on the volume due to pressure forces, shear 
and normal stresses, the energy from outside, and the work due to volumetric forces.  
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(2.17)

 
Here e is the internal energy, the kinetic energy is [ρ V2/2], and λ is the thermal conductivity. 
The velocity magnitude is calculated with the velocity components in the different spatial 
directions, as: 2222 wvuV ++= . When excluding the term [e+V2/2] from the term describ-
ing the change of total energy and from the convective terms, it is found that one multiplier is 
the continuity equation, which equals 0. This and the approach used for the normal and shear 
stresses for Newtonian fluids analogue as for the conservation of momentum, leads to: 
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with the dissipation function Φ: 
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Rewriting the energy equation for the enthalpy, defined as: 

ρ
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Assuming that the pressure is constant, the change in enthalpy can be written as: 

dTcdh p= . 
This leads to the energy equation expressed with the enthalpy, when disregarding radiation, 
work imposed by outside forces, and the usually very small dissipation: 
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For all the introduced conservation equations no restrictions were made. They are valid in 
general, describing all homogeneous flows of Newtonian fluids. 
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2.3 Characterization of Buoyancy Influences 

As the flow is incompressible, the change in density due to changes in the pressure is negligi-
ble. The change in the density with temperature due to thermal expansion, however, is very 
significant. In convective flows this is the origin of buoyancy effects as described in detail by 
Turner in [77] and in the book of Kakac [35].  

The Boussinesq approximation holds for flows, in which the change in density can be disre-
garded in all equations except the buoyancy term in the momentum equation. Temperature 
dependant effects are only taken into account by this gravity term. This lift term accelerates 
the flow in the opposite direction of the gravity: 

( )∞− ρρg . (2.21) 
This term is approximated in the momentum equation in the direction of gravity describing 
the volumetric buoyancy force ( )gTρ  in which ( )Tρ  is linearized as:  

( ) ( )[ ]∞∞ −−= TTT αρρ 1 . (2.22) 
Here, ∞ρ  is the reference density, α  the thermal expansion coefficient, and ∞T  a reference 
temperature. ( )Tρρ =  is only introduced in this term, in all other terms the density change 
will be neglected. The Boussinesq approximation also implies that all other fluid properties 
are constant. 

To obtain a criterion if buoyancy effects have a significant effect on the flow, the dimen-
sionless Boussinesq equations are needed. The following dimensionless quantities are intro-
duced to derive them: 
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Whereas the thermal diffusivity ∞a , the acceleration due to gravity g , the kinematic viscos-
ity ∝ν , and a characteristic length scale l  are defined for the bulk. Introducing these dimen-
sionless quantities lead to the dimensionless Boussinesq equations, however formulated for 
the temperature in steady state flow (Oertel [52]): 

0* =⋅∇ vr , (2.24) 
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*** TTv Δ=∇⋅
r . (2.26) 

Ra is the dimensionless Rayleigh-number, which describes the ratio of the buoyancy acceler-
ating the flow against the gravity to the retaining friction. The Rayleigh-number is defined as: 
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Introducing the following dimensionless numbers: 
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together with another definition for a dimensionless velocity: 
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and then inserting this dimensionless velocity into the Boussinesq equations, the following 
equation for the momentum in the direction of gravity is obtained: 
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Dividing equation (2.30) with ( )RePe  leads to: 
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A limit can be defined for the significance of buoyancy effects in flows with the coefficient of 
the buoyancy term in (2.31). The introduction of the Grashof-number, defined as Ra/PrGr = , 
leads to the rewritten coefficient in the buoyancy term: 2Re/Gr .  

We conclude from equation (2.31) that buoyancy effects are negligible if: 

1
Re
Gr

2
<< . (2.32) 

If the changes in the fluid properties are larger, the linear approximation (2.22) will not be 
valid and the specific heat, viscosity, and thermal conductivity will vary with temperature as 
well. In such cases, this criterion can only lead to an approximate evaluation of buoyancy ef-
fects, since is derived with the simplified Boussinesq approximation. 
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2.4 Turbulent Flows 

In comparison with laminar flows, turbulent flows are characterized by local fluctuations of 
the flow magnitudes leading to additional exchange of momentum and of energy as described 
among others in the book by Pope [85]. The smooth and straight laminar flow in a pipe, for 
instance, becomes turbulent at higher velocities, thus at higher Reynolds numbers. It is highly 
irregular and is full of eddy motions. The velocity fluctuations, which are superimposed on 
the flow lead to a higher pressure drop and to better mixing of the flow. 

The transition from laminar to turbulent flows is characterized by the critical Reynolds num-
ber Rec for each flow type. The laminar flow is influence by small perturbations, which aren’t 
damped away at high enough Reynolds numbers. If the critical Reynolds number is obtained 
in the flow, the laminar flow is superimposed with two dimensional perturbating waves 
(Tollmien-Schlichting waves). Further downstream, three dimensional perturbations lead to 
so called Λ -vortices decaying into local turbulent spots, which lead to the fully turbulent 
flow. The onset of turbulence/the laminar-turbulent transition is described in [52] and [51]. 

The most accurate way of simulating turbulent flow is the so-called Direct Numerical Simula-
tion DNS as described in the book of Ferziger and Peric [17]. Here, the Navier-Stokes equa-
tions are solved without averaging or the use of approximations. The only errors arise due to 
the numerical discretization, which can be estimated and controlled. The disadvantage of this 
approach is the high numerical effort, which makes it not applicable as a design tool. Also, 
the very detailed information often exceeds the demand.  

An approach in which the large scales, which are in general much more energetic and thus 
transport most of the conserved properties, are simulated and the small scales, usually con-
taining much less energy are modeled, is called Large Eddy Simulation LES. The numerical 
effort is decreased significantly in comparison with the DNS, but it is still very high when 
considering the use of computational methods for fluid dynamics. 

An effective approach to model complex turbulent flows is the Reynolds-Averaged Navier 
Stokes (RANS) approach. Here, the turbulent fluctuations are regarded, without resolving 
them. All simulations presented in this work use this approach, which is explained in more 
detail below. 

2.4.1 Reynolds Equations for Turbulent Flows 

Even though the derived equations in chapter 2.2 are valid for all flows, solving them for tur-
bulent flows, which are encountered in many technical applications, is linked to an enormous 
computational effort. To reduce the computational effort and thus, to enable the analysis of 
very complex, technical flows, these equations are modified to simpler equations, which still 
describe the significant aspects of the flow according to [43]. The modified Navier-Stokes 
equations for turbulent flows are called Reynolds equations. To derive them for fluids with 
constant density (ρ = const.), the Reynolds ansatz, which splits all the velocity components: u, 
v, w, and the pressure p into time-averaged values according to (2.34) and a fluctuating value 
denoted with a dash. 
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Doing so, it is possible to separate the global unsteady flow from the local turbulent fluctua-
tions. This way, time averaging the equations including the separated flow magnitudes leads 
to the time averaged continuity equation and the Reynolds equation, without losing the prod-
ucts of the local fluctuations. These then have to be modeled. 

uuu ′+= ,  vvv ′+= ,  www ′+= ,   ppp ′+=  (2.33) 
The flow magnitudes are Reynolds averaged: 
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The Reynolds averaged magnitudes describe the global unsteady flow, whereas the turbulent 
fluctuations are present in the additional fluctuation terms on the right side of (2.38), (2.39), 
and (2.40). The additional fluctuation terms are called Reynolds stresses. The separation of 
the velocity component in x-direction is shown exemplarily in Fig. 2-2. 

 
 

Fig. 2-2 Separation of u velocity in time-averaged and turbulent fluctuation component 

When time averaging (2.35), in which all flow parameters have been separated into a time 
averaged and fluctuating term, it has to be considered that: 

ff =   0=′f   0≠′′ff . (2.36) 
Here, f represents any flow magnitude. Due to the definition of the Reynolds averaging 

0=′f , as shown exemplarily for the u velocity: 
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Thus, the time averaged continuity equation for flows with constant density is written as: 
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And the Reynolds equations for flows with constant density are: 
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2.4.2 Energy Equation for Turbulent Flows 

Analogue to the approach leading to the Reynolds equations, the Reynolds ansatz is intro-
duced to the energy equation for incompressible flows as: 

hhh ′+= . (2.41) 
Thus, the energy equation describing turbulent flows with constant density can be written as: 
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2.4.3 Equations for Turbulent Flows with Variable Density 

For flows in which the density changes, as analyzed in chapters 6 (Analysis of Temperature 
Depending Effects) and 7 (Integrated Results for the Upper Mixing Chamber), another ap-
proach is used. Mass-averaged quantities are introduced as: 

ρ
ρuu =~ ,  

ρ
ρvv =~ ,  

ρ
ρww =~ ,  

ρ
ρhh =

~ . (2.43) 

The flow magnitudes are Favre averaged: 

( )∫=
T

dtu
T

u
0

1 ρρ . (2.44) 

According to the approach for flows without density changes, the different quantities are 
made up of time averaged and fluctuating quantities. For the mass averaged quantities the 
fluctuations will be denoted by two dashes. The density and the pressure do not have to be 
mass averaged. This leads to the Reynolds ansatz for flows with variable density: 

uuu ′′+= ~ ,  vvv ′′+= ~ ,  www ′′+= ~ ,  hhh ′′+=
~ , 

ppp ′+= ,   ρρρ ′′+= ~ . (2.45) 

In addition it has to be considered that: 

0≠′′f ,   0=′′fρ ,  0~ =′uρ ,  0=′′uρ . (2.46) 
Introducing the Reynolds ansatz for flows with variable density in the continuity equation, the 
Navier Stokes equations, and the energy equation describing all flows with variable density 
leads to the time averaged continuity equation for flows with variable density: 
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the Reynolds equations for flows with variable density: 
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with: 
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and the time averaged energy equation for flows with variable density: 
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This Reynolds Averaged Navier-Stokes approach for the conservation of momentum and en-
ergy allows accounting for the local fluctuations in turbulent flows without resolving them 
detailed in time and space. 

2.4.4 Turbulence Modeling 

The additional fluctuation terms in the Reynolds equations, as well as in the energy equation 
for turbulent flows have to be modeled using so-called turbulence models. Starting point are 
the equations describing flows with constant density. The models for flows with variable den-
sity are derived in analogy. The additional fluctuation terms can be summarized in a tensor for 
the Reynolds equations and in a vector for the turbulent energy equation. 
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Due to symmetry of the matrix, 6 Reynolds stresses and 3 turbulent heat fluxes have to be 
modeled. The Reynolds equations and the turbulent energy equation are written as follows: 
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The eddies in turbulent flows lead to additional mixing and transport of mass, momentum, 
and energy, thus leading to higher forces and heat transfer at walls. Considering the fact, that 
in a microscopic scale, momentum and energy are transported by diffusion, the turbulent 
transport will be modeled in analogy. This approach leads to the eddy-viscosity model for the 
Reynolds stresses. 
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2.4.4.1 Eddy Viscosity Approach 

To enable a more compact way of writing the necessary equations, the velocity components in 
x-, y-, and z-direction will be written as u1, u2, and u3 or ui, uj, respectively. The Reynolds 
stresses will be modeled in analogy to the approach for Newtonian fluids applied in (2.13), 
(2.14), (2.15), as: 
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In this equation tμ  is the eddy viscosity. In laminar flows, the average velocity can be de-
scribed as the mean velocity of all molecules. The specific velocity of the molecules is aver-
aged over a certain, very small length scale. The Reynolds averaged velocity in turbulent 
flows is the averaged velocity of the specific, local turbulent eddy structures, also averaged 
over an adequate turbulent length scale. 

The numerical effort of these, so called eddy viscosity models is smaller compared to models, 
in which all the additional terms are modeled separately. The turbulent kinetic energy per 
mass K, which is used in (2.56), is defined as: 
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The turbulent heat fluxes are assumed to be proportional to the gradient of the mean enthalpy 
and are modeled as: 
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Either tλ , which is the turbulent thermal conductivity or ta , the turbulent thermal diffusivity 
has to be modeled. Considering the fact that the eddy viscosity and the turbulent thermal dif-
fusion are transported by the same turbulent fluctuations, it can be seen that they are not inde-
pendent from each other and are linked by the turbulent Prandtl-number, defined as: 

t

t
t a

ν
=Pr . (2.59) 

For fluids with small heat conductivity as used in the analyses presented in this work tt a≈ν , 
and tPr  is constant and close to one. 

In the k-ε  model defined by Launder and Spalding in [42], the eddy viscosity tμ  is expressed 
as: 

ε
ρμ μ

2KCt = . (2.60) 

For the turbulent kinetic energy K and the dissipationε , transport equations are solved, to 
identify the local distribution of the eddy viscosity tμ  in the flow. The k-ε  model is only 
applicable to completely turbulent flows. K is describing the energy of the turbulent fluctua-
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tions, while ε  is describing their decay due to friction. Both magnitudes are produced, trans-
ported, and dissipated in the flow. 
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With the following empirical model parameters defined in the model: μC =0.09, 1εC =1.44, 
2εC =1.92, Kσ =1.0, εσ =1.3. The left side of the K and ε  equations is composed of the time 

dependant and convective terms. The first term on the right side of both equations represents 
the production, the second one diffusive term, the third one describes buoyancy influences, 
with gi being the vector of the acceleration due to gravity, and the last term in the K-equation 
is the sink term. 3εC  in the buoyancy term of the ε  equation describes the ration between the 
flow velocity parallel and orthogonal to the direction of gravity. 

Turbulent structures emerge due to instabilities. First, large structures or eddies are produced 
which eventually decay into small structures. The large structures carry most of the energy 
and can be associated with the turbulent kinetic energy K. The turbulent kinetic energy is 
mostly dissipated in the smaller structures, which therefore can be associated withε . For in-
dustrial applications, where shear stresses or heat fluxes at the wall do not play the dominant 
role, the k-ε  model has become the most widely used turbulence model. The flow patterns 
within the flow field are described well in the k-ε  model. 

Other turbulence models have been developed for different applications. In the ERCOFTAC 
best practice guidelines [11] a general overview is given over the performance of turbulence 
models for different flows. The k-ϖ model, among other sources described in the book of 
Wilcox [86], for instance, performs very well for boundary layer flows close to the wall. Be-
sides the k-equation, a transport equation for the frequency of the large eddies ϖ  is solved. A 
compromise between these two most widely used models (k-ε  and k-ϖ ) is realized with the 
k-ϖ  SST (shear stress transport) model proposed by Menter in [48]. This model maintains 
the good solutions obtained by the k-ϖ model close to the wall and blending into the better 
suited k-ε  model away from the wall. 
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Reynolds Stress Models and Non-Linear Models 

To capture anisotropic effects of the flow, e.g. strong swirls, two different approaches have 
been conducted. These are non-linear eddy viscosity models and the Reynolds stress models 
RSM. In Reynolds stress models, each of the 6 independent Reynolds stresses are modeled 
separately, thus, not only two additional equations have to be solved to account for the turbu-
lent fluctuations, but six. Since the goal of this work is a method for design optimization, 
which requires many simulations and the numerical effort of the Reynolds stress models is 
much higher, they aren’t applied in this work. Non-linear eddy viscosity models, however, 
might be a promising approach. Here, non-linear relationships between the Reynolds stresses 
and the rate of strain are adopted as described in the methodology of Star-CD [14]. 

The choice of an adequate turbulence model for the analysis of the flow in the upper mixing 
chamber is based on the comparison between an experiment and the obtained results for this 
chosen experiment as shown in chapter 3.3. 

2.4.5 Applied Boundary Conditions 

Inlet Boundary 

At the inlets to the fluid domain, the velocity components iu  in all directions are defined. Al-
so, the density ρ , for non-isothermal simulations, the temperature T and values for the turbu-
lent kinetic energy K and the dissipationε  have to be given. 

Outlet Boundary 

At the outlets, specifications for the velocity components iu , the temperature T, and the turbu-
lent variables are required. In general, the boundary condition at the outlet should only have a 
weak influence on the upstream flow and therefore it is defined far away from the analyzed 
geometry. In this work, so called pressure boundaries are applied for all simulations. At the 
outlet, the pressure is defined at a certain value, whereas the gradients of all other variables 
are set to zero. Thus, the flow variables can adjust to the main flow. 

Wall Boundary 

Directly at the wall, the fluid velocity is equal to the velocity of the wall, since a viscous fluid 
sticks to the wall. Here, all walls are motionless, which means that the velocity at the wall is 
zero for all simulations carried out within this work. Thus, the gradients in the flow variables 
close to the wall become extremely large as the wall distance reduces to zero. To resolve the 
flow in the boundary layer close to the wall, a large number of cells would be necessary in 
this region. Due to the fact that the viscous effects close to the wall become dominant, since 
the turbulent fluctuations are damped, the standard turbulence models are not valid in this 
region and have to be adapted. For the here applied turbulence models, the near-wall region is 
not explicitly resolved, but so-called wall functions are applied, reducing the numerical effort 
significantly. 
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The stationary turbulent flow close to a solid surface can be described for the dimensionless 
velocity u+ with the dimensionless wall distance y+, defined with the friction velocity τu ac-
cording to Versteeg and Malalasekera [79] as: 

τu
uu =+ ,   

μ
ρ τyuy

Δ
=+ ,  

ρ
τ

τ
wu = . (2.63) 

Here, yΔ  is the wall distance and wτ is the wall shear stress. 

The near wall region can be divided into three parts. In the viscous sublayer, which is in con-
tact with the wall, it is assumed that they are no turbulent eddying motions due to the wall and 
thus, in the absence of turbulence, the shear stress is constant and equal to the wall shear 
stress wτ  throughout the layer. The viscous sublayer layer is very thin, it starts at 0=+y  and 
ends at 5=+y . Due to ++ = yu , it is also called linear sublayer. 

The log-law layer is the region just outside of the viscous sublayer. Here, viscous and turbu-
lent effects influence the flow and the log-law is valid describing the functional relationship 
between +u  and +y : 

Cyu += ++ ln1
κ

, (2.64) 

with 41.0=κ  and 5.5=C . For the applied models in this work, wall functions are used at 
the wall according to the following relationship: 
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The two equations meet at 12≈+
my . To obtain good results when using high-Reynolds turbu-

lent models with wall functions, the criteria 10030 ≥≤ +y should be applied for the cell cen-
ters, according to the best practice guidelines ([11]).  

2.4.6 Symmetry Boundary 

Symmetry boundaries are applied to the planes, where the analyzed geometry model has been 
cut. They are defined that all flow variables in one side of the surface are a mirror image to 
the ones on the other side. This means that the velocities orthogonal to the symmetry plane 
disappear. The applied inlet, wall, and symmetry boundaries are called Dirichlet boundary, 
which means that the values of the flow variables are defined directly, whereas the pressure 
boundary at the outlet is a Neumann boundary condition. Here, the gradients of the flow vari-
ables are specified. 

2.4.7 Numerical Methods 

The equations describing general flows usually aren’t solvable analytically. The approach is 
to discretize them and then solve the coupled system of discretized equations iteratively as 
described by Oertel and Laurien [43] and Ferziger and Peric [17]. 
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Discretization 

In this work, only steady state simulations are carried out, which is why the discretization in 
time is not regarded. After the governing set of equations for the analyzed problem has been 
chosen, a discretization method has to be selected to approximate the differential equations 
leading to algebraic equations. Star CD, being the used program in this work, uses the finite 
volume method (FVM). The fluid domain is divided into a number of contiguous volumes or 
cells connected by nodes, which represent the limitation of each cell. In the center of the cells, 
the fluid variables are calculated applying the conservation equations; therefore, the Gauss 
theorem is applied, which states that the change of a magnitude in a volume is equal to the 
fluxes over the regarded volume’s surface area. Since the position of the cell centers, where 
all fluid variables are defined differs from the position where the fluxes are calculated, an 
interpolation method has to be selected to approximate the surface integrals. 

The applied interpolation methods in this work are the Upwind Differencing Scheme (UD) 
and the Quadratic Upstream Interpolation of Convective Kinematics (QUICK). For the UD 
Scheme, the value for each fluid variable is approximated from the value of the cell, where 
the flow comes from. For the QUICK method, the value of the neighboring cell is not ap-
proximated by a straight line, but by a quadratic function. Therefore, three points, respectively 
cell values are needed, not only one or two neighboring cells. To construct the quadratic func-
tion, the two neighboring cell values are used and the third point is taken from an additional 
cell on the upstream side.  

Solution Method 

After discretizing the equations describing the flow, the remaining system of non-linear alge-
braic equations has to be solved. For the analyses presented in this work, the Semi-Implicit 
Method for Pressure Linked Equations (SIMPLE), which suitable for steady state conditions 
has been used. Here, the velocity components of the momentum equations are calculated with 
a guessed pressure field. The solution of this calculation is the velocity field iu* , which holds 
for the momentum equations. Since the velocity field has to also hold for the continuity equa-
tion, a pressure correction equation that includes the continuity constraint is solved with the 
velocity components iu* . With the corrected pressure field, corrected velocity components 

iu* are calculated. This process is carried out iteratively until the obtained velocity field con-
verges, respectively until the changes for the velocity components from one iteration to the 
previous one stay within a certain limit. 

Numerical Errors 

There are different sources for errors in numerical simulations. The model error is the differ-
ence the applied models show in comparison to reality. A validation, which means the com-
parison of the simulation with an experiment, needs to be carried out to quantify the model 
error. Another error is the discretization error due to the discretization method and the grid 
resolution. Generally speaking, regions with large gradients in the flow variables need to be 
resolved much higher. Thus, it needs to be checked if the solution is not dependent on the 
discretization and the discretization method. 
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2.5 Analysis Strategy 

The exact temperature distribution at the inlet of the upper mixing chamber will continue to 
be unknown. As outlined in chapter 1.3, it will depend on power and mass flow distribution in 
the evaporator assemblies, which vary with burn-up and time, but also with statistical effects 
like tolerances, uncertainties, local perturbations, and fluctuations of the operating conditions. 
The hot channel factor of 2, estimated by Schulenberg et al. in [68] can in general occur in 
any assembly of the evaporator. The strategy for optimization of the mixing chamber is there-
fore to limit the influence of a temperature perturbation in any inlet to the mixing chamber on 
any of its outlets. 

An effective method to study the mixing of several inlet flows with different temperatures in 
one single CFD analysis is the use of passive scalars as markers. Applying this strategy, each 
inlet is charged with a passive scalar for which a transport equation is solved; pictured can 
this idea with the coloring of the different inlet flows. The inlet scalar distribution is then 
evaluated at each outlet. This method is applicable to first, preliminary analyses in which iso-
thermal flow is assumed, as well as to cases with a certain temperature distribution at the inlet 
side. The transport equations for the energy, here expressed with the temperature T (2.66) and 
for an exemplary scalar mY  (2.67) for turbulent flows are defined as follows: 
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It can be seen that the two equations only differ in the diffusion terms a, describing the ther-
mal diffusivity and D, describing the diffusion coefficient of the transported scalar and in the 
turbulent Prandtl-number tPr  and turbulent Schmidt-number tSc . 

The very high Peclet-number with a value of 6103.7Pe ⋅= calculated in chapter 2.1 suggests 
that the thermal diffusivity a  is very small compared to the turbulent term and can be ne-
glected. Also, since the transport of the scalar should reflect the energy transport in the flow, 

tSc  is set equal to tPr , thus leading to the possibility of applying the described strategy of 
using passive scalars for the evaluation of the mixing and this way of the temperature homog-
enization, if the thermal diffusivity a  and the diffusion coefficient D  is set to equal zero. 

The great advantages when using these scalars are: 

1) For a potential hot outlet, not only the increased temperature can be identified, but also 
the inlet from which the transported hot streak is derived. 

2) Predictions for the mixing performance of a mixing chamber used for temperature 
homogenization can be made in one single simulation, rather than evaluating various 
given inlet temperature distributions and the enthalpy distribution at the outlets. 



Governing Equations 

37 

A vital requirement for this applied evaluation strategy is that the used scalars are passive, 
which means that they do not influence the flow and each other. 

The analyzed flow has been characterized as incompressible ( )(Tρρ = ) and turbulent. Also, 
only steady state analyses are performed and mixing shall be evaluated with passive scalars. 
In case of small temperature perturbations, we can describe the flow with constant density 
with the following equations: 

The time averaged continuity equation:  
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the steady-state Reynolds equations, describing turbulent flows:  
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the steady-state transport equations for the turbulent quantities K andε : 
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which are linked with the equations (2.69) by the equations: (2.53), (2.56), and (2.60). 

For the transport of a scalar iY , including energy, a transport equation is solved according to: 
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A system of 6 non-linear differential equations, together with a variable amount for the differ-
ent scalars transported, has to be solved, whereas, in cases where the energy equation has an 
influence on the flow field, the equations describing flows with variable density have to be 
solved. 
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3 Method for the Analysis of Complex Mixing Chambers 

3.1 Simplification Method 

The applied method for the analysis of the upper mixing chamber that should be applicable to 
other complex mixing chambers is based on the simplification of the geometry. If complex 
structures in the flow are disregarded, their effects on the flow are not taken into account as 
well. For flows in or around complex geometries, simulations are often linked to a very high 
numerical effort since a large number of cells is necessary to resolve the geometric details. 
Especially for design optimization using CFD methods, this leads to very long computing and 
preparation times for the simulations, in particular if many simulations are necessary, like 
here. The different steps of the simplification model procedure are also outlined in [84]. 

The simplification method describes the approach in which a simplified grid is used to calcu-
late flows in and around complex geometries by applying source terms in the equations de-
scribing the flow. 

simplify geometry

quantify influence of the omitted structures

include effects of the omitted structures 
as source terms 

 
 

Fig. 3-1 Procedure of the simplification method 

The idea is to economize the numerical effort significantly, while still taking into account the 
effects, complex geometries have on the flow. However, the complex structures shall not be 
resolved in a detailed way. For the highly anisotropic flow in the upper mixing chamber with 
a rather distinctive global flow field, source terms in the Reynolds equations seem to be the 
most promising approach. Therefore, volumetric forces are introduced to the right side of 
(2.69) leading to: 
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Since these volumetric forces iSF  represent complex geometries, their definition is the crucial 
aspect to successfully apply them instead of resolving the detailed geometry. 
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The definition of the adequate forces differs from mixing chamber to mixing chamber. For the 
upper mixing chamber, different approaches were pursued as described in chapter 5 
(Including the Effects of the Omitted Structures).  

The first step of the simplification method is: 

1) Simplifying the geometry. 

Applying this first step of the simplification method to the upper mixing chamber of the 
HPLWR leads to the simplified model. In this model the geometry is simplified by disregard-
ing the complex headpiece structure. Thus, the moderator boxes and the thickness of the 
headpiece struts are omitted and only the outer contour of the headpieces struts, the window 
elements with 2-dimensional, impermeable baffle cells as shown in Fig. 3-2 are introduced. 

 
 

Fig. 3-2 Headpiece geometry in the simplified model – reduced to window element 

The simplified model is shown on the right side of Fig. 3-3, while the actual geometry of the 
upper mixing chamber is shown on the left side. Even though the structure of the simplified 
model is still rather complicated, it is much simpler than the actual geometry. Adequate re-
sults for the mixing and the pressure drop now are achieved with less then one million cells, 
when regarding 1/8th of the geometry. 

 
 

Fig. 3-3 Upper mixing chamber: actual geometry vs. simplified model 
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The next two steps, when applying the simplification method to the upper mixing chamber 
are: 

2) Quantifying the influences of the disregarded headpiece structures on the mixing and 

3) Introducing these influences via source terms (in this case via volumetric forces in the 
Reynolds equations) into the simplified model. 

These two steps are presented in chapter 5, while in this chapter the numerical model for the 
simplified model is described. Also, a validation of the used code Star-CD and the applied 
numerical methods is presented and a grid sensitivity study as verification is shown for the 
simplified model. In the following Fig. 3-4, it is outlined how the simplification method is 
applied within the design process of the upper mixing chamber. 

upper mixing chamber
complex geometry
temperature close to pseudo-critical point

simplify mixing 
chamber design

(chapter 3)

perform design 
optimization 

(chapter 4)

include temperature
dependant effects

(chapter 6)

reproduce complex
headpiece geometry

(chapter 5)

simplification 
method

integrated results for the optimized upper mixing chamber
(chapter 7)  

 
Fig. 3-4 Outline of the design process of the HPLWR upper mixing chamber with emphasis 

on the included simplification method 
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3.2 Simplified Model 

3.2.1 Numerical Model for the Simplified Geometry 

All calculations have been carried out with the CFD software package STAR-CD version 
3.26. Moderator boxes and the thickness of the headpiece struts have been omitted. The mix-
ing of the inlet flows is modeled with passive scalars for which the transport equation (2.72), 
the Reynolds equations (2.69), the mass balance equation (2.68), and the K and ε  equations 
(2.70), (2.71) of the introduced ε−k  model were solved. Only steady state analyses have 
been performed. For this first analysis step, the flow is assumed to be isothermal so that fluid 
properties were assumed to be constant. As RANS-turbulence model, the standard high-
Reynolds ε−k  together with the standard wall function has been chosen.  

Only 1/8th of the total mixing chamber has been modeled and the sidewalls of the fluid do-
main, where the mixing chamber has been cut, were modeled as symmetry boundary condi-
tions, since no circumferential effects are expected. The radial limitation of the upper mixing 
chamber model is formed by the separation wall. As only one eight of the upper mixing 
chamber is modeled, there are eight inlets and seven outlets as sketched from below in Fig. 
3-5. These include also half in- and outlet regions as a result of the cutting plane that runs 
through several headpieces. 
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Fig. 3-5 Inlet (green) and outlet (red) numbering 

To minimize errors due to numerical diffusion in the mesh, a block structured mesh has been 
created for the analyses as can be seen in Fig. 3-6. The mesh consists of approximately one 
million cells, of which about 21,000 are baffle cells. Cells near the walls have been arranged 
to adjust the dimensionless wall distance +y to a value in between 30 and 100 for most of the 
cells for the application of high-Reynolds-turbulence models in combination with laws-of-the-
wall. The headpiece structure is created with a so-called o-grid, which is a standard procedure 
to mesh round tubes with hexahedral cells. At the outer periphery of these o grids, the two 
dimensional baffle cells are created as shown in Fig. 3-2. The created o-grids are extended to 
the bottom to enlarge the distance between the mixing chamber and the applied boundaries. 
The outlet extensions are longer, since the effects of the boundaries on the flow shall be mi-
nimized. A pressure drop of around 105 Pa in first superheater assemblies, between the upper 
mixing chamber and the lower mixing chamber, has been estimated by Schulenberg et al. 
[68]. The pressure difference in the fuel assembly clusters of the first superheater has been 
implemented by three layers of porous media cells at the end of the outlet pipes as shown in 
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Fig. 3-6. The resistance coefficients of this porous media have been defined such that the es-
timated pressure drop of about 100kPa will be obtained. 

Since the connection tubes are included in the simplified model, their geometry is omitted in 
the mesh. Four blocks are created around them as shown on the lower left side in the picture 
below. The introduced cells are refined towards the walls of the connection tubes to capture 
the effects at the walls adequately. 

porous media

connection tubes

headpiece o-grid

 
Fig. 3-6 Numerical mesh of the upper mixing chamber 

All boundaries are indicated in Fig. 3-7. The two cutting planes are defined as symmetry 
boundaries, as indicated in blue, whereas all other surfaces are defined as no-slip walls. As the 
moderator boxes are omitted, a smaller and uniform inlet velocity in vertical direction 
( smw /78.2= ) is defined according to the average mass flow in each cluster for all eight inlet 
areas indicated with the green circles. The values for the turbulent energy K and the turbulent 
dissipation ε  at the inlet are taken from the analysis by Himmel et al. [24]. At the outlets, 
pressure boundaries are defined indicated with the red circles. Since the pressure boundaries 
are located very far away from the analyzed flow field and the pressure drop of the superhea-
ter I elements is realized with the introduced porous media cells in the model, the value for 
the pressure at the boundaries does not influence the result. A constant pressure of 

MPap 25≈  is applied. 

Here, each evaporator outlet shall be marked with a different passive scalar which allows to 
differentiate between the contributions of different inlet flows into the mixing chamber to 
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individual outlet flows into each superheater cluster. Buoyancy forces will be neglected in this 
analysis. Assuming a certain inlet temperature distribution instead of these markers, on the 
other hand, would require a separate CFD analysis for each case, so that mixing could only be 
studied exemplarily. 

inlet

pressure

symmetry I

symmetry II

 
 

Fig. 3-7 Boundaries applied to the upper mixing chamber 

All model variables are summarized in: 

Fluid: water at a pressure of MPap 25=  
and a temperature of 390°C 

Fluid properties: Density: 3/215 mkg=ρ  
Dynamic viscosity: mskg /10704.31 6−⋅=μ  
Conductivity: mKW /2398.0=λ  
Specific heat: kgKkJcp /461.28=  

Boundaries: Inlet: smu /78.2= , 22 /002.0 smK = , 32 /0007.0 sm=ε  ([24]) 
Outlet: MPap 250≈  
Wall: no slip conditions 
Cutting planes: symmetry conditions 

Tab. 3-1 Boundary conditions for the numerical model of the simplified model 

In chapter 6 (Analysis of Temperature Depending Effects), buoyancy effects are analyzed and 
a distinctive, defined temperature distribution will be shown in chapter 6.2 (Case with a 
Specified Inlet Temperature Distribution). 
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3.2.2 Reference Case of the Simplified Model 

The first analysis has been performed for the design of the upper mixing chamber by Fischer 
et al. [20]. Here, no extra measures have been introduced to enhance mixing. For this refer-
ence case, the procedure to analyze the mixing of passive scalars will be shown exemplarily 
and the evaluation of the obtained results will be presented.  

The quality of mixing is expressed by the marker concentrations in the outlets, shown in Fig. 
3-8. The colors represent the concentrations of each of the 8 scalars used as markers in the 
analysis, in the arbitrary scale from 0 to 1. A red inlet color indicates the origin of the particu-
lar marker, whereas blue regions are occupied only by the other seven inlet scalars in this 
case. For the visual evaluation, the distribution of each scalar is plotted from underneath. The 
summary of all the distributions in one graph leads to a general impression of the flow distri-
bution in the upper mixing plenum. Fig. 3-8 shows the marker distribution for the base case 
without measures to enhance mixing. 

inlet_1

inlet_3

inlet_2

inlet_5 inlet_6

inlet_7

inlet_4

inlet_8

 
 

Fig. 3-8 Scalar/ marker concentrations in the upper mixing chamber, seen from underneath 



Method for the Analysis of Complex Mixing Chambers 

45 

It is noticeable that the inlet flows 1 to 4, which enter in the center of the upper mixing cham-
ber and do not have a neighboring outlet, are distributing their scalars already rather uni-
formly to the outlets in the outer part of the chamber. Inlets 6 to 8, however, which are close 
to the outlets 1, 2, and 3, are disposing their scalars primarily there, such that the outlet con-
centrations are exceeding even 70% locally. The scalar distribution of the inlet 6 scalar is 
shown in the following Fig. 3-9. It describes the worst case. 

 
 

Fig. 3-9 Distribution of the inlet 6 scalar 

This result can be explained by a horizontally layered flow structure with short cuts for 
neighboring in- and outlets. In Fig. 3-10 this layered flow structure is demonstrated. It shows 
a vertical cut through the upper mixing chamber, parallel to the cutting plane with symmetry 
boundary II, shown in Fig. 3-7. The cut runs through the inlets 1, 2, 4, 6, and through the out-
lets 1 and 7, marked on the right side in Fig. 3-10. It can be seen that the central inlet flows 
are obstructed by the inlet flows closer to the outlets. As expected, the concentration of the 
inlet markers at the outlets are higher the closer the in- and outlets come together. 

1 2

4 6
 

Fig. 3-10 Vertical cut through the upper mixing chamber and distribution of the scalars: in-
let_1, inlet_2, inlet_4, and inlet_6 
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For quantitative evaluation of the mixing performance, the concentration of each of the eight 
inlet scalars is evaluated in the one cell layer of each outlet just above the porous media cells. 
The value of the concentration for each scalar is readout for each cell and then both, a volume 
averaged concentration, as well as the local maxima for the concentration are calculated in 
each outlet region. The volume averaged value is obtained by multiplying the value for each 
scalar in one cell with its volume, building the sum of all the cell values and then dividing the 
obtained value by the volume of all evaluated cells. The index j stands for the inlet scalar; i 
represents the cell number. 

∑ == 8,...,1,1 jVc
V

c ii
total

j  (3.2) 

jc  is the volume averaged concentration of each scalar at the analyzed outlet, 
ic  is the concentration of each scalar at the analyzed cell, 
iV  is the volume of the analyzed cell, 
totalV  is the sum of all the cell volumes per outlet 

Thus, an average value for each scalar is received at each outlet. For later analyses, not only 
the averaged values will be of interest, but also local hot spots, so that the maximum values 
for each scalar ( max,jc ) were analyzed as well.  

The results for the reference case of the upper mixing chamber without any additional mixing 
devices are shown in Fig. 3-11. The outlets are displayed on the x-coordinate and an inlet 
marker distribution is shown for each outlet; each bar indicates the value for one scalar 
(marker), according to the color scale situated underneath the diagram. The diagram in Fig. 
3-11 shows the marker concentration of each inlet averaged over the cross section of each 
outlet, whereas the diagram in Fig. 3-12 shows the peak values for each inlet marker at the 
outlets. 

To evaluate the mixing the standard deviation σ  can be introduced. This way each configura-
tion for the later presented design optimization can be characterized by only one number. The 
standard deviation, as the dispersion of the analyzed variable around its mean value, can be 
used to characterize the mixing quality. The standard deviation applied for the evaluation of 
the mixing according to e.g. [23] is defined as: 
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ix is the value of each inlet scalar averaged over each outlet, 
x is the mean value of all inlet scalars at all outlets, 
n  is the number of evaluated values for the inlet scalars. Since 8 inlet scalars are evaluated at 
7 outlets, 56=n . 

Using the standard deviation for the evaluation of the mixing quality serves well, since the 
mean value of the inlet scalars at the outlet corresponds to the ideal value for perfect mixing 
in the upper mixing chamber. Therefore, the indicated deviation, or dispersion, is an adequate 
specification for the mixing quality in the upper mixing chamber, since it quantifies the dif-
ference between the achieved mixing and the perfect mixing. The obtained standard deviation 
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for the reference case of the simplified model is: %1.12=σ . For comparison, Schulenberg et 
al. [68] assumed in their analysis a standard deviation of %5=σ  only. Thus, the mixing can 
not yet be considered sufficient. 
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Fig. 3-11 Scalar concentrations, averaged over each outlet cross section 
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Fig. 3-12 Peak values of the scalar concentrations in each outlet cross section  

As an example, outlet 1 receives a high marker fraction of more than 50% in average from the 
neighboring inlet 6, while the local maximum of inlet scalar 6 is almost 70% at outlet 1. Out-
let 3, for example, gets a high peak fraction of 65% from inlet 8, while the average value of 
the inlet 8 scalar at outlet 3 is just above 30%. 
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The red line in the top graph shows the ideal marker distribution. For ideal mixing, one 
eighth, or 12.5% of each inlet should leave the upper mixing plenum at each outlet. Obvi-
ously, the present distribution is far from ideal. They highest marker concentration, averaged 
over each outlet cross section, is 4 times the ideal homogeneous concentration. 

Another important aspect for the design of the upper mixing chamber is the created pressure 
drop, which should be minimized, since the pressure drop in the core of the HPLWR is di-
rectly linked to the thermal efficiency of the entire power plant. Analyses for the steam cycle 
of the HPLWR and the influence of the core pressure drop have been presented by Schlagen-
haufer et al. in [64] and in [65], as well as by Brandauer et al. in [9]. The obtained pressure 
drop for the reference case of the simplified model is: 

Pap 3104 ⋅≈Δ . 

It is measured as the pressure difference between the inlets and the outlets of the mixing 
chamber. 

Different ways to enhance mixing and an optimized design of the upper mixing chamber are 
presented in chapter 4 (Design optimization using the simplified model). 

 

3.3 Validation 

To ensure that adequate results for the carried out simulations are gained and an adequate tur-
bulence model is used, a simulation applying the same numerical methods for an existing ex-
periment has to be compared to the obtained experimental results in the experiment. Valida-
tion therefore means the procedure of testing the extent to which the model accurately repre-
sents the reality. The chosen validation experiment should be comparable to the analyzed ge-
ometry, the upper mixing chamber, and should especially exhibit the same flow features as 
expected in the analyzed geometry. 

When looking at the flow in the upper mixing chamber, two characteristic flow features are 
found: 

1) A strong redirection of the flow of 180° 

2) Flow separation at a large number of obstacles in the upper mixing chamber such as 
connection tubes and headpiece structures 

In an adequate validation experiment, the same flow features should be contained. 

The major function of the comparison between an experiment and the applied numerical 
model is the selection of the best suitable turbulence model. Therefore different turbulence 
models, which according to the best practice guidelines [11] seem promising to capture the 
main flow feature, have been compared. 
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An appropriate experiment was carried out by Inagaki et al. [33] in 1990. Here, the core bot-
tom structure (CBS) of the gas cooled high temperature engineering test reactor (HTTR) as 
presented in [34], developed by the Japan Atomic Energy Research Institute (JAERI), has 
been analyzed. Other tests of the CBS have also been presented in [41].The CBS is a complex 
passive mixing chamber, used to mix gas at different inlet temperatures to achieve a rather 
homogeneous temperature distribution at the outlet of the mixing chamber to avoid hot spots 
in following high temperature components. Thus, the task of this mixing chamber is somehow 
comparable to the upper mixing chamber of the HPLWR. For the presented experimental 
study, however, water at a pressure of 0.3MPa was used as test fluid and a one-seventh scale 
test model of the CBS was analyzed. 

The temperature and flow rates were measured with thermocouples and electromagnetic flow 
meters, respectively. For the temperature the measurement errors were within C°± 6.0  and 
for the flow rate within %5.0± . The analyzed test section is shown in Fig. 3-13. It is made of 
acrylic resin and consists of a plenum, an outlet nozzle underneath the plenum, and seven in-
let nozzles above the plenum. Inlet nozzle number 1 is placed in the center of the test model 
and is surrounded by the others concentrically, which are numbered 2 to 7. All inlets are indi-
cated by red circles in Fig. 3-13. 

cross section A – A:

 
 

Fig. 3-13 CBS – mixing chamber of the HTTR test section analyzed in [33] 

In the plenum 15 cylinders, the so-called support posts, as well as a disc to promote the mix-
ing of the coolant are inserted. The flow rate of the water in each inlet nozzle was controlled 
by control valves to maintain equality. Hot water at a temperature of 55°C enters through inlet 
nozzle 1 in the center, while cold water at a temperature of 25°C enters the plenum through all 
other inlets. Water passing through the inlet nozzles, is then mixed in the plenum before it 
exits the mixing chamber through the outlet nozzle. Thus, the temperature difference analyzed 
in this setting is 30°C and the Reynolds number in the outlet nozzle defined with the diameter 
of the nozzle is 45000Re = . The positions of the thermocouples in the plenum and in the out-
let nozzle are indicated in Fig. 3-13 and in Fig. 3-14.  
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Fig. 3-14 Cut through the CBS –mixing chamber with indicated positions of thermocouples 

In Fig. 3-14 the measurement positions that are compared to the simulation are highlighted. 
Inside the plenum, the temperature is measured within cross section A-A at a radius of 

mmr 60=  between the bottom of the plenum and the indicated mixing promoter. In the outlet 
nozzle, the measurements at two positions behind the plenum, at 100mm and 750mm, are 
compared to the simulation. The characteristics of the numerical model for the CBS – mixing 
chamber are summarized in Tab. 3-2. At the inlets, the velocity profile of a fully developed 
pipe flow with a mean velocity of smu /11.0=  and the corresponding values for the turbulent 
magnitudes has been defined, according to the fully developed pipe flow guaranteed in the 
experiment (by Inagaki [32]). At the outlet an arbitrary pressure has been defined at a satisfac-
tory distance from the analyzed flow field, with zero gradient conditions for all other flow 
variables and all walls are assumed to be adiabatic. The high Reynolds ε−k  model has been 
used for the first simulation, thus the flow at the wall is calculated with the standard wall 
function. When building the Reynolds number with the velocity smu /11.0= , the kinematic 
viscosity ( ) smCT /1089.025 26−⋅=°=ν , and the diameter mmdh 50= , all at an inlet nozzle, 

6000ν/udRe h ≈=  is obtained. To use the Reynolds number in the applied criteria (2.32) 
for the consideration of buoyancy effects, it is built with the height of the mixing chamber as 
characteristic length mmH 57= . However, only small changes in the value of the Reynolds 
number are obtained ( 6180Re ≈ ). The Grashof number, built with the volumetric thermal 
expansion coefficient 19.1 −= Kα , the acceleration due to gravity 2/81.9 smg = , the kine-
matic viscosity ( ) smCT /1089.025 26−⋅=°=ν , the temperature difference between the hot 
inlet 1 and the cold inlets 2 to 7 ( ) KTT 300 =− , and the height of the plenum as characteristic 
length mmH 57= , is 112

0
3 103.1)/νT(TgHGr ⋅=−= α . Applying the criteria (2.32) concern-

ing the consideration of buoyancy: 

13400
Re
Gr

2 >>≈  

Buoyancy effects need to be taken account for the simulation of the CBS – mixing chamber. 
To account for buoyancy effects the Boussinesq-Approximation is applied to the model as 
described in 2.3 Characterization of Buoyancy Influences. 
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Fluid: water at a pressure of MPap 3.0=  
and a temperature between 25°C and55°C 

Fluid properties: 
(at MPap 3.0=  and 25°C) 

Dynamic viscosity: mskg /108900.0 6−⋅=μ  
Conductivity: mKW /6073.0=λ  
Specific heat: kgKkJcp /18.4=  
Density: Boussinesq-Approximation 

Boundaries: 
Inlet: smu /11.0= , 22 /00013.0 smK = , 32 /0002.0 sm=ε  
Outlet: Pap 0≈ , else zero gradient 
Wall: no slip, adiabatic 

Tab. 3-2 Boundary conditions for the numerical model of the CBS – mixing chamber 

The grid used in the analysis of the CBS – mixing chamber consists of 400,000 tetrahedral 
cells. Different grids have been tested and no significant influence on the result has been ob-
served. 

The temperature distribution in the CBS – mixing chamber is depicted in Fig. 3-15. On the 
left side of the figure, the plenum with all inlet nozzles and the upper end of the outlet nozzles 
is shown. It can be seen how the hot streak entering in the center is flowing around the mixing 
promoter, being mixed with the cold streaks entering the plenum from the periphery. On the 
right side of Fig. 3-15 the A-A cut through the geometry, as indicated in Fig. 3-13, can be 
seen. The temperature of the water in the outlet nozzle is already fairly homogeneous right 
after the plenum. Two measurement positions are indicated with the letters y and z. At the 
measurement position z, fairly larger gradients of the temperature are noticeable. 

 
 

Fig. 3-15 Result for the temperature distribution in the CBS –mixing chamber 
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In Fig. 3-16 the results of the experiment and the numerical simulation are compared across 
the vertical direction in the plenum. Inagaki et al [33] have introduced the dimensionless tem-
peratureΘ , which is plotted on the y-axis as follows: 

T
TT cold

Δ
−

=Θ  (3.4) 

In which TΔ  represents the difference between the inlet temperatures of the hot and the cold 
inlets. The dimensionless temperature 1=Θ  represents the hot and 0=Θ  the cold water in 
the inlet nozzles, respectively. The error for the temperature, which can be included in the 
presented diagrams, is indicated as error margin for each blue point showing the result of the 
measurement (Experiment – Ex. z/H), at a certain height. The x-axis shows the dimensionless 
distance from the bottom of the plenum Hz / . The red line represents the results for the simu-
lation. 
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Fig. 3-16 Temperature distribution across the vertical direction in the plenum – experiment 
(blue) and simulation (red) 

It can be seen that the results for the experiment and the simulations agree well close to the 
bottom of the plenum, while the discrepancy close to the mixing promoter is significant. Rea-
sons for this difference in temperature could be within the applied numerical model. Also, the 
influence of the thermocouple on the local flow field seems likely to have a large impact. Due 
to the high gradients in the temperature in the region of the measurement position indicated in 
Fig. 3-15 with z, vary small variations of the measurement position lead to noticeable changes 
in the temperature distribution. In Fig. 3-17 the view from the top onto a horizontal cross sec-
tion through the CBS – mixing chamber is shown. The extension of the mixing promoter is 
outlined by the black circle. The measurement position, indicated with the black arrow, is 
located right in one of the hot streaks underneath the mixing promoter. Small influences on 
the flow field are bound to change the temperature distributions in this region significantly. 
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Fig. 3-17 Temperature distribution at the surface underneath the mixing promoter 

The results for the temperature distribution in the outlet nozzle according to the experimental 
data and the numerical results are shown in Fig. 3-18. The x-axis shows the dimensionless 
distance diagonal in the outlet nozzle. On the left side, the temperature distribution at a dis-
tance of 2 nozzle diameters and on the right side at a distance of 5 nozzle diameters is shown. 
It can be seen that the dimensionless temperature Θ  obtained in the simulation stays well 
within the range of the measurement errors in the experiment. 
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Fig. 3-18 Temperature distribution in the outlet nozzle – experiment (blue) and simulation 
(red) 

Using the same set-up, other turbulence models have also been tested. Several recommenda-
tions for the appliance of different turbulence models are suggested. Literature examples are 
ERCROFTAC [11], MARNET-CFD [2], and QNET-CFD [12]. According to the best practice 
guidelines [11], the ( )SSTTransportStressSheark −− ω  model proposed by Menter in 
[48] and [47] is very suitable for flow separation phenomena. For highly anisotropic flows 
and turbulence driven secondary flows ε−− klinearnon models are recommended. The in 
this work tested ε−− klinearnon model has been presented by Baglietto et al in [13], [4] 
and [5]. It has been developed for fuel bundle simulations, but is not limited to nuclear appli-
cations, since it is expected to deliver improved results for anisotropic flows and improved 
sensitivity to secondary strains. 
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In Fig. 3-19 the results for the temperature distribution obtained when applying the different 
turbulence models are compared. Again, the experimental data is plotted and is indicated with 
the blue dots marked Ex. z/H, Ex. y/D0, respectively. The red line shows the results obtained 
for the standard ε−k  model marked as KE. The ε−− klinearnon  model from Baglietto is 
described by the light blue line marked as quadKE-Bag, while the 

( )SSTTransportStressSheark −− ω  model is depicted in the diagram by the orange line, 
marked as SST. 

Comparing the results obtained for the different turbulence models, no significant changes in 
the results are noticeable. According to Baglietto [3], this can be explained by the fact that the 
global flow structure dominates compared to local turbulent effects. Also, no differences in 
the results for the different turbulence models are obtained, when applying them to finer grids. 
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Fig. 3-19 Temperature distribution in the plenum and in the outlet nozzle, obtained in the ex-

periment (Ex. z/H, Ex. y/D0) and by numerical results with different turbulence models 

As expected, again no noticeable differences in the results are found, when applying the same 
different turbulence models to the simplified model of the upper mixing chamber. Therefore, 
the standard high Reynolds ε−k  turbulence model, which in comparison generates the least 
numerical effort, is chosen for the analyses and design optimization of the upper mixing 
chamber. It can be stated that the chosen numerical model is well applicable to the physical 
problem and the numerical model can be regarded as validated, especially in the region be-
hind the mixing chamber, which corresponds to the results of interest in the analysis of the 
upper mixing chamber. 
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3.4 Verification – Grid Sensitivity Analysis 

To evaluate the influence of the numerical resolution on the mixing, a grid sensitivity study 
has been carried out in which the same simulation has been performed with five different gr-
ids. To satisfy the validity of the applied wall functions for each model, the cell layer next to 
the wall is kept inside the limit for the +y -value, while the progressing cell layers are adapted 
for the refinement. The coarsest grid, consisting of around 300.000 cells has been refined in 
several steps to the finest grid with around 1 million cells. In the grid sensitivity study, no 
baffles have been applied which means that no additional internals, like the window elements 
to account for the headpieces are regarded. For the grid sensitivity analysis, the regions where 
the largest gradients were expected have been refined. In vertical direction the number of cell 
layers has been increased, to provide a better resolution of the in- and outlet regions, also the 
regions around the connection tubes in the upper mixing chamber have been refined. This 
way, zones with strong changes in the flow direction as well as regions where flow separation 
is expected, have been refined. The two evaluated qualities in the grid sensitivity study are the 
maximum of the volume averaged scalar concentration for all outlets and the total pressure. 

For the pressure, the difference between the inlet and outlet pressure is evaluated. In Fig. 
3-20, the difference in total pressure for each grid is plotted over 1/N, where N represents the 
number of cells in the model. The difference between the pressure drop obtained for the 
coarsest and the fines grid is around 100Pa, which is almost two orders of magnitude smaller 
than the pressure drop of interest for the performed analyses. The first order interpolation 
scheme UD and the third order interpolation scheme QUICK for the spatial discretization 
have been tested for the five different refinement models.  

When extrapolating the values obtained with the first order interpolation scheme UD and im-
plying that the results decrease in a linear manner, as expected for the first order scheme, the 
numerical error for the different grids can be approximated using the Richardson-
extrapolation as defined by Roache in [63]. The values of the pressure drop for the different 
grids are extrapolated to the y-axis which represents an infinite fine mesh. For the finest grid, 
with just over 1.000.000 cells, an estimated error of 3.5% is found, when comparing it to the 
extrapolated value from the Richardson extrapolation. 

The other quantity evaluated in the grid sensitivity study is the maximum inlet scalar concen-
tration, which is the maximum value of all averaged inlet scalars at all outlets, or the maxi-
mum averaged value, which is detected at any outlet. It is the maximum percentage of any 
inlet detected at an outlet, thus representing the least mixed streak. In Fig. 3-21 it is shown 
that the maximum inlet scalar is not grid dependent. 
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Fig. 3-20 Grid sensitivity study – pressure drop for different grids using the UD and QUICK 
interpolation scheme, with the Richardson extrapolation applied to the UD scheme 
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Fig. 3-21 Grid sensitivity study – maximum inlet scalar for different grids using the UD and 
QUICK interpolation scheme 

It can be seen that the values obtained with both interpolation schemes, UD and Quick, only 
differ insignificantly, leading to the conclusion that the first order interpolation scheme UD is 
sufficient and will be used in future analyses. For further investigations with the simplified 
model, the finest grid shall be used to minimize the estimated error. 
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4 Design optimization using the simplified model 

Due to the results for the reference case of the simplified model presented in chapter 3.2.2 
(Reference Case of the Simplified Model), a design optimization leading to improved mixing, 
while limiting the pressure drop to an acceptable value, becomes necessary. According to the 
simplification method proposed in chapter 3, the design optimization is carried out for the 
simplified model. After an adequate design is found, the omitted geometry elements will be 
introduced into the relevant models, applying the simplification method.  

The reference design of the upper mixing chamber had originally been designed such that the 
pressure losses in the mixing chamber are smallest. In Fig. 4-1, the velocities in x-, y-, and z-
direction in a horizontal cut through the upper mixing chamber at half its height are plotted. 
The depicted distinctive flow field consists of several pronounced streaks, facing almost no 
obstacles. 

[ ]sm /

 
 

Fig. 4-1 u-, v-, w- velocity plot at a horizontal cut through the upper mixing chamber at half 
its height 

Several modifications to break up this distinctive flow structure and to introduce additional 
turbulence to enhance the mixing have been analyzed. The different design modifications 
have been evaluated according to the standard deviation σ  for the mixing and the established 
pressure drop of the upper mixing chamber. Regarding mixing, also the volume averaged inlet 
scalar distribution (marker fraction) and the peak values for each inlet scalar at the outlets 
(marker maximum) have been evaluated. 

4.1 Turned Headpieces 

As described above, the reference design had been designed to minimize the pressure drop. 
Accordingly, windows in the headpieces of different clusters are facing each other and the 
struts are placed close to the connection tubes. An idea to increase mixing caused by addi-
tional obstacles in the flow could be to turn the head piece by 45°. The change of the distinct 
flow structure and the introduction of additional turbulence have been expected by this modi-
fication. As the fuel element clusters with its headpieces need to be interchangeable among 
each other for burn-up optimization, all head pieces need to be turned simultaneously. Now, 
the inlet and outlet window elements do not face each other any more, and direct short cuts, as 
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in the reference case without mixing devices, are avoided. The averaged scalar concentration 
and peak values of the scalar concentration for this modification with headpieces turned by 
45° are shown in Fig. 4-2. Comparing the results of this modification to the reference case of 
the simplified model, we see that the situation became even worse. 
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Fig. 4-2 Scalar concentrations, cross section averaged (left) and peak (right) in the upper 

mixing chamber with headpieces turned by 45° 

Outlet 1 receives even 60% of the markers from inlet 6. Slightly better results are obtained for 
the local peak values of outlet 3, which receives only 50% from inlet 4 now. The reason for 
this mixing deterioration can be seen, when looking at the u-, v-, w- velocity plot in a horizon-
tal cross section at half its height as shown in Fig. 4-3. 
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Fig. 4-3 u-, v-, w- velocity plot at a horizontal cut at half its height with turned headpieces 
and the results for the inlet scalars close to the outlet side 
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The results for inlet 6 and 7 are even worse in comparison to the reference case, when looking 
at the cross section averaged values, while the peak values are slightly better, as a result of the 
enhanced local turbulence. The flows coming from inlet 6 and 7 are now directed towards the 
connection tubes framing the headpieces of the inlet headpieces towards the outlet side. When 
colliding with the connection tubes which block the way of the inlet flows, these inlet flows 
are directed even more towards its neighboring outlets. The standard deviation for the mixing 
for this configuration has a value of %9.12=σ ( %1.12=σ ), so it is slightly increased in 
comparison to the reference case. Also the pressure drop of the upper mixing chamber with 
the turned headpieces is slightly increased in comparison to the reference case; for this con-
figuration its value is Pap 3107 ⋅≈Δ  ( Pap 3104 ⋅≈Δ ). 

In conclusion, the configuration with the headpieces turned by 45° leads to worse results for 
both the mixing as well as for the pressure drop. 

4.2 Outlets Shielded from Inlet Side 

Another measure to improve mixing is to close the window elements of the outlet headpieces 
on the side facing the inlets, as shown in Fig. 4-4. This measure is similar to the turned head 
pieces that it also focuses on influencing the in-/ outlet geometry in the mixing chamber al-
though it is more effective. This can be accomplished using plates that are welded into the 
upper mixing chamber so that assembly clusters still remain exchangeable. 

 
 

Fig. 4-4 Positions of the closed windows for the relevant window elements of the outlet 
headpieces 

The results for this modification are shown in Fig. 4-5. The advantage of this modification is a 
reduction of the local peak value from the maximum of almost 70% to just over 50% for sca-
lar 6 at outlet 1. Even though local mixing has been improved, the average marker fraction is 
still high; with 3.7 times the ideal homogeneous mixing we are still far from optimum. 

These additional obstacles, which have been welded in, extend the mixing length locally, thus 
reducing the problem of the short cuts to some extent. The value of the standard deviation for 
the mixing has been reduced with this configuration to a value of %0.11=σ ( %1.12=σ ). 
Along with the better mixing, however, the pressure drop in the upper mixing chamber, be-
tween the inlets and outlets, has been increased to Pap 51018.0 ⋅≈Δ  ( Pap 3104 ⋅≈Δ ), which 
it is still small compared to the pressure drop of the fuel assembly clusters. 
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Fig. 4-5 Scalar concentrations, cross section averaged (left) and peak (right) in the upper 
mixing chamber with closed windows of window elements in headpieces of outlet clusters 

Shielding the outlet side from the inlets is a very promising approach. It serves well to break 
up a flow structure with any short circuits between certain in- and outlets. However, the pro-
posed walls, welded into the mixing chamber, which act as mixing promoters for this configu-
ration, do not yet lead to sufficient mixing. 

4.3 In- and Outlets at Different Heights 

Since the reference case showed a horizontally layered flow structure, a modification with 
reduced inlet and outlet openings at different heights has been analyzed as a further modifica-
tion. The idea is to break up the horizontal layers, to extend the mixing length, and to separate 
the neighboring inlets and outlets. This shall be realized with a design depicted in Fig. 4-6. 
The windows of the in- and outlet headpieces are partly closed with cans which are welded 
into the upper mixing chamber so that all head pieces are still the same and thus exchange-
able. In the model, these cans are realized with baffle cells, like the headpiece geometry. The 
vertical positions of cans and openings are also shown in Fig. 4-6. L stands for low, whereas 
H stands for a high position of the opening, meaning that the opening is located at the bottom 
or at the top of the upper mixing chamber, respectively. The dashed line indicates the cans, 
which are displayed underneath to give a better impression of how the openings are realized 
at different heights. 
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Fig. 4-6 Positions of high and low in- and outlet openings; left side: distribution of top 
and bottom openings; right side: vertical positions of the openings 

The results for the constellation with in- and outlets at different heights indicate that the dis-
tribution has shifted drastically, as shown in Fig. 4-7. However, even though the short cuts 
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between neighboring in- and outlets have been eliminated, very high concentrations, volume 
averaged as well as for the local peak values, are obtained. As an example, outlet 7 receives 
66% of the scalar released from inlet 6 and outlet 4 receives 60% from inlet 8. It appears that 
inlet and outlet head pieces, having their openings at the same height, find a short cut even if 
they are not neighboring. A very efficient mixing appears only if two head pieces have open-
ings at different heights.  
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Fig. 4-7 Average and peak scalar concentration in the upper mixing chamber in case that in- 
and outlets are at different height 

In general it can be seen that the scalar transport takes place mainly between in- and outlets at 
the same height. This effect even outranges the short cuts found between neighboring in- and 
outlets for the reference case. In Fig. 4-8, this effect is shown by looking at the inlet scalars 4 
and 6 exemplarily, in the formerly presented vertical cross section. 

inlet_6:

inlet_4:

 
 

Fig. 4-8 Exemplary results for the configuration with in- and outlet openings at different 
heights 

While the pictures on the left, showing the view from underneath, give an overview of the 
scalar distribution in a more general way, the short cut effect between the in- and outlets at the 
same height is captured in the cross sections depicted on the right side of  Fig. 4-8. Inlet scalar 
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4 hardly interacts with its neighboring inlet 6 and is transported mainly to outlet1, while inlet 
scalar 6 hardly leaves the mixing chamber via its neighboring outlet 1 and is transported to the 
next outlet in radial direction, outlet 7. The pressure difference between the inlet and outlet 
side, on the other hand, is found to be around Pap 51029.0 ⋅≈Δ  ( Pap 3104 ⋅≈Δ ). Thus, it is 
still small compared with the pressure drop in the fuel assemblies. 

The proposed configuration shows that the inlet distribution is influenced strongly when the 
in- and outlets of the mixing chamber are located at different heights. However, other and 
more severe short cuts are established between in- and outlets at the same height leading to 
deteriorated mixing and a standard deviation of %1.15=σ ( %1.12=σ ). 

4.4 Collection and Re-distribution of the Inlet Flows 

Up to now, all modifications studied to enhance mixing focused on influencing the flow lo-
cally. Approaches were focused on changes to the direction of the inlet flows, or enhancing 
mixing with introduced obstacles. A different approach is to collect the inlet flows, before 
distributing them again to the different outlets. 

Constructively, this can be realized by simply welding a vertical wall with a slot at the top 
between the inlet and outlet side of the upper mixing chamber. This way, the inlet flows are 
collected on the evaporator side of the wall before being forced to pass through a defined 
small cross section. In Fig. 4-9 the position of the wall between evaporator and superheater 
assembly clusters is depicted. For the presented first analysis, the wall covers 46 cm of the 
total chamber height of 48 cm, leaving a slot of 2 cm underneath the top cover of the mixing 
chamber. 

 
 

Fig. 4-9 Collecting and re-distribution of inlet flows; separation wall with gap between in-
let and outlet regions 

The results for the scalar distribution of this case are shown in Fig. 4-10. A much better scalar 
distribution is obtained. Outlet 1 receives only 35% of inlet 6 and outlet 7 receives 34% of 
inlet 7, being the worst cases of the averaged inlet scalars. Peak values for the concentration 
are below 38% in worst cases. This mixing is much better than in the reference case. Aver-
aged inlet scalar concentrations are less than 2.8 times the ideal, homogenized distribution, 
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and local peak concentrations achieve only 3 times the values of the case with ideal mixing. 
The obtained standard deviation for this case is %3.9=σ ( %1.12=σ ). 

Along with the good mixing, on the other hand, a very high pressure drop of 
about Pap 610≈Δ  ( Pap 3104 ⋅≈Δ ) is obtained for the rather small slot. Compared with the 
pressure drop in the fuel elements, this pressure drop is very high and can hardly be accepted. 
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Fig. 4-10 Average and peak scalar concentration of the configuration with a separation wall 

between the in- and outlet side 

4.5 Collection and Re-distribution of the Inlet Flows –Meander Alignment 

After evaluating several cases, which separate the inlet from the outlet side, an alignment with 
three stages has been found as the best way to enhance mixing while keeping the pressure 
drop within acceptable limits. In Fig. 4-11 such a meander structure and the results for exem-
plary inlet scalars are depicted. The size of the gaps between the mixing stages has been op-
timized to a certain limit. Further optimization can be achieved with a finer grid. The gap for 
the first introduced wall is defined as 18cm, the second gap is 18cm as well, and the value for 
the third gap is 14cm. 
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Fig. 4-11 Meander structure dividing the upper mixing chamber in three stages 
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When comparing the results for the mixing obtained for this meander structure, similar results 
as for the case with only one separation wall and a very small gap are obtained. The obtained 
standard deviation is %8.8=σ ( %1.12=σ ). Outlet 7 receives 37% percent of inlet 6. The 
peak values are also small and stay below 39% as can be seen in Fig. 4-12. The pressure drop 
for this constellation is, however, acceptable with a value of Pap 5105.0 ⋅≈Δ  (0.5 bar). 
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Fig. 4-12 Average and peak scalar concentration of the scalar distributions in the upper mixing 
chamber with a meander structure, separating the upper mixing chamber into three stages 

In Fig. 4-13, the histogram for the results shown in Fig. 4-12 is depicted. It confirms that the 
standardized normal distribution (Gaussian distribution) has been reached approximately but 
not ideally. 
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Fig. 4-13 Probability that an inlet marker reaches a certain outlet 

4.6 Evaluation of the Different Modifications 

Target values for the standard deviation describing the mixing and for the pressure drop have 
been given by Schulenberg in [68]. For the mixing a standard deviation of %5=σ  and for 
the pressure drop a value of 0.15bar have been assumed.  

Without any measures to enhance mixing (reference case), the scalar distribution at the outlets 
is exceeding acceptable limits by far. Simply turning the headpieces, by 45 °, as presented in 
4.1 does not lead to an improvement as well; the results for the scalar distribution overall are 
even worse. Better results for the mixing are achieved by introducing obstacles in the flow. 
When the outlet headpieces are shielded from the inlet side, presented in 4.2, an improvement 
for the volume averaged mixing is achieved and local peak values are decreased. In compari-
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son to this configuration, the configurations without additional obstacles do experience a neg-
ligible additional pressure drop. The pressure drop, of course, depends on how much resis-
tance is introduced into the upper mixing chamber by blockages, obstacles, etc. For the evalu-
ated case with baffles cells at the windows of the outlet headpiece window elements facing 
the inlet flow, a small and thus acceptable, additional pressure drop is obtained. Influencing 
the mixing by arranging the in- and outlet openings at different, individual heights, discussed 
in 4.3, does have a strong influence on the mixing. Due to more severe short cuts between in- 
and outlets at the same height, this configuration provides even worse results than for the ref-
erence case, the mixing reacts very sensitive to the introduced changes and the pressure drop 
is still relatively small. 

Concerning the mixing, a very effective approach is to separate the inlet and outlet regions to 
achieve a collection of the inlet flows before distributing them to the outlets, like presented in 
4.4. This approach of collecting and then distributing the different inlet flows leads to best 
results for the mixing. Due to the small gap between the separating wall and the top of the 
mixing chamber, however, a very high pressure drop of around 1MPa is obtained. Thus, the 
pressure drop in the upper mixing chamber exceeds the pressure drop in the fuel assemblies 
by a factor of more than 5. The best result concerning both mixing and the created additional 
pressure drop is achieved with the alignment presented in chapter 4.5, the presented meander 
structure, with which the upper mixing chamber is divided into three stages. In this configura-
tion the gaps between the different zones of the mixing chamber can be enlarged, achieving 
even better results for the mixing but decreasing the pressure drop significantly. A compari-
son of the assumed values with the achieved values for the mixing and the pressure drop is 
shown in the HPLWR is shown in Tab. 4-1. The results for the lower mixing chamber are 
presented in Annex A (Lower Mixing Chamber), for the upper mixing chamber, the meander 
alignment proposed in 4.5 is used. 

 upper mixing chamber 

 assumed achieved 

standard dev. of coolant mixing 5% 8.8% 

pressure drop 0.15bar 0.5bar 

 lower mixing chamber 

 assumed achieved 

standard dev. of coolant mixing 5% 5.5% 

pressure drop 1bar 0.2bar 

Tab. 4-1 Comparison of assumed and achieved values for the mixing chamber in the 
HPLWR 
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Comparing the cases with enhanced mixing of the simplified model and the assumed values 
for the mixing chambers in the three pass core proposal by Schulenberg et al [68], it is found 
that the mixing is approximately within the assumed limits. The assumed standard deviation 
for the mixing in both mixing chambers has been 5%. For the upper mixing chamber a value 
of 8.8% and for the lower mixing chamber a value of 5.5% has been achieved, which is still 
acceptable. The pressure drop of 0.5bar for the upper mixing chamber exceeds the assumed 
value of 0.15bar, whereas the obtained value of 0.2bar for the lower mixing chamber is sig-
nificantly lower compared to the assumed value of 1bar. The proposed solution for the opti-
mized mixing chamber is shown in Fig. 4-14. For this picture, the top of the upper mixing 
chamber has been removed to allow an insight. The introduced vertical walls forming the me-
ander structure are shown in grey. 

 
Fig. 4-14 Design of the optimized upper mixing chamber 

 

According to the simplification method presented in this work, so far all analyses for the up-
per mixing chamber of the HPLWR have been performed for the simplified model. The next 
step when applying the method for the analysis of complex mixing chambers outlined in 
chapter 3.1 (Simplification Method) is described in the following chapter. 
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5 Including the Effects of the Omitted Structures 

The first step of the method to analyze complex mixing chambers, which has been introduced 
in chapter 3.1, has been performed already by building and optimizing the simplified model as 
described in the chapters before. The moderator boxes, as well as the thickness of the head-
piece struts however, will have an influence on the mixing. In the following sections, their 
influences will be quantified and added to the simplified model by applying the simplification 
method to the upper mixing chamber of the HPLWR. The required steps are listed in the be-
ginning of chapter 3.1, they are: 

1) Simplifying the geometry 

2) Quantifying the influences of the disregarded headpiece structures on the mixing  

3) Introducing these influences via source terms into the simplified model. 

To carry out the second step, a model of the headpiece geometry in all relevant detail has to 
be built. 

 

5.1 Detailed Analysis of the Flow in the Headpiece Structures 

5.1.1 Detailed Headpiece Model 

Modeling the upper mixing chamber without all the rather complicated headpiece structures 
served as a first step of the analysis. It has to be checked how much the omitted structures 
influence the mixing. An analysis of a single headpiece in the transverse flow field of the up-
per mixing chamber and an analysis of two neighboring headpieces without a transverse flow 
field have been performed by Möbius et al. [49]. The results of this analysis show good mix-
ing between the neighboring in- and outlet headpiece, as well as great influence of the head-
piece’s inner obstacles on the flow field of the upper mixing chamber. For further analysis, 
neighboring in- and outlet headpieces have been evaluated in the flow field of the upper mix-
ing chamber. In Fig. 5-1, the grid of one single headpiece and the extended grid with two 
headpieces and additional fluid volumes to apply the necessary boundary conditions used in 
the presented analysis are shown. 

The configuration applied to the detailed headpiece model is a combination of the inlet 6 and 
the outlet 1 cluster, thus representing the worst case detected in the reference case using the 
simplified model. 

All presented results are based on the grid shown in the center of Fig. 5-1, which will be re-
ferred to as the detailed headpiece model. Additional fluid volumes are added to the sides of 
the model to minimize the influence of the boundaries on the evaluated flow.  
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Möbius
6 1

 
 

Fig. 5-1 Numerical mesh of a single headpiece proposed by Möbius [49] and of two 
neighboring headpieces in a transverse flow field 

The applied boundary conditions are depicted in Fig. 5-2; here all inlets are depicted with 
yellow-red color. At the bottom of the headpieces there are either nine inlets or nine outlets 
for each headpiece representing the fuel elements united in one cluster. A transverse flow is 
applied with the extracted boundary conditions from the solution of the simplified model. The 
side inlet of the model introducing the transverse flow of the upper mixing chamber is ap-
proximated with a block profile with an inlet velocity of 2m/s. 

symmetry boundaries

inlets outlets

 
 

Fig. 5-2 Boundaries applied to the detailed headpiece model 

For the headpiece representing the evaporator cluster, block profiles in vertical direction are 
applied to the inlets on the bottom of the model with a velocity of 5.7m/s for the inlets in the 
corners of the cluster and 4.6m/s for the other inlets. The inlet velocity for each inlet is esti-
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mated using the mass flow and the inlet cross section of the nine inlets. No inlet velocity com-
ponent in tangential direction has been added, even though the wire wrap spacers proposed by 
Himmel in [25] are likely to introduce a swirl to each fuel element. Effects of these global 
inlet swirls applied to each of the nine inlets have been analyzed by Möbius et al. in [49], but 
are found to be negligible. The boundaries applied to the outlets are pressure boundaries 
(brown). They are applied to the bottom of the model for the modeled superheater I headpiece 
and to the outlet side of the model in radial direction. On the sides orthogonal to the main 
flow directions, symmetry boundaries (blue) are applied as a first guess. 

In this detailed headpiece model, all geometry features of the headpieces design are included 
as demonstrated in Fig. 5-3. The transition nozzle of the headpiece geometry has been rebuilt 
and all connection tubes are now included in the model. As in the simplified model, the win-
dow elements are included by adding baffle cells to the headpiece outer diameter, thus fram-
ing the windows by two-dimensional, impermeable cells. It can be seen that the grid is refined 
towards the window elements and towards the moderator boxes since here the largest gradi-
ents are expected in the flow field. 

moderator boxes

moderator boxes

transition nozzle

fuel assemblies

moderator boxes

 
 

Fig. 5-3 Level of detail fort he detailed headpiece model of the headpiece geometry 

The inlet boundary condition for the side inlet, with which the transverse flow is introduced, 
has been extracted from the simplified model. In Fig. 5-4, the u-,v-,w- velocities in a horizon-
tal cutting plane of the mixing chamber are shown, the red line shows the position where the 
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cross flow velocities have been extracted. They have been averaged, to apply them to the de-
tailed model. 
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Fig. 5-4 Velocities at a horizontal cross section of the simplified model 

5.1.2 Verification – Grid Sensitivity Analysis of the Detailed Headpiece Model 

Another grid sensitivity analysis has been performed for the detailed headpiece model to de-
termine the influence of the numerical resolution on the evaluated magnitudes. Again, both 
the pressure drop and the mixing will be evaluated and plotted over 1/N, where N represents 
the number of cells in the model. Also, for all analyzed grids, the +y -values are kept inside 
the predetermined limits. 

Five grids in a range between around 120.000 cells for the coarsest and 1.300.000 cells for the 
finest grid have been analyzed. Again, any baffles are disregarded for the grid sensitivity 
analysis. To refine especially the regions where the largest gradients were expected, the num-
ber of cell layers around the introduced moderator boxes and the number of cell layers in ver-
tical direction has been increased. The two evaluated qualities are again, the maximum of the 
volume averaged scalar concentration for all outlets and the total pressure. The first order in-
terpolation scheme UD and the third order interpolation scheme QUICK for the spatial discre-
tization have been tested.  

This time, the difference between the inlet and outlet pressure is evaluated, between the eva-
porator and superheater I fuel elements, respectively, that is the in-/ outlets from the bottom of 
the detailed headpiece model. The maximum inlet scalar concentration, or the maximum per-
centage of any inlet detected at an outlet, is obtained in the same way as for the simplified 
model, explained in 3.4 (Verification – Grid Sensitivity Analysis). Now, each of the nine 
inlets is charged with a separate scalar and the distribution is then evaluated at the outlets. The 
result of the grid sensitivity analysis for the detailed headpiece model is shown in Fig. 5-5. 
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The difference between the pressure drop of the coarsest and the finest grid is around 480Pa, 
which is much smaller (2 orders of magnitude) than the pressure drop of interest. For the 
maximum inlet scalar almost no significant change is visible, when comparing the obtained 
values of the different grids. Also, for both quantities no differences are detected between the 
UD and the QUICK scheme. For further analysis, the UD scheme is chosen in combination 
with a grid consisting of around 250.000 cells to reduce the numerical effort, while ensuring 
adequate results. 
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Fig. 5-5  Grid sensitivity analysis of the detailed headpiece model 
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5.1.3 Simplified Headpiece Model 

When comparing the results obtained for this detailed model with the local result for the sim-
plified model, it has to be taken into account that the flow field in the upper mixing chamber 
is strongly influenced by the other inlet flows. A better comparison can be achieved, when 
comparing the detailed model with a cutout model of the simplified model, the so-called sim-
plified headpiece model. Again, the same neighboring in- and outlet headpieces are modeled, 
but without any details like waterboxes or the reducing diameter in the lower part of the mod-
el. 

Also, a simple transverse flow as applied in the detailed headpiece model can not lead to a 
quantitative comparison for the mixing and pressure drop of the simplified model and the de-
tailed headpiece model. However, it can serve as a basis to quantify the influences of the dis-
regarded headpiece geometry. 

The nine inlets representing the fuel elements are combined in one inlet, respectively one out-
let as in the simplified model. This is possible, since the inlets on the bottom of the model, 
representing any cluster of the mixing chamber neighboring an outlet cluster have to be 
charged with only one passive scalar for all the nine inlets, to evaluate the mixing in the de-
tailed headpiece model as well. This way, the mixing of this scalar can be compared to the 
simplified model, where the scalars are applied to each cluster. The simplified headpiece 
model is shown in Fig. 5-6; it consists of a much lower number of cells than the detailed 
headpiece model. However, its boundaries applied correspond to the ones of the detailed 
model as do the dimensions of the added fluid volumes. 

 
Fig. 5-6 Grid of the simplified headpiece model 

Refining the grid of the simplified headpiece model only towards the connection tubes and 
treating all geometry elements exactly as treated in the simplified model leads to a grid for the 
simplified headpiece model consisting of less than 45.000 cells. Quantifying the influences of 
the detailed headpiece geometry omitted in the simplified model, can be done by comparing 
the results for the two headpiece models: the detailed headpiece model, based on the actual 
geometry and the simplified headpiece geometry, based on the simplified model according to 
the simplification method. 
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5.1.4 Comparison of the Detailed and Simplified Headpiece Model 

When comparing the detailed and the simplified headpiece model, large differences in the 
models as well as in the results are found. The two different models are displayed in Fig. 5-7; 
on the bottom of the picture, a top view of each model is shown. Obviously, the numerical 
effort for the simplified headpiece model consisting of around 45.000 cells is significantly 
reduced in comparison to the detailed headpiece model with 230.000 cells. Also, the analyzed 
flow structure is much simpler. 

 
 

Fig. 5-7 Comparison of the simplified (left) and detailed (right) headpiece model 

The results for the mixing of the simplified headpiece and of the detailed headpiece model can 
be seen in Fig. 5-8 from underneath. Whereas 53.5% of the inlet scalar 6 is transported to out-
let 1 in the simplified model, only 40.5% of the inlet scalar reaches the neighboring outlet in 
the simplified headpiece model. When comparing the models where only two headpieces are 
regarded, the difference due to the disregarded details is higher than due to the simplified 
boundaries applied to the cutout section with simplified boundary conditions. 

In the simplified headpiece model, the difference between the highest and lowest value for the 
neighboring inlet scalar varies between 29.8% and 62.6%. For the detailed model, a more 
homogenized flow is found for the outlets on the bottom of the model; the scalar concentra-
tion varies between 25.4% and 40.0%. There is also a large difference in the overall amount 
of the inlet scalar reaching the neighboring outlet. For the detailed headpiece model, only 
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35.7% reaches the neighboring outlet, while in the simplified headpiece model this number is 
higher at a value of 42.3%. 

 
 

Fig. 5-8 Distribution of the inlet scalar in the neighboring outlet – top: detailed headpiece 
model, bottom simplified headpiece model 

The large differences in the mixing of the fluid are caused by the disregarded moderator 
boxes. These boxes act as obstacles on the flow, leaving only small gaps where the water can 
pass through the headpieces. In these smaller gaps, local jets are formed resulting in a better 
transport of the inlet scalar beyond the neighboring outlet headpieces. Also, the velocities in 
the lateral direction are much higher due to the flow obstacles leading to a better mixing of 
the inlet flow charged with the scalar and the transverse flow in the mixing chamber. In Fig. 
5-9 the velocity fields of the two headpieces models at a cross section at half the height of the 
model, as indicated on the right side of the figure, are displayed. 

Two very distinctive jets are shaped by the waterboxes in the detailed headpiece model. Here 
the flow is accelerated strongly and additional turbulence is introduced by the obstacles in the 
flow. Also, the transverse flow hitting the headpieces is in some extent deflected to the sides. 
This distinct flow structure leads to a much higher transport of the inlet scalar past the 
neighboring headpiece, representing outlet 1 of the simplified model. In addition, the mixing 
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of the inlet 6 scalar is enhanced significantly, which is noticeable by the more homogeneous 
distribution at outlet 1. 
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Fig. 5-9 Velocities in a horizontal cross section of the simplified (top) and detailed headpiece 

model (bottom) 
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5.2 Introduction of the Headpiece Influences 

As described in chapter 3.1, the effect of the omitted structures on the mixing is introduced 
into the Reynolds equations according to (3.1). The idea is to introduce source terms resem-
bling the effects of the omitted structures.  

5.2.1 Insertion of Local Forces 

An idea to introduce the effects of the initially disregarded moderator boxes in the model, 
without actually introducing their geometry, is to insert local forces at the positions of the 
moderator boxes. This idea is outlined in Fig. 5-10 and the forces to be introduced are indi-
cated exemplarily for the central moderator boxes. 

[ ]sm /
 

Fig. 5-10 Introduction of local forces to replace waterboxes 

Merely to see if this approach can be generally successful, the detailed headpiece model has 
served as a basis and additional cells are introduced where the moderator boxes had been in 
the model. Thus, “the holes in the model (moderator boxes) are filled” and a detailed model 
without struts as flow obstacles has been built. The created model is shown on the left side of 
Fig. 5-11 from above. While the cells of the detailed headpiece model are depicted in red, the 
additional cells representing the moderator boxes can be seen in a light brown color. On the 
right side of the figure below, the additional almost 50.000 cells for the moderator box struc-
tures are shown. Overall the model size has been increased to 300.000 cells. 

 
Fig. 5-11 Detailed model with cells filling the positions of the moderator boxes, thus creating 

a model without distinctive flow obstacles 
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For this created model without distinctive flow obstacles, which resembles the simplified 
headpiece model, analogue results are obtained. To add the effects of the detailed headpiece 
model to this model, source terms have been added to the newly introduced cells representing 
the moderator boxes. Since in reality no water can pass through these cells, the applied source 
terms are calculated with the pressure drop imposed by the omitted obstacles. For the steady-
state analyses presented, the source terms are forces divided by unit volume with the 
unit 3/mN . The geometrical entities are taken from the quadratic shaped moderator boxes 
that have a width of approximately ma 03.0=  and a height of mh 48.0=  and are applied for 
all additionally introduced cells. To calculate the pressure drop, the pressure drop coefficient 
of a rectangular tube in a transverse flow 05.1=ς  is applied according to [50] (page 149). 
The pressure drop can be calculated as: 

( )2
2
1 up ρς=Δ . (5.1) 

For the source term and a constant value for the density 3/215 mkg=ρ  this leads to: 
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On the left side of (5.2) VFR /  is the force per unit volume to be introduced, while RF  is the 
resting force. A  is the area of the flow obstacle represented by the introduced force (width a 
times height h of the rectangular moderator box) and V is its volume.  

Since all values are known, a general pre-factor can be introduced that defines the introduced 
source term as a function of velocity. For the definition of the local forces, this leads to a pre-
factor of 4/4000 mkgC = . The source term as function of the velocity is plotted in Fig. 5-12. 
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Fig. 5-12 Source term as a function of the velocity for local forces 



Including the Effects of the Omitted Structures 

78 

Star-CD requires a linear function at this point, therefore the function is approximated with a 
straight line that has slope of 2800=m  and starts at the origin. The introduced force repre-
sents the rectangular pipe in the transverse flow field. Applying a linear function leads to an 
additional error. In newer versions of the code, it should be possible to apply quadratic func-
tions, thus reducing the error. When looking at the results obtained for this detailed model 
with source terms, analogue results are obtained compared to the results for the detailed 
model. In a horizontal cross section at half of the height, the flow structure is very similar to 
the detailed model. This is shown in Fig. 5-13, in which the detailed model with source terms 
(top) is compared to the detailed model (bottom). 
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Fig. 5-13 Velocity plotted for the detailed model, top: waterboxes introduced with source 

terms, bottom: waterboxes geometrically resolved 

When comparing the two velocity plots in the figure above, the same two noticeable velocity 
jets are found. For the detailed model with the resolved moderator box geometry, these jets 
are slightly more pronounced and the velocity gradients between the accelerated water in be-
tween the waterboxes and the regions with small velocities are slightly higher.  

In Fig. 5-14 the scalar distribution at the outlet is shown for the detailed model (bottom) and 
the detailed model with introduced cells charged with source terms representing the modera-
tor boxes (top). The scalar distribution is very similar and shows the same structure, but the 
values are generally higher for the model with applied source terms. In the detailed model, 
35.5% of the neighboring inlet scalar is detected at the analyzed outlet with a local maximum 
of 44% and a local minimum of 29.7%. For the model with the applied source terms, 38.5% 
of the neighboring inlet scalar is detected at the outlet and the local maximum and minimum 
vary between 35.1% and 44.6%. 
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With source terms: 
 

Sc1 – averaged: 38.5% 
Min: 35.1%  Max: 44.6% 

Geometrically resolved: 
 

Sc1 – averaged: 35.5% 
Min: 29.7%  Max: 44.0% 

 
Fig. 5-14 Scalar distribution plotted for the detailed model, top: moderator boxes introduced 

with source terms, bottom: moderator boxes geometrically resolved 

The agreement between the two models is significantly better than the predictions of the sim-
plified model as depicted in Fig. 5-14. Not only the results for the scalar distribution are al-
most the same, but also the flow structure is very similar. 

Reasons for the small discrepancy between the two approaches might be the approximation of 
the quadratic function describing the applied source term by a linear function or the coarse 
resolution, especially of the cells filling the moderator box structures. 

Even though these results are promising, adding additional cells that are then charged with 
sources terms does not lead to a reduction in the numerical effort as intended. The additional 
cells increase the numerical effort and the added source terms deteriorate the convergence of 
the simulation. Therefore, the derived source terms are added to the simplified headpiece 
model in order to combine the good results for the mixing and the much decreased numerical 
effort. Due to the very coarse local discretization of the simplified headpiece model, an exact 
local application of the source terms could not be achieved and the position of the moderator 
boxes had to be approximated. The positions of the introduced source terms are indicated in 
Fig. 5-15 with the red cells. 
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Fig. 5-15 Position of cells with local source terms representing the initially omitted moderator 
box structures 

The results of this model, however, vary significantly from the results obtained for the de-
tailed headpiece model. In Fig. 5-16 the velocities and the scalar distribution for the two mod-
els are plotted. For the simplified headpiece model with local source terms, almost twice as 
much of the neighboring inlet scalar is detected at the analyzed outlet and the range between 
the minimum and maximum value for the scalar is much higher. 
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With source terms: 

 
Sc1 – averaged: 53.1% 

Min: 35.5%  Max: 79.8% 

Geometrically resolved: 
 

Sc1 – averaged: 35.5% 
Min: 29.7%  Max: 44.0% 

 
Fig. 5-16 Velocities and scalar distribution – left: simplified headpiece model with local 

source terms, right: detailed model 
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The reason for this very significant discrepancy between these models lies within the coarse 
discretization of the simplified headpiece model, rather than in the rough approximation of 
position of the moderator boxes represented by the applied source terms. This can be seen 
when looking at the velocity plots for each model for a cross section at half its height as de-
picted above. The flow structure stays the same, again two jets can be seen in the simplified 
headpiece model, but since the very high gradients imposed on the flow by the strong forces 
cannot be reproduced between only two cell layers. To achieve a better reproduction of these 
gradients, local refinement of the grid (as performed for the detailed headpiece model) be-
comes necessary. 

The result of this failure to reproduce strong gradients leads to a general deceleration of the 
flow within the entire headpiece not just locally and thus to a much higher scalar concentra-
tion in the neighboring outlet. Also, the scalar distribution to the sides is overestimated, since 
the entire headpiece acts now almost as a blockage. Using the higher order QUICK discretiza-
tion scheme delivers analogue results. 

To overcome these described disadvantages of the model, global forces are introduced to cap-
ture the effect of the headpiece geometry as a whole rather than locally. 
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5.2.2 Insertion of Global Forces  

When introducing the effect of the headpiece geometry as a whole, claims to reproduce local 
effects cannot be met. The approach is similar to the presented approach for the insertion of 
local forces. Again, the applied source terms are derived with the pressure drop estimated for 
the headpiece geometry.  

The two approaches using either local or global forces to outweigh the momentum are similar 
to the porous media approach, e.g. used by Kunik et al. [40]. In the porous media approach 
omitted structures are generally regarded by an additional pressure resistance. However, in 
contrast to the general porous media approach it is possible to introduce source terms only to 
specific regions of the grid, since no specifications for the boundary conditions between fluid 
cells and porous media cells are necessary.  

Therefore, all cells framed by the window elements, representing the headpiece geometry in 
the simplified headpiece model are charged with source terms. The resulting simplified head-
piece model with introduced global forces is depicted in Fig. 5-17 outlining the idea by indi-
cating the region where the forces are introduced.  

 
 

Fig. 5-17 Insertion of global forces representing an entire headpiece 

To derive the forces which have to be introduced, the pressure drop of the headpiece geome-
try is approximated with a hand calculation using the pressure drop coefficient according to 
Kays [36]. When looking at a cross section of the headpiece geometry as depicted in Fig. 
5-18, the flow coming from the side is canalized in two distinctive jets framed by the center 
and outer waterboxes. If only the upper (or lower) half of the headpiece geometry is regarded 
as shown in the figure on the right side of Fig. 5-18, the effect of the geometry on the flow 
can be reproduced by a very simple and abrupt change in the flow cross section. 
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Fig. 5-18 Approach to model the headpiece with global forces 

This approach is not only applicable if the flow approaches the headpiece from one distinctive 
side, but also if it approaches the headpiece with an angle. Due to its structure, certain chan-
nels can always be distinguished, framed by the central and outer moderator boxes. 

For the simplified structure displayed on the right side of Fig. 5-18 a pressure drop coefficient 
has been defined according to Kays [36]. The pressure drop coefficient for flows across an 
abrupt contraction is given as a function of the ratio of the two cross sections 21 / AA . Here, a 
pressure drop coefficient of 3.0=ς  is found. Applying the same hand calculations (5.1) and 
(5.2) as for the insertion of local forces, a global resistant force GlobalRF ,  is found with a pre-
factor 4/160 mkgC = , leading to the depicted function in Fig. 5-19 for the source term. To 
approximate the quadratic function, a linear function starting in the origin with the 
slope 750=m , has been chosen. 
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Fig. 5-19 Source term as a function of the velocity for global forces representing an entire 
headpiece 
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When applying the derived forces to each headpiece globally, the marker distribution shows 
large differences in comparison with the detailed headpiece geometry. The results for both 
cases are depicted in Fig. 5-20. The depicted velocity plots show that the flow is generally 
decelerated, which leads to an even higher marker concentration at the neighboring outlet. 
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Fig. 5-20 Comparison of the results for the detailed headpiece model (top) and simplified 
headpiece model with global forces (bottom) 

In this case, 43.7% of the inlet marker is transported directly to its neighboring outlet. The 
local minimum for this model with global forces is 33.2% and the local maximum is 67.9%, 
thus exceeding the values found for the detailed headpiece model and also for the simplified 
headpiece model. 

 

In the here analyzed case, where global forces are introduced, the pressure drop imposed by 
the additional structure within the flow is captured. However, the forced deviation imposed on 
the flow by the waterboxes within the headpiece geometry accelerating the flow locally is 
neglected. This acceleration is responsible for the better mixing by transporting a larger frac-
tion of the inlet scalar past its neighboring outlet and has to be regarded. 
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5.2.3 Insertion of Global Forces Accelerating the Flow 

The distinctive velocity jets formed in the gaps between the moderator boxes lead to an accel-
eration of the flow. Since this effect is responsible for the better mixing in the detailed head-
piece geometry, a force shall be introduced into the simplified headpiece geometry to generate 
this acceleration. 

The local acceleration within the headpiece is based on continuity. The flow is accelerated 
between the moderator boxes by the forced deviation as a result of the reduction in the cross 
section. Further behind the headpieces, the velocity jets are dissipated. An approach to capture 
this effect is to add forces directed in the flow direction. 

Himmel has used an analogue approach to accelerate the flow in [27], which is based on the 
balance of momentum. In comparison to the porous media approach, where the effects of ge-
ometries in the flow are introduced as resistances, here volumetric forces are introduced as 
momentum sources pointing in the direction of the flow. 

In the previous chapter 5.2.2 (Insertion of Global Forces) only the resistance of the water-
boxes has been introduced into the flow, while the accelerating effects due to the forced de-
viation has not been regarded. To add these effects, an acceleration force AF  has to be intro-
duced, which can be derived by integrating the steady-state Reynolds equations (2.69) over 
the volume, where the forces will be applied: 
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The following simplifications are introduced in equation (5.3): 

a. The flow is regarded as one-dimensional. 

b. The velocities are constant over the in- and outlet cross section of the analyzed vol-
ume. 

c. The pressures are constant over the in- and outlet cross section of the analyzed vol-
ume. 

The different terms are indicated in the equation (5.3). Since the resistance of the omitted 
structure has already been included in the previous chapter, the resistance term can be re-
placed by the global resistance force RF . Thus, the integration leads to the following momen-
tum balance: 

( ) ( ) {
Resistance
FpApAuAuA R

PressureonAccelerati

+−−=−
44 344 21444 3444 21 1122

2
222

2
111 ρρ . (5.4) 

Here the indices 1 and 2 represent the values at the in- and outlet cross section of the regarded 
volume. 
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The acceleration can be introduced with the acceleration force according to: 

( ) AFuAuA =− 2
222

2
111 ρρ . (5.5) 

Assuming constant density, this leads to: 

( ) AFuAuA =− 2
22

2
11ρ . (5.6) 

AF  can be calculated with the same cross sections as shown in Fig. 5-18. The velocity 2u  can 
be calculated applying the continuity equation: 

2211 uAuA ρρ = , 1
2

1
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A
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Thus, the acceleration force AF  can be written as a function of the velocity: 
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Since a volumetric force has to be applied, equation (5.8) has to be divided by the volume, for 
which the force has been derived: 

2
1

2
1

2

2

1
21

2

1
2

1
2

2
11 uCu

A
AAA

V
u

A
AAuA

VV
F

A
A ⋅=

⎟⎟
⎟

⎠

⎞

⎜⎜
⎜

⎝

⎛
⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
−=

⎟⎟
⎟

⎠

⎞

⎜⎜
⎜

⎝

⎛
⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
−=

ρρ . (5.9) 

The constant pre-factor 4/480 mkgCA −=  is found. It is negative, since the force is applied 
on the right side of the equation and points in flow direction. 

To combine the source terms for the resistance and the acceleration in one simulation, a re-
sulting global volumetric force has to be calculated. Therefore the two source terms 

VFF RSR /=  and VFF ASA /=  have to be added as shown in Fig. 5-21. The resulting source 
term for the entire headpiece is SRSAS FFF += . 

The acceleration force is directed into the direction of the flow. Adding the resistant force 
acting in opposite direction slowing down the flow reduces the acceleration force in flow di-
rection. 

Applying the derived volumetric source terms leads to the following equation: 
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in which VFF iRiSR /=  and VFF iAiSA /=  are the volumetric source terms for the resistance 
and acceleration in different directions. 
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Fig. 5-21 Resulting source terms describing the different effects of the introduced structure 

In the following Fig. 5-22 only the resulting source term SRSAS FFF +=  is plotted. In the 
model it will be approximated with a straight line staring in the origin with a negative slope of 

1500−=m . 
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Fig. 5-22 Resulting source term accelerating the flow in the detailed headpiece structure 

In the model, the resulting source term iSF  in the different directions is entered according to:  
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The results achieved with this method lead to good a prediction of the mixing. In Fig. 5-23, 
the results for the simplified headpiece model with introduced global forces in flow direction 
and the results for the detailed headpiece model are compared. The results for the model with 
global forces in direction of the flow reproduces even better results for the mixing than the 
detailed model with added local forces. Even though the local flow structure is entirely differ-
ent, the scalar distribution at the analyzed outlet is very similar when comparing the distribu-
tion displayed in the figure below. In the center, spots with a very small scalar fraction are 
found, while regions with a higher scalar fraction are found on the corners and especially 
rather on the right. For the model with the introduced global forces accelerating the flow, 
37.1% of the inlet scalar leave the model through the neighboring superheater I outlet, for the 
detailed model this value is only slightly smaller with 35.5%. For the differences of the peak 
values at the analyzed outlet, good agreement is achieved as well. The local minimum for the 
model with global forces in flow direction is 28.4% and the local maximum is 46.6%. Com-
pared with values in between 29.7% and 44.0% for the detailed model, the agreement is more 
than satisfactory. 
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With source terms: 
 

Sc1 – averaged: 37.1% 
Min: 28.4%  Max: 46.6% 

Geometrically resolved: 
 

Sc1 – averaged: 35.5% 
Min: 29.7%  Max: 44.0% 

 
Fig. 5-23 Comparison of the results for the detailed headpiece model (top) and simplified 

headpiece model with global forces (bottom) accelerating the flow 
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Since only the effects of the headpiece geometry on the global flow field in the upper mixing 
chamber are analyzed and local differences can be disregarded, the distribution of the inlet 
scalar to the sides of the model has to be analyzed as well. Again, good agreement is 
achieved. While 9.6% of the inlet scalar exit the model on either side in the detailed model, 
12.0% exit the model on the right and 10.7% on the left for the simplified model with global 
forces in flow direction (when looking at the model from below).  

Due to the very good agreement of the mixing, the comparison of the two models can be in-
terpreted as a validation of the approach using global forces in flow direction to represent the 
headpiece geometries in the upper mixing chamber. Therefore, the defined source terms, 
which have been derived exemplarily for the combination of the inlet 6 and outlet 1 head-
pieces, now have to be introduced in the simplified model of the upper mixing chamber. Since 
the source terms are defined as a function of the velocity, their introduction is valid for each 
headpiece position in the upper mixing chamber. 

The results for the pressure drop, however, can not be further regarded, since the pressure 
drop of the additional structure is locally included as a resistance source term. This resistance 
source term then is summed up with the acceleration source term locally to capture the local 
acceleration effect. The resulting volumetric force pointing in the direction of the flow then 
artificially revokes the pressure drop of the detailed headpiece structure.  

The defined global source terms are applied to the reference case of the simplified model as 
presented in chapter 3.2.2 and to the optimized case with meander alignment, presented in 
chapter 4.5. For analyzes with introduced source terms, a model with only 300.000 cells is 
used. As shown with the grid sensitivity study, the presented results also hold for this grid. 
The effects for the mixing are shown in the following diagrams depicted in Fig. 5-24.  
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Fig. 5-24  Result for the scalar distributions for the simplified model with introduced forces 
representing the headpieces 

A velocity plot for the simplified model with introduced global source terms in flow direction 
and for the simplified model without any introduced source terms at a horizontal cross section 
at half the height of the model are depicted in Fig. 5-25. 

Due to the much larger flow velocities, the short cuts between the directly neighboring in- and 
outlets are slightly decreased and especially the peak values of the different inlet scalars at the 
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outlets are reduced significantly. For the simplified model without any included source terms, 
peak values reach almost 70 %, whereas here, the maximum peaks values stay just below 
60%. For the standard deviation a value of %5.11=σ is obtained. 

[ ]sm /
 

Fig. 5-25 Comparison of the results fort he u-,v-, w- velocity components at a horizontal cross 
section for the reference case of the simplified model without (top) and with global forces 

representing the headpiece geometries (bottom)  

The jets formed by the headpieces are responsible for the reduction of direct short cuts be-
tween neighboring in- and outlets. The effects of the jets can be visualized as can be seen in 
Fig. 5-26. Here a cut through the model parallel to symmetry boundary II (as indicated on the 
right side of the figure) is shown. The plotted inlet scalar 6 forms a more pronounced streak 
past its neighboring outlet 1 and therefore, a smaller fraction is transported directly to outlet 1. 
In the case without source terms, 53.4% are detected at outlet 1, whereas in the case with ap-
plied source terms, this value is reduced to 45.2%. For the neighboring outlet 7, the inlet sca-
lar 6 fraction, however, has been increased from 31.4% to 40.4 %. 
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6 6
 

Reference case: 
without source terms 

Reference case: 
with source terms 

Fig. 5-26 Comparison of the results for the scalar 6 distribution in a vertical cross section for 
the simplified model without and with source terms 

Another distinctive influence of the headpieces is the better mixing of each inlet scalar itself. 
The improvement can be shown, by analyzing the differences between the minimum and 
maximum values for each scalar at each outlet. For the case with no introduced source terms, 
the mean difference between minimum and maximum at each outlet measured for each inlet 
scalar is 13.6%. The maximum difference in the peak values are found for inlet scalar 8 at 
outlet 3. Here, the maximum local concentration of inlet scalar 8 is 70.9% and the minimum 
is 7.6% resulting in a difference of 63.2%. For the case with introduced source terms, the 
mean difference between minimum and maximum is found to be only 8.5% with the maxi-
mum difference of 48.0%, again found for inlet scalar 8 at outlet 3. 
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Fig. 5-27 Scalar concentration for the simplified model seen from underneath with introduced 
global source terms 

To round up the application of the simplification method to the upper mixing chamber, the 
last step is to apply the determined source terms to the optimized case of the simplified model 
presented in chapter 4.5 (Collection and Re-distribution of the Inlet Flows –Meander Align-
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ment). The effects due to introduced forces are not as significant for the optimized case with 
meander alignment. Very similar results are obtained for the optimized case without intro-
duced source terms concerning the differences between the peak values for the different sca-
lars at each outlet. In addition, almost no difference for the scalar distribution to the outlets is 
obtained. The overall mixing is slightly better at a standard deviation of %4.8=σ compared 
to %8.8=σ  for the optimized case without source terms. 
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Fig. 5-28 Result for the scalar distributions for the optimized simplified model with introduced 
forces representing the headpieces 

The increased effect of the headpieces in the reference case compared to the optimized case 
with meander alignment is explained by the significant change in the flow structure between 
the two alignments. The jets introduced by the headpieces are suppressed by the introduced 
vertical walls in the optimized case and different jets are introduced in the gaps between the 
mixing stages. In Fig. 5-29 the u-, v-, and w-velocities are plotted in the defined vertical cross 
section. Almost the same jets between the mixing stages are obtained, only for the case with 
source terms, shown on the bottom; the jets are slightly more pronounced showing less curva-
ture towards the outlets. 
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Fig. 5-29 Velocity plots for the optimized case without (top) and with (bottom) introduced 
source terms at a vertical cross section 

 

5.2.4 Conclusions Regarding the Introduced Headpiece Influences 

The better mixing and the better global scalar distribution in the detailed headpiece model are 
due to the distinctive velocity jets formed in the gaps between the moderator boxes These jets 
lead to a local acceleration of the flow due to the forced deviation as a result of the reduction 
in the cross section.  

Since the acceleration effects outweigh the introduced resistance by the moderator boxes lo-
cally, a resulting volumetric force points in the direction of the flow. The resulting source 
term has been calculated and delivers good results concerning the mixing. However, the re-
sults for the pressure drop can not be further evaluated, since the resulting source term point-
ing in flow direction revokes the pressure drop of the detailed headpiece structure. 

If the pressure drop introduced by the headpiece structures is of interest, the global resistant 
forces applied in chapter 5.2.2 (Insertion of Global Forces) must be used. In this case, the ef-
fect on the flow further behind the headpiece structure is of interest. Here the pressure drop is 
captured, while the velocity jets are dissipated. 
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6 Analysis of Temperature Depending Effects 

So far all the analyses have been carried out for constant fluid properties and buoyancy influ-
ences have been disregarded. However, applying the in chapter 2.3 (Characterization of 
Buoyancy Influences) derived criteria leads to the assumption that buoyancy effects might 
play a significant role. 

A Grashof-number of 14101.1Gr ⋅=  is found when calculating it with the inner height of the 
upper mixing chamber as the characteristic length l , the temperature difference between the 
average coolant temperature and the peak coolant temperature of a hot channel according to 
[68], which is KT 50=Δ , the acceleration due to gravity g, and the volumetric thermal ex-
pansion coefficient 1008.0 −= Kα , as well as the kinematic viscosity sm /10147.0 26−⋅=ν  
defined for water at a pressure of 25MPa and 390°C as given in the beginning of chapter 2.1 
(Characterization of the Flow in the Upper Mixing Chamber). The Reynolds-number also has 
to be defined with the characteristic length l , the height of the upper mixing chamber and the 
mean inlet velocity smu /997.3= . 
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2

0
3

101.1
ν

)T(Tgl
Gr ⋅=

−
==

α

forceviscous
forcebuoyancy  

Reynolds-number:    7103.1Re ⋅====
νμ

ρ ulul
friction
inertia  

7.0
Re
Gr

2 ≈  

 

Due to the strong changes in the fluid properties, the Boussinesq approximation, where a vo-
lumetric lift term is added as described in chapter 2.3, does not hold for the here analyzed 
flow. The strong changes in the fluid properties have to be regarded as well. At supercritical 
pressure conditions the density, conductivity, specific heat and viscosity vary strongly with 
temperatures close to the pseudo critical point. 

At a pressure of 25MPa, the density ratio changes by more than a factor of 8 in the tempera-
ture range of interest in the HPLWR and the heat capacity exhibits a very pronounced local 
maximum at the pseudo-critical temperature. 

The strong change in density suggests that buoyancy effects in the flow field could be more 
pronounced. Therefore, temperature dependent effects on the mixing and on the pressure drop 
need to be analyzed and the temperature and enthalpy distributions at the outlet of the upper 
mixing chamber need to be calculated. The curve progressions according to the IAPWS-IF97 
water and steam table [81] for the mentioned fluid properties are depicted in Fig. 6-1. 
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Fig. 6-1 Fluid properties for water at a pressure of 25 MPa 

Laurien et al. have included these changes in the fluid properties in their model for a pressure 
of 24.5MPa in [44]. Analogue to their approach, Kunik et al. have introduced functions for a 
pressure of 25MPa in their model as presented in [39] and [40]. To include these functions in 
the here presented model, an additional function for the enthalpy as a function of temperature 
had to be included according to the relationship: 

dt cp(T) dh =  (6.1) 
The included function is shown in Fig. 6-2, where the dotted line represents the values taken 
from the IAPWS-IF97 water and steam table [81] and the straight lines g1 and g2 are used for 
the curve fit. The enthalpy h is approximated by the superposition:  

f)- (1 g2  g1f h +=  (6.2) 
of two linear functions: 

T1)-(T T1)-(T2 / h1)-(h2  h1  (T) g1 +=  (6.3) 
T3)-(T T3)-(T4 / h3)- (h4  h3  (T) g2 +=  (6.4) 

by the blending function f: 

 / w)Tps)-((T exp  1 / 1  f +=  (6.5) 
Here Tps  is the pseudo-critical temperature and the enthalpies 1h  to 4h  as well as the tem-
peratures 1T  to 4T  represent selected data points. The characteristic parameter w  determines 
the width of the exponential transition and can be adjusted to achieve the best curve fit possi-
ble. 
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Fig. 6-2 Curve fit for the enthalpy at 25 MPa 

The retrieved function describing the enthalpy at a pressure of 25MPa is found to be: 

f1)-(1*g2f1*g1h
663)/10))-exp((T1/(1f1

763)-(T*763)-10733127436)/(-(40440053127436g2
273)-(T*273)-324964)/(60-(149628424964g1

+=
+=

+=
+=

 (6.6) 

 

To check the implemented functions, a test case has been defined in which a volumetric heat 
up has been applied to a horizontal, rectangular tube to verify that the predicted fluid proper-
ties correspond to the physical ones. A very thin, 2m long pipe has been chosen as test ge-
ometry. For the simulation a block profile has been applied at its inlet with a mean velocity of 
0.5m/s and arbitrary values for K and ε  in the same range as for the simulations of the upper 
mixing chamber. At the outlet, a regular outlet boundary has been applied, in Fig. 6-3, the 
results for all analyzed fluid properties over the temperature along the length of the test pipe 
are plotted. A very good correspondence between the values given for the water and steam 
table and the values obtained in the test case with the applied functions for the density, con-
ductivity, heat capacity, and viscosity according to Kunik [40] and the additional function 
derived for the enthalpy as a function of temperature plotted in Fig. 6-2 as curve fit. The val-
ues given by the IAPWS-IF97 water and steam table [81] are depicted with the blue lines and 
the values according to the introduced functions are depicted by the pink lines. 
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Fig. 6-3 Results for the test case with the introduced functions for the variable fluid proper-
ties introduced 

To regard the temperature dependant effects in the flow, the functions describing the variable 
fluid properties as well as the additional volumetric lift term ( )∝− ρρg  to regard the effects 
of buoyancy are introduced into the model for further analyzes. 

6.1 Characteristic Flow Patterns 

For the analysis of temperature dependant effects, the simplified model as presented in chap-
ter 3.2 is used. To draw principal conclusions about the influences of temperature dependant 
effects in the upper mixing chamber, one of the 8 inlets is charged with a higher temperature 
whereas the others are charged with the same temperature of 390°C. For the presented evalua-
tion, inlet 6 is charged with a temperature of 490°C, thus being 100°C above the temperature 
of all the other inlets. Inlet 6 is chosen, since it represents the worst mixed inlet cluster. If a 
hot inlet streak occurs for this cluster, the worst case is obtained. A significantly overstated 
inlet temperature should make sure that possible buoyancy effects are detected. Two extreme 
cases can arise for this setting; either the mass flow rate or the volume flow rate in the hot 
cluster stays constant. In this sub-chapter the analysis of these two cases is presented to dem-
onstrate and draw principal conclusions for the theoretical worst case, where the least mixed 
inlet flow is also the hottest, and to evaluate the principal influences of buoyancy effects on 
the mixing in the upper mixing chamber.  
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6.1.1 Constant Volume Flow 

In the case with constant volume flow rate, the inlet velocity of sm /78.2  is kept for all inlets 
despite their temperatures. This way, the most significant temperature dependant effects oc-
cur. Two different cases are simulated, one where the temperature of inlet 6 is 100K above the 
average inlet temperature and one where it is 100K below. 

The results for these two cases, depicted in Fig. 6-4, show that buoyancy effects do not have 
the dominant influence as expected. In correspondence to the very high Grashof number and 
the criteria derived in 2.3, a noticeable acceleration of the hot flow entering inlet 6 in vertical 
direction has been expected due to buoyancy effects. However, for the case in which inlet 6 is 
hotter than the other inlets, the much lighter inlet flow with a much lower density is “over-
blown” by the other inlets entering in the center of the upper mixing chamber, as shown in 
Fig. 6-4. On the top, the reference case for the simplified model with constant fluid properties 
is depicted. On the bottom left, the case with a hot inlet 6 is depicted. No buoyancy effects 
can be seen for this configuration. Analogue results are obtained when inlet 6 is much colder 
than the other inlets, depicted on the bottom right side. The colder inlet flow has a much high-
er momentum when entering the upper mixing chamber due to its higher density. This way it 
is blocking all the other central inlets which have a very low density in comparison. 
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Fig. 6-4 Different temperatures applied to inlet 6 for the reference case of the simplified 
model with const. volume flow 

The influence this change of the flow structure has on the mixing is significant. When looking 
at the results for the hot inlet 6, a much better mixing of the hot inlet streak is obtained, whe-
reas the overall mixing evaluated with the standard deviation stay pretty much the same. The 
standard deviation for the case with a hot inlet 6 is %2.12=σ , while %1.12=σ  is obtained 
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for the reference case. In Fig. 6-5 the results for the scalar distribution are shown. While the 
scalar fraction of the hot inlet scalar 6 detected at the neighboring outlet 1 is decreased, higher 
fractions and peak values as in the reference case are obtained for other inlet scalars at the 
outlets. 
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Fig. 6-5 Result for the scalar distributions for the simplified model for the case with const. 

volume flow and an inlet 6 temperature 100K above the mean temperature 

Better mixing of the hot streak is the result of the effect described before as “over-blowing”. 
The fluid with the much smaller density is pushed aside by the fluid with the much higher 
density leading to a better distribution of the hot fluid to all outlets. However, this effect also 
leads to negative effects for the mixing of the neighboring inlets, especially for inlet 4, which 
now, due to the decreased obstructing effect introduced by its neighboring inlet 6, can reach 
outlet 7 in a more direct way. In Fig. 6-6, a vertical cut through the inlets 1, 2, 4, and 6 and the 
outlets 1 and 7 of the upper mixing chamber illustrates the more direct short cut between inlet 
4 and outlet 7. 
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4 6

1 2

4 6
 

Fig. 6-6 Scalar distribution in a vertical cut through the upper mixing chamber with a hot 
inlet 6 
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As expected, a much worse result for the mixing is obtained in the case with an inlet 6 tem-
perature 100K below the average inlet temperature. The obtained results are depicted in Fig. 
6-7. A blockage of the colder fluid entering the upper mixing chamber through inlet 6 with a 
much higher density is established and suspends the flow from the other more central inlets. 
This can be seen by the very high values for the inlet 6 scalar at the outlets 1 and 7. The stan-
dard deviation is much higher at a value of %8.15=σ , compared to %1.12=σ  obtained for 
the reference case. 
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Fig. 6-7 Result for the scalar distributions for the simplified model for the case with const. 

volume flow and an inlet 6 temperature 100K below the mean temperature 

At this point it can be concluded that buoyancy effects are not as dominant as expected. The 
inertial effects clearly outweigh the buoyancy effects and the hot inlet flow entering at inlet 6 
is actually over-blown rather than showing an additional acceleration in vertical direction. 

6.1.2 Constant Mass Flow 

To analyze the case with constant mass flow through all inlets, the inlet velocity of inlet 6 has 
to be adjusted according the density change. For the case with an inlet temperature 100K 
above the average temperature, an inlet velocity of sm /31.6  is obtained, for the case with an 
inlet temperature 100K below, the inlet velocity is much smaller at a value of sm /79.0 . In 
comparison, the inlet velocity for the mean temperature of CT °= 390 and the corresponding 
density of 3/215 mkg=ρ  an inlet velocity of sm /78.2  is obtained. 

For this case, almost the same result is obtained as for the reference case without regarding 
the temperature dependant effects. Also, the difference due to the change in inlet temperature 
is small as can be seen in Fig. 6-8. The small differences in the flow are rather the result of the 
higher inlet velocity for the case with the hot inlet than of buoyancy effects. 

The effects for the mixing are small, but also the same effect for the mixing of the hot leg can 
be observed. Due to the smaller density, the lighter fluid is distributed much better to the dif-
ferent outlets. The standard deviation for all three cases, the reference case, the case with an 
inlet 6 temperature 100K above the mean temperature, and the case with the inlet temperature 
100K below the mean temperature stays the same at %1.12=σ . 
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Fig. 6-8 Different temperatures applied to inlet 6 for the reference case of the simplified 
model with const. mass flow 

When evaluating the results for the two analyzed cases, it is found that the case with the inlet 
6 temperature 100K below the mean temperature delivers almost the same results as obtained 
for the reference case. For the case with the inlet 6 temperature 100K above the mean tem-
perature, analogue results are obtained. The only significant difference is that the lighter inlet 
6 fluid is now distributed better to the outlets, while the distribution of the other inlet scalars 
stays almost the same. The result for this case can be seen in Fig. 6-9.  

0

0,2

0,4

0,6

0,8

1 2 3 4 5 6 7 Outlet

M
ar

ke
r F

ra
ct

io
n

Inlet_1 Inlet_2 Inlet_3 Inlet_4
Inlet_5 Inlet_6 Inlet_7 Inlet_8

0

0,2

0,4

0,6

0,8

1 2 3 4 5 6 7 Outlet

M
ar

ke
r M

ax
im

um

Inlet_1 Inlet_2 Inlet_3 Inlet_4
Inlet_5 Inlet_6 Inlet_7 Inlet_8  

 
Fig. 6-9 Result for the scalar distributions for the simplified model for the case with const. 

mass flow and an inlet 6 temperature 100K above the mean temperature 

Summarizing the observed results for these extreme cases with a temperature change imposed 
only at inlet 6, it can be concluded that temperature dependent effects do influence the mix-
ing, but buoyancy effects do not become as dominant as expected. 
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6.2 Case with a Specified Inlet Temperature Distribution 

In addition to the presented cases, where extreme assumptions have been made for inlet 6 
representing the worst case, more realistic cases have been analyzed. The inlet boundaries 
have been defined according to the results for the thermal core analysis presented by Maráczy 
et al. from the Hungarian Academy of Sciences KFKI Atomic Energy Research Institute in 
[46]. The thermal core analyses have been carried out with the KARATE Code as presented 
in [45]. The given temperatures of the assemblies in each cluster have been averaged arith-
metically to define the inlet temperature for each cluster. However, tolerances, burn-up, un-
certainties, etc. have not yet been considered in these analyses. 

The inlet temperatures, shown on the right side of Fig. 6-10, and the inlet enthalpies for the 
different inlets are listed on the left side of the figure. Here, inlet 7 is the inlet with the lowest 
inlet temperature marked in grey and inlet 4 has the highest inlet temperature marked in blue. 
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Fig. 6-10 Realistic inlet temperature and enthalpy distribution according to [46] 

Due to a relatively homogeneous neutron flux in the center of the core, the temperature and 
the enthalpy at the outlets of the evaporator only vary between 383.4°C and 389.4°C for the 
temperature and between 2055.4kJ/kg and 2377.7kJ/kg for the enthalpy. This equals a tem-
perature difference of 6K and an enthalpy difference of 322.1kJ/kg. When comparing the re-
sults for the mixing and for the temperature and enthalpy distribution at the outlet for the ref-
erence case, no significant differences are obtained for the assumption of constant volume 
flow or constant mass flow. For the case where the inlet velocities have been defined with the 
assumption of constant mass flow rate and the corresponding inlet density for each inlet tem-
perature has been looked up, the new inlet velocity is calculated with the density fraction 
times the reference inlet velocity. When assuming a constant volume flow rate, all inlets are 
charged with the same inlet velocity and only the density and temperature varies. Two differ-
ent cases are analyzed: the reference case of the simplified model as presented in chapter 3.2.2 
and the optimized design of the upper mixing chamber with meander structure to enhance 
mixing as presented in 4.5. The results for the mixing are not significantly affected when 
comparing the cases in which temperature depending affects are considered with the cases 
where only constant fluid properties are applied and no temperature dependent effects are 
regarded. 
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For the standard deviation the same values are obtained for the case with constant mass flow 
rate: %1.12=σ  for the reference case and %8.8=σ  for the optimized case. In addition, al-
most no influence on the scalar distribution is noticeable for both cases. The achieved en-
thalpy and temperature distributions are depicted in Fig. 6-11 for both analyzed cases. Here, 
the upper mixing chamber is shown from the bottom and a dotted line is introduced to sepa-
rate the inlet from the outlet side. Also, only the values on the outlet side are depicted to ad-
just the scale to smaller values for the enthalpy, for the temperature the scale remains un-
changed. While the result for the reference case, which is depicted on the left side, shows a 
large variation in enthalpy and temperature, it can be seen that these differences in tempera-
ture and enthalpy largely disappear. 
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Fig. 6-11 Enthalpy (top) and temperature (bottom) distribution in the upper mixing chamber 
for the reference case (left) and for the optimized case (right) – const. mass flow 

When looking at the outlet side of the optimized upper mixing chamber, the temperature var-
ies between 386.8°C and 388.4°C and the enthalpy only varies between 2247kJ/kg and 
2208kJ/kg. Thus, the variations in temperature of 6.1K and in enthalpy of 322.3kJ/kg at the 
mixing chamber inlets have been reduced to 1.1K and 73 kJ/kg at the outlet side, as summa-
rized in Tab. 6-1. 

ΔTin= 6.1K ΔTout= 1.1K 

Δhin= 322.3 kJ/kg Δhout= 39 kJ/kg 

Tab. 6-1 Comparison of inlet and outlet temperature/enthalpy differences in the upper 
mixing chamber (constant mass flow) 
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For the case with constant volume flow, slightly higher differences in the outlet temperature 
and enthalpy distribution are found. As depicted in Fig. 6-12. The standard deviation for the 
reference case is a little bit higher for the case with constant volume flow at a value of 

%6.12=σ as for the case with constant fluid properties %1.12=σ . The same is true for the 
optimized case where the value for the standard deviation has been increased to %1.9=σ , 
compared to %8.8=σ . The scalar distribution has changed almost insignificantly.  
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Fig. 6-12 Enthalpy (top) and temperature (bottom) distribution in the upper mixing chamber 
for the reference case (left) and for the optimized case (right) – constant volume flow 

For this case, the temperature varies between 659.1K and 661.6K and the enthalpy varies be-
tween 2249kJ/kg and 2183kJ/kg. The differences in temperature and enthalpy are summarized 
in Tab. 6-2 for the optimized case with constant volume flow. 

ΔTin= 6.1K ΔTout= 2.5 K 

Δhin= 322.3 kJ/kg Δhout= 66 kJ/kg 

Tab. 6-2 Comparison of inlet and outlet temperature/enthalpy differences in the upper 
mixing chamber (constant volume flow) 

It can be concluded that buoyancy effects do not have as much influences as expected. When 
regarding the temperature dependant effects in the upper mixing chamber and applying them 
to a realistic inlet temperature distribution, it is found that the homogenization of temperature 
and enthalpy is successful and only small differences are calculated when comparing the cases 
of constant mass and volume flow. 
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7 Integrated Results for the Upper Mixing Chamber 

In this chapter, the results for the upper mixing chamber will be presented including both, 
temperature dependant effects and the complex geometries, which had been disregarded in the 
simplified model. Thus, all necessary approaches to capture the effects on the mixing are in-
tegrated in one simulation only. However, the influence of the change in density has not been 
included for the derivation of the introduced source terms. In this chapter, the integrated solu-
tion for the mixing in the upper mixing chamber of the HPLWR is presented and the methods 
derived in the previous chapters are applied altogether. 

Two models are analyzed: the reference case with no means to enhance mixing and the opti-
mized case with the introduced meander structure as derived for the simplified model in chap-
ter 4. The same calculated inlet temperature distribution delivered by AEKI as used in the 
previous chapter is also used. Constant volume flow is assumed, since slightly worse values 
are obtained for the mixing, leading to a slightly more heterogeneous temperature distribution. 

Since the influences of the complex geometry are much more significant for the mixing than 
the inclusion of the temperature dependent effects, the integrated results are very similar to 
the results presented in chapter 5 (Including the Effects of the Omitted Structures). In Fig. 
7-1, the results for the reference case with reproduced headpiece geometry and inlet tempera-
ture distribution are depicted. 

inlet_1 inlet_3inlet_2

inlet_5 inlet_6 inlet_7

inlet_4

inlet_8

 
 

Fig. 7-1 Integrated results for the scalar concentration with introduced source terms repre-
senting the headpieces and a calculated inlet temperature distribution – reference case 

The global flow structure is comparable to the results of the simplified model reference case. 
Inlet flows entering the upper mixing chamber in the center are distributed to the outer pe-
riphery, while the inlet flows entering the mixing chamber close to the outlet side are prefer-
entially led to their neighboring outlets. However, these short cuts are decreased due to the 
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acceleration of the flow in radial direction by the simulated jets, which are generated by the 
headpiece geometries. Inlet scalar 6 for example is now better distributed between outlet 1 
and 7 due to the acceleration of the flow in lateral direction. For one exemplary vertical cross 
section this is depicted in Fig. 7-2. 

6
 

 
Fig. 7-2 Inlet scalar 6 distribution for the reference case 

The better distribution of inlet scalar 6 can also bee seen in Fig. 7-3, where all inlet scalar 
distributions are depicted. 
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Fig. 7-3 Integrated results for the scalar concentrations, cross section averaged (top) and peak 

(bottom) in the upper mixing chamber – reference case 
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The cross section averaged scalar distribution, in general, shows better results for the mixing 
than in the simplified case. However, the high peaks are still not acceptable. Especially the 
local maxima for the inlet scalars are almost not affected when comparing the simplified case 
in chapter 3.2 with the integrated case. With a value for the standard deviation of %8.11=σ , 
the result for the mixing is noticeably better than for the previous analyses. 

When comparing the inlet temperature and enthalpy distribution given in Fig. 6-10 to the out-
let side as shown in Fig. 7-4, a more homogeneous temperature and enthalpy distribution is 
found than in the previous analyzed cases in chapter 6. In Fig. 7-4 the temperature distribution 
and the enthalpy distribution on the outlet side are shown. For the enthalpy, only the outlet 
side is depicted to adapt the scale in order to visualize smaller differences. 
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Fig. 7-4 Integrated results for the enthalpy (top) and temperature (bottom) distribution at the 
outlet side of the upper mixing chamber – reference case 

The enthalpy and temperature at the outlets of the reference case for the upper mixing cham-
ber thus vary between values of 2251kJ/kg and 2166kJ/kg for the enthalpy and between 
661.4K and 656.8K for the temperature. Differences in the enthalpy and temperature distribu-
tion at the outlet are 85kJ/kg and 4.8K. 

Since the local acceleration effects introduced into the flow field of the upper mixing chamber 
by the headpiece geometries is weakened by the introduced meander structure for the opti-
mized case developed in chapter 4.5, the results for the mixing and temperature as well as 
enthalpy distribution are expected to be similar to the results found for the simplified model. 
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The results for the scalar distribution are plotted from underneath in Fig. 7-5. Direct short cuts 
are avoided by the wall welded into the upper mixing chamber between the inlet and outlet 
side, only leaving a determined gap at the top. Additional mixing is realized with the intro-
duction of the other walls forming the formerly explained meander structure. 
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Fig. 7-5 Integrated results for the scalar concentration with introduced source terms repre-
senting the headpieces and a calculated inlet temperature distribution – optimized case 

A vertical cross section shown in Fig. 7-6 illustrates the flow in the optimized mixing cham-
ber with the meander structure. 
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Fig. 7-6 Integrated results for the optimized case with meander structure dividing the upper 

mixing chamber in three stages 
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The flow structure in this optimized upper mixing chamber is almost the same, when simu-
lated with headpiece geometries and temperature dependant effect as in the simplified model, 
where these effects are not regarded. This is due to the vertical walls decelerating the flow and 
forming defined jets in the horizontal gaps between the introduced mixing walls and the top 
or bottom wall of the upper mixing chamber. This is depicted in Fig. 7-7 exemplarily for one 
vertical cross section. 
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Fig. 7-7 Velocity plot in a vertical cross section of the optimized upper mixing chamber 

The value for the standard deviation of %8.8=σ  remains unchanged in comparison to the 
optimized case analyzed for the simplified model. As shown in Fig. 7-8, the scalar distribu-
tion is almost identical to the scalar distribution presented for the simplified model. 
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Fig. 7-8 Integrated results for the scalar concentrations, cross section averaged (top) and peak 

(bottom) in the upper mixing chamber – optimized case 
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Thus, the mixing achieved with the introduced meander structure is very successful and is 
also only slightly affected by the applied inlet temperature distribution. 

For this case, representing the proposed technical solution for the upper mixing chamber, sat-
isfactory results are achieved for the enthalpy and temperature distribution, which is shown in 
Fig. 7-9. The enthalpy at the outlet lies between 2238kJ/kg and 2191kJ/kg, while the tempera-
ture lies between values of 661.0K and 659.5K.  
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Fig. 7-9 Integrated results fort he enthalpy (top) and temperature (bottom) distribution at the 
outlet side of the upper mixing chamber – optimized case 

The differences in temperature and enthalpy are summarized in Tab. 6-2 for the optimized 
case of the upper mixing chamber. 

ΔTin= 6.1K ΔTout= 1.5 K 

Δhin= 322.3 kJ/kg Δhout= 47 kJ/kg 

Tab. 7-1 Comparison of inlet and outlet temperature/enthalpy differences in the upper 
mixing chamber (constant volume flow) 

The here presented integrated results for the optimized case are the results proposed for the 
technical problem at hand, which is to enhance the mixing in the upper mixing chamber of the 
HPLWR to achieve an acceptable temperature distribution at its outlets. 

Due to the value for the achieved standard deviation and a satisfactory scalar distribution at 
the outlets, with acceptable peak values, the meander structure as presented in chapter 4.5 can 
be proposed as technical solution. Considering the presented values for the enthalpy and tem-
perature distribution at the outlet of the optimized upper mixing chamber, it can be concluded 
that the good mixing leads to a very satisfactory temperature homogenization. 
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8 Summary and Conclusions 

A new method to analyze the mixing of fluids in complex mixing chambers has been pre-
sented in this work. The simplification method allows the numerical analysis of mixing 
chambers without geometrically resolving every complex detail of the geometry, while still 
capturing its effects. This leads to numerical analyses with much less necessary computation 
time. For this reason, the simplification method is an innovative approach in design processes, 
where many simulations are necessary for optimization. 

The proposed simplification method has been derived for the upper mixing chamber of the 
HPLWR as an example for a very complex passive mixing chamber necessary for a tempera-
ture homogenization. In the upper mixing chamber, different water flows enter the mixing 
chamber with different temperatures at the supercritical pressure of 25MPa. The temperature 
of these different inlet flows has to be homogenized before the fluid enters the next heat up 
section to avoid the propagation of hot streaks in the core of the HPLWR. This task led to 
another important part in the analysis, which was to include the fluid properties of supercriti-
cal steam in the used CFD-code Star-CD to capture temperature dependant effects. 

Both challenges were tackled independently from each other, before they were combined in 
one integrated simulation. The simplification method has been applied to model the complex 
geometry of the upper mixing chamber consisting of a large number of connection tubes and 
moderator boxes. To apply the simplification method, three steps are necessary, which are the 
simplification of the analyzed model, the quantification of the effects of the omitted geome-
try, and the introduction of these effects in the model. This strategy has been applied to the 
upper mixing chamber by omitting the complex geometry of the moderator boxes in the head-
pieces through which the fluid enters and exits the chamber. For the resulting simplified 
model, which consists of a much smaller number of cells, a design optimization has been per-
formed which required much less computational time and effort. After finding the optimized 
design, the influences of the omitted geometry on the mixing have been determined. As last 
step in applying the simplification method, the influences of the omitted moderator boxes 
have been included into the model for the reference case as well as for the optimized case of 
the upper mixing chamber. 

The influence of the detailed headpiece geometry with the moderator boxes on the flow has 
been added in the model with source terms in the momentum equations. Since only steady-
state analyses have been performed, these source terms are volumetric forces, which have 
been derived with an integral balance of momentum and pressure drop correlations. The best 
performance of the method has been achieved, when regarding one headpiece as a whole and 
adding the effect globally. For the pressure drop coefficient, a simple approach has been cho-
sen, describing the abrupt change of the flow cross section. 

Additionally, a detailed CFD analysis of two neighboring headpieces has been performed. 
Hereby, an alignment with neighboring in- and outlet headpieces in a transverse flow field has 
been analyzed. Then the introduced forces have been applied to an extracted cutout of the 
simplified upper mixing chamber without the moderator boxes inside the headpieces and the 
results have been validated with the detailed CFD analysis. 
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An effective method to study a large number of different inlet temperature distributions with a 
single CFD analysis is the use of passive scalars as markers in an isothermal flow. Here, each 
inlet has been marked with a different passive scalar, allowing differentiation between the 
contributions of different inlet flows to the individual outlets. A disadvantage of this method, 
however, is that buoyancy forces will be neglected. Assuming a certain inlet temperature dis-
tribution instead of these markers, on the other hand, would require a separate CFD analysis 
for each case, so that mixing could only be studied exemplarily. 

Characterizing the flow and by the Grashof- and the squared Reynolds- number suggests that 
buoyancy effects cannot be neglected a priori and temperature dependant effects also need to 
be included in the simulation. To include functions for the significant fluid properties, exist-
ing approaches have been extended with a direct relationship between the enthalpy and tem-
perature. However, after including the strong changes in the fluid properties into the model, it 
has been found that buoyancy effects do not occur and only small influences on the mixing 
have been detected due to changes in the inlet temperature distribution. 

For the integrated results of the upper mixing chamber, both temperature dependent effects 
and the effects of the headpiece geometries have been introduced. The results are presented 
for a reference case without means to enhance mixing as well as for an optimized case, repre-
senting the technical solution for the task at hand, which was to improve the mixing in the 
upper mixing chamber. Good mixing and thus an effective temperature and enthalpy homog-
enization are achieved in the optimized upper mixing chamber. A meander structure is intro-
duced in the flow by including vertical walls leaving gaps at the top or bottom of the mixing 
chamber. This way, the inlet flows are collected and re-distributed. 

The two components necessary to perform the analysis of this complex mixing chamber are 
the introduction of the temperature dependant effects and the simplification method. In prin-
ciple it should be possible to apply these approaches to other technical tasks without major 
difficulties. In particular the simplification method is designed to be applicable to any com-
plex flow structure. Although quantifying the adequate source terms might be a challenge.  
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Nomenclature 

Latin symbols 

a ]/[ 2 sm  Thermal diffusivity 

at ]/[ 2 sm  Turbulent thermal diffusivity 

c ]/[ sm  Sound velocity 

cp )]/([ kgKJ  Specific heat 

ic  - Scalar value in the analyzed cell 

jc  - Volume averaged inlet scalar at each outlet 

max,jc  - Maximum value of analyzed scalar per outlet 

C ]/[ 4mkg  Pre-factor for definition of local forces as source terms 

d ][m  Diameter 

D ]/[ 2 sm  Diffusion coefficient of transported scalar 

dh ][m  Hydraulic diameter 

e ]/[ 3mJ  Inner energy 

f - any magnitude 

F
r

 ]/[ 3mN  Volumetric forces vector 

f  - Magnitude is Reynolds averaged 

f ′  - Fluctuation of a magnitude 

*f , f ′  - Star and prime usually represent dimensionless magni-
tude 

Fx, Fy, Fz ]/[ 3mN  Volumetric forces in x, y, z - direction 

SF  ][N  Resulting force 

iSF  ]/[ 3mN  Resulting volumetric force inserted as source term 
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RF  ][N  Resistant force 

iSRF  ]/[ 3mN  Volumetric resistant force inserted as source term 

AF  ][N  Acceleration force 

iSAF  ]/[ 3mN  Volumetric acceleration force inserted as source term 

g ]/[ 2sm  Acceleration due to gravity 

h ]/[ kgJ  Enthalpy 

K ]/[ 22 sm  Turbulent kinetic energy 

n  - Number of evaluated values for inlet scalars (8 inlet 
scalars are evaluated at 7 outlets, 56=n ) 

N - Number of cells in model 

p ][MPa  pressure 

pc ][MPa  Critical pressure 

sq&  ]/[ 2mW  Specific heat flux (per unit area), s denotes a source 

tq&  ]/[ 2mW  turbulent heat flux vector 

s )]/([ kgKkJ  Specific entropy 

T ][K ][ C°  Temperature 

Tc ][ C°  Critical temperature 

coldT  ][ C°  Temperature of cold inlet in validation experiment 

u, v, w ]/[ sm  Velocity component in x, y, z -direction 

+u  - Dimensionless velocity 

τu  ]/[ sm  Friction velocity 

iu , ju  ]/[ sm  Reynolds averaged velocity components 

iu′ , ju′  ]/[ sm  Turbulent fluctuations of velocity components 

iu~ , ju~  ]/[ sm  Favre averaged velocity components 
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iu ′′ , ju ′′  ]/[ sm  Turbulent fluctuations of mass averaged velocity com-
ponents 

V ]/[ sm  Velocity magnitude ( 2222 wvuV ++= ) 

vr  ]/[ sm  Velocity vector 

iV  ][ 3m  Volume of the analyzed cell 

totalV  ][ 3m  Sum of analyzed cell volumes per outlet 

ix  - Value of each inlet scalar at each outlet 

x  - Mean value of all inlet scalars at all outlets 

+y  - Dimensionless wall distance 

mY , mY  - Transported scalar 

y ][mm  Horizontal coordinate for measurements in outlet pipe 
of validation experiment 

z ][mm  Vertical coordinate for measurements inside mixing 
chamber of validation experiment 

   

 

Greek symbols 

α ]/1[ K  Volumetric thermal expansion coefficient 

ς  - Pressure drop coefficient 

ε ]/[ 33 sm  Turbulent dissipation 

λ )]/([ mKW  Conductivity 

λ t )]/([ mKW  Turbulent conductivity 

μ  )]/([ mskg  Dynamic viscosity 

μ t )]/([ mskg  Eddy viscosity 

ν ]/[ 2 sm  Kinematic viscosity 



Nomenclature 

116 

νt ]/[ 2 sm  Turbulent kinematic viscosity 

ρ ]/[ 3mkg  Density 

wτ  ]/[ 2mN  Wall shear stress 

σ  [%] Standard deviation 

xxσ , yyσ , zzσ  ]/[ 2mN  Normal stress in x, y, z - direction 

Θ  - Dimensionless temperature ( 1=Θ  is hot and 0=Θ  
cold water in inlet nozzles of validation experiment) 

ijτ  ]/[ 2mN  Shear stress tensor 

xyτ  ]/[ 2mN  Shear stress in xy - direction 

xzτ  ]/[ 2mN  Shear stress in xz - direction 

yzτ  ]/[ 2mN  Shear stress in yz - direction 

tτ  ]/[ 2mN  Turbulent shear stress tensor 
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Abbreviations 

BWR Boiling Water Reactor 

CBS Core Bottom Structure 

CFD Computational Fluid Dynamics 

DNS Direct Numerical Simulation 

ERCOFTAC European Research Community On Flow Turbulence And Combustion 

HPLWR High Performance Light Water Reactor 

HTTR High Temperature engineering Test Reactor 

JAERI Japan Atomic Energy Research Institute 

KFKI Atomic Energy Research Institute 

LES Large Eddy Simulation 

LWR Light Water Reactor 

PWR Pressurized Water Reactor 

QUICK Quadratic Upstream Interpolation of Convective Kinematics 

RANS Reynolds Averaged Navier Stokes 

RPV Reactor Pressure Vessel 

SCWR Supercritical Light Water Reactor 

SIMPLE Semi Implicit Method for Pressure Linked Equations 

SST Shear Stress Transport 

Star-CD Simulation of Turbulence in Arbitrary Regions 

UD Upwind Differencing 
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Annex A Lower Mixing Chamber 

A.1. Numerical model and reference case 

The simulation settings for the lower mixing plenum are identical to the simulations carried 
out for the upper mixing chamber. Only here, 1/4th of the geometry has been modeled. The 
grid consists of around 330000 cells. For the lower mixing chamber a hybrid mesh has been 
applied which consists of tetrahedral cells for most of the geometry and hexahedral cells for 
the outlet side, where the introduced passive scalars are evaluated. In analogy to the simula-
tions for the upper mixing chamber, porous media cells are introduced to the outlet geometry 
to account for the pressure drop in the fuel element clusters in the following superheater II as 
shown in Fig. A-1. 

porous media

tetrahedral cells

hexahedral cells

 
 

Fig. A-1 Tetrahedral grid for the lower mixing chamber with block structured, hexahedral 
elements for the outlet geometry and introduced porous media cells 

The boundary conditions applied are shown in Fig. A-2. Since 1/4th of the lower mixing 
chamber is modeled, there are 13 inlets and 13 outlets defined in the model. The applied inlet 
velocity is higher, since the density of the supercritical steam is decreased. For each inlet a 
uniform inlet velocity of 11.7 m/s in vertical direction has been defined and the outlets are 
defined as pressure boundaries. The modeling of 1/4th of the geometry leads to geometrically 
identical cutting planes on both sides of the model, which allows the use of cyclic boundaries 
for these surfaces. Cyclic or periodic boundaries allow circumferential flow in the geometry, 
since the fluid leaving the model through one, re-enters through the other cutting plane. To 
simulate a global swirl in the lower mixing chamber, cyclic boundary conditions are applied 
requiring identical cutting planes at both sides of the model, which is why 1/4th of the geome-
try is modeled. 
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inlet

pressure

cyclic

 
 

Fig. A-2 Boundary conditions applied to the lower mixing chamber 

The scalar distribution is evaluated at each outlet, analogue to the upper mixing chamber. For 
the reference case, the inlet flows enter the lower mixing chamber without any tubes at the 
end of the footpieces of the superheater I clusters. In spite of the used cyclic boundaries for 
the cutting planes and the empty volume of the lower mixing chamber, the flow has no cir-
cumferential direction as can be seen in figure Fig. A-3. The results for only four exemplary 
scalars are shown in this picture. It can be seen that the scalars are bundled in radial direction 
and almost no mixing takes place. The different in- and outlets are numbered according to the 
picture on the lower left side of figure Fig. A-3. 

scalar 3 scalar 10

scalar 11scalar 4
 

 
Fig. A-3 Lower mixing chamber: Results for the reference case and in- and outlet numbering 

When comparing this case to the reference case of the upper mixing chamber, it is found that 
“short circuits” are obtained between all in- and outlets, whereas for the upper mixing cham-
ber, critical in- and outlet pairs could be identified. The volume averaged scalar concentration 
is in general higher, at a value of around 40%, since each inlet scalar is distributed to only 
about three outlets, but the worst case here doesn’t quite reach the worst case of the upper 
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mixing chamber, which is found to be between inlet 6 and outlet 1, where over 50% of the 
scalar is transmitted directly. Also the local peak values for the scalars, with about 50% aren’t 
as high as in the upper mixing chamber where they reach local peak values over 70%. 

A.2. Optimized design for the lower mixing chamber 

Since the geometry of the lower mixing chamber is an empty volume, the mixing strategy 
differs significantly from the one chosen for the upper mixing chamber. To improve mixing, 
the chosen approach is to adjust the inlet flows, since the mixing volume is empty and a glob-
al swirl is easy to generate. This way it is possible to increase the mixing length significantly 
and to avoid short circuits between all in- and outlets. How this can be accomplished is dem-
onstrated in Fig. A-4 on the left. On the right side it is shown how this approach can be simu-
lated. 

 
 

Fig. A-4 Design improvement for the lower mixing plenum 

The inlet flow can be influenced by curved tubes or swirlers that can be welded to the holes in 
the core support plate (green) in which the footpieces of the fuel element clusters are entered. 
For the simulation of a case which is optimized in this way, round pockets are introduced into 
the grid, where the inlet tubes are located. This way, the inlet boundary conditions can be po-
sitioned inside the lower mixing chamber and the flow angle can be varied additionally, as 
shown on the right side of Fig. A-4.  

The scalar distribution is evaluated at each outlet, analogue to the upper mixing chamber. For 
the reference case, the inlet flows enter the lower mixing chamber without any tubes at the 
end of the footpieces of the superheater I clusters. In spite of the used cyclic boundaries for 
the cutting planes and the empty volume of the lower mixing chamber, the flow has no cir-
cumferential direction It is found that the scalars are bundled in radial direction and almost no 
mixing takes place. When comparing this case to the reference case of the upper mixing 
chamber, it is found that “short circuits” are obtained between all in- and outlets, whereas for 
the upper mixing chamber, certain critical in- and outlet pairs could be identified. The volume 
averaged scalar concentration is in general higher, at a value of around 40%, since each inlet 
scalar is distributed to only about three outlets, but the worst case here doesn’t quite reach the 
worst case of the upper mixing chamber, where over 50% of the scalar is transmitted directly. 
Also the local peak values for the scalars, with about 50% aren’t as high as in the upper mix-
ing chamber where they reach local peak values over 70%. The result for the optimized case 
for the lower mixing chamber is shown in Fig. A-5. The chosen angles for the inlet flows of 
the improved case are 45° in vertical direction. The radial direction for the other inlet flows is 
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orthogonal to the particular cutting surface, for the inlets 5 to 9 an angle of 45° between the 
inflow direction and the cutting planes is chosen in circumferential direction, according to the 
numbering shown in Fig. A-5 on the lower left side.  

scalar 3 scalar 10

scalar 11scalar 4

scalar 3 scalar 10

scalar 11scalar 4  
 

Fig. A-5 Results for the improved case of the lower mixing chamber  

With this constellation, a global inlet swirl, which is superimposed with the local swirl be-
tween the in- and outlet side, is achieved. Thus, the local swirl parallel to the cutting surfaces 
is transported by the induced global swirl in circumferential direction and the mixing is im-
proved significantly. The effect on the mixing can be seen when looking at exemplary scalar 
distributions. The inlet scalars are now distributed to at least five outlets and the mixing 
length has been increased visibly. The inlets in Fig. A-5 are accentuated with red windows. 

Comparing the volume averaged scalar concentration, it is found that the global swirl in the 
lower mixing chamber leads to an improvement from 40% to just over 20% for most inlet 
scalars at the outlets. Peak values are also decreased by almost 30% from 50% to 20% in most 
cases. For the lower mixing chamber with enhanced mixing, a standard deviation of 

%5.5=σ  has been achieved. In general it can be stated that that the mixing improvement 
using the proposed swirlers is successful. 

A.3. Temperature and enthalpy distribution in the lower mixing chamber 

The inlet temperatures and enthalpies for the lower mixing chamber have been applied in 
analogy to the upper mixing chamber. For the superheater I outlets a higher discrepancy be-
tween the inlet temperatures and enthalpies of the different clusters has been found by Ma-
raczy et al. in [46]. The influence of the introduced temperature dependant effects into the 
lower mixing chamber is insignificant. For the case with improved mixing, the variations in 
temperature of 26.4K and in enthalpy of 151.1kJ/kg at the mixing chamber inlets have been 
reduced to 7.1K and 40 kJ/kg at its outlets. 
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Annex B Dimensions of the Upper Mixing Chamber and 

Headpiece Geometry 

 
Fig. B-1 Dimensions of the upper mixing chamber reference case (without any measures to 

enhance mixing) 

 
Fig. B-2 Dimensions of the upper mixing chamber optimized case (with meander alignment) 

Inner height of upper mixing chamber: 480mm 

Gap width for optimized case: 1st: 180mm,  2nd: 180mm, 3rd: 140mm 
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Fig. B-3 Dimensions of one cluster within the headpiece geometry 
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AA cross section A-A:

 
 

Fig. B-4 Dimensions of the headpiece geometry 
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