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Abstract (German) 

Die vorliegende Arbeit befasst sich mit der hochbitratigen Anbindung von zukünftigen opti-
schen Kern- und Stadtbereichsnetzen. Zur Anbindung dieser Netze bedarf es neuer optischer 
Netzwerkknoten, die große Datenmengen unabhängig von der Anwendung auf transparente, 
energieeffiziente und flexible Weise vermitteln. In dieser Arbeit wird ein neuartiger optischer 
Vermittlungsknoten zur speicherfreien Anbindung von Kern- und Metronetzwerken mit 
Schaltfunktionalitäten im Zeit-, Raum-, und Frequenzbereich vorgeschlagen, aufgebaut und 
experimentell untersucht. Dabei werden neuartige Konzepte für die Bereitstellung der Kern-
funktionalitäten des  Knotens entwickelt: Bündelung von Datenströmen mit Zeitschlitzvertau-
schung, Umsetzung von Wellenlängenmultiplex (engl. wavelength division multiplexing - 
WDM) in optischen Zeitmultiplex (engl. optical time division multiplexing - OTDM) und 
umgekehrt, sowie die gleichzeitige Regeneration mehrerer hochbitratiger Signale.  

Im Rahmen der Arbeit werden zunächst die grundlegenden Eigenschaften von heutigen opti-
schen Transportnetzwerken vorgestellt. Basierend darauf werden die Anforderungen an zu-
künftige Stadtbereichsnetze im Hinblick auf Kanaldatenraten, Transparenz, Flexibilität, Ener-
gieeffizienz und Mehrwellenlängenfähigkeit analysiert. 

Der vorgeschlagene Vermittlungsknoten erfordert die gleichzeitige Synchronisation von meh-
reren 43 Gbit/s WDM Kanälen und die anschließende Umsetzung in ein 130 Gbit/s-OTDM-
Signal. Zum ersten Mal wird im Rahmen der vorliegenden Arbeit die Auswirkung von spei-
cherfreier optischer Synchronisierung im Rahmen eines 3 × 43 Gibt/s WDM auf 130 Gbit/s 
OTDM Konversionsexperiments untersucht. Es wird nachgewiesen, dass die gleichzeitige 
Synchronisierung mehrerer Kanäle bei einer vernachlässigbaren Leistungsbuße von 1.0 dB 
unabhängig voneinander betrachtet werden kann.  

Eine weitere Schlüsselfunktion des Vermittlungsknotens ist die Abbildung eines OTDM-
Signals auf mehrere WDM-Kanäle. Praxisgerechte Lösungen müssen die Umsetzung aller 
OTDM Zeitschlitze in einer einzelnen Baugruppe ermöglichen. Im Bezug auf diese Anforde-
rung werden im Rahmen der vorliegenden Arbeit zwei unterschiedliche Verfahren zur 
OTDM-WDM Umsetzung untersucht. Beide Verfahren basieren auf der Verwendung von 
hoch nichtlinearer Faser (engl. highly non-linear fiber - HNLF) und setzen ein 130 Gbit/s-
Eingangssignal in drei 43 Gibt/s-Ausgangssignale um.   

Im ersten Verfahren wird die HNLF als Teil eines nichtlinearen optischen Ringreflektors 
verwendet. Drei unterschiedliche WDM-Taktsignale werden in den Ringreflektor gekoppelt. 
Ein gleichzeitig injizierter Hochleistungspuls des OTDM-Datensignals führt zu einer Phasen-
änderung von π durch Kreuzphasenmodulation in der HNLF. Dadurch wird am Ausgangsarm 
des Ringreflektors die Information jedes OTDM-Kanals auf eine spezifische Wellenlänge 
umgesetzt. Erstmals wird in der vorliegenden Arbeit mit dieser Technik die gleichzeitige Um-
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setzung von 130 Gbit/s in 3 × 43 Gibt/s gezeigt. Experimentell wird die fehlerfreie Funktion 
der Baugruppe mit Leistungsbußen von 0.5 dB bis 3.5 dB für die WDM-Kanäle nachgewie-
sen.  

In der zweiten Lösung wird das 130 Gbit/s-OTDM-Signal zunächst auf drei Wellenlängen 
umgesetzt, danach um jeweils ein Bit zueinander verzögert und dann mit 43 Gibt/s abgetastet, 
um die WDM-Signale zu erhalten. Für die Wellenlängenumsetzung wird eine Technik ver-
wendet, die auf der Filterung von durch Selbstphasenmodulation verbreiterten Spektren be-
ruht (auch bekannt unter dem Namen Mamyshev-Regenerator). Beide vorgestellten Verfahren 
zeigen in Abhängigkeit der konkreten Anwendung unterschiedliche Vor- und Nachteile. Für 
den Prototyp des Vermittlungsknotens wird aufgrund des einfacheren Aufbaus und des stabi-
leren Verhaltens die zweite Lösung verwendet.  

Beide OTDM-WDM-Umsetzungsverfahren benötigen die zeitliche Abtastung bei einer Fre-
quenz von 43 GHz. In der vorliegenden Arbeit wird deshalb eine Taktrückgewinnung geplant 
und aufgebaut, die das Taktsignal mit einer zum Eingangssignal subharmonischen Frequenz 
von 43 GHz zur Verfügung stellt. Das Verfahren basiert auf einem injektionsgekoppelten op-
to-elektronischen Oszillator. Der quadratische Mittelwert des Jitters des extrahierten Takts ist 

mit RMS = 72 fs sehr klein. Das exzellente Resultat wird in Kombination mit der OTDM-

WDM-Baugruppe bestätigt und eine Einbettung der Ergebnisse in die Theorie injektionsge-
koppelter Oszillatoren vorgenommen.  

Zur rein optischen  Regeneration von hochbitratigen Signalen werden drei neuartige Metho-
den implementiert und experimentell untersucht. Als erste Lösung wird das bekannte Mamys-
hev-Verfahren auf Mehrwellenlängenbetrieb erweitert und eine Technik zur gleichzeitigen 
Regeneration von drei intensitätsmodulierten 43 Gbit/s-Kanälen vorgeschlagen. Bei diesem 
Verfahren laufen die Kanäle in gleicher Richtung durch eine Faser mit einem speziell entwic-
kelten Dispersionsprofil, die das nichtlineare Übersprechen der Kanäle stark reduziert. Im 
Zweikanalbetrieb mit einem Kanalabstand von 1200 GHz wird eine Verbesserung der Lei-
stungsbuße um 2.5 dB gegenüber einem qualitativ schlechten Eingangssignal erreicht. 

Als zweite Lösung wird ein bidirektionaler Aufbau für die gleichzeitige Regeneration von 
zwei 130 Gbit/s-Kanälen vorgeschlagen. Im Experiment wird keine Verschlechterung der 
Regeneration durch die Gegenwart des zweiten Kanals beobachtet. Dieses Experiment stellt 
die bisher höchste Zweikanalregeneration überhaupt dar und wird ermöglicht durch eine sehr 
sorgfältige Wahl der HNLF-Parameter. 

Optische Phasenmodulation ist aufgrund der höheren Toleranz gegenüber Fasernichtlinearitä-
ten und der höhern Empfängerempfindlichkeit für bestimmte Übertragungssysteme eine inter-
essante Alternative zur Intensitätsmodulation. Deshalb wird, basierend auf interferometrisch 
angeordneten optischen Halbleiterverstärkern, als drittes Verfahren ein neuartiger Regenerator 
und Wellenlängenumsetzer für phasenmodulierte Signale entwickelt. Die Machbarkeit des 
Konzepts wird experimentell bei Bitraten von 25 Gbit/s bis 40 Gbit/s bestätigt und die Gren-
zen des Konzepts diskutiert. 

Nach der Entwicklung der einzelnen Baugruppen liegt die Herausforderung in der Zusam-
menführung der verschiedenen Technologien auf das gleiche Wellenlängenraster und im Auf-
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bau des kompletten optischen Vermittlungsknotens mit allen Funktionalitäten. Die experi-
mentelle Untersuchung vieler Schaltszenarien im Labortest (ohne Übertragungsstrecke) de-
monstriert alle Funktionalitäten des neuartigen Vermittlungsknotens und bestätigt damit die 
exzellenten Eigenschaften der vorgeschlagenen Lösung. Fehlerfreie Datenvermittlung mit Q-
Faktoren von über 21 dB für alle Schaltszenarien wurde erreicht.  

 



xii  Abstract (German)  
 



Preface 

The rising popularity of the internet, voice over internet protocol (VoIP), and IP television 
(IPTV) has changed the landscape of optical telecommunications networks. Several new chal-
lenges are evolving in terms of technology, applications, services, and business models. Wide 
area networks, on one hand, are optimized for transmission, and their capacity has increased 
by orders of magnitude in recent years, thanks to innovations in optical transmission and es-
pecially in wavelength division multiplexing (WDM) technology. On the other hand, because 
of the growing number of applications in the communications networks of today, access net-
works use a very broad rang of protocols, which constantly evolve. In recent years, residential 
cable, digital subscriber line (DSL) modems have increased user access rates from kilobits to 
megabits, and new emerging technologies promise even higher data rates per user (e.g. fiber 
to the home - FTTH). These technological leaps in the backbone and access parts of the net-
work have not been matched so far with progress in the metro part. This is why the literature 
refers to the “metro gap” [1],[2], meaning that metropolitan area networks (MANs) will need 
an upgrade in order to cope with future traffic demands. 

However, in order to deal with the increase in data traffic, 40 Gbit/s is emerging as a viable 
and important bit rate in future metro networks. More specifically, the international telecom-
munications union (ITU) defined optical transport units (OTUs) with OTU3 having a line rate 
of approximately 43 Gbit/s. In addition, 100GE is being standardized by IEEE P802.3ba task 
force for links up to 40 km. It is expected that such traffic will be transported in the core net-
work in serial form using OTU4 containers (currently under development in ITU-T study 
group 15). OTU4 containers will also be dimensioned for the transport of multiple OTU3’s, 
resulting in a line rate close to 130 Gbit/s. Therefore, grooming from lower 43 Gbit/s bit rates 
to 130 Gbit/s through optical time-division multiplexing (OTDM) by the edge switch node 
will be required when moving from metro to core networks. In addition, protocol transpar-
ency becomes a key requirement in metro networks access networks due to the constantly 
growing number of protocols used. Technically this is not a simple task, and has various im-
plications related with the physical implementation and performance.  

However, dynamic sub-wavelength grooming functionalities are currently unavailable in the 
optical layer, and will be required when jumping to 130 Gbit/s data rates. Network studies 
have shown that deploying alternatives to electronic grooming potentially will have the larg-
est impact on reducing overall network cost [3]. 

This thesis focuses on high capacity ring interconnection between metro-core, carrying 
130 Gbit/s OTDM traffic, and metro access-rings carrying 43 Gbit/s WDM traffic. More spe-
cifically, we design, develop and test a novel optical switch that integrates optical switching, 
transparent traffic aggregation/grooming and optical regeneration. Innovative node subsys-
tems are developed in this thesis enabling these functionalities, including: all-optical multi-
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wavelength regenerators, all-optical OTDM-to-WDM converters with clock recovery, and 
opto-electronic WDM-to-OTDM converters. The proposed switch node features flexibility in 
bandwidth provisioning, scalability to higher traffic volumes, and backward compatibility 
with existing MAN implementations in a future-proof way. 

The thesis is structured as follows: In Chapter  1, we review the existing solutions for global 
and in particular metro network architectures. In addition, the existing and emerging applica-
tions that future networks should support are identified and the requirements for these future 
MANs both in terms of capacity and features are derived.  

 In Chapter  2, we define the proposed architecture for next-generation MANs, which is based 
on upgrading the current implementation. We then discuss three possible signal structures that 
are considered in this work, which are: circuit switched traffic carried over continuous con-
nections, circuit switched traffic carried over a burst mode transport layer, and burst mode 
traffic. The proposed switch node architecture is defined which integrates all the crucial func-
tionalities that are currently provided by digital cross-connects, i.e. switching, traffic aggrega-
tion/grooming and regeneration in the optical layer. The findings of this chapter have been 
published in a journal article (J6) and international conference contributions (C29, C21). All 
publications are summarized on pp. 131.  

The testing of optical high-speed systems is a highly complex task, and results always have to 
be understood in the context of the corresponding test system. For this reason, Chapter  1 gives 
detailed information on the test setups and techniques that are used in this work. However, the 
discussion of methods and limitations of bit-error ratio and Q-factor measurements and a brief 
discussion of fiber nonlinearities are shifted to the Appendices  A 1 and  A 2, respectively.  

The switch node proposed in this thesis requires retiming of multiple WDM channels and 
subsequent WDM-to-OTDM conversion for interconnecting 43 Gbit/s and 130 Gbit/s network 
rings. In Chapter  4, we experimentally investigate for the first time the impact of asynchro-
nous retiming in a 3 × 43 Gbit/s to 130 Gbit/s buffer-less WDM-to-OTDM traffic grooming 
experiment. We confirm that a number of asynchronous digital optical regenerators employed 
in parallel may be considered independently with a negligible power penalty of 1.0 dB associ-
ated with clock phase tuning of adjacent channels. In addition, the potential network reach for 
this concept is discussed. The findings of this chapter have been published in an international 
conference contribution (C31). A journal article including these results has been submitted.  

Another key functionality of the switch node is mapping of an OTDM signal to different 
WDM channels. A practical solution requires simultaneous demultiplexing of all OTDM 
channels with a single device. In Chapter  5, we propose and experimentally demonstrate two 
different OTDM-to-WDM conversion schemes based on highly-nonlinear fibers, which con-
vert a 130 Gbit/s OTDM signal to three 43 Gbit/s WDM signals.  
For the first solution, the HNLF is included inside a nonlinear optical loop mirror (NOLM). 
Three different WDM probe pulse streams were input to the NOLM, and the OTDM signal 
was used as a control signal to switch the time interleaved WDM probes. Using this tech-
nique, we report the first demonstration of OTDM-to-WDM conversion from 130 Gbit/s si-
multaneously to three 43 Gbit/s WDM channels. Error free performance is achieved with 
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power penalties ranging from 0.5 dB to 3.5 dB for all three WDM channels. This solution 
enables full flexibility for selecting the output WDM channel wavelengths as required in fu-
ture all-optical networks. The results have been published in an international conference con-
tribution (C25). 
For the second solution, a 130 Gbit/s OTDM signal is replicated in three copies at different 
wavelengths, and the resulting signals are delayed to achieve relative timing shifts of one bit 
period followed by time gating to obtain the WDM signal. For the multi-wavelength conver-
sion we used the technique developed by Mamyshev [4], which is based on offset filtering of 
a self-phase-modulation (SPM) broadened spectrum. 
While good performance is achieved with both configurations, the two schemes present ad-
vantages and disadvantages. For the system demonstration of the switch node, the second ap-
proach is chosen because of the simpler setup, ease of operation and because of better long-
term stability.  

Both OTDM-to-WDM solutions require optical time gating at the tributary bit rate. Therefore 
we report in Chapter  6 on the design and demonstration of a 43 GHz sub-harmonic optical 
clock recovery from 130 Gbit/s data streams, which is based on an injection-locked opto-

electronic oscillator. The RMS timing jitter of the recovered clock is as low as RMS = 72 fs 

(100 Hz – 1 MHz). The minimum average optical power of the data input signal required for 
stable injection locking was Pdata = 5.0 dBm with a dynamic range of 5 dB. The excellent per-
formance of the clock recovery is verified by using it in combination with the OTDM-to-
WDM subsystem. 

In Chapter  7, we propose three different methods for high-speed all-optical regeneration. As a 
first solution, we extend the Mamyshev approach for single-wavelength operation and pro-
pose a 43 Gbit/s multi-wavelength scheme for regenerating up to three 43 Gbit/s intensity-
modulated channels. This technique is based on co-propagation of the channels in the fiber 
with a carefully designed dispersion map for reducing the nonlinear inter-channel cross-talk. 
In dual-channel operation with 1200 GHz channel spacing we achieve a power penalty im-
provement of 2.5 dB for a degraded input signal. The results have been published in a journal 
article (J5) and an international conference contribution (C27). 

As a second solution, a bi-directional scheme is exploited to demonstrate the simultaneous 
regeneration of two 130 Gbit/s intensity-modulated channels. No degradation was observed 
due to the presence of the second channel. This represents the highest speed dual-channel re-
generator ever reported in a single fiber and is made possible by a very careful choice of the 
HNLF parameters. The results have been published in an international conference contribu-
tion (C33) and will be included in a journal article that has been submitted.  

Offering improved sensitivity and robustness to nonlinear impairments as compared to pure 
intensity modulation, differential phase shift keying is becoming another modulation format 
of choice for future networks [5]. Therefore, the last section of the chapter is dedicated to a 
novel SOA-based Mach-Zehnder interferometer (MZI) wavelength converter and regenerator 
for differentially phase-modulated signals. In an experiment we show the feasibility and pre-
dict the limits of the reamplifying, retiming and reshaping (3R) all-optical DPSK wavelength 
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converter. We further discuss how this device can be cascaded an arbitrary number of times. 
The results of this subchapter have been published in a journal article (J3) and an international 
conference contribution (C6).  

After introducing and experimentally characterizing all switch node subsystems, the challenge 
was to make all the different optical technologies work on a common wavelength grid, as-
semble the optical switch node with its functionalities and perform testing at bit-rates of 
43 Gbit/s and 130 Gbit/s. Chapter  8 reports the results of the experimental demonstration with 
multiplexing in frequency and time. The excellent performance of the proposed solution is 
verified by studying a manifold of switching scenarios, showing dynamic bandwidth alloca-
tion for time-varying traffic demands. Q-factors are above 21 dB, and error free performance 
is achieved. In addition, the scalability of the proposed switch node in terms of channel bit-
rates and port-count as well as its cascadability is discussed. The findings in this chapter have 
been published in a conference contribution (C29). A journal article has been submitted. 

Chapter  9 finally summarizes the main achievements of the work. 

 



1 Optical Transport Networks 

An optical transport network is composed of interconnected nodes (also called network ele-
ments), software, and operation processes that must function together to provide services [1]. 
The optical communication network extends over several point-to-point links and comprises 
several nodes. It can be divided into different coverage areas, represented by network planes 
operating on top of each other: wide-area networks (WAN), metropolitan-area networks 
(MAN), and access networks. 

In this chapter, we introduce the basic characteristics of state-of-the-art optical transport net-
works. First, we introduce the concept of a global network. We then concentrate on metro 
networks in terms of their architecture, protocols, network elements, and the underlying 
physical layer. We introduce the concepts of optical cross-connects (OXCs) and optical add-
drop multiplexers (OADMs) as primary optical network elements and we discuss their traffic 
grooming capabilities. In addition, the limitations of MANs in terms of capacity, scalability 
and flexibility are identified. This part of the chapter can be considered standard knowledge 
and is subject of various textbooks. Particularly comprehensive presentations of legacy metro 
networks can be found in [6] and [7]. Traffic grooming in optical networks is studied in detail 
in [2].  

Next, we identify the major applications and service drivers of next generation access and 
metro networks. The improvement of access technologies on the end-user side will help de-
livering high-bandwidth to satisfy the demand growth brought by new applications. At the 
same time, in the regional/long-haul network, several technologies are mature enough to 
guarantee high connectivity and supply the high bandwidth requirements of lower network 
levels. Based on the discussion on legacy metro networks it becomes clear that new metro 
solutions are required that offer superior price/performance alternatives over legacy solutions. 
We point out the requirements for these future MANs both in terms of capacity and features 
such as flexibility, scalability, energy efficiency, etc.  

This subchapter is structured as follows: Section  1.1 reviews the existing solutions for global 
and in particular metro network architectures. Section  1.2 identifies the existing and emerging 
applications that future networks should support, and it identifies the requirements for these 
future MANs both in terms of capacity and features.    

1.1 Review of Existing Metro Network Implementations 
To avoid confusion, let us first define some fundamental terms that will be used in this work.  

All-Optical: The term all-optical means that optical signals are transmitted without any in-
termediate optical/electrical/optical (OEO) conversion. As a matter of fact, it is most appro-
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priately used for devices that traditionally would be expected to operate electronically but 
now have been replaced by a device that operates all-optically. We follow this convention.   

Transparency: A network is transparent if the signals are transmitted optically from source 
to destination. Actually, there are many shades of transparency. The transparency might be 
limited to bit-rate, format, protocol, or amplitude. If the network is transparent with respect to 
only some of the aforementioned characteristics, we speak of selective transparency and we 
only speak of strict transparency if the network is transparent in every aspect [7]. 

Traffic Grooming: One refers to the term traffic grooming when talking about the combina-
tion of data aggregation and switching.  

Tributary Signal: In time-division multiplexing schemes, the term tributary refers to a lower 
bit-rate signal which is assigned to a specific time slot in a time-division multiplexer.  

Switching Granularity: The granularity of the traffic switching g is defined as [2]:  

 
130 /

3
43 /

 
channel capacity Gbit s

g
baseband data rate Gbit s

 ,  (1.1) 

e.g. for a 130 Gbit/s TDM channel carrying several 43 Gbit/s streams, the granularity 3g  . 

Optical switching can be done at various levels of granularity and time scales that include: 
waveband switching, wavelength switching, sub-wavelength time slot level switching, burst 
switching, and packet switching. Wavelength level switching techniques allow circuit 
switched sharing of a wavelength.  

Network Topology: The term topology refers to the shape of a network and how different 
nodes in a network are connected to each other. Common network topologies comprise the 
point-to-point, the bus, the tree, the ring, the star and the mesh network.  

1.1.1 Optical Transport Networks 

The concept of a global network with its different coverage areas, represented in the form of 
network planes operating on top of each other, is illustrated in Fig.  1.1a. These planes repre-
sent different levels of aggregated traffic and inter-node distances. 

Wide-Area Network 

The wide-area network (WAN, also called global backbone or long-haul network) is a net-
work that spans over large geographical areas and carries aggregated global network traffic. 
In optical communications it represents any continental, terrestrial or undersea system.  

Metropolitan-Area Network 

The metropolitan-area network (MAN) is topologically ranked between the WAN and the 
access network plane. It serves the service providers and carriers to transport traffic within the 
own network and serves as an access network for the global WAN. Very often, the metro 
networks are further divided into (Fig.  1.1(b)):  

Metro-Core: A ring network with a typical circumference of 100 – 200 km which aggregates 
higher bit-rate traffic (e.g. 2.5 Gbit/s, 10 Gbit/s Ethernet) from various metro-access rings. 
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Fig.  1.1. (a) The optical transport network with its different coverage areas: WAN (wide-area network) or global 

backbone and MAN (metropolitan-area network). The MAN connects to access networks, that aggregate traffic 

from different sources. (b) Interconnected metro-core and metro-access rings with typical bit-rates. (O)XC – 

(optical) cross connect; ADM – add-drop multiplexer; CO – central office; UNI – user-network interface; FITL – 

fiber in the loop; DSL – digital subscriber line; FTTx – fiber to the x;  LAN – local area network; IP – internet 

protocol.  

Metro-Access: A ring network with a typical circumference of 30-60 km which aggregates 
low bit-rate traffic (e.g. 622 Mbit/s, 1 Gbit/s Ethernet) coming from the metro edge nodes 
(e.g. local area networks (LAN), enterprise clients, etc.). 

Access Networks 

The access network is that part of the public switched network that connects a central office 
(CO) with the user-to-network interface (UNI) of subscribers [8]. For instance, the access 
network includes the subscriber loops, the fiber in the loop (FITL) or fiber to the x (FTTx, 
where x stands for “home”, “business”, etc.) access networks. The traditional access network 
is the twisted-pair (TP) copper network, known as the subscriber loop. The subscriber loop 
might be an analog or a digital subscriber line (DSL).  

1.1.2 Metropolitan Area Networks 

Architectures 

Ring architectures are widely used in MANs, see Fig.  1.1(b). This choice has been dictated by 
the ease of implementing protection mechanisms with this topology. As such, metro networks 
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usually consist of a group of metro-access rings interconnected by one or several intercon-
nected metro-core rings that sometimes form a mesh-like topology.  

Transmission Protocols 

Most metro networks today consist of synchronous digital hierarchy (SDH) / synchronous 
optical network (SONET) interconnected rings [2]. SDH/SONET formats were developed 
when voice transmission was the dominant end-user application and are thus most efficient 
for multiplexing a large number of low rate signals. The SDH/SONET framework has 
evolved from the need to standardize multi-vendor interconnectivity at the fibre level. It also 
provides networking functionalities such as transport, multiplexing, add/drop, switching, re-
generation and protection. It should be noted however, that Gigabit Ethernet (GbE) and 10 
GbE has emerged as a new contender in the edge network space, because much of the traffic 
originates in Ethernet format [2]. Ethernet is promising better bandwidth utilization and net-
work simplification by the elimination of Ethernet-to-SDH/SONET interfaces.  

Network Elements  

Optical cross-connect (OXC) switches: Used to interconnect the metro-access rings to the 
metro-core rings, and also to provide connections among different metro-core rings. Fig.  1.2 
shows an OXC with input fibers. The WDM signal in each fiber is demultiplexed into sepa-
rate channels. Afterwards the channels are guided into an electrical or optical switch fabric 
and directed to the assigned output port. XC switches must be divided into two categories: 
Conventional electrically switched digital cross-connects (DXCs) and optical cross-connects 
(OXC). DXCs perform optical-electrical conversion, regeneration, error correction, demulti-
plexing, switching, and again multiplexing and electrical-optical conversion before transmis-
sion through the metro-core ring. In addition, they perform time-slot interchange (TSI) on 
time-division multiplexed (TDM) signals. The optical-electrical-optical (OEO) conversion 
makes DXCs expensive and complex with large footprints and power consumption [9],[10]. 
When implemented as an all-optical device, OXS overcome the electronic bandwidth limita-
tion offering data rate and protocol transparent wavelength switching. 

 

Fig.  1.2. Optical cross connect with N input fibers carrying M wavelength division multiplexed channels [11]. 

Add-drop multiplexer (ADM): Used to interconnect various customer sites to the metro-
access rings at the UNIs. A multiplexer combines several lower-bandwidth data channels into 
a single wavelength channel and performs signal regeneration. At the same time, it can extract 
or drop other low-bandwidth signals, removing them from the stream and redirecting them to 
some other network path. An ADM also has the capability to add one ore more lower-
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bandwidth signals to an existing high-bandwidth data stream. For WDM rings, reconfigurable 
optical ADMs (ROADMs) are necessary where an optical switch fabric switches some of the 
incoming wavelength channels to the drop port while others are optically bypassed and new 
traffic is added via the add path (Fig.  1.3). In case of single wavelength rings, no optical 
switch fabric is needed and the incoming wavelength channel is terminated at each electronic 
ADM. However, an ROADM can be regarded as a special case of an OXC in view of traffic 
grooming capabilities. Unlike OXCs, an ROADM has only one input optical-line port and one 
output port. Hence, it manages moderate magnitudes of traffic compared to a small OXC, and 
therefore involves less grooming. Note that a bandwidth upgrade for a ring means that all 
ADMs and DXC interfaces have to be upgraded, which is a costly, time consuming and traf-
fic-disruptive procedure.  

Physical Layer / Medium 

The fibre installed in the metro area is – in most cases – a standard single-mode fibre (SSMF) 
and is expected to be the medium of optical transmission in the metro well into the future be-
cause of its abundance, relative uniformity and standardization, and the fact that the installa-
tion of the fiber represents a large investment in every metro network. 

 

Fig.  1.3. Reconfigurable optical add-drop multiplexer with one input and one output fiber carrying M wave-

length division multiplexed channels . 

1.2 The Metro Gap - Future MAN Requirements 
Internet data communication has shown persistent growth over the last years. Studies based 
on actual traffic data from providers collected during 2004 indicate a yearly increase of 115 % 
for aggregate average international internet traffic [12]. The applications behind this growth 
are now familiar to most computer users (email, file transfer, web browsing, peer-to-peer ap-
plications, online gaming, etc.). Besides the traditional voice and data transactions, a variety 
of new applications and associated services are emerging in today’s telecommunication mar-
ket. These include content-intensive applications like:  

 Video distribution and video conferencing; 

 Large image transfer; 

 Virtual reality; 

 Very high-speed internet access; 

 Point-to-point protocol over Ethernet (1 Gbit/s, 10 Gbit/s and 100 Gbit/s in the future). 
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The possibility to offer to end users integrated TV, broadband internet access and telephone 
services (triple-play) is a strong driving force of the end-user telecommunication market. But 
high communication bandwidth at home is not limited to entertainment purposes; at the same 
time, high-bandwidth connections and advanced services are expected to drive the enterprise 
market where large amounts of data have to be transferred to assure database replication, 
business continuity, disaster recovery etc. 

Recent forecasts for broadband penetration using the example of households and apartments 
that will be connected via fiber-to-the-building (FTTB) predict a dramatic increase in penetra-
tion of over 800 % in the next four years [13]. Countries like Sweden and Slovenia are pre-
dicted to have a household penetration of FTTH as high as 30 % by 2013. The improvement 
of access technologies on the end-user side will help delivering high-bandwidth to satisfy the 
demand growth brought by new applications. At the same time, in the regional/long-haul net-
work, several technologies are mature enough to guarantee high connectivity and supply the 
high bandwidth requirements of lower network levels.  

Clearly new metro solutions are required that offer superior price/performance alternatives to 
legacy SONET/SDH solutions. This is why the literature refers to the “metro gap” [1],[2], 
meaning that MANs will need an upgrade in order to cope with future traffic demands. Hav-
ing identified the major applications and service drivers of next generation access and metro 
networks, some general conclusions can be drawn. This subchapter points out the require-
ments for future networks both in terms of capacity and features.  

1.2.1 Transparent Traffic Grooming 

In order to deal with the increase in data traffic, 40 Gbit/s is emerging as a viable and impor-
tant bit rate in future metro networks. More specifically, the International Telecommunica-
tions Union (ITU) defined optical transport units (OTUs) with OTU3 having a line rate of 
approximately 43 Gbit/s. In addition, 100GbE is being standardized by the IEEE P802.3ba 
task force for links up to 40 km. It is expected that such traffic will be transported in the core 
network in serial form using OTU4 containers (currently under development in ITU-T study 
group 15), which will also be dimensioned for the transport of multiple OTU3’s, resulting in a 
line rate close to 130 Gbit/s. Therefore, grooming from lower 43 Gbit/s bit rates to 130 Gbit/s 
will be required when moving from metro to core networks at the edge switching nodes.  

In addition, the upgrade of the transmission rates brings along a diversity of protocols and 
transmission rates. Also considering that, within this network segment, different traffic types 
at lower data rates need to be aggregated at the edge between metro and core segments into 
high data rate channels and vice versa, it is important to offer transparent mechanisms for 
traffic grooming, i.e. sub-wavelength switching granularity. This will assist in simplifying the 
network architecture and eliminate unnecessary opto-electronic conversions having a direct 
impact on the cost and energy consumption of the overall system. Technically this is not a 
simple task, and has various implications related with the physical implementation and per-
formance.  
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However, dynamic sub-wavelength grooming functionalities are currently unavailable in the 
optical layer, and will be required when jumping to 130 Gbit/s data rates. Network studies 
have shown that deploying alternatives to electronic grooming potentially will have the larg-
est impact on reducing overall network cost [3]. 

1.2.2 Flexibility 

A network scenario where high capacity is available to both residential users and companies 
demands flexibility in the network in order to establish new connections and support band-
width-on-demand services. Furthermore, new dynamic services and applications will require 
fast provisioning as well as flexible and large aggregation capabilities.  

1.2.3 Scalability 

Another key requirement for metro networks is its scalability. Upwards scalability is achieved 
by (i) increasing the number of wavelengths per fiber link (leading to WDM) and (ii) increas-
ing the bit-rate per wavelength (therefore, bit-rate transparency is required). At the same time, 
it is necessary to accommodate network upgrades on a pay-as-you-grow basis. This means 
that modular solutions have an advantage over inflexible high-capacity systems.  

1.2.4 Energy Efficiency 

The energy consumption of the internet is growing exponentially with a significant contribu-
tion from cross connects and buffers [14]. Heat dissipation problems and increasing current 
leakage will prevent the current network technologies from scaling up their capacity to the 
constantly increasing network traffic [15]. Completely novel network technologies should 
therefore be developed so as to allow the ever-increasing traffic. All-optical network elements 
have the potential of offering high energy efficiency.  

1.2.5 Regeneration 

Future MAN networks will evolve to more flexible and diverse architectures. Due to that, 
point to point impairment compensation methods will lose their relevance, and regeneration 
will be a more common tool in many network nodes. With regeneration, SMF has been 
proven to be a medium capable of transmitting ultra-high bit-rate WDM signals over hun-
dreds of kilometers.  

The introduction of optically transparent nodes in future MAN networks enlarges the distance 
that a signal has to pass between OEO regeneration points, and therefore creates a need to get 
some level of all-optical regeneration in the optical layer in the transparent nodes themselves.  

1.2.6 Multi-wavelength Operation 

As mentioned above, WDM metro rings offer advantages in flexibility and scalability. How-
ever, this is true only if all network elements involved can handle all wavelengths in parallel. 
Any node that requires demultiplexing of the wavelengths to single wavelengths and then 
multiplexing back after performing a function (like amplification, wavelength conversion or 
regeneration) is a node that deteriorates the cost effectiveness of this network architecture. 
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That is the reason why future improvements in metro nodes must keep the capability to per-
form the same function on multiple wavelengths without demultiplexing and using per wave-
length functions in the network. The main functional unit lacking this capability these days is 
signal regeneration.  

1.3 Summary 
We have reviewed the basic characteristics of state-of-the-art optical transport networks. We 
then concentrated on metro networks in terms of their architecture, protocols, network ele-
ments, and the underlying physical layer. In addition, the concepts of optical cross-connects 
(OXCs) and optical add-drop multiplexers (OADMs) as primary optical network elements 
have been discussed. In the second part of the chapter, the major applications and service 
drivers of next generation access and metro networks were reviewed. Based on the discussion 
on legacy metro networks it became clear that new metro solutions are required that offer su-
perior price/ performance alternatives to legacy solutions. Requirements for these future 
MANs in terms of  transparency, flexibility, scalability, energy efficiency, and multi-
wavelength operation capability have been identified.  

 



2 The Novel Optical Switch Node 

In Chapter  1 we have reviewed the existing metro network implementations and the key re-
quirements for future MANs. Recent advances in long haul transmission and switching tech-
nology have shifted the operational and bandwidth bottleneck from the core to the edge of the 
network [3],[16]. Replacing expensive OEO equipment with scalable all-optical solutions 
promises significant capital and operational cost savings due to the reduced power require-
ments and the service transparent bandwidth provisioning [17],[18],[19]. However, any new 
all-optical solution must be competitive in terms of both performance and cost compared to 
legacy SONET/SDH solutions. These should offer not only the traditional switching/routing 
and regeneration functionalities but also protocol transparent mechanisms for sub-wavelength 
level traffic grooming. Sub-wavelength traffic grooming means grooming of individual time 
slots of a WDM channel (instead of only grooming entire channels) and implies TDM.  

In this work we propose a novel sub-wavelength grooming switch enabling protocol transpar-
ency between circuit or burst switched lower bit-rate metro-access networks and a higher bit 
rate metro-core ring network. Key functionalities of the node are traffic aggregation with 
time-slot interchange, OTDM-to-WDM conversion of the high speed channels into lower bit 
rate tributaries as well as all-optical multi-wavelength regeneration. A micro-electro-
mechanical system (MEMS) switch in combination with all-optical wavelength conversion 
guarantees non-blocking space and wavelength switching functionality for any tributary, thus 
offering remote reconfigurability. It builds upon existing network architectures assuring 
backward compatibility, but enhances the state-of-the-art solutions in the switching nodes. 
We believe that our proposed solution has the potential to boost the progress in the metro 
networks and may match the technological leaps that have already been carried out at the 
backbone and access parts. 

This chapter is structured as follows: In Section  2.1, we define the architecture for next-
generation MANs, which is based on upgrading the current implementation. We then discuss 
three possible traffic structures that are considered in this work, which are: circuit switched 
traffic carried over continuous connections, circuit switched traffic carried over a burst mode 
transport layer, and burst mode traffic. In Section  2.2, the proposed switch node architecture 
is defined which integrates all the crucial functionalities that are currently provided by digital 
cross-connects (DXCs), i.e. switching, traffic aggregation/grooming and direct regeneration in 
the optical layer. In addition, we introduce the subsystems that provide the key functionalities. 
Detailed studies of the individual building blocks are presented in subsequent chapters (see 
Chapter  4 to Chapter  7). Finally, we summarize the key aspects and characteristics of the en-
visioned network solution.  

Parts of this chapter have previously been published in [20], [21], [22].  
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2.1 Definition of the Network Architecture and Signal Structure 
In this section we define the network architecture of the proposed future MAN meeting the 
key requirements identified in Chapter  1. We introduce the signal structures that are consid-
ered in this network architecture, which relate to both the format of the physical layer imple-
mentation and the routing protocol used.  

2.1.1 Metro Network Architecture 

 

 

Fig.  2.1. Metro network scenario. Two metro/access rings are interconnected to a metro/core ring via the 

grooming switch. Each ring carries a multiple of WDM channels, either at 43 Gbit/s or 130 Gbit/s per wave-

length.  

In this work we design and implement a novel switch node architecture that offers a protocol 
transparent interconnection of different metro networks, i.e. between metro/access and 
metro/core at bit-rates of 43 Gbit/s and 130 Gbit/s, respectively, see Fig.  2.1. Note that the 
43 Gbit/s WDM metro-access channels are aggregated into 130 Gbit/s OTDM metro-core 
channels. Thus, the optical switch node is operated here as an “edge node” that interconnects 
a WDM domain with an OTDM domain. This approach for next-generation MANs proposed 
in this thesis is based on upgrading the current architecture, providing a transparent intercon-
nection node. This novel node can efficiently replace complicated and expensive electronic 
DXCs and adds further advantages to reconfigurable networks by providing functionalities 
currently unavailable in the optical layer such as protocol transparent traffic groom-
ing/aggregation and optical regeneration. In such a way, it builds upon existing architectures 
assuring backward compatibility, but enhances the state-of-the-art solutions in the switching 
nodes. As such, the proposed network architecture answers to the requirements for the fea-
tures and capabilities of future MANs. 

Note that using different concrete implementations, the switch node can interconnect a vari-
able number of metro-access rings to the metro-core ring. It can also be used to interconnect 
two or more core rings or provide connectivity to the backbone network. 
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2.1.2 Signal Structure and Conditions 

This work considers circuit-switched architectures from the point of view of physical routes 
through the network. Traditional SDH networks would utilize buffer stores within add-drop 
multiplexers (ADMs) to accommodate for variations in propagation delay along various net-
work routes, however, such buffer stores are not practical for an all-optical switch. It is thus 
necessary at points of traffic aggregation to account for jitter, wander and clock frequency 
drifts [6] without recourse to buffers. Within this work, such aggregation occurs at the edges 
of the network, e.g., at the intersection of metro-access and metro-core rings (see Fig.  2.1), 
with typical ring lengths of up to 200 km.  

Three possible traffic structures have been considered in this work which relate to both the 
format of the physical layer implementation and the routing protocol used, which are: circuit 
switched traffic carried over continuous connections, circuit switched traffic carried over a 
burst mode transport layer, and burst mode traffic. The choice of the signal structure not only 
impacts the required switching speeds of the WDM routers and the synchronization dynamics 
of the WDM-to-OTDM aggregation, but also changes the design of transmitter, receiver and 
amplifier circuits. In the following, the three structures will be discussed successively.  

Circuit Switched Traffic carried over Continuous Connections 

For circuit switched traffic carried over continuous connections it is envisioned that the WDM 
metro-access ring traffic presented to the switch node would be aggregated to optical time-
division multiplexed (OTDM) data signals. In a laboratory environment, where all signals 
typically originate from a single high quality frequency reference, this may be achieved for 
sufficiently long periods for performing practical measurements. And indeed, continuous traf-
fic is used in the switch node lab demonstration, see Chapter  8. Even for small networks it 
seems to be most efficient to simply resend frames, which are damaged due to synchroniza-
tion of the WDM input channels.  

However, in larger networks, it is necessary to account for long term variations (diurnal and 
seasonal) in the optical path length, and for aspects arising from the operation of transmitter 
clocks in a free running holdover mode1 without synchronization information. Both of these 
effects result in small, but finite frequency differences in the WDM signals arriving at the 
optical router. In order to match the output frequencies, the frequency differences either lead 
to dropped bits or require bit stuffing (insertion of no-information bits into the input signal 
streams for synchronization). Such operations require complex processing of the signal in the 
optical domain, which lies beyond the scope if this work. Furthermore, for the selected ring 
network architecture, synchronization over diverse paths is essential.  

                                                 
1 In synchronous networking, the network elements used to transport the data are tightly synchronized across the 
entire network, using local atomic clocks. In case the local clock fails, a network element goes into holdover 
mode. In holdover mode, stored data is used (acquired during normal operation) to derive clock information for 
synchronization. Holdover terminates when the higher quality timing becomes available again.  
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A standard solution to this problem is the use of distributed phase locked loops. Unfortu-
nately, the distributed phase locked loop is severely jitter limited for transmission distances of 
200 km and may not simultaneously accommodate delay variations over diverse paths [23].  

Burst Mode Transport Layer 

In order to accommodate the potential clock frequency differences of channels arriving at the 
routing node, an alternative approach is to develop a slotted network, where guard bands are 
employed (Fig.  2.2). Conceptually, the required bit stuffing or bit dropping occurs within the 
guard bands, and this redundant information is simply not transmitted. In practice, the guard-
bands are used to reset (switch between) optical delays in order to align the bits. Among other 
options, these guard bands may be used to either reset continuous delay lines with finite tun-
ing range to the centre of their tuning range, or to allow for the operation of an asynchronous 
retiming unit [24], with the latter being used in this thesis.  

The slotted transport layer may be used to establish either circuit switched connections or 
burst mode connections. For circuit switched connections a particular configuration of WDM 
switches establishes a temporary route across the network between two nodes, and the con-
nection is operated with slotted traffic to account for path length and frequency variations. On 
the other hand, for a burst mode connection, routing decisions and retiming decisions would 
occur simultaneously, on a burst-by-burst basis.  

 

 

Fig.  2.2. Conceptual diagram of a slotted network, with two wavelength channels (λ1, λ2) operating at slightly 

different clock frequencies. For traffic aggregation, the guard bands are used to switch between different optical 

delays in order to align the bits. 
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2.2 Definition of the Switch Node Architecture 
 

 

Fig.  2.3. Switch node block diagram. Traffic from the metro-access rings is switched by the space switch either 

to the other access rings, or via the add path to the metro-core ring. Conversely, an OTDM channel from the 

metro-core ring can be dropped, and any of the three OTDM tributaries may be mapped to any of the metro-

access rings or back to the core ring. The signals in this plot show one possible switching scenario: Three 

OTDM tributaries at λcore1 are dropped to the OTDM-to-WDM converter. Two of its outputs (carrying time-

slots TS1 and TS3) are switched to the WDM-to-OTDM converter, slot-interchanged and looped back to the 

core ring. Channel λacc1 from metro ring 1 is added and mapped to time-slot TS2. In addition, the dropped time-

slot TS3 is mapped to λacc2 on metro ring 2.  

 

In this section we define the switch node architecture with its subsystems. In addition, the key 
functionalities offered by the novel architecture are reviewed. 

A schematic illustration of the switch node is depicted in Fig.  2.3. Irrespective of any specific 
network scenario, the switch node can be classified as a traffic grooming optical cross-
connect (OXC) [25], which consists of three wavelength switch fabrics in the form of recon-
figurable optical add-drop multiplexers (ROADMs) and a grooming fabric in the center of the 
switch. The ROADMs allow for adding and dropping of traffic from the access or the core 
network to the grooming fabric. The grooming fabric performs TDM and WDM multiplexing, 
demultiplexing, and switching between low-speed (43 Gbit/s) and high-speed (130 Gbit/s) 
connections. 

In detail, the grooming switch works as follows (Fig.  2.3): Traffic from any of the metro rings 
is switched by means of an optical space switch (micro-electro-mechanical system (MEMS)) 
to any of the metro rings, or via the add path to the core ring. When the traffic is switched to 
the core add path, a WDM-to-OTDM unit retimes the incoming asynchronous data signals 
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with reference to a local clock. The retimed signals are converted to short high-repetition rate 
pulses at a new wavelength in conformity to the OTDM channel requirements. The WDM-to-
OTDM conversion operation is based on the asynchronous digital optical regenerator 
(ADORE). The assignments and order of the time-slots of the WDM tributaries within the 
output OTDM can be chosen freely by the space switch. Conversely, a core OTDM channel 
may be dropped via the ROADM to the OTDM-to-WDM converter. Any of the three OTDM 
tributaries can then be mapped to any of the access rings or back to the core ring. Therefore, 
the time-slots can be interchanged. To guarantee the quality of the 130 Gbit/s traffic in the 
core ring all-optical multi-wavelength regenerators are added. 

Subsystem Functionality 

In detail, the key functionalities of the switch node can be summarized as:  

 Wavelength selective optical switching, which is achieved through a reconfigurable 
optical add-drop multiplexer (ROADM). 

 Traffic grooming, which is achieved by utilizing WDM-to-OTDM conversions 
(transmultiplexing) and vice versa.  

 Time-slot interchange (TSI), where traffic in the core ring can be switched from one 
wavelength/time-slot to any other wavelength/time-slot at the node. This includes the 
possibility to interchange the time-slots of one wavelength by dropping and looping-
back that wavelength through the add path. TSI is achieved by utilizing WDM-to-
OTDM conversions and vice versa in combination with the space switch. 

 Optical multi-wavelength 2R regeneration of the signals that leave the node via the 
core ring.  

The wavelength switching functionality that is enabled by the space switch/ROADMs allows 
dynamic wavelength selection and thus switching of the individual channels to any fiber ring. 
This dynamic allocation of the optical bandwidth and the on-demand establishment of con-
nections will enable the supply of broadband services to end-users. 

The traffic aggregation and grooming that is enabled by the WDM-to-OTDM and OTDM-to-
WDM converters also plays a critical role in reducing the network operational expenditure 
(OPEX). Future networks must support a variety of traffic protocols. Considering that this 
inhomogeneous traffic at lower data rates needs to be aggregated at the edge between metro 
and core segments into high date rate channels, it is important that the offered traffic aggrega-
tion and grooming mechanisms are also transparent to traffic protocols. This will further assist 
in simplifying the network architecture and eliminating a large number of costly opto-
electronic conversions.  

The quality of the 130 Gbit/s traffic in the core ring is guaranteed by an all-optical multi-
wavelength regenerator. The multi-wavelength 2R regeneration (see Fig.  2.3) is also very im-
portant in terms of cost-efficiency. It provides simultaneous regeneration of a WDM signal 
incorporating three individual wavelength channels. Therefore, it will eliminate the require-
ment of demultiplexing WDM signals into individual wavelength channels, and the use of a 
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single regenerative device per wavelength followed by subsequent multiplexing. The multi-
wavelength processing capability of our regenerator mirrors that of optical amplification, with 
the added benefit of restoration of the signal quality.  

Detailed descriptions and experimental investigations of the individual subsystems are pre-
sented in the following chapters. 

2.3 Summary 
We proposed a novel optical switch node that integrates all the crucial functionalities for fu-
ture MANs, i.e. switching, traffic aggregation-grooming and direct regeneration in the optical 
layer. The network architecture for these next-generation MANs was defined and three possi-
ble traffic structures were discussed that are considered in this work, which are: circuit 
switched traffic carried over continuous connections, circuit switched traffic carried over a 
burst mode transport layer, and burst mode traffic. In addition, we introduced the subsystems 
that provide the key functionalities. Our approach offers broadband access for every user and 
interoperability with existing infrastructures. Therefore, it can be a future-proof alternative to 
legacy SONET/SDH networks accommodating the high processing and capacity requirements 
of the emerging services and applications in a cost effective way. We believe that our pro-
posed solution has the potential to boost the progress in the metro networks and may match 
the technological progress that has already taken place in the backbone and access parts.  
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3 Test Setups and Measurement Techniques 

The operation of optical high-speed transmission systems is a highly complex task. For this 
reason, this chapter gives detailed information on the basic setups and techniques that were 
used in this work. All system tests are done without fiber transmission (so-called back-to-back 
(B-to-B) configuration).  

Two modulation formats have been used as test signals for characterization of the different 
subsystems proposed in this thesis: Amplitude shift keying (ASK, also called on-off-keying 
(OOK)) and differential phase shift keying (DPSK), both at 43 Gibt/s. In addition, testing of 
the proposed network architecture (see Chapter  2) requires OOK signals at 130 Gbit/s. This 
signal is produced by optical time division multiplexing of three 43 Gbit/s OOK tributaries.  

This chapter is organized as follows. First, Section  3.1 briefly reviews the signal degradations 
in optical high-speed systems. Section  3.2 discusses the fundamentals of the Mach-Zehnder 
modulator used for all modulation purposes in this work. Then, the OOK transmitter and re-
ceiver setups and characteristics for 43 Gbit/s and 130 Gbit/s are discussed in detail in Section 
 3.3 and Section  3.4, respectively. In Section  3.5, the DPSK transmitter and the balanced re-
ceiver are presented. The chapter closes with Section  3.6, which introduces the methods and 
figures of merit for performance characterization used in this work. 

3.1 Signal Degradation in Optical High-Speed Systems 
Optical signals suffer during transmission from different effects that degrade the signal qual-
ity. For high speed transmission, the following effects play a role:  

Attenuation and Noise – Glass fiber exhibits its smallest attenuation of 0.2 dB / km at 

wavelengths of around λ = 1.55 µm (also called centre-band or C-band), which is the wave-
length range of choice in this work. For long transmission distances or after traversing net-
work elements and subsystems that additionally attenuate the signal, reamplification of the 
signal is necessary. This is done by using Erbium-doped fiber amplifiers (EDFAs). However, 
the signal-to-noise ratio (SNR) degrades with each amplification step. Maintaining a suffi-
ciently good SNR is relevant especially for high data rates, since the SNR requirement in-
creases with data rate.  

Group Velocity Dispersion – The term dispersion, or, more precisely, group velocity disper-
sion (also called intramodal dispersion), is a consequence of the frequency dependence of the 
effective group refractive index (and hence the group velocity) of a signal propagating within 
the  optical  fiber.  The  frequency-dependence  of  the  effective  refractive  index  can  be 
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approximated by a Taylor series. We define a wavelength-dependent chromatic dispersion 

factor  C C D    

1

 which is approximated by a straight line near the reference wave-

length  ,  

      2
.gt C C D C D

L      


           (3.1) 

The dispersion coefficients  1C C   (in ps / (km nm)), and  1D D   (in ps / (km nm²)) 

are constants of the Taylor expansion at a certain reference wavelength 1  . For short 

pulses with broad spectra, also the second order dispersion coefficient D is relevant. Disper-
sion leads to pulse broadening during propagation along the fiber. The shorter the pulses are 
at the beginning, the stronger is the effect. Therefore, at high data rates dispersion compensa-
tion is required. As dispersion is a linear effect, it is reversible: The initial pulse shape can be 
recovered if the pulses traverse a fiber with dispersion having the opposite sign. Dispersion 
can even be used for mitigation of non-linear effects within the fiber. In Chapter  7 a signal 
regeneration technique using a specially designed dispersion map is presented.  

Polarization Dependence – In real optical systems, waveguides of the optical fiber and com-
ponents are not perfectly cylinder symmetric. The two most important effects are polarization 
dependent loss (PDL) and polarization mode dispersion (PMD). In this work, PDL plays a 
role for discrete components, which need a fixed input polarization due to their PDL. PMD is 
created by waveguide birefringence. Since the state of polarization at the input of the 
waveguide does generally not correspond to an eigenstate of the waveguide, the state of po-
larization (e.g. linear polarization) changes during propagation. E.g., a linear polarization 
launched into a birefringent fiber in general transforms into an elliptical polarization at the 
output. PMD is a consequence of the fact that different polarization states experience different 
group delays. Since PMD is only significant for long transmission distances it does not play a 
role in this work.  

Nonlinearities – Nonlinear effects appear in fibers for high optical intensities. For short 
pulses, this is crucial since high peak pulse powers are reached even for moderate average 
powers. However, in combination with highly nonlinear fibers (HNLF), nonlinear effects like 
self-phase modulation (SPM) and cross-phase modulation (XPM) are also used for all-optical 
signal processing, e.g. wavelength conversion and signal regeneration. In this work, two dif-
ferent switch node subsystems based on non-linear effects are presented: First, the OTDM-to-
WDM converter (based on either XPM or SPM), see Chapter  5, and second, the signal regen-
erator (based on SPM), see Chapter  7. In Appendix  A 2 the basic characteristics of SPM and 
XPM are introduced.  
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3.2 Mach-Zehnder Modulators  
For the majority of the experiments in this work, amplitude modulation is used. This is due to 
two reasons: First, legacy metro and core networks almost exclusively employ intensity 
modulated signals and compatibility is an important for deploying new network concepts. 
Second, commercial amplitude modulation transmitters and receivers are relatively low prized 
as compared to other, more complicated modulation format transmitters. Nevertheless, using 
phase modulation and multilevel formats can be advantageous for various network applica-
tions and has received increased attention recently. Therefore, this work also presents a wave-
length converter and signal regenerator for phase modulated signals (see Chapter  7).  

A phase change can be impressed on an optical carrier wavelength by the electro-optic effect 
(Pockels-effect). The material mostly used for this purpose is Lithium Niobate (LiNbO3). For 
amplitude modulation, this phase modulation is converted into an amplitude modulation using 
Mach-Zehnder interferometers. The so-called Mach-Zehnder modulators (MZM) are exclu-
sively used for amplitude and phase modulation in this work. 

 

 

Fig.  3.1. Principle setup of a push-pull Mach-Zehnder modulator.  

The setup of a push-pull-MZM is depicted in Fig.  3.1: In each arm of the modulator, half of 
the desired phase shift Δφ is induced. Using a anti-symmetrical electrical drive signal avoids 
an undesired chirp (phase modulation) of the output signal, and the optical carrier in the two 

arms experiences a phase shift of 
2


 and 

2


 .  

In addition to the time-variant drive signal, a DC voltage called modulator bias is applied and 
leads to a static phase shift. By this bias the interferometer is set to the desired operating 
point. The total phase shift is given by 

       ,MZM bias NRZt V t V V t    (3.2) 

where VMZM denotes the total drive voltage of the MZM comprising the static part Vbias and 
the dynamic part VNRZ (electrical NRZ bit sequence).  

The power at both interferometer outputs are given by [7] 

   2
1 sin
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These equations not only apply for push-pull modulators, but in general for all interferometric 
arrangements used in this work. Energy conservation of the lossless interferometer according 
to Eq. (3.5) leads to the conclusion that the outputs of an interferometer are complementary. 

For all states where , the power is either completely at the upper output or 

at the lower output. This is exploited for balanced detection after the interferometer and for 
demodulating a DPSK signal.  

n n    

The transfer function TMZM for both outputs of the MZM is then given by 

     1,2 2cos
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
   out

MZM MZM
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P
T T V

P

  (3.6) 

and is depicted in Fig.  3.2. The voltage needed for a phase swing of Δφ = π is called Vπ.  

 

 

Fig.  3.2. Amplitude E(t) and power transfer function P(t) of a Mach-Zehnder modulator with bias points and 

drive voltage amplitudes for pulse carving (33% duty cycle), amplitude shift keying (AKS) and DPSK, respec-

tively.  
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Amplitude Shift Keying 

For amplitude shift keying (ASK), the bias is set to the ASK operating point as depicted in 
Fig.  3.2. The electrical drive signal has to have an amplitude of Vπ/2 for each arm in push-pull 
operation for switching between ON and OFF state. The exact operating point is adjusted by 
optimizing the BER and the eye diagram. Achievable ON/OFF extinction ratios are around 15 
dB. In case of the return-to-zero (RZ) format, a second MZM is used for pulse carving. The 
standard 

pulse duty cycle of 33 % is achieved when applying a sinusoidal drive voltage with half the 
clock frequency (fclk/2 = 21.5 GHz) and a peak-to-peak voltage of Vπ for each arm. The oper-
ating point for the pulse carver has to be in the maximum of the transfer function.   

Differential Phase Shift Keying 

Modulators based on MZI are also used for phase modulation in this work [7]. For DPSK 
modulation, the bias and drive amplitude has to be adapted as shown in Fig.  3.2. The bias is 
now chosen to be in the minimum of the transfer function. This is easy to adjust: With the 
drive signal being switched off, the bias is set to the minimum output power. Note that the 
electrical drive signal VNRZ now has to be set to Vπ for each arm. 

Test Signals 

Binary data are represented by non-return-to-zero (NRZ) sequences. In the lab, so-called 
pseudo random bit sequences (PRBSs) are used as test signals instead of real traffic. They 
have a length of 2N – 1, with N = 7,11,15,23 or 31. The shortest sequence of 27 – 1 is depicted 
in Fig.  3.3. The longest sequence of equal bits contained in a PRBS is equal to the exponent 
N. Depending on the PRBS sequence, some devices under test can show parasitic effects (pat-
tern effects). In some of the experiments of this work, the non-existence of pattern effects 
have been checked by using a 231 -1 bit long PRBS. Other experiments have been done using 
short sequences for two reasons: First, the optical time division multiplexer is configured for 
decorrelation of 127 bit sequences. Second, an oscilloscope for signal monitoring can only be 
used with short bit sequences, otherwise the pattern trigger frequency will be too low. The 
actual PRBS lengths used for the different experiments in this work are given in the respec-
tive chapters. 

 

 

Fig.  3.3. 127 bit long pseudo random bit sequence (27 – 1 bits). 
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3.3 RZ-OOK 43 Gbit/s Transmitter and Receiver 

3.3.1 Transmitter 

 

 

Fig.  3.4. (a) Experimental setup of 43 Gbit/s RZ-OOK transmitter. WDM laser diodes (LD1, LD2, … , LDn) are 

amplitude modulated by two MZMs. The data encoder is a dual-drive push-pull MZM driven with an amplitude 

of Vπ/2 in each arm. The pulse pattern generator (PPG) generates 4 × 10.8 Gbit/s PRBS signals that are multi-

plexed (MUX) to 43.2 Gbit/s. The pulse carver is a single-drive push-pull MZM driven by half the clock fre-

quency with a peak-to-peak voltage of Vπ. for each arm. An electrical phase shifter is used for adjustment of the 

pulse phase with respect to the data signal. (b) Typical output eye diagram of the transmitter with a pulse duty 

cycle of 33 %.  

The transmitter setup is depicted in Fig.  3.4(a). Distributed feed back (DFB) laser diodes 
(LD1, LD2, … , LDn) generate C-band WDM carriers which are modulated by two MZMs. 
Both modulators are push-pull Mach-Zehnder interferometers. The dual-drive data encoder is 
driven with an amplitude of Vπ/2 in each arm and has a 3-dB opto-electronic bandwidth 
BW = 36.0 GHz. The pulse pattern generator (PPG) generates 4 × 10.8 Gbit/s PRBS signals 
that are electronically multiplexed in the time-domain (MUX) to 43 Gbit/s. The pulse carver 
is a single-drive push-pull MZM (3-dB BW = 36.4 dB) driven by half the clock frequency 
with a peak-to-peak voltage of 2Vπ. An electrical phase shifter is used for adjustment of the 
pulse phase with respect to the data signal. Fig.  3.4(b) shows a typical, very clean output eye 
diagram of the transmitter with a pulse duty cycle of 33 % (telecom standard). This configura-
tion has the advantage of producing a chirp-free signal since only modulates the amplitude 
and not the phase of the input field. This setup is used for system characterization in Chapter 
 4 and Chapter  7. 
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3.3.2  Receiver with Optical Preamplifier 

 

Fig.  3.5. Setup of the receiver with optical preamplifier. The input signal is filtered, optically amplified and 

filtered again. Part of the signal is split of for use in the clock recovery unit (CRU) which feeds the recovered 

clock to the electronic DEMUX. A broadband photo detector (PD1) detects the signal which is fed into the 

DEMUX. The decision threshold for data recovery can be varied via a bias-T. The error detector (ED) measures 

the BER. OSA – optical spectrum analyzer; BP1, BP2 – band pass filter; ATT1, ATT2 – variable attenuators; 

PM1, PM2 – power monitors; EDFA – Erbium doped fiber amplifier; DCA – digital communication analyzer. 

P1 and P2 denote optical power levels at different points in the setup.  

The receiver setup with optical preamplifier is depicted in Fig.  3.5. The input signal spectrum 
is monitored by an optical spectrum analyzer. Then, the WDM channel of interest is selected 
by a tunable band pass filter with a 3-dB bandwidth (BW) of 2 nm. An Erbium-doped fiber 
amplifier (EDFA) amplifies the signal, which then is again filtered (1 nm 3-dB BW) in order 
to suppress the outband amplified spontaneous emission (ASE) noise of the EDFA. The am-
plifier used has a flat gain spectrum from 1529 nm to 1562 nm, a very low noise figure [26] 
F < 4 dB (Pin = -25 dBm), a small signal gain SSG > 40 dB (Pin = -40 dBm), and an output 
saturation power Psat = 18 dBm. The signal is detected with a broadband PIN photodiode with 
an RF bandwidth of 45 GHz. The data signal is recovered and demultiplexed by a 1:4 DE-
MUX. For Q-factor measurements (for details see Appendix  A 1) the electrical signal can be 
varied against the decision threshold via a broadband bias-T (65 GHz) at the DEMUX input. 
The bit error ratio (BER) is measured by the error detector (ED). For BER vs. input power 
measurements (for details see  A 1), the receiver input power P1 is adjusted by an attenuator 
(ATT1) and and monitored by a calibrated power monitor (PM1). At the same time, the input 
power of PD1 has to be kept to the optimum value. This is done by ATT2 and PM2. Part of 
the optical signal is used for clock recovery (CRU), which clocks the DEMUX. The excellent 
measured receiver sensitivity (defined as the minimum input power Psens required for a     
BER = 10-9) of this setup in combination with the 43 Gbit/s 33% RZ-OOK transmitter de-
scribed above is Psens = -32.5 dBm.  
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3.4 130 Gbit/s RZ-OOK OTDM Transmitter and Receiver  

3.4.1 Time Multiplex 

A real system for time-division multiplexing three 43 Gbit/s channels into a 130 Gbit/s would 
consist of three transmitters. As identical wavelengths are needed for all three lower bit-rate 
tributaries, the signal would be derived from a 43 GHz short pulse source which will be 
modulated separately by three modulators.  

In the lab the setup is simplified such that only one transmitter is used. Then, a time multi-
plexer constructs the 130 Gbit/s signal out of three identical 43 Gbit/s tributaries. In addition 
to the temporal interleaving, for this lab implementation, decorrelation of the data is desirable. 
Such a decorrelation is not needed for three independent transmitters and real data, having the 
advantage that long delay lines (leading to phase instability, see below) can be avoided.  

3.4.2 Short Pulse Sources 

The pulse source plays a key role in OTDM transmission. A suitable short pulse source needs 
to fulfill the following requirements:  

 The repetition rate should be fclk = 43 GHz to avoid additional OTDM stages adding 
instability to the setup.  

 Pulse width should be close to 1/9 of the 43 Gbit/s period Tbit = 23.3 ps. This leads to a 

duty cycle of 33 % at 130 Gbit/s with a FWHM pulse width of   = 2.6 ps. Since this 

requirement needs to be fulfilled at the receiver (after some dispersion during trans-

mission), the transmitter pulse width should rather be   < 2.6 ps.  

 For avoiding coherent superposition of neighboring pulses a good extinction ratio is 
required such that the pulse power has strongly dropped at the position of the 
neighboring pulse.  

 Low timing jitter for good interplay with the optical DEMUX switch at the receiver.  

For the experiments presented in this work, mode-locked lasers (MLL) with ring cavities were 
used. Active mode coupling is needed to operate the laser at 43 GHz repetition rate, which is 
stabilized by a phase-locked loop. Two MML from the same manufacturer and same model 
are used in the experiments. The repetition rate is fclk = 43 GHz, the output power is 
Pout = 20 dBm, the wavelength range extends from 1535 nm to 1565 nm, the timing jitter is 

RMS < 70 fs, and the spectral modulation depth is 35 … 40 dB. The pulse width is adjustable 

and is set to  < 2.6 ps FWHM with approximate sech² shape. The advantage of these short 

pulse sources is low jitter and high output power. A disadvantage is the weak long-term sta-
bility required for system measurements.  
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3.4.3 Lab Implementation of the Time Division Multiplexer 
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Fig.  3.6. (a) Setup of a 43 Gbit/s to 130 Gbit/s OTDM multiplexer consisting of a child MZI integrated in one 

arm of a parent MZI. Each interferometer features a tunable free-space delay line (DL1, DL2) in one of its arms 

for precise length adjustment, and pieces of single mode fiber for data decorrelation. Attenuators ATT1 and 

ATT2 are used for power adjustment. (b) Optical OTDM eye diagram measured with an ultra-fast optical sam-

pling scope. (c) Complete setup of the 130 Gbit/s transmitter. Ultra-short MLL (MLL1 and MLL2) pulses are 

data encoded by a dual-drive push-pull MZM driven with an amplitude of Vπ/2 in each arm. The pulse pattern 

generator (PPG) generates 4 × 10.8 Gbit/s PRBS signals that are multiplexed in the time-domain (MUX) to 43 

Gbit/s. The signals at both wavelengths are fed into OTDM multiplexer, at the outputs of which band-pass filters 

(BP1, BP2; BW = 5 nm) are used to reject one of the wavelengths. Polarizers (POL1, POL2) guarantee single 

polarization output signals.  

An OTDM multiplexer for 3 × 43 Gbit/s to 130 Gbit/s is depicted in  

Fig.  3.6(a). It consists of a child MZI integrated in one arm of a parent MZI. Each interfer-
ometer features a tuneable free-space delay line in one of its arms for precise length adjust-
ment. Delay for data decorrelation is realized by using long pieces of standard single mode 
fiber (SMF). However, this is only possible for the shortest PRBS sequence of 27 – 1 bits for 
stability reasons. Maximum decorrelation is achieved for Δt1 = PRBS/3 and Δt2 = 2/3 × PRBS, 
corresponding to 19.7 cm and 39.4 cm of standard SMF, respectively, with the group velocity: 
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(c0 - vacuum speed of light and 1.5gn   group refractive index of glass). Since for the ex-

perimental implementation we were partly relying on a commercially available multiplexer 
for 43 Gbit/s to 172 Gibt/s, the optimum delays could only be approximated. Using the vari-
able delay lines (approximately ±100 ps) while monitoring the signal on an ultra-high band-
width optical sampling scope (BW = 500 GHz), precise adjustment (<100 fs) of the temporal 
interleaving can be achieved. In each MZI a variable attenuator is installed to compensate for 
losses in the SMF pieces and asymmetries in the fiber couplers used. At the output a polarizer 
is used for assuring a single polarization signal.  

Phase Relation 

Because of the large delays and footprint this interferometric setup is not phase stable in time. 
This leads to changes in the phase relation of neighbouring bits on a time scale of seconds to 
minutes. For amplitude modulated signals as used in this work, this means that the data for-
mat at 130 Gbit/s constantly varies from RZ-OOK to carrier-suppressed-(CS-)RZ-OOK in-
cluding the intermediate states. Disregarding the possible influence of the phase constellation 
on the nonlinearities during transmission, one can also see variations of the signal (both in the 
time and frequency domain) in back-to-back configuration. The reason is that the pulse tails 
overlap, leading to coherent cross-talk. Depending on the phase relation, this leads to con-
structive interference (RZ-OOK, identical phase of neighbouring pulses) or destructive inter-
ference (CS-RZ-OOK, alternating phase of neighbouring pulses). Consequently, the ampli-
tude of the signal fluctuates, leading to a fluctuation of the BER performance on the time 
scale of the phase fluctuation. Therefore, when using short BER integration times below 10 
seconds (corresponding to the smallest measurable error rate of 0.25 × 10-9 at 40 Gbit/s), it is 
possible to overestimate the system performance by far (effective error rate is worse then the 
one measured). This necessitates longer BER integration times (> 10 second).  

3.4.4 Time Demultiplex and Receiver 

In this work only optical switches based on electro-absorption modulators (EAMs) are used. 
Since EAMs being electro-optic devices are driven by an electrical signal, they are easy to 
handle and do not require additional complex optical elements. In EAMs, a band-edge tilt 
under the influence of an electric field (RF drive signal) leads to an increased tunnelling prob-
ability hence a reduced absorption of the device. Since this effect is ultra-fast, EAMs are 
widely used as fast electro-optic switches.  

All EAMs used later in this work are sourced from the same manufacturer with the same 
model number and similar specifications (opto-electronic BW = 39.5 GHz). To asses the per-
formance of the EAM, the gating window generated by the EAM is measured for different 
wavelengths, different drive signal biases, and both TE and TM polarization of the optical 
input signal (see Fig.  3.7): A CW laser signal is injected into the EAM while it is driven by a 
sine shaped signal at 43 GHz with a peak-to-peak amplitude of 4 V. The bias of the drive sig-
nal is then varied from -1.5 V to -2.5 V and the FWHM of the optical output pulses is meas-
ured. This is repeated for different wavelengths. The shapes of the transmission windows are 
measured with an ultra-fast optical sampling scope.  



Chapter  3: Test Setups and Measurement Techniques 31 
 

The setup of the complete 130 Gbit/s to 43 Gbit/s demultiplexer is shown in Fig.  3.7(b). A 
band pass filter (BP) selects the input channel, a polarization controller (PC) sets the polariza-
tion that is launched into the EAM. The device is driven by the 43 GHz clock signal, the bias 
voltage is set via the bias-T (BW = 65 GHz). The demultiplexed signal is fed into the pream-
plified 43 Gbit/s receiver (see Section  3.3). 
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Fig.  3.7. (a) Typical FWHM pulse width of the EAM for different bias voltages depending on the wavelength. 

Both TE and TM polarization have been measured. (b) Setup of the 130 Gbit/s to 43 Gbit/s demultiplexer. A 

band pass filter (BP) selects the input channel, a polarization controller (PC) sets the polarization of the input 

field into the electro-absorption modulator (EAM) for demultiplexing. The EAM is driven by the 43 GHz clock 

signal, the bias voltage is set via the bias-T. The demultiplexed signal is fed into the preamplified 43 Gbit/s re-

ceiver.   

3.5 43 Gbit/s RZ-DPSK Transmitter and Receiver  

3.5.1 Transmitter 

Logic Precoding for DPSK Signals 

In case of a differential phase shift keying (DPSK) implementation, logic pre-coding of the bit 
sequence has to be considered. Clearly, differential coding changes the logic of the original 
signal: for differential coding, the information is encoded in the transitions between two 
neighboring logic states, not in the logic states itself. However, for lab experiments using 
PRBS sequences for DPSK, precoding is not needed. Since all possible combinations occur in 
a PRBS sequence, all these combinations also appear in the received signal: It is again a 
PRBS sequence (shifted, maybe inverted). Consequently, in the case of the DPSK format 
PRBS sequences will be received. The logic operation and experimental implementation of 
differential precoders and decoders as well as issues when cascading multiple pre- and decod-
ers are discussed in Section 7.2. 
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Experimental Setup  
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Fig.  3.8. (a) Setup of the 43 Gbit/s DPSK transmitter. A laser diode LD is modulated by two MZMs. The data 

encoder is a dual-drive push-pull MZM driven with Vπ in each arm, modulating the phase of the input field. The 

pulse pattern generator (PPG) generates 4 × 10.8 Gbit/s PRBS signals that are TDM multiplexed (MUX). The 

pulse carver is a single-drive push-pull MZM driven at half the clock frequency with 2Vπ swing. An electrical 

phase shifter is used for adjustment of the pulse phase with respect to the data signal. (b) Typical output eye 

diagram of the transmitter after detection with the balanced receiver are described below.  

The setup of the DPSK transmitter is depicted in Fig.  3.8(a). A DFB laser diode LD is modu-
lated by two MZMs. Both modulators are push-pull Mach-Zehnder interferometer. The dual-
drive data encoder has a 3-dB opto-electronic bandwidth BW = 36.0 GHz and is driven by 
amplitudes of Vπ in each arm. The pulse pattern generator (PPG) generates 4 × 10.8 Gbit/s 
PRBS signals that are electronically TDM multiplexed (MUX) to 43 Gbit/s. The pulse carver 
is a single-drive push-pull MZM (3-dB BW = 36.4 GHz) driven at half the clock frequency 
with a peak-to-peak voltage of 2Vπ. An electrical phase shifter is used for adjustment of the 
pulse phase with respect to the data signal. Fig.  3.4(b) shows a typical, very clean output eye 
diagram of the transmitter in combination with the balanced receiver described below. This 
configuration has the advantage of producing a chirp-free signal. This setup is used for system 
characterization in Section 7.2. 

3.5.2 Balanced Receiver 

The optically preamplified balanced receiver setup is depicted in Fig.  3.9. The channel of in-
terest is selected by a tunable band pass filter with a 3-dB bandwidth (BW) of 2 nm. An Er-
bium-doped fiber amplifier (EDFA) amplifies the signal which then is again filtered (1nm 
3-dB BW) in order to suppress outband amplified spontaneous emission (ASE) noise of the 
EDFA. For amplifier specifications see Section  3.3.2. A delay interferometer is used for dif-
ferentially converting the DPSK signal into an amplitude modulated signal [7]. The DI used 
here is built with SMF 50:50 couplers, the phase shifter (PS) for precise optical carrier phase 
adjustment is implemented by a heater near one arm of the DI. The two output signals are 
detected with a balanced detector consisting of two broadband PIN photodiodes (one inverted, 
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Fig.  3.9. Setup of the balanced receiver with optical preamplifier. The input signal is filtered, optically ampli-

fied and filtered again. A delay interferometer (DI) differentially converts the DPSK signal back to an ampli-

tude modulated signal. A balanced detector detects both DI output signals individually. The detected signals are 

combined, amplified and fed into the DEMUX. The decision threshold for data recovery can be varied via a 

bias-T. The error detector (ED) measures the BER. BP1, BP2 – band pass filter; ATT1, ATT2 – variable at-

tenuators; PM1, PM2 – power monitors; EDFA – Erbium doped fiber amplifier; DCA – digital communication 

analyzer; PS – phase shifter. P1 and P2 denote optical power levels at different points in the setup.  

one non-inverted) with RF bandwidths BW = 45 GHz and an RF power combiner with 
BW = 65 GHz. The data signal is recovered and demultiplexed by a 1:4 DEMUX. For Q-
factor measurements (for more detail see Appendix  A 1.2) the electrical signal can be varied 
against the decision threshold via a broadband bias-T (65 GHz) at the DEMUX input. The 
BER is measured with the error detector (ED). For BER vs. input power measurements (see  A 
1.1), the receiver input power P1 is adjusted and monitored by an attenuator (ATT1) and a 
calibrated power monitor (PM1). While varying the input power the power onto the PD has to 
be kept to the optimum value. This is done by ATT2 and PM2. The measured receiver sensi-
tivity of this setup in combination with the 43 Gbit/s 33% RZ-DPSK transmitter described 
above is Psens = -33.8 dBm.  

3.6 Methods for System Performance Characterization  
Bit error ratio (BER) measurements are the most important system performance characteriza-
tion tools. In measuring the absolute number of errors occurred and, for sufficiently long 
measurement times, also the bit error ratio, all effects of the system under test can be taken 
into account. However, measurement of the BER is unspecific to the cause of the error. The 
BER is defined as the ratio of the number of bits incorrectly received to the total number of 
bits received during a specific time interval. BER is sometimes erroneously referred to as bit 
error rate, which is not dimensionless. 

A discussion on what trends are to be expected for different measurements of the BER as a 
function of the received optical power is presented in Appendix  A 1.1. 
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For ultra-low error ratio measurements, BER measurements are meeting their limits: To ob-
tain 100 errors for being able to evaluate the statistical distribution (95 % confidence interval, 
see [27]), one has to measure 2500 s = 40 min for a BER = 10-12 at 40 Gbit/s. For an error rate 
of 10-18, the measurement time is as long as 79 years.  

In a real system, the error ratio is not applicable for performance monitoring since the trans-
mitted bit pattern has to be known for error evaluation. However, a multitude of other (indi-
rect) performance parameters exist for monitoring (optical signal to noise ratio, Q-factor, eye 
opening penalty etc.). The Q-factor with its measurement techniques is introduced in Appen-
dix  A 1.2, for a comprehensive study refer to [28]. 



4 WDM-to-OTDM Conversion 

4.1 Introduction 
Optical time division multiplexing (OTDM) is very attractive for next generation transmission 
systems and networks. A major challenge when time-multiplexing lower-rate wavelength-
division multiplexed (WDM) data streams is bit-level synchronisation, especially if the tribu-
taries originate from geographically distant transmitters. In electronic time-division multiplex-
ing, e.g. in SONET/SDH, traffic grooming is made possible by a combination of network- 
wide clock synchronization and electronic buffers at the TDM multiplexer inputs. This syn-
chronization and storage utilises significant resources and restricts the benefits of optical net-
working. An alternative concept to the aforementioned synchronization schemes is introduced 
in [24], which eliminates the need for buffers and enables protocol transparent optical imple-
mentations. In this ‘asynchronous retiming’ concept, each TDM multiplexer relies on a high-
quality local clock to retime all tributaries, allowing bit-slippages within traffic guard-bands. 

Previously, experimental results for a dual-gate asynchronous digital optical regenerator 
(ADORE) have been presented [29],[30], which performs asynchronous retiming, pulse width 
adaptation, and wavelength conversion, while at the same time featuring some regenerative 
properties. 

In this work, we propose an optical grooming switch, including WDM-to-OTDM conversion 
and vice-versa, for interconnecting 42.7 Gbit/s and 128.1 Gbit/s network rings (see Chapter 
 2). In this chapter, we experimentally investigate the impact of phase alignment in a 
3 × 42.7 Gbit/s to 128.1 Gbit/s WDM-to-OTDM traffic grooming experiment, and we confirm 
that a number of ADORE units employed in parallel may be considered independently with 
negligible penalty associated with phase tuning of adjacent channels. 

This chapter is organized as follows: First, Section  4.2 introduces the single-wavelength asyn-
chronous retiming concept and its implementation for use in WDM-to-OTDM conversion. In 
addition, the limits of the network reach for this concept is discussed. Section  4.3 and Section 
 4.4 present the experimental setup and results for 3 × 42.7 Gbit/s to 128.1 Gbit/s WDM-to-
OTDM conversion. Finally, Section  4.5 summarizes the main results of this chapter.  

Parts of this chapter have been published previously in [31] and [32]. 

4.2 Asynchronous Digital Optical Regeneration 

4.2.1 Asynchronous Retiming and Connectivity 

In terms of implementation of the WDM-to-OTDM converter, i.e. the subsystem aggregating 
a number of individual WDM channels (3 channels) of lower data rates to a higher data rate 
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channel, a synchronous unit is required that will synchronize all individual WDM channels 
before they are aggregated to a single high data rate channel. The required synchronization 
can be performed either using a single WDM synchronization unit or a number of individual 
synchronization units, or more specifically one unit per WMD wavelength channel. In the 
case that a single WDM synchronization unit is used due to implementation constraints, all 
WDM channels that are synchronized by this unit need to be of different wavelengths. How-
ever, the individual channels that need to be processed by one single WDM-to-OTDM con-
verter may originate from different fiber rings supported by the proposed switching node (see 
Chapter  2). This implies that if full non-blocking connectivity needs to be provided between 
the rings (for maximum network flexibility), the channels that are processed by a single 
WDM-to-OTDM converter may be of the same wavelength in some particular cases. There-
fore, although having a single WDM synchronization unit seems to be the most compact solu-
tion that will reduce the implementation cost, it comes at the expense of limited overall net-
work performance and flexibility.  

This limitation can be overcome by using of a set of synchronization units (one per wave-
length channel) that will replace the single WDM synchronization unit. This approach will 
naturally increase the number of components used in the system but it will improve the flexi-
bility and functionality of the node at the network level, simultaneously offering cost benefits.  
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4.2.2 Operating Principle 

 

 

Fig.  4.1. Functional diagram of a dual-gate ADORE. Local optical clock pulses are applied to two gates, one of 

them being delayed relative to the other by half of the bit period Tbit/2. In case of a “1” bit within the RZ-OOK 

input signal stream, the two gates will be opened simultaneously. Typically, one of the local optical clock 

pulses will coincide better with the gating window (in this case Gate1 opens optimally, while Gate2 opens at the 

eye crossing point). The selection of the path with the higher signal quality (Gate1, best signal quality) is pro-

vided by the controller in combination with a 2×1 optical switch. For the The output signal is thus retimed and 

exhibits the pulse width and wavelength of the local optical clock. Insets: eye diagrams; PD – photo diode.  

Converting the incoming WDM signals to OTDM is a challenging operation, because it in-
volves simultaneous processing in the wavelength and the time domain. The critical difficulty 
associated with such conversion arises from the unknown wavelength and clock phase of each 
of the incoming data signals. 

The concept of asynchronous optical digital retiming is depicted in Fig.  4.1 for the case of a 
single input signal. Our technique is based on the dual-gate ADORE scheme [29], where low 
bit-rate WDM tributaries are synchronized to the same local clock, pulse widths are shortened 
and mapped to the same wavelength. In detail, the dual-gate ADORE operates as follows. 
Local optical clock pulses are generated by a local clock oscillator with a frequency 
fbit = 1/Tbit (see Fig.  4.1). These optical clock pulses are applied to the inputs of two gates, one 
of these inputs being delayed relative to the other by half of the bit period Tbit/2. The incom-
ing RZ-OOK signal is detected with a high-speed photodiode and electrically amplified be-
fore being applied to the gates as the control signal. In case there is a “1” bit within the input 
signal stream, the two gates will be opened simultaneously. Typically, one of the local optical 
clock pulses will be better in synchronization with the gating window, thus leading to a higher 
signal quality (higher eye opening). By reversing the delays before and after the optical gates, 
both possible clock signal paths are of identical total length, so that the output signal will be 
synchronized to the local clock. Selecting the path with the higher signal quality provides the 
full information of the input signal – yet retimed to the local optical clock and with the pulse 
width and wavelength of a core ring OTDM tributary. 



38  4.2 Asynchronous Digital Optical Regeneration 
 

4.2.3 Implementation 

 

 

Fig.  4.2. Experimental setup of the 42.7 Gbit/s dual-gate ADORE using a single Mach-Zehnder interferometer 

(MZM). DL – RF delay line; ODL1, ODL2 – optical delay lines; EDFA – erbium doped fiber amplifier. The 

insets show typical eye diagrams at various points in the setup.   

The experimental setup for the above mentioned dual gate ADORE using a single MZM is 
shown in Fig.  4.2. This configuration has been proposed in [30]. To generate local optical 
clock pulses, a mode locked laser (MLL) is used, which is driven by a locally generated RF 
clock signal at fbit = 42.7 GHz. Note that this local clock is not in synchronisation with the 
130 Gbit/s OTDM channels in the core ring (see Fig.  2.3). The locally generated optical 
pulses are then amplified using an Erbium doped fiber amplifier (EDFA) and split by a 3-dB 
coupler. The two copies of the clock pulse trains are passed through two optical paths which 
contained polarization controllers. The two optical paths are arranged to provide a relative 
delay of half a bit, Tbit/2   11.7 ps, at the output of the optical switch.  

The incoming 42.7 Gbit/s RZ-OOK data signal is generated using the transmitter setup de-
scribed in Section  3.3. The RZ-OOK signal is passed through an optical delay line to vary the 
relative phase of the data signal to the local ADORE clock signal. The signal is then detected 
by a high-speed inverting photodiode (PD, 3-dB bandwidth of 45 GHz) before being reshaped 
by a high-speed logic comparator. The reshaping of the RZ-OOK signal essentially converts 
the signal to an NRZ-OOK signal, which guarantees a wide switching window for the 
ADORE operation. The reshaped NRZ-OOK electrical signal is amplified before it is applied 
to the RF port of a Mach-Zehnder modulator (MZM) biased at the quadrature point (see also 
Section  3.2). In this way, the MZM is serving as the optical gate for both local clock paths. 
The optical 1 × 2 switch then selects the path with the higher signal quality. The selection 
process is based on the radio frequency (RF) phase comparison between the incoming RZ-
OOK data signal and the locally generated clock. These two phases are mixed using a double 
balanced mixer. The control circuits then sets the optical switch accordingly with a switching 
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speed of 440 ns. The limited switching speed sets an upper level for the acceptable frequency 
offset between the local clock and the input signal. If the frequency offset is too large, the 
switch can not switch fast enough to select the path with momentarily higher signal quality. 

Depending on the phase selecting optical switch, the MZM transfers the information from the 
data signal to one of the paths carrying the clock pulses. This regenerated RZ-OOK output 
exhibits the same wavelength, pulse width, and clock phase as the local optical clock pulses. 
The resulting RZ-OOK signal is returned to the optical switch through the circulator. The 
output signal is now temporally aligned for subsequent OTDM multiplexing, although a one-
bit relative delay ambiguity between the two cases is generated. Note that this ambiguity has 
negligible impact for a burst switched network with guard bands of a few ns, since under 
normal conditions in this shot guard band no clock changens of a whole bit period will hap-
pen. However, initial alignement of the incoming clock phase is reqired when setting up the 
ADORE.   

Note that for burst traffic, switching is only allowed during guard bands. For this case, a sepa-
rate input to the switch controller needs to be provided by a low-speed photodiode (not shown 
in Fig.  4.2) which detects the average power of the input data signal. By increasing the 
mark/space ratio (ratio of 1’s to 0’s) of the guard band as compared to the burst, the average 
power of the guard band is increased and its start is detected by the slow-speed guard-band 
detection circuitry. 
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4.2.4 OTDM multiplexing  

In addition to synchronization of the incoming lower-bit-rate WDM channels at different 
wavelengths, WDM-to-OTDM conversion requires wavelength conversion and pulse width 
adaptation of the WDM channels. Using the ADORE, these three functions are performed 
simultaneously. In addition, the relative delay between the ADORE output signals need to be 
adjusting precisely such that they can be correctly interleaved.  

 

 

Fig.  4.3. WDM-to-OTDM traffic grooming utilizing the asynchronous retiming concept. The incoming 42.7 

Gbit/s signals are synchronized to a local oscillator, wavelength converted and the pulse width is shortened 

using three ADOREs. The short pulse output signals are temporally aligned and combined to form the 128.1 

Gbit/s OTDM signal. Sync. – synchronization; WLC – wavelength conversion; MLL – mode-locked laser. 

The concept of WDM-to-OTDM conversion is depicted in Fig.  4.3 for the case where three 
tributaries are multiplexed to a single OTDM signal. A micro-electro-mechanical system 
(MEMS) switch (not shown in Fig.  4.3) connects the input tributaries to an equal number of 
ADORE units. The same ADORE scheme is applied to each of the WDM input signals result-
ing in three synchronized OTDM tributaries at the same wavelength. The three OTDM tribu-
taries are subsequently temporally aligned and combined to form the OTDM channel. It 
should be noted that since each ADORE unit is associated with a certain OTDM tributary, by 
reconfiguring the space switch, time-slot interchange (TSI) can be performed.  

4.2.5 Network Reach 

It is of interest to consider the possible reach of the asynchronous retiming scheme when one 
wants to transparently interconnect two distant OTDM domains via a WDM domain using the 
ADORE units.  

For the duration of a data burst (i.e. between guard bands) the ADORE cannot switch to an 
alternative sampling phase without loss of data. Therefore, during a data burst, random 
changes in the data phase should not accumulate to more than a small fraction of the bit-slot 
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duration Tbit. In dispersion-compensated links in which small wavelength drifts do not affect 
travel time, there are two mechanisms which change the data phase: Firstly, the clock accu-
racy is limited leading to a frequency deviation between the local clock to the ADORE and 
the remote one. Secondly, the travel time in the fiber might vary, which – in the absence of 
residual dispersion – depends on its thermal expansion coefficient.  

In terms of clock accuracy, technological advancements in chip-scale atomic clocks [33] to 
accuracies better than 10-11 enable the introduction of affordable, compact atomic clocks in 
metro-access and core networks. Therefore, if we consider 2 parts in 1011 relative drift in fre-
quency between two clocks of 10-11 accuracy, 40 GHz clock frequency, and 1 ms data burst 
length, the expected maximum phase drift within a data burst would be less than 10-3 Tbit [24].  

Let us consider a typical value for fiber thermal expansion of 10-6 [6] (which is equivalent to 
0.5 nm/100 km/°C), and a 1°C uniform change in temperature over 8 minutes over a ultra-
long haul (ULH) link. In this case, asynchronous retiming can exceed 100,000 km reach with 
1 ms data burst length at 40 Gbit/s, assuming that the ADORE can tolerate 10 -1 T phase drift 
within a data burst.  

Therefore, it is likely that the asynchronous retiming concept will also work over global dis-
tances. However, studies on the statistics of short term travel time variations due to fiber ex-
pansion over ULH links would need to be done to confirm the above.   
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4.3 Experiment  
 

 

 

Fig.  4.4. Experimental implementation of the WDM-to-OTDM conversion with timeslot interchange using one 

asynchronous digital optical regenerator (ADORE) and one opto-electronic 2R regenerator. (The vertical scale 

on the optical spectra plots is 20dB/div). Due to equipment constraints, the setup is implemented using one full 

ADORE and a simple opto-electronic 2R regenerator.  

 

Fig.  4.4 depicts the experimental setup (note that optical attenuators, amplifiers, and polarisa-
tion controllers are not shown, for clarity). Due to equipment constraints, the WDM-to-
OTDM conversion setup is implemented using one full ADORE and one simple opto-
electronic 2R regenerator.  

Two continuous 42.7 Gbit/s 33% RZ-OOK 27 – 1 PRBS signals at λ1 = 1550.92 nm and λ2 = 
1555.75 nm are generated by by a transmitter comprising two Mach-Zehnder modulators 
(MZMs) for data encoding and pulse carving (see Section  3.3.1 for more details). These 
channels are subsequently wavelength demultiplexed and connected to the MEMS space 
switch. One of the channels is input to an ADORE. The other channel is input to a simple 
opto-electronic (O-E) 2R regenerator comprising a photodiode (PD), an RF amplifier, and a 
MZM. This MZM-based O-E 2R regenerator has a performance nominally identical to that of 
the ADORE when being operated at fixed and optimum input data phase (However, the per-
formance experienced was slightly worse for the O-E 2R regenerator than for the ADORE 
due to specification differences in the component). Consequently, retiming capability is at-
tained only with the ADORE, whereas the input data bit-slot phase to the O-E 2R regenerator 
has to be maintained at optimum. Variable optical delay lines (DLs) at both the ADORE 
(DL1) and the O-E 2R regenerator (DL2) inputs are used in order to control the data bit-slot 
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phase with respect to the phase of the optical clock. DL2 in front of the O-E 2R regenerator is 
adjusted to ensure optimum data phase at all times. DL1 in front of the ADORE is varied be-
fore each experimental condition in order to test the performance under various optimum and 
non-optimum data phases. The output of the O-E 2R is split by a 50:50 splitter into two paths 
in order to create two OTDM tributaries. These two identical OTDM tributaries (TS2 and 
TS3) are subsequently decorrelated by adding 20 cm of fiber length, which corresponds to 
approx. 1/3 of the 27 – 1 PRBS pattern length at 42.7 Gbit/s. DL3 and DL4 are used in both of 
these paths to control the relative delays of the three tributaries in order to form the OTDM 
signal after the output couplers, with the tributaries TS1, TS2, and TS3 at relative delay 0, 
Tbit/3, and 2Tbit/3, respectively. Demultiplexing of the three tributaries for subsequent bit-error 
rate (BER) testing is accomplished with the 130-Gbit/s receiver with optical preamplifier in-
troduced in  3.4.4. 

4.4 Results and Discussion 
To show that error free WDM-to-OTDM multiplexing is possible independent of the respec-
tive clock phase of the WDM input signals, we performed an experiment as follows: While 
keeping the relative time synchronization of two OTDM tributaries (timeslots TS2 and TS3) 
optimum we varied the input WDM signal synchronization of a third tributary (TS1) over a 
whole bit period while observing the BER performance of all three OTDM tributaries. Fig. 
 4.5(a) shows the sensitivity penalty of the three tributaries after demultiplexing using an 
EAM. TS1 was measured at both best (‘ADORE best’) and worst input data synchronization 
(‘ADORE worst’), see also Fig.  4.1. The worst synchronization corresponds to the point just 
be fore or just after the dual-gate ADORE switches from one optical path to the other. Meas-
urements on either side of the switching window (corresponding to crossing points of the in-
put data eye diagram in Fig.  4.1) were taken (‘ADORE worst 1’ and ‘ADORE worst 2’).  The  

 

 

Fig.  4.5. (a) Receiver bit error rate measurements for the three OTDM tributaries (namely ADORE, TS2, TS3) 

under best and worst input data clock phases to the ADORE. (b) Eye diagram (PicosolveTM optical sampling 

scope) for the worst input phase to the ADORE. 
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worst phase position was verified before each curve was taken by precisely adjusting the T/2 
delay inside the ADORE.  It can be seen that the variation of receiver sensitivity between best 
and either of the worst data phases was approx. 3.5 dB (at BER = 10-9). The majority of this 
sensitivity penalty is attributed to a slight degradation in the extinction ratio corresponding to 
small signal levels leaking through from adjacent bit slots for the worst case relative phase 
(see also ADORE time slot in Fig.  4.5(b)). The other two time-slots (TS2 and TS3), corre-
sponding to the output of the O-E 2R regenerator, were also measured under best and worst 
ADORE phase, in order to investigate whether data phase variations at the ADORE input af-
fect the other OTDM time-slots. The curves ‘TS2 ADORE best’ and ‘TS2 ADORE worst’ 
correspond to the TS2 slot when the data input to the ADORE was at best and worst phase, 
respectively. Corresponding curves were also taken for TS3. It can be seen that the perform-
ance of TS2 degrades by 1 dB, while TS3 does not degrade as the data phase is varied to the 
ADORE input. Fig.  4.5(b) shows the 128.1 Gbit/s eye diagram that was recorded at the EAM 
input, in the case of worst data phase at the ADORE input, and when the TS2 was found to be 
degraded. With reference to Fig.  4.5(b), the TS2 degradation most likely originates from de-
multiplexing cross-talk due to the imperfect EAM used in the reciever, in combination with 
the presence of residual power in the TS1 (“ADORE”) ‘0’s to the side of the TS2. The Pi-
cosolveTM high bandwidth optical oscilloscope also indicates that there is no cross-talk between 
the channels before demultiplexing. These results are expected to hold also for the case where 
all three WDM channels are retimed using identical single-wavelength ADOREs.  

4.5 Summary 
In this chapter we proposed and experimentally investigated data protocol transparent 
3 × 42.7 Gbit/s to 128.1 Gbit/s WDM-to-OTDM conversion based on an asynchronous retim-
ing scheme. Bufferless OTDM traffic grooming with a worst case power penalty of less than 
3.5 dB has been demonstrated. The results show that, after demultiplexing, the BER fluctua-
tions due to phase variability are limited to the tributary channel of interest, and negligible 
crosstalk variation is observed. The network reach when using asynchronous retiming in 
combination with burst mode traffic (1 ms data burst length) is estimated to exceed 
100,000 km. 



5 OTDM-to-WDM Conversion 

5.1 Introduction 
All-optical networks operating at ultra-high bit rates are characterized by the coexistence of 
different multiplexing schemes: Whereas optical time division multiplexing (OTDM) is de-
ployed in higher hierarchy parts of the network (metro/backbone network), wavelength divi-
sion multiplexing (WDM) running at lower bit rates can be found closer to the end user of the 
network (metro/access network). One of the key functions in all-optical networks is hence the 
mapping of an OTDM-signal to different WDM-channels. A practical solution requires simul-
taneous demultiplexing of all OTDM channels with a single device. Simultaneous demulti-
plexing of four and three WDM channels has been reported in the past using either four-wave 
mixing [34] or self-phase modulation related spectral broadening [35], respectively. In this 
chapter, we experimentally demonstrate two different OTDM-to-WDM conversion schemes, 
which convert a 130 Gbit/s OTDM signal to three 43 Gbit/s WDM signals.  
The first technique is based on self phase modulation (SPM) in a highly nonlinear fiber 
(HNLF). In our implementation, a 130 Gbit/s OTDM signal was replicated in three copies at 
different wavelengths and the resulting signals were delayed to achieve relative timing shifts 
of one bit period followed by temporal demultiplexing  to obtain the 43 Gbit/s WDM signal. 
For the multi-wavelength conversion we used the technique presented by Mamyshev [4], 
which is based on offset filtering of a self-phase modulation (SPM) broadened spectrum. BER 
measurements show no error floor and a maximum of 2.2 dB penalty for the central channel 
at BER = 10-9. The results were published partly in [32]. Note that the Mamyshev-technique 
is also used for performing multi-wavelength regeneration in this work (see Section  7.1). 
As a matter of fact, SPM techniques are not fully flexible in terms of output wavelength allo-
cation. XPM-based techniques could basically give a user the freedom to map any OTDM 
channel to any desired output wavelength. The second technique is therefore based on cross-
phase modulation XPM. 
An XPM based technique where an OTDM channel has been mapped onto a sequence of rec-
tangularly-shaped, linearly-chirped pulses within a nonlinear optical switch has been pro-
posed in the past. Such pulses can be generated using either a commercial dynamic gain 
equalizer [36],[37], or a chirped fiber Bragg grating (CFBG) [38]. However, the studies re-
ported in [38] highlighted the strong dependence among the key system parameters, such as 
chirp, switching efficiency and WDM channel separation at high repetition rates for optimal 
OTDM to WDM conversion performance.  
To relax these parameter dependencies, we used a specially designed and manufactured 
highly nonlinear fibre (HNLF) minimizing the channel walk-off and reducing the cross-talk 
between the various WDM channels. The HNLF was included inside a nonlinear optical loop 
mirror (NOLM). Three different WDM probe pulse streams were input to the NOLM and the 
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OTDM signal was used as a control signal to switch the time interleaved WDM probes. Using 
this technique, we report the first demonstration of OTDM-to-WDM conversion from 
130 Gbit/s simultaneously to three 43 Gbit/s WDM channels. The success of the experiment 
depends crucially on a novel specially designed highly nonlinear fiber (HNLF) exhibiting low 
dispersion and low dispersion slope such that low walk-off operation across the C-band is 
possible. Error free performance is achieved with penalties ranging from 0.5 dB to 3.5 dB for 
all three WDM channels. This enables full flexibility for selecting the output WDM channel 
wavelengths as required in future all-optical networks. The results were with some modifica-
tions published in [39]. 
This chapter is organized as follows: In Section  5.2 the solution based on spectral broadening 
and offset filtering is presented. As the underlying wavelength conversion technique is dis-
cussed in detail in the chapter on multi-wavelength regenerators (see Section  7.1), only its 
application to OTDM-to-WDM conversion is presented. Then the actual implementation and 
experimental validation of this conversion concept is reported.  

Section  5.3 discusses the basic principle of the NOLM operation as a wavelength converter, 
points out the practical implications when moving toward high bit rates and draws conclu-
sions about the optimization of the operation of the NOLM. Also, the challenges when mov-
ing to multiwavelength operation are identified and the key parameters for improving the per-
formance of the NOLM for OTDM-to-WDM conversion applications are derived. Finally, we 
experimentally proof the concept.  

Finally, in Section  5.4, we compare the two concepts in terms of performance, complexity of 
the setups and ease of operation. This comparison leads to the decision which solution is later 
used in the full switch node demonstration presented in Chapter  8).  
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5.2 SPM Based OTDM-to-WDM Conversion  

5.2.1 Operation Principle  

 

 

Fig.  5.1. Operation principle of the OTDM to WDM conversion. HP-EDFA – high-power EDFA; HNLF – highly-

nonlinear fiber. 

The operating principle of the OTDM-to-WDM conversion unit is illustrated in Fig.  5.1 [40]. 
Here a 130 Gbit/s OTDM signal is converted to three WDM tributaries running at 43 Gbit/s 
each. This is achieved through the following three-stage process. In a first stage, the 
130 Gbit/s OTDM signal is replicated at three different wavelengths by means of a multi-
wavelength converter. The multi-wavelength conversion process is based on a technique pro-
posed by Mamyshev [4]. Using a highly nonlinear Kerr medium, which in our case is a highly 
nonlinear fiber (HNLF), the input OTDM signal experiences spectral broadening due to the 
self-phase modulation (SPM) effect. Two replicas of the input signal are then obtained by 
performing simultaneous symmetrical filtering on the right and left sides of the broadened 
spectrum. The third replica is obtained by just taping of part of the signal power before enter-
ing the HP-EDFA. The second stage of the subsystem performs temporal alignment of the 
time slots of the three tributaries. This is achieved by an array of optical delay lines (ODLs). 
In the final step, temporal gating of the three replicas takes place, which isolates every third 
pulse in its corresponding WDM channel. For this operation we used a commercially avail-
able electro-absorption modulator (EAM). 

5.2.2 Scalability 

 In principle, this scheme is not limited to 1-to-3 conversion since it is based on SPM and off-
set filtering. Properly optimizing the input power and the HNLF increases the spectral broad-
ening, and thus more output WDM channels are practicable. A conversion of 40 Gbit/s to four 
10 Gbit/s channels has been demonstrated [35].  
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 More importantly, due to the fixed filters, the subsystem can only accept a specific input 
wavelength. However, scalability of the OTDM-to-WDM subsystem is provided by adding 
additional wavelength-specific OTDM-to-WDM converters for each core channel that needs 
to be dropped.  

5.2.3 Experimental Setup 

 

 

Fig.  5.2. Experimental implementation of the OTDM-to-WDM conversion. SA – spectral analyzer.  

 

The experimental setup is shown in Fig.  5.2. As a source for the 130 Gbit/s OTDM signal, the 
setup explained in Section  3.4 is used at a centre wavelength of 1555.75 nm. The pulses are 
intensity modulated with a 43 Gbit/s 231-1 PRBS data stream. The resulting signal is time-
multiplexed to form the 130 Gbit/s OTDM signal. The optical output pulses have a full-width 
at half maximum (FWHM) of 2.4 ps.  

When entering the setup, 10 % of the signal power is tapped off and fed into the clock recov-
ery subsystem. Details on the clock recovery are given in Chapter  6. The signal is then di-
vided equally into two branches: one is fed to the wavelength conversion setup while the 
other keeps the original signal. To perform the wavelength conversion, the OTDM signal is 
launched, with 27 dBm of average power, in a commercial highly non-linear fiber (HNLF) 

with a length of 310 m, a dispersion of C = 0.31 ps/nm/km, a dispersion slope of 

D = 0.0031 ps/nm²/km, a nonlinear coefficient of  = 20 /W/km and a loss parameter of 

dB = 1.21 dB/km (all values measured at 1550 nm). After spectral broadening due to SPM in 

the HNLF, the offset filtering is performed by two cascaded tuneable filters for each wave-
length. The filters are Gaussian shaped, with 2 nm optical bandwidth, two of which are cen-
tred at 1550.92 nm and the other two at 1560.61 nm. The filters are cascaded in order to sup-
press crosstalk among the output WDM channels. The bypass path is also filtered using a 
2 nm filter to reduce crosstalk to the other channels. In addition to this, an optical attenuator is 
used to reduce the power in the 1550.92 nm path. In the 1560.61 nm path, 5 m of dispersion 
compensating fiber (DCF) is added in the to compensate for dispersion in the HNLF, shorten-
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ing the pulse before temporal gating. The two offset filtered paths are now recombined using 
a 3-dB coupler. Its output is then combined with the bypass path in another 3-dB coupler. The 
combined signal power is then attenuated to an average power of 3 dBm at the input of the 
temporal gate. The temporal gate is an electro-absorption modulator (EAM) with an opening 
window of 5 ps FWHM at 43 GHz. The EAM is driven by an RF amplifier with an integrated 
bias-T. The 43 GHz clock drive signal is supplied by the clock recovery. After gating, each 
channel of the resulting WDM signal is filtered and subsequently fed to an optical receiver 
(for details see Section  3.3) for BER measurements.  

5.2.4 Results and Discussion 

To study the performance of the wavelength conversion, the input signal was measured at 
point A in Fig.  5.2. The measured eye diagram and corresponding quality factor Q² = 23.4 dB 
are shown in Fig.  5.3(a).  

The converted signals at point B and C in the setup are shown in Fig.  5.3(b) and Fig.  5.3(c), 
respectively. The Q-factors are degraded slightly in both cases if compared to the input Q-
factor. Looking at the eye diagrams of the converted signals, it can be seen that the noise on 
the zero rails is reduced significantly while the noise on the top rail is increased. This is due to 
the spectral broadening and subsequent offset filtering necessary for the wavelength conver-
sion. The performance of the wavelength conversion could be improved further if the filter 
offsets would be optimized for optimum performance. In this work the wavelengths were 
fixed to the grid predefined by the overall switch node layout and had to be compatible with 
the ITU-T standard for the WDM frequency grid (confer ITU-T recommendation G.694.1).  

Fig.  5.4(a) shows the optical spectrum after recombining the wavelength-converted signals 
with the filtered bypass signal at measurement point D in Fig.  5.2. The three copies of the 
signal are now adjusted in phase and then simultaneously demultiplexed in time using a single 
EAM. This leads to the optical spectra shown in Fig.  5.4(b).  

 

(a)                                                            (b)                                                       (c) 

     

Fig.  5.3. (a) Filtered input signal at 1555.75 nm (Point A). FWHM pulse width 2.41 ps, RMS jitter 81 fs. 

(b) Wavelength converted signal at 1550.91 nm (Point B). FWHM pulse width 2.71 ps, RMS jitter 148 fs. 

(c) Wavelength converted signal at 1560.61 nm (Point C). FWHM pulse width 3.19 ps, RMS jitter 147 fs. 
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Fig.  5.4. (a) Optical spectrum in the OTDM-to-WDM subsystem right before demultiplexing (Point D). (b) Opti-

cal spectra after temporal demultiplexing with the EAM and spectral demultiplexing with a 3 nm Gaussian 

shaped filter. 

The eye diagrams and Q factors of the demultiplexed signals at 1550.92 nm, 1555.75 nm, and 
1560.61 nm are shown in Fig.  5.5(a)-(c). The shortest wavelength channel exhibits the lowest 
Q² of all three WDM channels. The non-wavelength converted signal at 1555.75 nm shows 
the performance that can be achieved by simply demultiplexing the OTDM input signal with 
the EAM (operating conditions: -1.6 V bias and 4 Vp-p sinusoidal drive voltage). The demulti-
plexed signal at 1560.61 nm exhibits the highest Q², however, a significant crosstalk from 
neighboring timeslots is observed that can degrade the signal quality when it is detected with 
a low bandwidth photodiode (~ 40 GHz). This is due to the fact that the operating conditions 
of the EAM are optimized for a good overall performance and not separately for each wave-
length. Looking at the Q factors of the eye diagrams measured with the high bandwidth opti-
cal sampling scope, the signal at 1560.61 nm would be expected to have best bit error rate 
performance. To study the impact of the low bandwidth photodiode and the real system per-
formance, bit error rate curves are measured of the directly demultiplexed back to back signal 
as well as of the three WDM output channels. 

 

(a) (b) (c) 

  

Fig.  5.5. Eye diagrams of the demultiplexed signals forming the WDM channels measured at Point E. (a) Signal at 

1550.92 nm with FWHM pulse width of 2.84 ps and RMS jitter of 178 fs. (b) Signal at 1555.75 nm with FWHM 

pulse width 3.73 ps and RMS jitter of 219 fs. (c) Signal at 1560.61 nm with FWHM pulse width 3.44 ps and RMS 

jitter of 206 fs. 
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Fig.  5.6. Receiver bit error rates of the three 43 Gbit/s outputs of the OTDM-to-WDM subsystem and the 130 

Gbit/s input signal to the subsystem demultiplexed with the same EAM as used in the subsystem. A small 

maximal penalty of 2.2 dB compared to the back-to-back (B-to-B) signal is observed for the 1560.6 nm output 

signal. 

The bit error rate curves shown in Fig.  5.6 prove error free operation. Error free operation 
(BER ≤ 10-9) is achieved for all the WDM channels with power penalties (pi) of only 

dB, dB, and dB for 1550.9 nm, 1555.5 nm, and 1560.6 nm, respec-

tively, compared to the back-to-back signal. 

1 0.1p   2 1.9p  3 2.2p 

We attribute the power penalties and the developing error floor for longer wavelengths to the 
wavelength dependent performance of the EAM. The FWHM of the EAM switching window 
for 1550.9 nm, 1555.5 nm and 1560.6 nm are 4.8 ps (4.7 ps), 5.5 ps (4.8 ps) and 5.9 ps (5.1 
ps) for TE (TM) polarization, respectively. The wider windows with increased variations for 
the longer wavelength lead to increased crosstalk from neighbouring TDM bit-slots (see also 
the corresponding eye diagrams in Fig.  5.5(a)-(c)). The subsystem performance can be further 
improved by choosing an EAM with optimized performance (shorter switching windows, less 
wavelength dependence) in the signal wavelength range. 
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5.3 XPM-based OTDM-to-WDM Conversion using an NOLM 

5.3.1 Operation Principle 

Wavelength conversion in a NOLM is based on the cross-phase modulation (XPM) effect, 
which is a direct consequence of the Kerr effect: The effective refractive index seen by a 
weak, low-intensity optical beam in a nonlinear medium is influenced by the intensity of the 
other beams propagating along the same fiber. Fig.  5.7 shows the operating principle of the 
proposed technique [41]. The three WDM probe pulse signals (λ1,2,3) are temporally aligned to 
different time slots of the OTDM signal and are launched to the input port of the NOLM. The 
input coupler splits the WDM signals equally in two, one co-propagating with the OTDM 
signal, the other one counter-propagating. If the OTDM pulse is absent (“0”), the two counter-
propagating parts of each WDM signal acquire identical linear phase shifts as they traverse 
the loop and interfere constructively at the input port of the NOLM such that no signal is 
transmitted to the output (“0”). If the OTDM pulse is present (“1”) at another wavelength 

(control), the loop is unbalanced by a nonlinear phase shift due to XPM. If this phase shift 

amounts to  at the optical carrier frequency, the two counter-propagating parts of each WDM 

signal interfere destructively at the input port of the NOLM and are therefore transmitted to 
the output (“1”). This switch effectively transfers coded information from a signal at one 

wavelength (control) to another at different wavelengths (λ1,2,3).  

For multi-wavelength operation of the NOLM an accurate control of dispersion and 
 

 

 

Fig.  5.7 Operation principle of the OTDM-to-WDM conversion technique. Three WDM probe signals are tem-

porally aligned to different time slots of the TDM data signal. The presence of TDM data pulses induces a 

phase imbalance in the loop, leading to constructive interference of the WDM probe pulses in the output port of 

the NOLM. The scheme effectively transfers coded information from a signal at one wavelength (control) to 

another at different wavelengths (1, 2, 3). 
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dispersion slope of the fiber is needed for a low walk-off and an uniform switching efficiency 
across the whole bandwidth of the WDM channels. 

Quantitatively, the transmittance of the NOLM, TNOLM, amounts to [41]: 

 2sin
2NOLMT
 

 

  (5.1) 

and depends on the net phase shift difference,  , between the co- and the counter-

propagating pulses inside the loop,  

 co propagating counter propagating       . (5.2) 

 Provided that all signals have the same state of polarization, the co-propagating phase shift is 
given by (with z = 0 at the fiber coupler that couples the WDM probe pulses to the NOLM) 

 , (5.3)  
0

2
L

co propagating P t Wz dz   

where γ is the nonlinear coefficient of the fiber in the loop, P(t) is the time dependent pump 
power measured in a moving time frame with reference at the centre of the probe pulse, L is 
the fiber length and W is the walk-off parameter defined by [42]: 

 
   

1 1

gr control gr probe

W
v V 

  . (5.4) 

The quantity vgr denotes the group velocity calculated at the wavelength of the control and 
probe signals.  

In contrast to that, the counter-propagating phase shift is equivalent to the XPM induced by 
the time-average power of the control pulses and has the following form:  

 0,2counter propagating control controlP Lf    , (5.5) 

where P0,control is the control peak power, T0, control is the full width at 1/e of the control pulse 
intensity profile and fcontrol is the control pulse repetition rate. Note that this equation assumes 
the control pulse shape to be Gaussian, however similar equations can be written for different 
pulse shapes. In addition, note that Eqs. (5.3) and (5.5) assume that the fiber in the NOLM has 
no loss. For a more accurate treatment, the loss can be taken into account (see for example 
[42]). 

As can be seen from Eq. (5.5) the counter-propagating phase shift effect is constant in time 
and increases when increasing the ratio between the pulse width and the repetition rate of the 
control signal, e.g. by increasing the duty cycle. This counter-propagation phase contribution 
might cause problems of maintaining an adequate extinction ratio of the switch at high bit 
rates (> 40 Gbit/s) or at a high duty cycle. If a non-polarization maintaining NOLM is used, a 
controlled amount of “optical bias” (i.e. phase difference) between signals propagating 
through the loop in opposite directions can be generated by the polarization controllers inside 
the loop, so that it is possible to cancel out the counter-propagation phase effect, as will be 
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experimentally demonstrated in subchapter  5.3.4. In this way, full-swing switching with the 
maximum extinction ratio is achieved.  

From Eqs. (5.1), (5.3) and (5.5) it can be understood that by controlling the peak power level 
of the pump pulses, the NOLM either switches (Δφ = π) the probe signal in case of a “1” bit or 
does not switch (Δφ = 0) the probe signal in case of a “0” bit, respectively. In this way it is 
possible to transfer coded information from the control signal at one wavelength (λcontrol) to 
the probe signal at a different wavelength (λprobe), i.e. perform wavelength conversion of the 
signal.  

This 1 × 1 wavelength conversion can easily be extended to an 1 × N conversion (see Fig.  5.7) 
using several probe signals at different wavelengths, as required for the OTDM-to-WDM 
conversion needed in the switch node. The nonlinear interaction within the HNLF does not 
depend on electronic resonances. It is hence essentially independent of wavelength and allows 
for wavelength flexibility. However, for multi-wavelength operation the effects of dispersion 
and cross-talk on the overall performance of the NOLM have to be carefully taken into ac-
count.  

5.3.2 Scalability  

 In principle, this scheme is not limited to 1-to-3 conversion at 130 Gbit/s since it is based on 
XPM. By moving to 160 Gbit/s for the OTDM signal and increasing the input power to the 
HNLF accordingly, four 40 Gbit/s output WDM channels are feasible.  
While this concept is in principle not limited to a single OTDM input channel, in practice, 
accurate control of the dispersion and dispersion slope of the HNLF over such a large band-
width is not realistic. However, scalability of the OTDM-to-WDM subsystem is provided by 
adding additional wavelength-specific OTDM-to-WDM converters for each core channel that 
needs to be dropped.  
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5.3.3 Experimental Setup 

 

(a)  

 

(b) 

 

Fig.  5.8. (a) Experimental setup of the TDM-to-WDM conversion. The data pulses of the 130 Gbit/s transmitter 

(Tx) are switching all three WDM probe signals in the NOLM simultaneously. Inset: Eye diagrams at different 

positions in the system (oscilloscope bandwidth: 70 GHz). This bandwidth limitation impairs the eye diagram of 

the 130 Gbit/s OTDM signal. MLL – mode locked laser, PC – polarization controller. (b) Spectral traces of the 

demultiplexed switched signal before (solid trace) and after (dashed traces) the WDM filter.  

The experimental set-up of the OTDM to WDM converter is shown in Fig.  5.8(a). The WDM 

signals are generated using three CW lasers at wavelengths 1 = 1547.8 nm, 2 = 1552.5 nm 

and 3 = 1557.4 nm, respectively, followed by a single commercially available EAM. Due to 

the wavelength dependence of the particular EAM used in this experiment and the resulting 
low output power levels, different pulse widths, extinction ratios, and powers are obtained for 
the various WDM channels (see corresponding eye-diagrams in Fig.  5.8(a)). The FWHM 
(Full Width at Half Maximum) of pulses in different WDM channels vary from 5.5 ps to 6.5 
ps. Each WDM signal has an individual polarization controller (PC) to maximize the switch-
ing efficiency in the NOLM. The WDM signals are subsequently coupled together, amplified 
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up to ~20 dBm average optical power and launched into the NOLM. Two optical delay lines 
(DL) are included into two arms to temporally align the WDM pulses to the OTDM signal. 
The OTDM signal is generated by a tunable mode locked laser (MLL) with a repetition rate of 
43 GHz, which operates at λ0 = 1539.4 nm and emits pulses of 2.5 ps FWHM. It is modulated 
by a 27 – 1 pseudorandom bit sequence (PRBS) using a Lithium Niobate modulator, multi-
plexed up to 130 Gbit/s (see corresponding eye-diagram in Fig.  5.8(a)) and amplified up to 
~23 dBm average optical power before entering the NOLM via a 3-dB coupler. An optical DL 
is included for temporal alignment with the WDM pulses, and a Gaussian shaped 5 nm filter 
was used after the EDFA to suppress spontaneous emission.  
The specially designed HNLF (Furukawa Electric) used in the loop had a length of 310 m, a 

dispersion of C = 0.31 ps/nm/km, a dispersion slope of D = 0.0031 ps/nm²/km, a nonlinear 

coefficient of  = 20/W/km and a loss parameter of dB = 1.21 dB/km. These fiber characteris-

tics gave a maximum walk-off time between the OTDM and the various WDM signals of 
1.8 ps only. The WDM signals switched by the NOLM were then separated by a WDM de-
multiplexer filter. To demonstrate multichannel operation, different outputs of the WDM de-
multiplexer were individually assessed using a single receiver with optical preamplification, 
which comprised a variable attenuator, an Erbium doped fiber amplifier (EDFA), a ~1 nm 
filter and a 40 GHz receiver. For details on the receiver setup see Section  3.3.2. 

5.3.4 Results and Discussion 

Fig.  5.8 (b) shows the spectral traces at the output port of the NOLM, before (solid trace) and 
after (dashed traces) the WDM filter, while the insets in Fig.  5.8(a) shows the eye diagrams of 
the three simultaneously switched WDM channels. A high extinction ratio of the switched eye 
was guaranteed by a controlled amount of optical bias (i.e. phase difference) between signals 
propagating through the loop in opposite directions. This optical bias was generated by a po-
larization controller inside the NOLM [43].  
Bit-error rate (BER) measurements and receiver sensitivity for each WDM channel are shown 
in Fig.  5.9(a) and Fig.  5.9(b) in the presence/absence of the adjacent WDM channels, respec-
tively, to assess the crosstalk between them. Error free operation (BER ≤ 10-9) is achieved for 

all WDM channels with power penalties (pi) of only p1  0.5 dB, p2  1.7 dB and p3  3.5 dB 

for Channel 3, 2 and 1, respectively. 
We believe that the different performance achieved for the various WDM channels, with 
Channel 1 being the worst, reflects the incomplete power equalization prior to entering the 
EDFA at the input to the NOLM. This causes the various WDM pulse probes to have differ-
ent average/peak power levels as can be seen in Fig.  5.8(b), and consequently different optical 
signal to noise ratios. Furthermore, Channel 1 is spectrally closest to the TDM signal resulting 
in a further degradation of its optical signal-to-noise ratio (OSNR). For a larger received 
power the error ratio saturates at around 10-10 such that even when further increasing the 
power the error ratio does not improve, thus an error floor develops. This is due to the fact 
that the OSNR was degraded prior to entering the receiver (ref to Appendix on BER meas-
urements). However, the power penalties can be improved by power equalization of the three 
WDM pulse probes prior to entering the EDFA at the input to the NOLM. 
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(a) (b) 

 

                     

Fig.  5.9. (a) BER measurements of each WDM channel when the other WDM channels are absent (circles) and 

present (triangles), respectively, showing no error floor. The 43 Gbit/s back-to-back measurement is also re-

ported (rectangles). (b) Receiver sensitivity for all the WDM channels for error free operation when the other 

WDM channels are switched off (circles) and on (triangles), respectively.   

5.4 Conclusions 
We have successfully demonstrated two all-optical techniques that convert a 130 Gbit/s 

OTDM signal simultaneously to a 3  43 Gbit/s WDM signal.  

The first technique is based on SPM in a HNLF and subsequent offset filtering. Error free 
operation is achieved for all the WDM channels with a maximum power penalty of only 
2.2 dB compared to the back-to-back signal. 

The second scheme is based on broadband XPM in a single NOLM. Using a specially de-
signed low dispersion and low dispersion slope HNLF as a nonlinear element, a low walk-off 
time among the signals and thus a broadband gate was achieved. BER measurements show 
error free operation for all the three WDM channels with a maximum power penalty of 3.5 dB 
and no error floor.  

While good performance is achieved with both configurations, the two schemes present dif-
ferent advantages and disadvantages. The first scheme has the advantage of polarization in-
sensitivity, but depends crucially on a short switching window in the EAM, which is used as 
the temporal gate in the switch. Furthermore, the scheme does not enable flexibility in the 
wavelength allocation. In contrast to that, the second scheme enables full flexibility in select-
ing the output WDM channel wavelengths and, since it exploits ultra-fast Kerr-based effects, 
it is characterized by a fast and temporally narrow switching window. On the other hand, this 
configuration is polarization sensitive, since it is based on XPM in a HNLF, and the corre-
sponding experimental set-up is more complex than the SPM-based solution.  

For the system demonstration discussed in Chapter  8, the first approach is chosen because of 
the simpler setup, ease of operation and better long-term stability.  
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6 Optical Clock Recovery 

Two different OTDM-to-WDM conversion subsystems are proposed in this work, one based 
on SPM and subsequent optical gating and the other one based on XPM in a NOLM (see Sec-
tion  5.2 and Section  5.3, respectively). Both techniques make use of electro-absorption modu-
lators (EAMs) as fast electro-optic switches, one for pulse carving and one for optical gating. 
These optical switches need to be driven with a sinusoidal electrical clock signal matched to 
the OTDM tributary bit rate (fclk = 42.7 GHz) and in phase with the incoming OTDM signal. 
It is the task of a clock recovery to extract this clock signal as a subharmonic of the 128.1 
Gbit/s TDM signal. The clock recovery needs coping timing jitter and wander that are intro-
duced during transmission. It should stay locked at all times, even during guard bands 
(OTDM channel hopping would lead to error bursts).  

The implementation of the clock recovery used in this work is based on an opto-electronic 
oscillator. These oscillators have been used to implement clock recoveries of two types of 
injection locked frequency dividers: injection locked oscillators [44] and regenerative fre-
quency dividers [45]. Implementations to recover a 40 GHz clock from a 160 Gbit/s RZ-OOK 
OTDM signal have also been shown following both principles [46][47]. In those implementa-
tions, locking was achieved only by deliberately increasing the power of one timeslot in the 
OTDM multiplexer and locking on the residual 40 GHz component of the OTDM signal.  

The clock recovery presented in this thesis makes use of harmonics of the local clock signal 
generated by the nonlinear transfer function of an EAM. This implementation based on an 
optoelectronic oscillator does not depend on misalignment of the OTDM multiplexer. Excel-
lent phase noise and jitter performance is achieved. Note that with this clock recovery imple-
mentation the problem of OTDM channel recognition remains. Techniques which mark one 
OTDM channel offer possible solutions to this problem. Ideally, this marking or additional 
coding of one channel should not affect the BER performance of this channel. For amplitude 
modulation one could think of an additional phase coding of one channel which has been pro-
posed and realized in, e.g. [48],[49]. However, when traversing any of the all-optical OOK 2R 
regenerators proposed in Chapter  7, the phase coding is lost. In the framework of this thesis 
no channel recognition was implemented. For any measurement the consistency of all three 
OTDM channels was verified only relative to a randomly chosen channel.  

This chapter is organized as follows: The fundamentals of optoelectronic oscillators are re-
viewed in Subsection  6.1. The chosen implementation based on an optoelectronic oscillator is 
presented in Subsection  6.2 while experimental results (loop bandwidth, jitter and long-term 
stability) are given in Subsection  6.3. Finally, in subsection  6.4, we compare the experimental 
results to data found in the literature.  

 59 
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6.1 Fundamentals 

6.1.1 Oscillating Frequency Dividers 

In recent years, optically injection locked oscillators have attracted great interest because of 
their possible use in future optical communication systems and opto-electronic clock recover-
ies [44],[47],[46]. The locking bandwidth is one of the major design parameters in these types 
of injection-locked oscillators. The first locking bandwidth equation for electrically injection-
locked oscillators was developed by Adler [50]. This model has been used widely to calculate 
the locking bandwidth of optically injection-locked oscillators [51],[52].  
In this section, we first briefly discuss the case of a free-running oscillator, followed by a re-
view of the locking bandwidth equation introduced by Adler. The model and its assumptions 
are described. Adler’s approach is then used to gain insight into the locking mechanism and in 
order to understand what determines the locking range. 
 

 

Fig.   6.1. General model of an LC oscillator as a positive feedback loop. (a) Free running oscillator with output 

amplitude E0 and natural frequency 0. (b) Oscillator with injected harmonic signal with amplitude Ei and fre-

quency i before locking. All nonlinearities are modelled as a nonlinear block f followed by a frequency selec-

tive block with the transfer function H(j).  

 

Free-Running Oscillator 
An LC oscillator can be modelled as a nonlinear block f, followed by a frequency selective 

block (e.g. an RLC filter) with the transfer function H(j), in a positive feedback loop as 

shown in Fig.   6.1a. Note that the signals in the oscillator propagate clockwise unidirectional. 
The nonlinear block models all the nonlinearities in the oscillator, including the amplitude-
limiting mechanisms. All nonlinearities are assumed to be of the instantaneous type. Let us 

assume that the oscillator operates at a natural frequency 0 and that the filter suppresses fre-

quencies far from 0. Let us call the steady-state output voltage amplitude of the oscillator E0. 

To have a steady-state oscillation, the loop gain need be one. The phase condition requires 

that the phase shift introduced in the loop at  = 0 should be an integer multiple of 2π.  

 
Injection-Locked Oscillator: Adler’s Model 
With an additional external forcing signal coupled to the oscillator, the same model can be 
used to model an injection locked oscillator (see Fig.   6.1b). 
When the coupling is strong enough and the frequencies close enough, the second oscillator 
can capture the frequency of the first oscillator, causing the second oscillator to have essen-
tially identical frequency as the first. In this section we will address a simplified case of cou-
pling: a unidirectional coupling, i.e. one system forces another. For simplicity we assume that 
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the injected signal can be described by a sine with the voltage amplitude Ei and frequency i. 

This approximation works well when the influence of the second system on the forcing sys-
tem is negligibly small.  
Fig.   6.2a shows the circuit model used by Adler [50]. A parallel RLC resonator was used for 
the resonator model, where R is a resistance, giving the resonator loss. A tube transistor was 
used as the active device of the oscillator. Eg is the amplitude of the total voltage generated 
across the load after the application of the external signal. 
  
 

 

Fig.   6.2. Adler’s injection-locking oscillator circuit (modified from [50]). (b) Vector diagram of injection-

locked oscillator.  

A vector diagram of the signals within an injection-locked oscillator was presented by Adler, 
see Fig.   6.2b. The oscillator instantaneous output is represented by the vector E rotating 

clockwise with an angular frequency of  (the instantaneous output frequency after injection 

locking) while the injection signal vector of amplitude Ei, rotates clockwise with an angular 

frequency of i (the injection signal frequency). The instantaneous phase difference between 

these vectors is α. The phase difference   between the instantaneous output frequency and 

the total voltage (of amplitude Eg) generated across the load is given as [50] 

 sin   iE

E
. (6.1) 

  can also be written as [50] 
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where 0 is the oscillator free-running output frequency, i

d

dt


     is the instantane-

ous beat frequency, and  is the undisturbed beat frequency.  0 0 i   
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Substituting Eq. (6.2) into Eq. (6.1), we obtain [50] 

 0sin
        

iE d d

E d dt
. (6.3) 

For a single tuned resonator, the quality factor is [50] 

 0

2

 



d

Q
d

. (6.4) 

Substituting Eq. (6.4) into Eq. (6.3), we obtain [50]  

 0
0

2
sin

       
iE Q d

E dt
. (6.5) 

Adler also recognized that Eq. (6.5) could serve as a model describing the motion of a pen-
dulum suspended in a viscous fluid inside a rotating container, see [50]. 
Adler obtained injection locking behaviour and the locking range for LC oscillators based on 

Eq. (6.5). When the oscillator is locked, the phase difference /d dt  becomes constant and 

Eq. (6.5) gives 

 0
0

2
sin  iE Q

E
 


. (6.6) 

And since sin( ) 1x  , we obtain  

 0

0

1

2 2

1
  iE

E Q E Q
iE


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This immediately gives the locking range l as  

 0
0 max

2   i
l

E

Q E

  . (6.8) 

As Eq. (6.8) suggests, the locking range can be increased by either decreasing Q or increas-
ing the incident amplitude Ei. Fig.   6.3 schematically illustrates the locking range.   
 

 

Fig.   6.3. Schematic illustration of locking range l. For a fixed Q the locking range can be increased by in-

creasing Ei.  
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Approximation for the Pull-In Process  
Turning now to the transient solution of the differential Eq. (6.3), we examine first the case of 

. This means that the free-running frequency equals that of the impressed signal and 

that locking will eventually occur for any combination of voltages and circuit constants. The 
equation  

0 0 

 sin
 
 


iEd d

dt E d
  (6.9) 

shows what happens when the external signal Ei is suddenly switched on with an initial lag αi 
with respect to the phase of the free-running oscillator. Eq. (6.9) is quite similar to  

 
 
  


iEd d

dt E d
 (6.10) 

and can actually be approximated in this form when α is small.  
Eq. (6.10) has the solution  

 



  

iE d
t

E d
ie  (6.11) 

showing that the oscillator phase decreases and converges towards the phase of the impressed 
signal, first approximately, and later accurately as a capacitor discharge into a resistor. The 
speed of this process is proportional to the ratio of impressed voltage to oscillator voltage and 
to the bandwidth of the tuned circuit.  
If the free-running frequency is not equal to that of the impressed signal, but close enough to 
permit locking for a given combination of constants according to Eq. (6.8), the manner in 
which the steady state is reached must still resemble a capacitor discharge. Note that the final 

value  is always approached from one side in an aperiodic fashion. 

 

Phase locking for other frequencies  

Generally, synchronization is observed for high-order resonances 0in m  

.const

(n, m being inte-

gers) as well. The synchronous regime at the rational multiple of the forcing frequency of the 

injected signal, , as well as phase locking  / in m   im n t     The overall picture 

can be shown in the (, Ei)-plane (as an extension in Fig.   6.3): there exists a family of trian-

gular-shaped synchronization regions touching the -axis at the rationales of the free-running 

oscillation frequency (m/n)0.  

We will make use of this feature of injection locked oscillators in the following sections and 
design and demonstrate an opto-electronic oscillator working as a clock recovery, demonstrat-
ing 43 GHz clock recovery from a 130 Gbit/s input signal.  

6.1.2 The Injection Locked Oscillator as a Clock Recovery 

A return-to-zero on-off-keying (RZ-OOK) signal has a main spectral component at the bitrate 
of the signal. By using an Adler type oscillator, the signal is mixed with the local oscillator 
and harmonics are generated by the nonlinearity. Due to the fact that the frequency of this 
spectral component is a multiple of the clock frequency that is to be recovered, the mixing 
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with the local oscillation will generate a spectral component at the frequency of the local os-
cillation. If the bandwidth of the bandpass filter in the injection locked oscillator is suffi-
ciently narrow, it strips off the modulation from the data signal. For this, the incoming fre-
quency or its submultiple has to be close to the center of the pass band of the oscillator [50]. 
In the state of synchronization, the spectrum of the oscillator converges towards the spectrum 
of the incoming signal within the limits imposed by the pass band of the oscillator. Within 
this frequency range, phase disturbances of the incoming signal are reproduced at the output 
of the oscillator [50]. The injection locked oscillator will therefore follow slow drifts of the 
incoming clock frequency as well as low-frequency jitter. High-frequency jitter will be sup-
pressed because of the limited bandwidth of the oscillator. However, the loop bandwidth is 
dependent on the power of the injected signal as is the locking range of the oscillator (see 
[53], page 1020). 

 

Fig.  6.4. Implementation of the optoelectronic oscillator used for the clock recovery. Data signal and a CW 

wavelength (LD) are input to an electro-absorption modulator (EAM). A semiconductor optical amplifier 

(SOA) compensates for losses in the oscillator which length can be adjusted by an optical delay line (ODL). 

The signal is then detected by a photodetector (PD), amplified by a high-gain amplifier (AMP1) and the funda-

mental mode is selected by a high Q electrical bandpass filter (BP). This fundamental mode is amplified by a 

limiting amplifier (AMP2) and servers as the drive signal for the EAM, closing the feedback loop. In later 

drawings, the clock recovery will be represented by the symbol on the lower left. PData and PCW denote input 

power levels of the data signal and CW laser, respectively. 

6.2 Implementation of the Clock Recovery 
The setup of the optoelectronic oscillator is shown in Fig.  6.4. The optoelectronic oscillator 
comprises of a continuous-wave laser (LD), electro-absorption modulator (EAM), semicon-
ductor optical amplifier (SOA), variable optical delay line (ODL), photodetector (PD), elec-
trical amplifiers (AMP1, AMP2) and a high-Q electrical bandpass (BP) filter. The output light 
of the LD is input to the EAM via a 50:50 coupler, amplified by the SOA and converted to an 
electrical signal by the PD. The isolator prevents the amplified spontaneous emission (ASE) 
noise of the semiconductor optical amplifier (SOA) from influencing the EAM. The optical 
delay line (ODL) is used as a phase shifter to tune the length of the optoelectronic oscillator. 
The electrical signal at the PD output is then amplified in a narrow band amplifier (AMP1) 
and afterwards bandpass filtered to recover the spectral components that exist near the funda-
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mental frequency of the optoelectronic oscillator. The signal is then amplified in a limiting 
amplifier (AMP2) and drives the EAM.   

In the absence of injected data streams (only CW laser LD), the OEO supports self-sustained 
oscillation at its fundamental frequency determined by the BP filter and transit time of the 
feedback loop. The OEO is designed to oscillate around 42.7 GHz.The oscillation frequency 
can be tuned around this value by adjusting the ODL.  

With data stream injection via the 50:50 coupler at the input, the signal and the CW light are 
sent to the EAM to multiply the incoming data signal with the local clock and its harmonics, 
which are generated by the nonlinear transfer function of the EAM. Recovered electrical 
clocks are extracted just after AMP2 using an RF power divider. 

6.2.1 Choice of the Critical Components 

The Electrical Bandpass Filter 

The electrical bandpass filter is a crucial component in the optoelectronic oscillator. The filter 
is required to suppress all but the desired longitudinal mode in the ring cavity of the oscillator. 
It therefore defines the minimal allowed mode spacing for single mode operation. This maxi-
mum length corresponds to a limit for the length of the oscillator. The filter used in this work 
is a waveguide filter consisting of a half wavelength resonant cavity coupled by capacitive 
irises. A filter with a centre frequency of fC = 42.7 GHz and a 3-dB bandwidth of 

Δf = 40 MHz is used. This corresponds to a / 1068filter CQ f f   .  

Electro-Absorption Modulator 

To test if the selected modulator can be used for this setup, it is necessary to study the gating 
window of the modulator and the harmonics generated due to the transfer function. In addi-
tion, the setup is required to be polarisation insensitive. Due to this, conventional Mach-
Zehnder modulators cannot be used for this implementation. Electro-absorption modulators 
(EAMs) are not completely polarisation insensitive but some modulation is achieved for any 
arbitrary polarisation. 

In this implementation a sampling window generator EAM was chosen that generates short 
sampling windows suitable for demultiplexing. In addition to this, a short gating window also 
corresponds to a higher number of harmonics that are generated by the nonlinear transfer 
function of the EAM. It has been driven with a peak-to-peak voltage of Vpp = 4.0 V and with a 
reverse bias of Vbias = 2.0 V throughout the following measurements for maximum harmonics 
generation.  

Optical Amplifier 

In addition to the modulator an optical amplifier is required. This is due to the fact that the 
maximum average optical input power into the EAM is 10 dBm and that it has an insertion 
loss in excess of 20 dB if modulation is applied. Therefore, the output power of the modulator 
is too low to be directly detected with a 40 GHz photodiode and it is therefore necessary to 
amplify the signal prior to detection. Due to the length constraints of the oscillator a fibre am-
plifier cannot be used. It would also introduce additional vulnerability to temperature fluctua-
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tions of the setup that could only be counteracted by sophisticated temperature stabilization or 
by constant adjustment of the loop length. For these reasons a packaged bulk semiconductor 
optical amplifier is used in this setup with a noise figure F = 10 dB, a 3 dB gain spectrum 
from 1480 nm to 1560 nm, and a small signal gain G = 15 dB. 

Photodiode 

The photodiode (PD) is not that critical due to the fact that a lower responsivity of the photo-
diode can be compensated by higher gain of the amplifiers in the loop. The PD used has 3-dB 
bandwidth of BW = 45 GHz.  

First Electrical Amplifier 

The first electrical amplifier is chosen such that it has a large gain at the target frequency to 
deliver sufficient input power to the high-Q filter. It is necessary to drive the second amplifier 
into saturation independently of the operating conditions of the setup. This leads to a stable 
clock output power as well as stable operating conditions for the EAM. The narrowband clock 
amplifier used in the setup has a 3-dB gain bandwidth of BW = 4 GHz around 42.7 GHz, a 
gain of G = 38.9 dB and a 1-dB gain compression input power of P-1dB = 29.3 dBm.  

Second Electrical Amplifier 

The specifications of the second amplifier are more critical. It defines the input power to the 
electro absorption modulator which is quite sensitive to its operating conditions. It is advanta-
geous if this amplifier operates in saturation (thus acting as a limiting amplifier) independ-
ently of the operating conditions of the oscillator. It is also advantageous if this amplifier de-
livers enough output power to simultaneously drive the EAM and the output of the clock re-
covery. In this case the output amplitude of the clock recovery stays constant even if the input 
power to the clock recovery changes. The broadband amplifier used in the setup has a 3-dB 
bandwidth of BW = 46 GHz, a gain of G = 27 dB, a noise figure F = 4.5 dB, and a saturation 
output power Psat = 24.1 dBm.  

6.2.2 Locking of the Optoelectronic Oscillator 

For locking of the OEO, the mixing of the incoming data signal with the local oscillation and 
its harmonics must generate another spectral component in the pass band of the oscillator in 
addition to the component that is generated by the free running local oscillation alone. 

For any values  or   other than m n ( , 1, 2,...)m n  1m   and 0n  , locking of the oscillator 

can be achieved if 

 O Im n O    . (6.12) 

In the implementation studied, the main spectral component of the data signal is 128.1 GHz 

and the local oscillation is at 42.7 GHz, leading to a constant factor of 3 between O  and I  

 3· O I  .  
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This leads to 
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Equation (6.13) is now analyzed for its different solutions leading to 

3· 1m n  3·m n 3· 1m n 
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0, 1

Free running oscillator

n m  
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(6.14)

The solution consists of three possible cases. First, if both factors m  and n  are summed up, 

the absolute value will always be positive. In this case only one solution is possible: Due to 

the fact that n  is multiplied by a factor of three there is only the solution  = 1 and n  =0. 

This solution corresponds to the free running oscillator. Second, if the two components are 

subtracted, two solutions are possible, 

m

3· 1m n   and 3· 1m n   for . The first 

possible combinations of  and n  are shown in 

1, 2,3,...n

m Table  6.1.  

 
 Possible solutions for m 

 3· 1m n   3· 1m n   

3· 1n   th har-

monic of Of  

3· 1n   th har-

monic of Of  

nth har-

monic of If

n = 1 4 2 170.8 GHz 85.4 GHz 128.1 

n = 2 7 5 298.9 GHz 213.5 GHz 256.2 

n = 3 10 8 427.0 GHz 341.6 GHz 384.3 

Table  6.1. Combination of harmonics that can lead to injection locking in the optoelectronic oscillator in the 

implementation with Of =42.7 GHz and If =128.1 GHz. 
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6.3 Results 
In this section, stability, locking and the quality of the recovered clock of the optoelectronic 
oscillator will be presented. The final implementation of the optoelectronic oscillator is shown 
in Fig.  6.4. It was used for the measurements shown in this section if not stated otherwise.  

6.3.1 Free Running Oscillator 

 

Fig.  6.5. Setup for the experimental study of the free running oscillator. It consists of a CW laser diode (LD), 

the clock recovery and a radio frequency spectrum analyzer (SA) to measure the electrical spectrum at the out-

put of the clock recovery.  

Fig.  6.5 shows the experimental setup used to study the free running opto-electronic oscilla-
tor. The RF spectrum of the free running oscillator is shown in Fig.  6.6(a). The main spectral 
component of the spectrum is one peak at 42.7 GHz. This is the oscillating mode in the loop. 
Next to it are the non-oscillating sidemodes. They are nearly 40 dB lower in power. 

A series of measurements was taken to study the temporal stability of the optoelectronic oscil-
lator. These measurements were taken using Erbium doped fibre amplifiers instead of the 
SOA used in the final setup. They involved taking measurements of the peak frequency of the 
optoelectronic oscillator over several hours to study the drift of the setup. The results are 
shown in Fig.  6.6(b). 

Jitter measurements of the free running oscillator were not taken due to the lack of required 
equipment. The drift of the setup was too fast to measure the noise using direct sideband 
measurement techniques. To measure the jitter performance of the free running oscillator, an 
additional mixer would be required to measure this jitter in an autocorrelation setup that 
would compensate for the drift of the oscillator. 
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Fig.  6.6. (a) RF spectrum of the free running oscillator. (b) Five long-term stability measurements of output 

clock signal of the oscillator using two EDFA stages instead of the SOA. 
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Mode Spacing and Round Trip Time 
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Mode Frequency (GHz) 

3rd left  42.6740 

2nd left  42.6830 

1st left 42.6915 

Centre 42.7005 

1st right 42.7092 

2nd right 42.7183 

3rd right 42.7270 
 

Fig.  6.7. (a) RF Spectrum of the free running oscillator output averaged over one hundred measurements. (b) 

Frequencies of the oscillating and non-oscillating modes in the optoelectronic oscillator extracted from (a). 

The round trip time  of the oscillator can be calculated from the mode spacing in the opto-

electronic oscillator.  can be derived with 

dT

dT f  being the spacing of neighbouring modes 

 
1

dT
f




. (6.15) 

The mode frequencies have been read from the data plotted in Fig.  6.7(a) and are shown in the 
table in Fig.  6.7(b). The non-excited modes of the oscillator can be seen besides the main os-
cillating mode. The fundamental frequency of the loop can be calculated from any pair of val-
ues shown in Fig.  6.7(b). By averaging all calculated values the fundamental frequency of the 
oscillator is calculated to be F0 = Δf = 8.832 MHz. This value is also called free spectral 
range. Using Eq. (6.15), the round trip time is calculated to be Td = 113.2 ns. It is also possi-
ble to calculate the order of the oscillating mode M in the optoelectronic oscillator: 
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   (6.16) 

Note that for the relation 
g

c
f

n L
   the approximate relation 

c
f

nL
   is substituted, where 

the refractive index is assumed frequency-indipendent. 
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Bandpass Characteristics of the Optoelectronic Oscillator  
 

 

Fig.  6.8. Experimental setup to study the bandpass characteristic of the opto-electronic oscillator. The loop is 

opened after the bandpass filter and a network analyzer (NWA) is placed in the loop.  

To measure the bandpass characteristics of the loop, the loop is opened and a network ana-
lyzer is connected to the setup as shown in Fig.  6.8. The Network analyzer is used to measure 

the scalar logarithmic gain, 10 2120 logg  S  in dB (scattering parameter S21 being the com-

plex linear gain) of the loop (see Fig.  6.9(a)). It can be seen that the center frequency is not 
exactly at 42.70 GHz but is shifted to a slightly lower frequency. This is problematic if the 
mode spacing is not sufficiently large because the mode at 42.70 GHz might experience less 
gain in the loop than its neighbor. This can lead to mode hopping and loss of locking of the 
oscillator. 

  

(a) (b) 

 

Fig.  6.9. Transmission characteristic of the opto-electronic oscillator determined by the high-Q bandpass filter as 

well as the frequency dependence of the other components inside the feedback loop: (a) Logarithmic gain g of 

the loop. (b) Zoom of (a) with g measured at different times after switching on the setup. A network analyzer is 

used for the measurements. 

To find the reason for the offset of the peak from the centre frequency of the pass band of the 
electrical bandpass filter, the setup was tested again after a resting period of 15 hours. It was 
characterized within a span of 8 MHz centred on the peak frequency observed in the previous 
measurement shown in Fig.  6.9(a). Within one hour, several measurements were taken to 
study the changes of the peak frequency of the bandpass, see Fig.  6.9(b). The results show 
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that the peak frequency, after initially being at 42.70 GHz, drifts and stabilizes at a frequency 
about 4 MHz lower.  

This behaviour can only be due to a warming up of the amplifiers or the band pass filter. 
However, due to the fact that the only part of the setup that has such a sharp band pass func-
tion is the band pass filter, the BPF is most likely the source of this temperature drift. This is 
also the limiting factor for the cavity length because the mode with the frequency that is to be 
recovered by the clock recovery, should be the one that is closest to the gain peak of the setup. 
The target frequency of the setup is 42.70 GHz. This frequency is nearly 4 MHz from the gain 
peak, so the mode spacing should ideally be larger than 8 MHz. Otherwise the oscillation is 
likely to start in a different mode, making it impossible to recover the clock at the required 
frequency of 42.70 GHz. This criterion is fulfilled, as the mode spacing has been calculated to 
be Δf = 8.832 MHz. However, the stability of the optoelectronic oscillator is likely to be im-
proved if the mode spacing is increased by using a BPF filter with a higher Q. 

6.3.2 Optoelectronic Oscillator as Clock Recovery 

To study the performance of the clock recovery, a 128.1 Gbit/s data signal at a centre wave-
length λData = 1555.5 nm and with an input power Pdata = 5.0 dBm together with a CW laser 
(LD) at λCW = 1560.6 nm and PCW = 3.0 dBm are connected to its inputs. The 128.1 Gbit/s 
data signal is generated by an actively mode-locked fiber laser (MLL) with a repetition rate of 
42.7 GHz. The MLL output pulses have a FWHM of  2.6 ps and are encoded by a pseudoran-
dom bit sequence with a length of 27 – 1. A two-stage fiber-optic OTDM multiplexer ensured 
an approximate PRBS pattern at the output (see also Section  3.4). The recovered clock signal 
is connected to the RF spectrum analyzer and to the trigger input of a sampling oscilloscope. 
The 128.1 Gbit/s data signal is detected by a 85 GHz photodiode which is connected to a 70 
GHz sampling head in the DCA (Fig.  6.10). 

By tuning the optical delay line in the clock recovery, the clock recovery locks to the incom-
ing data signal. The clock is used to trigger the DCA to detect the incoming data signal. After 
phase locking the 128.1 Gbit/s OTDM signal can be observed on the oscilloscope. A screen-
shot is shown in Fig.  6.11(a). 

CW In

Data In
Clock Out

Clock Recovery

LD

128.1 Gbit/s
RZ-OOK Data

DCA

SA

T

 

Fig.  6.10. Experimental setup for characterization of the clock recovery using a radio-frequency spectrum ana-

lyzer (SA) and a digital sampling oscilloscope (DCA). The clock recovery output is used to trigger the DCA. 

The 128.1 Gbit/s RZ-OOK signal is fed into an optical plug-in module of the DCA.  
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Fig.  6.11. (a) Eye diagram of a 128.1 Gbit/s 33% RZ-OOK OTDM data signal (measured with an ultra-fast 

optical sampling scope) and of the the recovered clock at 42.7 GHz. (b) RF spectrum of the clock recovery 

output when locked to the 128.1 Gbit/s data signal. 

Fig.  6.11(b) shows the RF spectrum when the optoelectronic oscillator has locked to the in-
coming data signal. A single tone at 42.7 GHz is observed while the sidemodes that were ob-
served for the free-running oscillator (Fig.  6.6(a) and Fig.  6.7(a)) are suppressed below the 
noise floor of the RF spectrum analyzer.  

Jitter Performance 
To study the jitter performance of the locked optoelectronic oscillator, single sideband phase 
noise measurements were taken. This method involves measuring the phase noise power spec-

tral density  of one sideband of the clock tone at 42.7 GHz. The root mean square tim-

ing jitter RMS can then be calculated by using the relationship  

 S f

  1

2

h

l

f

RMS f
clk

S f df
f 


  , [47] (6.17) 

where fclk = 42.7 GHz represents the clock frequency and fl and fh denote the lower and upper 
limits of integration, respectively. For offsets higher than 10 MHz, the measurements were 
dominated by the noise floor of the instrument. In addition to the phase noise of the clock 
recovery output, the same measurement was taken for the output of the RF synthesizer.  
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CRU output 72 fs 62 fs 

Synthesizer 140 fs 130 fs 
 

Fig.  6.12. (a) Single side band (SSB) phase noise of the synthesizer output and the locked clock recovery. (b) 

Jitter performance of the clock recovery unit (CRU) compared to the jitter of the synthesizer used to generate 

the 128.1 Gbit/s OTDM signal. 

Looking at Fig.  6.12(a), it can be seen that the phase noise of the optoelectronic oscillator is 
lower than the noise of the synthesizer above an offset of approximately 4 kHz from the car-
rier.  From this point on, the jitter performance of the recovered clock is dominated by the 
jitter performance of the free running oscillator due to its limited bandwidth [53]. This fre-
quency is the equivalent of the loop bandwidth of a phase locked loop [53]. It is also observed 
that the first side mode near 10 MHz offset is suppressed by more than 110 dB. The resulting 
jitter values for different integration intervals are presented in the table inset in Fig.  6.12(b). 

Locking Range 
The locking range of the CRU can be estimated from the fact that the optical delay line in the 
oscillator could be turned by more than half a turn while the clock recovery stayed locked. 
With 24.5 turns corresponding to 100ps, half a turn corresponds to approximately 2 ps in time 
delay within which the phase shift introduced by the locking mechanism can compensate for 
the detuning of the local oscillator. By using the round trip time delay and the order of the 
mode that were found in section  6.3.1, the locking range can be calculated  
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  (6.18) 

This calculation leads to an approximate locking range of Δf  = 780 kHz. However, remember 
that the locking range of the oscillator depends both on the amplitude of free running oscilla-
tor and the amplitude of the injected signal [53]. 
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Characteristic Parameters 

 Table  6.2 shows the measured characteristic parameters of the clock recovery. 

Parameter Symbol Value 

Free spectral range F0 8.832 MHz 

Mode order M 4835 

Round trip time (including filter) Td 113.2ns 

Free Running Side Mode Suppression  > 40 dB 

Locked Side Mode Suppression  > 100 dB 

Estimated Loop Bandwidth   < 4 kHz 

RMS Jitter (100 Hz - 1 MHz) RMS 72 fs 

RMS Jitter (1 kHz - 1 MHz) RMS 62 fs 

Locking Range (Pdata = 5 dBm) Δf 780 kHz 

Table  6.2. Characteristic parameters of the clock recovery.  

The input wavelength range spans approximately from 1545 nm to 1565 nm. However, for 
different input wavelength the operating point of the EAM has to be optimized. The signal 
input power dynamic range is approximately Pdata = 5 dBm … 10 dBm. We optimized the 
data input power for best operation for each experiment. 

6.3.3 Scalability 

The clock recovery has been demonstrated to work at 128.1 Gbit/s input bit rate. However, it 
will potentially also work at 42.7 Gbit/s and 170.8 Gbit/s. The clock recovery does not work 
for phase encoded input signals.  

6.4 Comparison with Results from Literature  
The jitter values are now compared to the values previously published. To compare different 
clock recovery setups with different incoming bitrates, a figure of merit is needed that takes 
into account that the same amount of timing jitter or phase noise of the recovered clock has a 
different impact depending on the  signal bitrate. In this case the input-bitrate referred phase 
noise (IBRPN) is the figure of merit of choice, defined as 

 RMS, OUTIBRPN 360° Bitra· ·teIN   (6.19) 

The IBPRN takes into account that the timing jitter requirements of the clock recovery are 
inversely proportional to the bitrate of the incoming signal. The comparison is presented in 
Table  6.3. Comparing the jitter of the implementations that generate a 40 GHz clock, it can be 
seen that this implementation outperforms the other implementations of the optoelectronic 
oscillator. It has similar jitter performance compared to the 640 GHz to 40 GHz SOA based 
clock recovery and its IBRPN is significantly lower and therefore better than for any of the 
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other 40 GHz clock recoveries compared. The 40 GHz to 10 GHz clock recovery, however, 
outperforms the implementation presented in this work by far if only jitter is considered. 
Compared to the other implementations, this clock recovery is based on cross absorption 
modulation in the EAM. This leads to a significantly reduced influence of the injected power. 
In addition, a much longer loop length of 3000 m is used, leading to a much narrower locking 
range of ~5 kHz [44] and also a much smaller loop bandwidth of the setup [53]. This reduces 
the timing jitter of the recovered clock significantly. This leads to the conclusion that a trade 
off has to be made between locking range, loop bandwidth and jitter performance when de-
signing a clock recovery. 

 

Publication  [47] [46] [54] [44] 

Principle OEO OEO SOA with MLL OEO 

Frequencies 160GHz / 40GHz 160GHz / 40GHz 640GHz / 40GHz 40GHz / 10GHz 

Integration 
range 

10Hz … 40MHz 
10Hz … 
18.6MHz 

100Hz … 10MHz 100Hz … 1MHz

RMS [fs] 

(Cited/Own) 
221 / 140 283 /140 73 / 75 42 / 73 

IBRPN [°] 
(Cited /Own) 

12.7 / 6.46 16.3 / 6.46 16.8 / 3.46 0.60 / 3.37 

Table  6.3. RMS and input bitrate referred phase noise (IBRPN) of the optoelectronic oscillator implementation 

presented in this thesis compared to values found in the literature for different clock recovery circuits. The 

“own” values are extrapolated values based on own experimental results.  

6.5 Summary 
42.7 GHz subharmonic optical clock recovery from 128.1 Gbit/sdata streams was demon-
strated using an injection-locked opto-electronic oscillator. The RMS timing jitter of the re-

covered clock was as low as RMS = 72 fs (100 Hz – 1 MHz). The minimum average optical 

power of the data input signal required for stable injection locking was Pdata = 5.0 dBm with a 
dynamic range of 5 dB. An RF reference signal is not required.   
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7 All-Optical Signal Regenerators 

All-optical regeneration is a desirable and potentially critical function within future optical 
communication systems and becomes progressively more attractive as transmission speeds 
increase. With the rapid emergence of 100 Gbit/s Ethernet (100GbE) as a natural progression 
from the current 10GbE systems there is a pressing need to establish regeneration approaches 
capable of operating at such speeds. All-optical signal regenerators are compact, cost-
effective and highly efficient solutions for regenerating signals [55].  

As a central part of the optical switching node proposed in this work, the 2R-regenerator sub-
system must be able to provide regeneration of multiple 130 Gbit/s wavelength channels by 
one single device. The feature of high-speed multi-wavelength regeneration is very important 
in the proposed system in terms of cost as well as energy efficiency. It provides simultaneous 
regeneration of an intensity modulated on-off keying (OOK) WDM signal incorporating a 
number of individual wavelength channels. Therefore, it will eliminate the requirement of 
demultiplexing WDM signals to individual wavelength channels, and the use of a single re-
generative device per wavelength followed by subsequent multiplexing. 

Recently, differential phase shift keying (DPSK) has gained interest for use in high-speed 
transmission systems. The main advantage of DPSK over OOK comes from the 3-dB im-
proved tolerance to optical noise (equal to less OSNR requirement), provided that balanced 
detection is employed [5]. Consequently, all-optical regenerators and wavelength converters 
for phase-sensitive communication formats are of high interest because they potentially in-
crease link-lengths, regenerate degraded signals in point-to-point and next-generation meshed 
transparent networks, or simply overcome wavelength blocking in cross-connects and routers 
at low cost [5],[56].  

In this chapter, we first review the fundamentals of fiber-based multi-wavelength regeneration 
(Note that a brief discussion of the fundamental characteristics of SPM and XPM is presented 
in Appendix  A 2.). We then discuss the extension of this approach to multi-channel operation, 
which is significantly complicated by the inter-channel cross-talk induced through cross-
phase modulation (XPM) and four-wave mixing (FWM) among the various channels. As a 
first solution, we extend the well-known Mamyshev approach for single-wavelength opera-
tion and propose a 43 Gbit/s multi-wavelength scheme for regenerating up to three 33% duty-
cycle RZ-OOK channels. This technique is based on co-propagation of the channels in the 
fiber with a carefully designed dispersion map for reducing the inter-channel cross-talk. As a 
second solution, a bi-directional scheme is exploited to demonstrate the simultaneous regen-
eration of two 130 Gbit/s channels. This represents the highest speed dual-channel regenerator 
ever reported in a single fiber and is made possible by a very careful choice of the HNLF pa-
rameters. Excellent performance with negligible cross talk is obtained for both implementa-
tions. The last section is dedicated to a SOA-based Mach-Zehnder interferometer for DPSK 
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wavelength conversion and regeneration. We show experimentally the feasibility, and we pre-
dict the limits of the reamplifying, retiming and reshaping (3R) SOA-based MZI all-optical 
DPSK wavelength converter. We further discuss how these devices can be cascaded an arbi-
trary number of times.  

7.1 Fiber-Based Multi-Wavelength Regenerators 

7.1.1 Fundamentals  

All-optical regeneration relying on self-phase modulation (SPM)-induced spectral broadening 
and subsequent off-center filtering has attracted particular interest due to its simplicity and 
ability to suppress both power variations and noise of marks and spaces of return-to-zero (RZ) 
amplitude modulated signals. This 2R (reshaping and reamplification) regeneration technique 
was originally reported by Mamyshev [4] and is schematically illustrated in the block diagram 
of Fig.  7.1. The degraded optical pulse streams are first fed into an optical amplifier which is 
used to boost the power to a suitable level at the input of the highly nonlinear fiber (HNLF). 
The amplified pulses then propagate in the HNLF where they experience spectral broadening 
due to Kerr-induced SPM. A narrow-band filter is used to carve the broadened spectrum at the 
output of the HNLF discriminating high from low input peak power pulses and thus providing 
a pulse reshaping operation, as shown in Fig.  7.1. This produces a step-like (close to binary) 
optical transfer function (TF) and offers reshaping 

 

 

Fig.  7.1. Schematic of an optical regenerator based on SPM and offset filtering. Only high peak power pulses 

experience sufficient spectral broadening in the HNLF such that a portion of the spectrum passes the offset filter 

and forms the output pulse.  
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Fig.  7.2. Schematic illustration of optical power transfer function. Due to the plateau regions for low (“0”) and 

high (“1”) power input signals, noise of the output signal is reduced.  

of the optical pulses through suppression of the noise on the zeros and the amplitude fluctua-
tions of the ones. In this work, the TF is simply defined as the output peak pulse power as a 
function of the input peak pulse power (see also Fig.  7.2). However, this definition should not 

be mistaken for the transfer function H(j) of linear, time-invariant (LTI) systems. 

For the experimental results presented in this chapter, the TFs were determined measuring the 
average output signal power as a function of the average input signal power using optical 
power meters. However, it is always possible to go from this type of TF to the one based on 
pulse peak powers as soon as the actual signal pulse shape and the mark/space ratio of the 
pseudo random bit sequence (PRBS) used are known. It should be noted that as the filtering 
takes place at a frequency shifted compared to the carrier frequency of the input signal, wave-
length conversion is also introduced. If this wavelength conversion of the input signal is un-
desirable, then two stages of regeneration can be cascaded with the second stage canceling the 
wavelength shift introduced by the first one. Furthermore, if the fiber parameters are carefully 
chosen, this technique can support very high bit rates. 

Extension to Multi-Wavelength Operation  
Unfortunately, the single-wavelength Mamyshev concept requires an expensive amplifier and 
a nonlinear fiber for each channel. To reduce the cost related with the nonlinear element, it is 
desirable to share the nonlinear fiber by simultaneously processing two or more signals. The 
extension of the scheme to a multi-channel environment is significantly complicated by the 
inter-channel cross-talk arising both from XPM and four-wave mixing. The cross-talk mani-
fests itself by the introduction of asymmetries of varying strength of the broadened spectrum 
due to partial interactions between co-propagating pulses of adjacent channels. This crosstalk 
can be minimized by ensuring 1) that pulses at different wavelengths always propagate at dif-
ferent speeds in the fibre, in which case XPM adds a constant phase shift across the full dura-
tion of the pulse, and 2) that the interaction distance between pulses of adjacent channels is 
minimized, which ensures that the phase-matching condition for FWM is cancelled [57].   

Two approaches have been adopted that satisfy both conditions. The first solution presented 
here is based on management of the chromatic dispersion (CD) along the device [58] which 
allows for effective control of the inter-channel cross-talk interactions. The second solution is 
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a bi-directional geometry [57], such that each bit of a given channel undergoes complete 
‘head-on’ collisions with a large number of counter-propagating bits from the second channel. 
In this instance the effects of XPM average out to provide a constant and tolerable level of 
crosstalk.  

In the following, experimental results for both multi-wavelength regeneration approaches 
mentioned above are presented. First, 43 Gbit/s multi-wavelength 2R regeneration in a single 
dispersion-managed fiber is demonstrated, based on SPM-induced spectral broadening and 
subsequent offset filtering. Second, the counter-propagation scheme is used to demonstrate 
the simultaneous regeneration of two 130 Gbit/s channels, thus achieving substantial cost 
benefits as compared to two single-channel systems. 

7.1.2 Dispersion-Managed Multi-Wavelength Regeneration of 43 Gbit/s 
WDM Channels 

Introduction  

Recently, simulations have indicated that the Mamyshev technique should be compatible with 
true multi-wavelength regeneration by sharing a single amplifier and a properly designed dis-
persion managed fiber assembly with several co-propagating signals [58],[59]. Indeed, a 
proof-of-principle experiment with one 10 Gbit/s channel based on alternating sections of 
nonlinear fiber and periodic group-delay devices (PGDD) has indicated its feasibility. In this 
approach the PGDDs were used in order to ensure unidirectional walk-off between the pulses 
of adjacent channels [58],[60]. In another approach alternating sections of dispersion compen-
sating fibers (DCF) and standard single mode fibers (SMF) have been used to demonstrate 

regeneration with 4  10 Gbit/s, utilizing, however, low-duty cycle RZ pulses (~8.3%) [61].  

The key to the multi-wavelength capability is management of the chromatic dispersion (CD) 
along the device which allows for effective control of the inter-channel cross-talk interactions. 
In an analogous manner to dispersion managed optical transmission, the scheme eliminates 
nonlinear interchannel cross-talk (cross-phase modulation (XPM), four-wave mixing (FWM)) 
by allowing a rapid walk-off between adjacent channel (due to locally high values of CD) 
without compromising the SPM-induced spectral broadening. This is achieved by maintaining 
a low path-average CD value over the regenerator length. The proposed regenerator comprises 
several fiber spans (or cells), made of a section of nonlinear fiber, for example dispersion 
compensating fiber (DCF), and followed by a periodic group delay device (PGDD) that com-
pensates for the accumulated dispersion. This allows the channels to travel at different speeds 
and therefore reduces the effects of interchannel FWM and XPM. In [59] it has been shown 
numerically that the scheme can still provide regenerative capabilities in a multi-channel envi-
ronment when the PGDDs are replaced by standard single mode fiber (SMF), and the disper-
sion map is made asymmetric. Fig.  7.3 shows a schematic of the proposed setup. In the fol-
lowing section, 43 Gbit/s multi-wavelength regeneration using the simplified approach based 
on alternating sections of DCF with SMF for regenerating three 33% duty-cycle RZ channels 
is demonstrated. The performance of the design proposed in [59] is validated, 
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Fig.  7.3. Schematic of the dispersion-managed -regenerator.  

employing a dispersion map that provides a maximum excursion of ~75 ps differential group 
delay (DGD) for channels separated by 600 GHz within each cell (i.e. 3 bit-slots duration for 
a 43 Gbit/s signal). 

Parts of this subchapter have been published previously in [62] and [63].  

Experimental Setup 

To demonstrate multi-wavelength regeneration with two and three 43 Gbit/s channels, respec-
tively, we built the setup shown in Fig.  7.4. It comprises a 43 Gbit/s three channel transmitter, 
a signal decorrelation stage, the regenerator and a receiver. The transmitter consists of three 
distributed feedback (DFB) lasers on a 600 GHz grid, an arrayed-waveguide grating (AWG) 
and two modulators acting as a pulse carver (PC) and data encoder (DE), respectively.  

 

 

Fig.  7.4. Experimental setup of the 2R regeneration experiment. Three 43 Gbit/s signals modulated by the same 

PRBS are decorrelated using optical delay lines (ODLs) and launched into the multi-wavelength regenerator. 

The regenerator comprises an erbium-doped fiber amplifier and five identical fiber cells. The regenerated output 

signals are characterized by using a receiver with optical preamplification.  PC – pulse carver; DE – data en-

coder; AWG – arrayed waveguide grating; VOA – variable optical attenuator; CR – clock recovery; OBPF – 

optical band pass filter. Monitor1 … Monitor3 denote different points in the setup where optical spectra are 

measured.  
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The lasers are amplitude modulated by a 231-1 long PRBS. In the subsequent stage, the optical 
delay lines (ODL) provide some pattern decorrelation and adjustment of the relative time de-
lays between the channels on a bit basis, while the variable optical attenuators (VOA) provide 
channel power equalization and allow for single-, dual and three-channel operation by attenu-
ating appropriately each one of the WDM channels. Frequency resolved electro-absorption 
gating (FREAG)-based characterization of the optical pulses at the output of this stage re-
vealed negligible chirp and pulse widths of ~8 ps for all three channels. The subsequent re-
generator consists of a high-power optical amplifier (EDFA), the fiber assembly and a tunable 
optical band-pass filter (OBPF) that allowed for the individual selection of channels. The fil-
ter was detuned by -0.6 nm from the center wavelength and closely resembles the response of 
a 1st order Gaussian filter with 0.57 nm 3 dB bandwidth. The 5970 m long fiber assembly 
contained five identical pairs of DCF and SMF with the parameters given in Fig.  7.5. The 
walk-off inside each DCF piece between two channels with 600 (1200) GHz channel spacing 
approximately equals the duration of 3 (6) bit slots at 43 Gbit/s, while the length of the SMF 
pieces adjusts the average dispersion to nearly +1 ps/nm/km.  

The total insertion loss of the device was measured to be 9 dB, due mainly to the splicing 
losses between DCF and SMF (~1 dB per splice). The use of the optimized dispersion map 
facilitates high local dispersion, which minimizes the inter-channel nonlinear effects (FWM 
and XPM), and low average dispersion, which retains the integrity of the pulses and the po-
tential for SPM-induced spectral broadening of each channel.  

 

 

Fig.  7.5. (a) Fiber parameters of one of the five identical cells and (b) chromatic dispersion map of the whole 

fiber assembly used in the experiments. The length of the SMF was selected to offer a total residual dispersion 

of 6 ps/nm. All data are specified at 1550 nm.  
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Results and Discussion 

The input-output average-power transfer functions (TFs) were extracted for each channel 
separately, using mark pulses at a repetition rate of 42.7 GHZ and an optimized offset of the 
OBF, equal to -0.6 nm with respect to the initial carrier wavelength for all the channels. The 
experimentally retrieved TFs are illustrated in Fig.  7.6. The low variation among the three 
TFs is explained by the close resemblance of the input pulses and the low wavelength de-
pendence of the dispersion map. The regenerator performance was first evaluated considering 
two channel operation with Ch.1 (1547.76 nm) and Ch.3 (1557.36 nm) only (1200 GHz spac-
ing). The input signals were deterministically degraded by choosing a non-optimum DE 
modulator bias voltage, resulting in peak power variation and limited extinction ratio (ER) for 
both channels.  The power per channel entering the fiber assembly was optimized to 
 

 

Fig.  7.6. Experimental average-power TFs, measured for each channel while the others were turned off. 

 

 

Fig.  7.7. BER measurements in single- and dual-channel operation (1200 GHz spacing) with degraded input 

signals: (a) Ch. 1 and (b) Ch. 3.  
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~360 mW, while in dual-channel operation the worst case for the relative delays was selected 
by adjusting the two ODLs “on the fly”. In Fig.  7.7(a)-(b), the bit-error-ratio (BER) curves are 
presented for each channel, each one related to the input, the regenerator output in single-
channel operation and the output in dual-channel operation (presence of interfering channel), 
respectively. Actually, regeneration and a limited degree of residual nonlinear crosstalk can 
be identified in Fig.  7.7, with the smallest sensitivity penalty improvement at the level of 
BER = 10-9 being 2.5 dB for Ch.1 in dual-channel operation. For both channels, the BER 
curves for single-channel operation and for a degraded input signal are almost shifted in paral-
lel, respectively. Such an effect is typical for a reduced extinction ratio of the modulation. 
However, the BER curves for single-channel operation compared to the ones for 2-channel 
operation have different gradients. Such behavior indicates different noise distributions in the 
signal under test (see also Appendix  A 1.1).   

In order to identify the performance limitations of the current regenerator design, a third 
channel, allocated at 1552.52 nm, was added in-between the two channels, allowing for a 
three-channel operation study with 600 GHz channel spacing. For the same degraded input 
signal as before an error-floor was observed for Ch.2 and Ch.3 in 3-channel operation (al-
though no additional penalty was induced by the regenerator when undegraded input signals  
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Fig.  7.8. (a) Q-factor and (b) ER measurements in three-channel operation (600 GHz channel spacing), (f)-(h) 

output eye diagrams in three-channel operation with degraded input signals (c)-(e). Clearly, the input pulse width 

is preserved after regeneration.  
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were used). In order to identify the origin of this behavior, eye diagram-based Q-factor, ex-
tinction ratio (ER) and timing jitter measurements were made on the input and output signals. 
Five randomly chosen combinations of relative time delays were considered, and the results in 
Fig.  7.8(a)-(b) reveal (Q-factor)2 and ER improvement ranging from 1.7 to 2.8 dB and 1.6 to 
2.1 dB, respectively. Nevertheless, the eye diagrams of Fig.  7.8(f)-(h), corresponding to the 
worst-case delay for each channel with respect to output Q-factor, indicate that the XPM-
induced timing jitter of the outputs is the main reason for the performance deterioration at 
600 GHz channel spacing. 

7.1.3 2R Regeneration of Two Counterpropagating 130 Gbit/s Channels  

The interplay between nonlinear and dispersive effects makes operation of co-propagation 
schemes at ultrahigh repetition rates very challenging. To date, most research has focused on 
single channel operation, since direct extension to the multi-channel regime is generally re-
stricted by inter-channel nonlinearities that compete directly with SPM. These effects result in 
distortions of the broadened spectra which manifest themselves as large signal power fluctua-
tions after the output filter. Recent work has shown that these effects can be reduced to toler-
able levels by ensuring complete and rapid “walk-through” of the data pulses – either by ex-
ploiting some form of specific chromatic dispersion management (see section  7.1.2) within 
complex fiber assemblies [64],[65],[62], by using dispersion decreasing fiber [66], or by using 
bi-directional propagation [57].  

In this section, the bi-directional scheme proposed in [57] is exploited to demonstrate the si-
multaneous regeneration of two 130 Gbit/s channels, thus achieving substantive cost benefits 
as compared to two single-channel systems. This represents the highest speed dual-channel 
regenerator ever reported in a single fiber and is made possible by a very careful choice of the 
HNLF parameters [67]. Excellent performance with negligible cross talk is obtained for both 
channels. 

Fig.  7.9 schematically illustrates the implementation of the bidirectional scheme. As already 
pointed out, the major benefit of this solution lies in the extremely high relative walk-off 

 

 

Fig.  7.9. Schematic of the bi-directional regenerator. Two different wavelengths λ1 and λ2 counter-propagate in 

a single highly nonlinear fiber (HNLF) and are subsequently offset filtered at λ1 + Δλ1 and λ2 + Δλ2, respec-

tively. EDFA – erbium doped fiber amplifier.  
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between the two counter-propagating channels. The immediate result of a high walk-off is 
that the nonlinear phase induced by XPM manifests itself as a constant phase shift across the 
whole pulse train. It follows that no additional frequencies are generated from this XPM con-
tribution, reducing the distortion induced on the SPM-broadened spectrum. Similarly, because 
of the relatively high walk-off, there is no FWM phase-matching condition between the two 
counter-propagating pulses. Last but not least, the general operating principles relating to the 
single channel regenerator are preserved and can be applied directly to the bi-directional con-
figuration.  

Despite the reduction in the XPM crosstalk, the proposed bi-directional architecture intro-
duces a new source of crosstalk resulting from the reflections of the counter-propagating sig-
nal as it propagates along the HNLF. Since these reflections co-propagate with the second 
signal, they may give rise to some performance degradation and therefore their contribution 
was thoroughly investigated in the experiment. 

Parts of this subchapter have been published in [32] and [68].  

Experimental Setup and Results 

 

 

Fig.  7.10. Experimental setup for counter-propagation scheme. RZ-OOK - return-to-zero on-off keying, EDFA - 

Erbium-doped fiber amplifier, DL - delay line, PC - polarization controller, TX - transmitter. 

Two 40 GHz mode locked fiber lasers operating at 1542 nm (Channel 1) and 1556 nm (Chan-
nel 2) are used to generate ~2 ps pulses. The two signals are amplitude modulated by a 27-1 
pseudorandom bit sequence (PRBS), temporally multiplexed to 130 Gbit/s and combined to-
gether before entering the 2R regenerator depicted in Fig.  7.10. In the regenerator the data 
streams are split with optical filters (3nm bandwidth) to allow the signals to be fed into a sin-
gle HNLF in counter-propagating directions (two HNLF ports). Each optical signal is then 
separately amplified to meet the input power requirements and fed to the HNLF. Two optical 
circulators are used to separate incoming from outgoing signals at the two fiber input/output 
ports. The 310 m-long HNLF has a chromatic dispersion of C = -0.31 ps/nm/km, a dispersion 
slope of D = 0.0031 ps/nm2/km, a nonlinear coefficient of γ = 22 (Wkm)-1

 and an attenuation 
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of 1.21 dB/km (all data are specified at 1550 nm). Note that the fiber properties were carefully 
selected taking into consideration the design maps outlined in [8], with the low dispersion 
slope being the key to high-performance dual-channel operation. The outgoing signals were 
filtered at an offset of ~3nm with respect to the incoming carrier wavelengths (filter band-
width at -3 dB is 2 nm), in order to preserve the initial channel separation. Finally, the signals 
were demultiplexed to 40 Gbit/s, using an electro-absorption modulator (EAM) to allow 
proper characterization of the system, see inset of Fig.  7.10. back-scattering of the counter 
propagating channel [57]. Furthermore, due to the very low dispersion slope of the HNLF, the 
two channels (spaced by ~14nm) exhibit quite similar TFs. Spectral traces of the two chan-
nels, measured at different points of the system, are shown in Fig.  7.11(c). The broadened 
spectra after the HNLF of each channel clearly illustrate the Rayleigh back-scattering contri-
bution of the counter-propagating channel as discussed already. Its main consequence is to 
reduce the output extinction ratio of the measured TFs. 

Fig.  7.11. Average power transfer functions of (a) Channel 1 and (b) Channel 2 in the presence (other channel 

on), or absence (other channel off), of the second signal. (c) Optical spectra of the two channels measured at 

different points within in the regenerator. The back-scattering level is >30dB below the corresponding broadened 

spectrum (after HNLF), and the cross talk between the two channels is therefore negligible. 
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Fig.  7.12. BER curves for the undistorted (empty symbols) and distorted (filled symbols) back-to-back signals 

(rectangular symbols), and for the corresponding regenerated (circles) signals for (a) Channel 1 and (b) Channel 

2, respectively, in the absence or presence of the interfering channel. Insets: Corresponding receiver sensitivities 

for the two channels (BER = 10-9). Demultiplexed eye diagrams of the ((c) and (f)) undistorted and ((d) and (g)) 

distorted input channels to the regenerator. ((e) and (h)) Corresponding eye diagrams of the channels after the 

regenerator in presence of the interfering channel when the input signals are degraded. The eye diagrams were 

measured with an optical sampling oscilloscope.   

However, this back-scattering level is found to be more than 30dB below the corresponding 
transmitted broadened spectrum, and the cross talk between the two channels is therefore neg-
ligible. We next performed bit-error-rate (BER) measurements on the two channels for both 
single- and dual-channel operation (see Fig.  7.12(a) and Fig.  7.12(b)). The performance of the 
regeneration system is very similar for both cases, highlighting the absence of any kind of 
cross-talk between the two channels. Note that the apparent BER improvement compared to 
the back-to-back curves is due to a non-optimal transmitter (see eye diagrams of the demulti-
plexed back-to-back signals in Fig.  7.12(e) and Fig.  7.12(h)), and the wavelength dependence 
of the EAM used in the demultiplexer, which exhibits better performance at longer wave-
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lengths. We next artificially degraded the extinction ratio of the input signal to the regenerator 
by selecting a non-optimum bias voltage setting of the Mach-Zehnder-type data modulator. 
The corresponding demultipexed eye diagrams for the two channels are shown in Fig.  7.12(f) 
and Fig.  7.12(i). After the regenerator, the corresponding BER measurements confirm that 
complete compensation of the ~4 dB power penalty (at BER=10-9) introduced by the signal 
degradation is achieved at the regenerator output for both channels in the presence of the in-
terfering channel. The corresponding regenerated demultiplexed signals are shown in Fig. 
 7.12(g) and Fig.  7.12(h) when both signals are on. 
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7.2 SOA-MZI based Regenerator for DPSK Signals 

7.2.1 Introduction 

In this subchapter, a novel all-optical differential phase-shift keying wavelength converter 
based on semiconductor optical amplifier nonlinearities is demonstrated in the 25- to 
40-Gbit/s range with pseudorandom binary sequence of length 27 – 1, and its regenerative 
properties as well as the cascadability are discussed.   

Currently, differential phase-shift keying (DPSK) – because of its lower optical signal-to-
noise ratio requirement and robustness towards nonlinear impairments [5] – seems to be the 
most promising phase-modulation format. In view of the significance of the DPSK format for 
next-generation systems, it would be highly desirable to have small-footprint, low power-
consuming all-optical DPSK regenerators and wavelength converters. Solutions exploiting 
fiber-nonlinearities [69],[70] or four-wave mixing in semiconductor optical amplifiers (SOAs) 
have been tested [71]. Unfortunately, all of these solutions only offer a restricted wavelength 
conversion range and require high input powers. Recently, Sagnac [72] and Mach-Zehnder 
interferometer (MZI) devices [73] exploiting the more efficient SOA-based cross-phase 
modulation effect have been demonstrated and their regenerative potential has been shown. 
Yet, none of the MZI-based solutions also showed retiming regeneration, nor was the cas-
cadability or the origin of the regenerative characteristics clarified. This is important, since 
DPSK is most likely to be used in systems at bit-rates of 40 Gbit/s and above, where retiming 
is an issue.  

In this work, we show experimentally the feasibility and predict the limits of a retiming and 
reshaping SOA-based MZI all-optical DPSK wavelength converter. We further discuss how 
these devices can be cascaded an arbitrary number of times.  

The results in this subchapter have been published partly in [74] and [75].  

7.2.2 DPSK Wavelength Conversion Scheme and Experiment 

The experimental setup and the all-optical DPSK wavelength converter are depicted in Fig. 
 7.13. The setup comprises a push-pull DPSK transmitter, an all-optical wavelength converter, 
and a balanced receiver with a differential encoder.  

Operation Principle 

The operation principle of the all-optical wavelength converter is as follows. An incoming 
DPSK signal is first converted into on-off keying (OOK) and inverted OOK signals in the 
delay interferometer (DI) stage. These on-off signals are then used for controlling the SOAs. 
They are injected with exact time correlation into the two control inputs of an MZI with SOAs 
[76]. The relative phase in the SOA arms is then controlled by a high level bit either in the 
OOK or in the inverse OOK arm, very similar to the push-pull operation of electrically con-
trolled MZI modulators in DPSK transmitters [5]. An optical clock, derived from the 
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Fig.  7.13. Setup with DPSK transmitter, all-optical wavelength converter, and differential receiver with encoder. 

The two eye diagrams show DPSK signal entering and leaving the all-optical wavelength converter. For the 

demonstration, we reduced the bit rate to 31 Gbit/s because of pattern dependence at 40 Gbit/s. PPG – pulse 

pattern generator; DI – delay interferometer;  MZI – Mach-Zehnder interferometer: Clk – clock; SOA - semi-

conductor optical amplifier; PS – phase shifter; ED – error detector.  

input signal, is then introduced at the centre arm of the interferometer. The clock may be set 
to any wavelength within the SOA gain spectrum. This clock signal then picks up the phase 
information when travelling through the SOA arms and becomes the new phase encoded sig-
nal at the output. For the experiment we used an integrated DI followed by a monolithically 
integrated MZI SOA. A 3-dBm input signal at λ = 1545 nm with a pseudorandom binary se-
quence (PRBS) of length 27 – 1 was used. The two fibers between the DI and MZI had the 
same length. The clock signal was taken from the transmitter and modulated a continuous-
wave source at λ = 1563 nm with 12.5 dBm. We manually adjusted the temporal position of 
the data pulses to the optical clock pulses. In a practical implementation a clock recovery 
would be needed [77]. All powers were measured in the fiber before the SOA MZI.  

A 31-bit sequence and the eye diagrams at the various stages of the setup are shown in Fig. 
 7.13. The eye diagrams of the DPSK signal before and behind the all-optical wavelength con-
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verter are clear and open. The converted signal shows some pattern dependent noise due to 
the limited recovery time of the SOAs. This pattern dependence limited the operation to 
40 Gbit/s. While at 40-Gbit/s error-free performance was possible, the pattern dependence 
decreased when reducing the bit rate to 31 Gbit/s and disappeared for 25 Gbit/s. The bit-error 
rate versus received signal power is plotted in the lower right side of Fig.  7.13. A small pen-
alty of 1 dB for DPSK wavelength conversion is found at 31 Gbit/s. No error floor was ob-
served.  

The eye pattern and the bit sequences in Fig.  7.13 show how the input pattern undergoes vari-
ous transitions. The nonreturn-to-zero input-pattern is plotted on the upper left side. It is then 
differentially encoded in order to produce the 33% return-to-zero (RZ)-DPSK signal at the 
output of the transmitter stage. In the wavelength converter, the signal is first guided into the 
DI, which produces an OOK and an inverse OOK pattern at the outputs. The new phase-
encoded and wavelength-converted signal is then formed in the MZI stage. The phase and 
amplitude information – as annotated at the bottom of the eye diagrams before and after the 
converter – shows that the all-optical wavelength converter changes the coding scheme. In 
this experiment, the implementation of the differential encoder was not needed since a PRBS 
sequence was used, which is not sensitive to differential format changes.  

7.2.3 Cascadability 

 

 

Fig.  7.14. (a) Logic operation performed by the differential encoder (typically an electronic device built into the 

receiver or transmitter); (b) operation performed by optical DI and its logic analogue.  

Due to the various bit-pattern transformations, it is not obvious if cascading the all-optical 
DPSK wavelength converter signal is at all possible. Here we show that an arbitrary number 
of all-optical wavelength converters can be cascaded. The DI performs the inverse operation 
of the (electronic) differential encoder. The logic operation performed by the two devices is 
depicted in Fig.  7.14(a) and (b). For recovering the original data, an identical number of dif-
ferential encoders (a) and DI stages (b) is needed. The two elements, however, can be ar-
ranged in any order. The minimum arrangement is one encoder/decoder pair “ab”, but a se-
quence “aaabbbab” would also be possible. To prove this statement, we note that encoder and 
DI perform the following modulo-2 operations:  

  

 1k kb b a k   (7.1) 

 1k k ka b b     (7.2) 
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and with  , , , 0,1k k k ka b a b  , i.e.,  

 . (7.3) 0 1 1 0 1 0 0 1 1 0and       

By substitution, one shows that the output of a differential encoder followed by a DI returns 

identity if  is identical to  kb kb

  (7.4) 1 1 1k k k k k ka b b b a b a         k

The same is true for the inverse arrangement. The original signal in a transmission link may 
now be recovered by forming pairs of encoders and DIs that cancel each other’s operation. 
This is always possible if there are the same number of differential encoders and DIs in the 
link.  

7.2.4 Regenerative Properties 

In this section, we quantify the phase and amplitude regenerative properties of the all-optical 
wavelength converter. 

The retiming capabilities of the suggested scheme are inherent for schemes with clocked 
sources [77]. Phase regeneration has been observed as well – both by us but also quantified by 
others [73]. However, the amplitude regeneration or a combination of the two effects has not 
yet been discussed. In order to quantify the regenerative properties, we generate a series of 
ideal and identical DPSK signals and then distort the phase and amplitude of a single central 
bit. We then send this sequence into the wavelength converter and quantify how this distor-
tion affects phase and power of the phase-encoded and converted output signal with respect to 
undistorted reference bits. The analysis is performed with a transfer matrix model for the DI 
[78] and MZI [79] and employs an SOA model based on experimental results similar to [78]. 
The SOA parameters used were 10 dB single pass gain and an alpha factor of 8.  

The effect of a phase deviation in the range [–π, +π] for one DPSK input bit with respect to an 
ideal neighbouring reference bit is plotted in Fig.  7.15(a). It can be seen that phase variations 
 

 

Fig.  7.15. Effect on DPSK output power and output phase if a distorted bit is introduced into an all-optical 

DPSK wavelength converter. Input signal distortions are given with respect to (a) phase offsets (ideal signal has 

“0” offset) and (b) power offsets (ideal signal has power “1”). 

 



94  7.2 SOA-MZI based Regenerator for DPSK Signals 
 

are suppressed as long as they do not exceed ±π/2. The output power will make a transition 
from the amplitude “1” to a signal with amplitude “–1” when varying the phase of the dis-
torted bit by  ±π with respect to its reference bit. This behaviour agrees with that one expected 
from the transfer function behaviour of an ideal push-pull DPSK modulator – except for one 
difference. The power transfer function plotted in Fig.  7.15(a) is very flat around the ideal “1” 
(DPSK input phase zero) and “–1” positions (DPSK input phase ±π). This is due to the 
nonlinear saturation of the SOA when a signal is injected resulting in very favourable and 
symmetric regeneration behaviour around the two DPSK states. Most interesting is also the 
shape of the output power and output phase for distorted DPSK input signal powers (Fig. 
 7.15(b)). When changing the power of a DPSK input bit between zero and twice the power if 
a reference bit, we find that the output phase is affected only a little. Likewise, the output 
power shows an extremely flat region around the ideal DPSK state and thus will be very tol-
erant to power fluctuations. This flat region is partly due to the distribution of power on 
neighbouring signals, i.e., during detection of a signal with the DI, the power is split into two 
parts and recombined with the power in the two neighbour pulses. This leads not only to iden-
tical differential errors in neighbours but also reduces the total error. Additionally, for signals 
with high input power levels, the SOA saturation characteristic further limits the power into 
the output.  

 

 

Fig.  7.16. Constellation diagrams of (a) DPSK input signals and (b) phase-encoded output signals. Areas of 

same shade are mapped onto the respective constellation space in the output. The shaded areas span the input 

space dAejφ, with dA = 25%, 50%, or 100% of the ideal amplitude around “1” and “–1”, and Δφ varied in [0,2π). 

The constellation diagrams in Fig.  7.16 visualize how a signal with a particular phase and 
amplitude (Fig.  7.16(a)) is mapped on a new signal within the respective constellation space 
(Fig.  7.16(b)). The plots indicate how a shaded area is converted to a new area lying much 
closer to the ideal “1” and the “–1” DPSK states. The plots indicate considerable regeneration. 
Noteworthy is the strong amplitude regeneration.  

To further support our findings, we performed simulations with noise loaded PRBS sequences 
of 212 – 1 over four laps of all-optical DPSK wavelength converters at 40 Gbit/s. All simula-
tions were performed with OptSim from RSoft using our own SOA model. The SOA was 
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modelled to show a realistic 7 dB noise figure. Fiber-based nonlinear effects were neglected. 
The input eye diagram and histogram of the power distribution for an input signal with a qual-
ity factor of 16 dB is shown in the upper left corner of Fig.  7.17. When introducing this signal 
into our first wavelength converter stage, we find that a redistribution of signal power first 
leads to an initial degradation. Yet, the signal significantly improves when being sent into 
subsequent converter stages. Such behaviour is known from RZ all-optical wavelength con-
verters [80]. 

 

Fig.  7.17. Evolution of signal quality with increasing number of all-optical DPSK wavelength converter laps. 

The histograms indicate the power distributions of the DPSK signals after respective lap of conversion.  

  

7.3 Summary 
In this chapter, first experimental investigation at 43 Gb/s of a fiber based dispersion-
managed 2R regenerator was presented utilizing pulses of 33% duty-cycle. Dual-channel re-
generation at 1200 GHz channel spacing was reported, with sensitivity penalty improvement 
over 2.5 dB for degraded input signals. 

We then experimentally demonstrated an extension of the Mamyshev regenerator scheme to 
the dual-channel case at a data rate of 130 Gbit/s by adopting a bidirectional scheme in a sin-
gle fiber based device. BER measurements showed that no degradation exists as compared to 
the single channel case and demonstrate the excellent regenerative properties of the device for 
significantly degraded input signals. 

Finally, a novel DPSK all-optical wavelength converter based on SOA technology had been 
presented. We have further shown analytically that these devices can be cascaded, and pre-
sented numerical results indicating their favourable regenerative properties. 
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8 Switch Node Demonstration 

8.1 Introduction 
In this work we introduce a novel optical switch concept that offers transparent optical 
grooming of 43 Gbit/s traffic in an access network to a metro core ring network operated at 
130 Gibt/s. Key functionalities of the switch are traffic grooming with time-slot interchange 
(TSI), the OTDM-to-WDM conversion of the high-speed channel into lower bit-rate tributar-
ies as well as multi-wavelength all-optical 2R regeneration of several high-speed signals. A 
MEMS switch in combination with all-optical wavelength conversion guarantees non-
blocking space and wavelength switching functionality for any tributary.  

The various subsystems of the switch node have been introduced and experimentally charac-
terized in previous chapters of this work. The challenge now is to bring all the different opti-
cal technologies onto a common wavelength grid, assemble the optical switch with its func-
tionalities and perform testing at bit-rates of 43 Gbit/s and 130 Gbit/s.  

This chapter reports the results of the full node demonstration with multiplexing in frequency 
and time. The excellent performance of the proposed solution will be verified by studying a 
multiple of switching scenarios, showing dynamic bandwidth allocation for time-varying traf-
fic demands. In addition, the scalability of the proposed switch node in terms of channel bit-
rates and port-count as well as its cascadability will be discussed. As it will become apparent, 
the port scalability of this architecture, in terms of both OTDM and WDM channels, is re-
stricted only by the port count of the space switch.  

This chapter is organized as follows: In Section  8.2 we present the testbed implementation of 
the lab trial. Section  8.3 presents the results demonstrating the functionality and excellent per-
formance of the switching node. Then, Section  8.4 discusses the scalability and cascadability 
of the concept. Finally, Section  8.5 summarizes our findings and discusses limitations and 
applicability of our approach. 

Parts of this chapter have been published in [20] and [21].  
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8.2 Testbed Implementation 
This section gives a detailed account of the testbed facility, its layout and main parameters. 
We discuss the design choices, as well as the challenges that were encountered, and the solu-
tions developed. Fig.  8.1 depicts a functional diagram of the testbed. Note that optical attenu-
ators, amplifiers and polarization controllers are not shown for clarity.  

 

Fig.  8.1. Functional diagram of the testbed. BPF1 … BPF3 – band pass filters; PC – pulse carver; MLL1, 

MLL2 – mode locked laser; CR – clock recovery; ROADM – reconfigurable optical add-drop multiplexer. λacc1 

= 1551 nm, λacc2 = 1556 nm, λacc3 = 1561 nm,  λcore1 = 1542 nm,  λcore2 = 1556 nm.  

The switch itself comprises a ROADM, a space switch, the OTDM-to-WDM unit, a WDM-
to-OTDM unit and a 2R multi-wavelength signal regenerator. The subsystems of the switch 
node have been introduced and experimentally characterized in previous chapters of this 
work. The implementation of the OTDM-to-WDM unit is based on self phase modulation 
(SPM) in a highly nonlinear fiber and subsequent temporal gating, see Section  5.2. The clock 
recovery unit, required for supplying a synchronous clock signal to the OTDM-to-WDM sub-
system, is an opto-electronic oscillator (see Chapter  6). The WDM-to-OTDM unit is based on 
the asynchronous digital optical regeneration (ADORE) concept described in Chapter  4. Note 
that only one ADORE was built for this work, and two of the three input 43 Gbit/s channels 
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are processed by a simple O-E 2R regenerator. Therefore, retiming capability was only 
achieved for one input channel of the WDM-to-OTDM subsystem. Finally, the multi-
wavelength regenerator is based on self-phase modulation and subsequent offset filtering of 
two counter-propagating channels (see Section  7.1.3). Reconfigurable add-drop multiplexing 
at the core ring is implemented with a set of two tunable band-pass filters with 5 nm 3-dB 
bandwidth. The space switch is based on an 8×8 MEMS switch fabric, with a reconfiguration 
time in the order of 1 ms and an insertion loss of around 3.5 dB for any switch configuration. 
All 43 Gbit/s channels, whether originating in the OTDM domain or the WDM domain, are 
input to the MEMS space switch, which provides non-blocking circuit connectivity.  

In all, five wavelengths were generated to perform the demonstration. Three of those wave-
lengths, λacc1 = 1551 nm, λacc2 = 1556 nm, λacc3 = 1561nm, were 33% RZ-OOK modulated at 
43 Gbit/s. These test signal sources were implemented using commercially available 43 Gibt/s 
NRZ-OOK transmitters in combination with a Mach-Zehnder type pulse carver (PC) for RZ 
pulse carving. Two other wavelengths, λcore1 = 1542 nm, λcore2 = 1556 nm, came from two 
mode-locked laser (MLL1, MLL2) sources that were also OOK modulated. The pulses from 
MLL2 were also used to provide an optical clock to the ADORE and the O-E 2R. The data 
rate of the MLL-based 43 Gbit/s signals were taken to be 130 Gbit/s with the use of optical 
multiplexers (for details see Section  3.4). The three 43 Gbit/s signals represent the traffic 
coming from the metro rings while the two 130 Gbit/s signals represent the traffic on the core 
ring. At the receiver (Rx), the error performance of the 43 Gbit/s signals was analyzed, 
whereas the 130 Gbit/s signals were first demultiplexed down to 43 Gbit/s (EAM Demux). 
Fig.  8.1 also shows the clock distribution. The synthesizer (43 GHz clock) was used for the 
Tx signals, as well as for the WDM-to-OTDM subsystem. The output of the clock recovery 
(43 GHz CR clock) was used for the OTDM-to-WDM subsystem and demultiplexing at the 
receiver.  

The pulse widths of the 130 Gbit/s signals changed during propagation in the setup due to 
chromatic dispersion in the fiber patch cords and the EDFAs used. Precise pulse width ad-

justment to  = 2.6 ps FWHM (corresponding to 33% duty cycle) at the inputs of the self-

phase modulation based subsystems (multi-wavelength regenerator and OTDM-to-WDM 
converter) was achieved by inserting different lengths of SMF and DCF. The correct input 
pulse width was critical since the performance of these subsystems has been designed for the 
33% RZ-OOK format and strongly depends on the input pulse shape. 



100  8.3 Results and Discussion 
 

 

8.3 Results and Discussion  
 

 

Fig.  8.2. Node architecture for switching scenario 1: λcore1 is switched through, see E. λcore2 is dropped and 

mapped to different tributaries (λdrop1, λdrop2, λdrop3), see C. λdrop1 and λdrop3 are looped back together with the 

added  λaccess2, see D, while λdrop2 is switched to the metro / access ring. The multi-wavelength core signal is fi-

nally regenerated, see E and F.  

The switch interconnects two access rings, each carrying 3  43 Gbit/s WDM signals, with a 

core ring carrying 2  130 Gbit/s signals generated with mode-locked lasers.  

To demonstrate the functionality of the grooming switch we show partial Add, Drop and TSI 
functionality by means of the following switching scenario (Fig.  8.2). In Fig.  8.2, capital blue 
letters are marking reference points in the setup where BER and Q-factor measurements have 
been performed. The core path supports two 130 Gbit/s signals (λcore1, λcore2) with Q-factors of 
18.7 dB and 20.0 dB, respectively. Each one of them consists of 43 Gbit/s tributaries TS1, 
TS2, and TS3. In a first network scenario we drop TS2 from λcore2 to λdrop2 and add access 
channel λacc2 instead. This is implemented as follows: λcore2 is dropped to the OTDM-to-WDM 
unit where its tributaries are simultaneously extracted by choosing the appropriate time delays 
in a single nonlinear optical time gate (here an EAM). The time slot to wavelength mapping is 
determined by arranging the delays. Here, λcore2 is split up and mapped as follows: 
TS1→λdrop1, TS2→λdrop2, TS3→λdrop3.  
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The qualities of the corresponding drop channels are 18.3 dB, 19.2 dB, and 19.8 dB, respec-
tively (Fig.  8.3(a), point C). Channels λdrop1 and λdrop3 are subsequently mapped along with the 
wavelength λacc2 to the WDM-to-TDM unit. It comprises three ADORE units, each unit con-
verting one WDM channel to an OTDM tributary, by performing asynchronous retiming and 
pulse-width adaptation. Fixed delay lines at the output stages of the WDM-to-OTDM subsys-
tem interleave the tributaries to form the OTDM channel, thus associating each ADORE with 
a certain tributary (e.g. λdrop1→TS1, λacc2→TS2, λdrop3→TS3), see Fig.  8.3(b), point D. 

 

 

Fig.  8.3. Optical spectra, eye diagrams and Q-factors at various reference points of the setup: (a) 130 Gbit/s input 
signals and OTDM-to-WDM converted signal when λcore2 is dropped. (b) Switching scenario 1 (see also Fig. 
 8.2). 
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By reordering the WDM channel connections to the ADORE units through the MEMS switch, 
also TSI functionality has been obtained. The switching scenarios 2 and 3 in Fig.  8.4 show 
such a TSI experiment. The difference of the two scenarios is that the content of TS1 and TS2 

is interchanged (drop2 from TS1 to TS2 and acc2 from TS2 to TS1) while TS3 is left un-

changed. This is achieved by reconfiguration of the MEMS switch. The newly formed OTDM 

channel core2, add generated by the WDM-to-OTDM subsystem has a quality of Q2 = 20.2 dB 

for scenario 1 (Fig.  8.3(b), point D). Finally, the WSS maps both the through λcore1 and λcore2, 
add channel to the multi-wavelength regenerator subsystem. After regeneration, λ’core1 and 
λ’core2, add exhibit a Q² improvement of 2.5 dB and 2.6 dB, respectively, compared to their in-
puts A and D. The Q-factor improvement compared to the input signals is attributed mainly to 
the non-optimum extinction ratio of the input signals (see also eye diagrams in reference point 
A and D as compared to E and F in Fig.  8.3(b)).  

 

Fig.  8.4. Table with three switching scenarios giving time slot constellations and excellent Q-factors for the 

added core signal λcore2, add. Note that in scenario 2 and 3, time-slots TS1 and TS2 are interchanged.  

 

Significant polarization dependence was not observed, and therefore the polarization was not 
adjusted to optimum operation points throughout the setup. All Q-factor measurements were 
performed using an all-optical sampling scope (Picosolve®). Many more switching scenarios 
have been tested where we found similar results.  

BER measurements (Fig.  8.5) support the excellent Q-values measured. For the switching 
scenario shown in Fig.  8.3(b) we measured the performance of the 130 Gbit/s transmitters and 
the corresponding outputs of the regenerator. For λ’core2, both timeslots carrying the looped 
back TS1 = λdrop1 and the added λacc2 = TS2 showed penalties of only 2.15 dB and 2.1 dB, re-
spectively. Comparing the BER curve slopes of λcore2 to λ’core2( λaccess) and  λ’core2( λdrop1) one 
can observe less steep slopes for λ’core2( λaccess) and  λ’core2( λdrop1). Note that both 
λ’core2( λaccess) and  λ’core2( λdrop1) traverse the WDM-to-OTDM subsystem. Similar slopes 
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can be found when looking at the BER curves of the WDM-to-OTDM setup in Fig.  4.5. We 
therefore attribute the reduced slopes of the BER curves of λ’core2( λaccess) and  λ’core2( λdrop1) to 
this penalty. Even passing through the all-optical 2R regenerator does not correct for the bit 
errors that occurred during the digital WDM-to-OTDM conversion. All measurements were 
done with a PRBS of length 231-1.  

 

 

Fig.  8.5. BER measurements for switching scenario 1. All measurements were taken using an EAM performing 

temporal demultiplexing from 130 Gbit/s to 43 Gbit/s.  

8.4 Switch Node Scalability and Cascadability 
While the scalability of the various subsystems has been discussed in the respective chapters, 
this section discusses the scalability of the switch node in terms of channel bit-rates and port-
count as well as its cascadability.  

Although we presented experimental results at 130 Gbit/s, our concept is scalable to much 
higher bit-rates. This is because, first, the ADORE operates on tributaries. Second, the 
OTDM-to-WDM can be implemented with a different technique, including pulsed sources as 
in [81]. And third, the 2R regenerator is all-optical. Regarding the latter, we have numerically 
studied in [82] the scalability limit of the 2R regenerator system as the repetition rate in-
creases. Carefully selecting  the fiber and input signal parameters from the design map re-
ported in [67] in order to achieve the same regenerative properties, it is possible to increase 
the repetition rate up to 640 Gbit/s without any extra degradation due to undesired cross-talk 
with the Rayleigh backscattered signal.  

In addition, our concept provides a port-scalable solution, since it is limited only by the di-
mension of the MEMS switch fabric.  

For example, consider a network scenario where the switch interconnects two access rings 

with a core ring carrying 4  130 Gbit/s signals, see Fig.  8.6. This illustrates the capability of 

the chosen architecture to adapt to growing capacity demands, showing that the proposed 
node architecture is a fully scalable node design. When upgrading to higher capacities, only 
bigger space switches and different DEMUX filters are needed at the OTDM-to-WDM and  
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Fig.  8.6. Node architecture for a capacity scenario where the core ring carries four 130 Gbit/sOTDM channels 

and the metro rings carry six 43 Gibt/s channels each. The space switch with a dimension of 24 × 24 provides 

full connectivity between the core and metro rings.  

WDM-to-OTDM subsystems. No performance degradation is expected due to higher channel 
counts.  

Bursty traffic on a per-tributary basis [22] could also be supported by the conversion tech-
nologies (OTDM-to-WDM and vice-versa) presented. In this case, the MEMS switch should 
be replaced by a much faster switch, suitable for routing bursts. However, fast switch fabrics 
have limited port scalability.  

In terms of cascadability of the switch node, the high speed core signals could traverse an 
infinite number of nodes if there is no degradation. The tributaries that are dropped and 
looped back undergo true 3R regeneration, the channels that are passed through are 2R regen-
erated and might be limited by timing jitter for long transmission distances. Note that the 2R 
regenerator includes offset filtering, i.e. wavelength conversion. Therefore, one needs another 
wavelength converter / regenerator to convert the signals back to their initial wavelengths if 
keeping the same signal wavelengths throughout the network is required. As a matter of fact, 
based on the switch node proposed in this work, a successful field trial has been presented 
recently [83]. Therefore, the design is likely to be realizable even for very large distances. 
However, studies on the statistics of jitter accumulation over ultra-long haul links would need 
to be done to confirm the above.   
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8.5 Summary 
A novel optical switching node with sub-wavelength traffic grooming and multi-wavelength 
regenerative capabilities has been successfully demonstrated. It provides interconnection of a 
high bit-rate 130 Gibt/s core ring with lower bit-rate 43 Gbit/s metro rings. By using the asyn-
chronous retiming scheme, we achieved error-free buffer-less data grooming with time-slot 
interchange capability for OTDM networking. 

In detail, we realized the following types of connections using the space switch:  

 An individual WDM channel from the OTDM-to-WDM subsystem outputs was con-
nected to a metro ring. 

 An individual WDM channel from the OTDM-to-WDM subsystem outputs was con-
nected to an input port of the WDM-to-OTDM subsystem (loop-back). This type of con-
nection is necessary in case that only part of the original 130 Gbit/s OTDM channel needs 
to be dropped to a metro ring, as the rest of it will have to be looped back. 

 A metro ring channel connected to the WDM-to-OTDM subsystem (The trivial case of a 
metro ring channel connected directly to the other metro ring has not been presented 
here.). 

The functionality and associated performance of the switch node that was studied include:  

 Multi-wavelength regeneration at 130 Gbit/s (However, for an in-depth investigation of 
the regenerative capabilities of the multi-wavelength regenerator, see Section  7.1.3.).    

 Time-slot interchange by rearranging the inputs of the WDM-to-OTDM subsystem. 

 OTDM-to-WDM conversion of core ring channels (130 Gbit/s to 3 × 43 Gbit/s) and 
switching to the metro rings. 

 Partial add/drop of one 130 Gbit/s channel: drop of one 43 Gbit/s channel from a 
130 Gbit/s OTDM core channel to a metro ring. Loop back of the two remaining 
43 Gbit/s channels and aggregation with one 43 Gbit/s channel from a metro ring to form, 
again, a 130 Gbit/s OTDM channel to be added to the core ring.  

We achieved excellent Q-factor values for all switching scenarios. BER measurements with a 
maximum sensitivity penalty of 2.15 dB support these results. Although the demonstration 
was carried out at 130 Gbit/s core data rate in a back-to-back configuration, the novel switch 
concept is scalable to even higher bit-rates and has the potential to support networks that ex-
tend over large distances.  

 

 





9 Achievements and Outlook 

In this thesis, a novel optical switch node with individual OTDM channel grooming and 
multi-wavelength regenerative capabilities has been successfully demonstrated. It provides 
interconnection of high bit-rate 130 Gbit/s core rings with lower bit-rate 43 Gbit/s metro 
rings. Recent advances in long haul transmission and switching technology have shifted the 
operational and bandwidth bottleneck from the core to the metro part of the network. In Chap-
ter 1 we have reviewed the existing metro network implementations and the key requirements 
for future metropolitan area networks.  

The novel switch node architecture has been defined in Chapter 2. In addition, it has been 
discussed how this approach will potentially boost the progress in the metro networks and will 
match the technological leaps that have already been carried out at the backbone and the ac-
cess parts of the network. Our approach does not only offer broadband access for every user 
but also interoperability with existing infrastructures providing a smooth migration path form 
existing to future infrastructures and supporting a variety of new services and applications. 
Innovative node subsystems were developed enabling the required node functionalities, in-
cluding: all-optical multi-wavelength regenerators, all-optical OTDM-to-WDM converters 
with clock recovery, and opto-electronic WDM-to-OTDM converters. The proposed switch 
node and its subsystems were experimentally implemented and their functionality and feasi-
bility was demonstrated – see Chapter 3 for a detailed description of the test setups.  

In the following, we shortly summarize the main achievements of this thesis and develop sug-
gestions for future research.  

 Opto-Electronic WDM-to-OTDM Conversion: The switch node proposed in this thesis 
requires retiming of multiple WDM channels and subsequent WDM-to-OTDM conversion for 
interconnecting 43 Gbit/s and 130 Gbit/s network rings. In Chapter 4, we successfully demon-
strated for the first time asynchronous retiming in a 3 × 43 Gbit/s to 130 Gbit/s buffer-less 
WDM-to-OTDM traffic grooming experiment.  

All-Optical TDM-to-WDM Conversion: Another key functionality of the switch node is 
mapping of an OTDM signal to different WDM channels. A practical solution requires simul-
taneous demultiplexing of all OTDM channels with a single device. In Chapter 5, we pro-
posed and experimentally demonstrated two different OTDM-to-WDM conversion schemes 
based on highly-nonlinear fiber, which convert a 130 Gbit/s OTDM signal into three 43 Gbit/s 
WDM signals. Although both schemes present different advantages depending on the particu-
lar application, the approach with the simpler setup, easier operation and better long-term sta-
bility was chosen for the full switch node demonstration. 

Opto-Electronic Clock Recovery: Both OTDM-to-WDM solutions require optical time gat-
ing at the tributary bit rate. Therefore we designed and demonstrated in Chapter 6 a 43 GHz 
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1

sub-harmonic optical clock recovery from 130 Gbit/s data streams, which is based on an in-
jection-locked opto-electronic oscillator. The excellent jitter performance of the clock recov-
ery was verified by using it in combination with the OTDM-to-WDM subsystem. 

All-Optical Regeneration: In Chapter 7, we proposed three different methods for high-speed 
all-optical regeneration. As a first solution, we proposed a 43 Gbit/s multi-wavelength scheme 
for regenerating up to three 43 Gbit/s intensity-modulated channels. This technique is based 
on co-propagation of the channels in the fiber with a carefully designed dispersion map for 
reducing the nonlinear inter-channel cross-talk. 

As a second solution, a bi-directional scheme was exploited to demonstrate the simultaneous 
regeneration of two 130 Gbit/s intensity-modulated channels. This represents the highest 
speed dual-channel regenerator ever reported in a single fiber and was made possible by a 
very careful choice of the HNLF parameters.  

Offering improved sensitivity and robustness to nonlinear impairments as compared to pure 
intensity modulation, differential phase shift keying is becoming another modulation format 
of choice for future networks. Therefore, in the last section of the chapter we proposed and 
successfully demonstrated a novel semiconductor optical amplifier-based interferometric 
wavelength converter and regenerator for differentially phase-modulated signals. 

Switch Node System Demonstration: After introducing and experimentally characterizing 
all switch node subsystems, the challenge was to bring all the different optical technologies 
onto a common wavelength grid, assemble the optical switch node with its functionalities and 
perform testing at bit-rates of 43 Gbit/s and 130 Gbit/s. Chapter 8 reported the results of the 
back-to-back (without fiber transmission) lab demonstration with multiplexing in frequency 
and time. The excellent performance of the proposed solution is verified by studying a multi-
ple of switching scenarios, showing dynamic bandwidth allocation for time-varying traffic 
demands. However, further challenges of optical transmission of ultra-high bit-rate signals in 
dynamic networks will require thoughtful consideration. Recently, a field trial of the novel 
switch node recently demonstrated its feasibility (C35).  

The high number of components required in the demonstrator makes photonic integration 
essential for commercial viability. One key to the success of this demonstration was the ex-
ploitation of nonlinearities in HNLF. An alternative approach could be the use of short sili-
con-organic hybrid slot waveguides with a record nonlinearity coefficient of 

 (J7, C28, C26, C18). In view of the potential for improving fiber-chip cou-

pling and waveguide loss, this technology could be key for offering higher bandwidth and less 
power consuming subsystems in the future.  
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Appendix 

A 1 Methods for System Performance Characterization  

In this chapter, we discuss the methods for system performance characterization that are used 
in this thesis.  

A 1.1 Bit-Error Ratio Measurements 
For a standard bit-error ratio (BER) measurement, the signal at the receiver input is addition-
ally degraded by adding various amounts of noise. Normally, the error ratio is plotted as a 
function of total average received power. This measurement technique is widely used in this 
work.   

The principle gradient of an ideal receiver (quantum limited: no thermal noise, no dark cur-
rent, and 100 % quantum efficiency) is given by an exponential dependence. The temporal 
photon distribution of a laser obeys a Poisson-distribution [26]. The probability of detecting n 
photons is given by 

   exp
!

n

n

N p N
n

N   (A.1) 

with an average number of photons N in each “1” bit, which are proportional to the received 
power Prec. In case of an ideal receiver, an error is made only if a “1” bit fails to produce even 
a single electron-hole pair. The BER is then given by the probability p0(N) = exp (-N).  

With BER ~  pn(N) and Prec ~ N, we obtain a theoretical gradient  

  exp .BER N  (A.2) 

When plotting the error ratio on a logarithmic scale as a function of the received power 
(log(BER) over Prec in mW) a straight line is expected. If in addition the logarithm of the 
power is taken (in dBm), also the y-axis has to be logarithmized for still obtaining a straight 
line. In Fig. A.1 (taken from [27]), the respective left hand side curves illustrate such theoreti-
cal characteristic. In case of more realistic assumptions (in an experiment) one  
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Fig. A.1. Possible differences when comparing two bit error ratio curves (simulated curves taken from [27]). (a) 

Different noise distributions, (b) additional power without information, (c) additive noise prior to the receiver. 

 
finds a deviation from this theoretical characteristic, see respective right hand side curves in 
Fig. A.1.  

Fig. A.1(a) shows BER curves with different gradients. Such behavior points towards differ-
ent noise distributions. The left hand side curve shows an optically preamplified receiver with 
non-Gaussian distributed noise [84]. The right hand side curve shows the non-preamplified 
direct detection with Gaussian distributed noise. 

Fig. A.1(b) shows two BER curves that are shifted in parallel (the difference in power is 
called receiver penalty or sensitivity penalty). Such an effect is due to additional measured 
power that does not contribute to the BER. Typical examples are a reduced extinction ratio (of 
the modulator in case of OOK, or of the optical switch for demultiplexing, also called DE-
MUX penalty) or ASE noise that is measured. 

Finally, Fig. A.1(c) shows the case where the signal is degraded due to additive noise before 
reaching the receiver (a signal with reduced OSNR). For low received power, one finds a par-
allel shift, since the power of the additive noise is measured as part of the received power. For 
higher received power the error ratio saturates such that even when further increasing the 
power the error ratio does not improve. This is due to the fact that the OSNR was degraded 
prior to entering the receiver. Consequently, the power can be increased to arbitrary values 
without improving the OSNR. Such a base error ratio is called “error floor”. 
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A 1.2 Q-Factor Measurements 
The quality factor, or Q-factor, is a parameter that is closely related to the quality of the 
transmitted optical signal in terms of signal-to-noise ratio (SNR) and BER. For intensitiy mod-
lulated signals it is defined as the ratio of the difference, after observing a large number of 1/0 

symbols, of mean values for 1 and for 0 symbols  1 0   and the difference of standard de-

viations for 1 and for 0 symbols  1 0  : 

    1 0 1 0Q       . (A.3) 

Then, the BER can be calcuted  

  1
BER erfc Q 2

2
  (A.4) 

where the function erfc is the complementary error function.  

However, note that the relationship of Q-factor and BER only holds for additive Gaussian 
noise, equal probabilities for both 1 and 0 symbols being send, and that the receiver decision 
threshold is set to the optimum value. A detailed discussion of the relation between Q-factor, 
SRN and BER can be found in [26], [28].  

In this context note that all-optical regenerators change the probability density functions of 
the noise of the regenerated signals.  

Therefore, in the experiments where optical regenerators are involved, it is not possible to 
directly relate Q-factor values and BER values and Eq. (A.4) does not hold. However, even 
though Q-factor values may not be directly related to the BER, their evolution before and after 
a regeneration scheme gives an idea of the performance of the scheme.  

For example, a bit error ratio of BER = 10-9 corresponds to a linear Q-factor of 6.0
lin

Q  and 

accordingly to 2 15.6
dB

Q d B  with  

 2 20 log
lindB

Q   Q . (A.5) 

In modern optical networks, data communication with a BER < 10-9 is considered “error free”.   

Measurement Technique 

One standard way of measuring the Q-factor of a signal is by measuring the standard devia-
tions and mean values of the logic 1 bits and 0 bits in the eye diagram. The “eye diagram” is 
the superposition of bit periods on an oscilloscope. This method is used for Q-factor meas-
urements in this thesis. For a detailed discussion of the method refer for example to [28].  
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A 2 Fiber Nonlinearities  

Nonlinear effects in fiber can be both harmful and beneficial depending on the application. 
For example, on one hand, optical transmission fibers need to have low nonlinearity to sup-
press waveform distortion and channel crosstalk, while, one the other hand, optical fibers for 
signal processing are required to have high nonlinearity to realize effective nonlinear func-
tionalities. Self-phase modulation (SPM) and cross-phase modulation (XPM) effects can limit 
the performance of a generic WDM system, but, at the same time, they are used for applica-
tions such as 2R regeneration in Mamyshev-type schemes and OTDM-to-WDM conversion.  

In this section, we briefly discuss the physical origin of fiber nonlinearity and  introduce the 
nonlinear phenomena known as SPM and XPM. The discussion in this section is based on 
[85], pp. 64-65. 

A 2.1 Nonlinear Phase Modulation 
The nonlinear behaviour of optical fibers at high intensities stems from the power dependence 
of their refractive index. The physical origin of this effect lies in the anharmonic response of 
electrons to optical fields, resulting in a nonlinear susceptibility. To model nonlinear refrac-
tion, we write the core and cladding indices of silica fiber as [85] 

  '
2 /j jn n n P A  eff ,      j = 1, 2,  (A.6) 

where 2n is the nonlinear-index coefficient, P is the optical power, and Aeff is the effective 

mode area of the fiber.  

A 2.2 Self-Phase Modulation 
Using first-order perturbation theory to see how fiber modes are affected by the nonlinear 
term in Eq. (A.6), we find that the mode shape does not change but the propagation constant β 
becomes power dependent. It can be written as [85] 

 0 2' effk n P A P      , (A.7) 

where  22 effn A    is an important nonlinear parameter and k0 the free-space wave-

number. Knowing that the optical phase increases linearly with propagation in z-direction, the 
γ term produces an additional nonlinear phase shift given by [85]:  

 , (A.8)    
0 0

'
L L

NL in effdz P z dz P L        
where    expinP z P z  accounts for the fiber loss (with α representing the fiber loss) and 

Leff is defined as   
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  1 expeffL L      . (A.9) 

Since this nonlinear phase modulation is self-induced, the non-linear phenomenon responsible 
for it is called self-phase modulation. 

A 2.3 Cross-Phase Modulation 
The intensity dependence of the refractive index in Eq. (A.6)can also lead to another nonlin-
ear phenomenon known as cross-phase modulation. It occurs when two or more optical chan-
nels are transmitted simultaneously inside an optical fiber using WDM. In that case, the 
nonlinear phase shift for a specific channel depends not only on the power of that channel but 
also on the power of all other channels. The phase shift for the jth channel becomes [85] 

 2NL
j eff j

m j

L P P 


 
 

 
m  , (A.10) 

where the sum extends over the number of channels. It is clear that the total phase shift de-
pends on the powers in all channels and varies from bit to bit depending on the bit pattern of 
the other channels. The factor of 2 in Eq. (A.10) has its origin in the form of the nonlinear 
susceptibility [42] and indicates that XPM is twice as effective as SPM for the same amount 
of power. 
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Glossary 

Acronyms  

2R reamplification and reshaping 
3R reamplification, reshaping, and retiming 
ADM add-drop multiplexer 
ADORE asynchronous optical regenerator 
AMP RF amplifier  
ASE amplified spontaneous emission 
ASK amplitude shift keying 
ATT attenuator 
AWG arrayed waveguide grating 
B-to-B back-to-back 
BER bit-error ratio 
BP band-pass filter 
CO central office 
C-band centre wavelength band 
CLK clock 
CRU clock recovery unit 
CW continuous wave 
CS carrier suppressed  
DC direct current 
DCA digital communication analyzer 
DCF dispersion compensating fiber 
DEMUX demultiplexer 
DFB distributed feedback laser 
DI delay interferometer 
DL delay line 
DPSK differential phase shift keying 
DSL digital subscriber line 
DXC digital cross-connect 
EAM electro-absorption modulator 
ED error detector 
EDFA Erbium-doped fiber amplifier 
FITL fiber in the loop 
FREAG frequency resolved electro-absorption gating 
FTTx fiber to the „x“ (h - home, b- building, etc.) 
FWHM full width at half maximum 
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FWM four-wave mixing 
GbE 1 Gbit/s Ethernet 
HNLF highly-nonlinear fiber 
HP high power 
IPTV internet protocol television 
LAN local area network 
LD laser diode 
MAN metropolitan area network 
MEMS micro-electro-mechanical system 
MLL mode-locked laser 
MOD modulator 
MUX multiplexer 
MZI  Mach-Zehnder interferometer 
MZM Mach-Zehnder modulator 
NOLM nonlinear optical loop mirror 
NWA network analyzer 
OADM optical add-drop multiplexer 
OBPS optical band-pass filter 
ODL optical delay line 
OEO opto-electronic-optical  
OOK on-off keying 
OPEX operational expenditure 
OSA optical spectrum analyzer  
OTDM optical time-division multiplexing 
OUT optical transport unit 
OXC optical cross-connect 
PC polarization controller 
PDL polarization dependent loss 
PMD polarization mode dispersion 
RMS root-mean-square 
ROADM reconfigurable optical add-drop multiplexer 
POL polarizer 
RZ return-to-zero 
PD photo diode 
PGDD periodic-group-delay devices  
PM power monitor 
PPG pulse pattern generator 
PRBS pseudo-random bit sequence 
PS phase shifter 
RF radio frequency 
RX receiver  
SA spectrum analyzer 
SDH synchronous digital hierarchy 
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SMF single-mode fiber  
SOA semiconductor optical amplifier 
SONET synchronous optical networking 
SPM self-phase modulation 
TDM time-division multiplexing 
TE transverse electric  
TF transfer function 
TM transverse magnetic 
TP twisted pair 
TS(I) time slot (interchange) 
TX transmitter 
ULH ultra-long haul  
UNI user/network interface 
VOA variable optical attenuator 
VoIP voice over IP 
WAN wide area network 
WDM wavelength division multiplexing 
XC cross connect 
XPM cross-phase modulation 
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Symbols 

Greek Symbols 

 α power attenuation coefficient, unit m-1 

 β propagation constant, unit m-1, Eq. (8.7) 
 γ nonlinear parameter, unit 1/(W km), Eq. (8.7) 
 Δφ optical phase shift in MZI, Eq. (3.2) 

 λ wavelength, unit m 
 λL local optical oscillator wavelength, unit m 

 NL nonlinear phase shift, Eq. (8.8) 

1, 2 mean value of noise distribution, Eq. (8.3) 

I injected signal into oscillator, Eq. (6.1) 

0 steady state output of oscillator, Eq. (6.1) 

1, 2 standard deviation of noise distribution, Eq. (8.3) 

RMS root-mean-square timing jitter, unit s 

 FWHM pulse width, unit s 

A, B signals at different positions of the oscillator 

φ optical phase 

N natural oscillator frequency, unit Hz 

N incoming frequency at the oscillator input, unit Hz 

 angular frequency,  = 2πf, unit 1 / s 

 

Latin Symbols 
Aeff effective mode area of fiber, unit m², Eq. (8.6) 
BW bandwidth, unit Hz 
C first order dispersion, unit ps / (km nm), Eq. (3.1) 
c0 vacuum light speed, c0 = 2.99792 × 108 m / s 
Cλ  chromatic dispersion factor, Eq. (3.1) 

Cm gain of f(0), Eq. (6.12) 

D second order dispersion (dispersion slope), unit ps / (km nm²), Eq. (3.1) 
E   electrical field vector, unit V / m  
fc centre frequency, unit Hz 
fclk  clock frequency, unit Hz 
fL local clock frequency, unit Hz 
fcontrol control pulse repetition rate, unit Hz, Eq. (5.5) 
F noise figure 
F0 fundamental oscillator frequency (free spectral range), unit Hz 
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g switching granularity,  Eq. (1.1) 
G gain 

H(j) transfer function, Eq. (6.1) 

IBRPN input bit-rate referred phase noise, Eq. (6.23) 
k0 free-space wave-number, unit m-1, Eq. (8.7) 
Leff effective interaction length, unit m, Eq. (8.9) 
L length, unit m 
M order of oscillation mode, Eq. (6.20) 
N average number of photons, Eq. (8.1) 
ng group refractive index, Eq. (3.7) 

2n  nonlinear-index coefficient, Eq. (8.6) 

n’j  nonlinear refractive index, Eq. (8.6) 
P optical power, unit W 
P0, control control peak power, unit W, Eq. (5.5) 
P-1dB  1dB gain compression input power, unit W 
PCW optical CW power, unit W  
Pdata average optical data power, unit W 
Pin average optical input power, unit W, Eq. (3.4) 
pn propability of detecting n photons, Eq. (8.1)  
Pout average optical output power, unit W, Eq. (3.4) 
Prec received power, unit W, Eq. (8.2) 
Psat saturation output power, unit W 
Psens minimum required receiver input power for a BER = 10-9 
Q signal quality parameter, Eq. (8.3) 
Qfilter filter quality factor 
VMZM total drive voltage of MZM, unit V, Eq. (3.2) 
Vbias static part of drive voltage of MZM, unit V, Eq. (3.2) 

 S f  phase noise power spectral density, unit W / Hz, Eq. (6.21)  

SSG small signal gain 
T bit period, unit s 
Td  time delay, unit s  
TMZM transfer function of MZM, Eq. (3.6) 
TNOLM – transmittance of NOLM, Eq. (5.1) 
Vπ  voltage needed for a phase swing of π in MZM arm, unit V 
Vgr group velocity, unit m / s, Eq. (3.7) 
VNRZ  dynamic part of MZM drive voltage (electrical NRZ sequence), unit V,  

Eq. (3.2) 
VO output amplitude of the oscillator, Eq. (6.9) 
Vp-p peak-to-peak voltage, unit V 
W walk-off parameter, unit s / m, Eq. (5.4) 
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