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#### Abstract

There appears to be a consensus that the recent instability in global financial markets may be attributable in part to the failure of financial modeling. More specifically, current risk models have failed to properly assess the risks associated with large adverse stock price behavior. In this paper, we first discuss the limitations of classical time series models for forecasting financial market meltdowns. Then we set forth a framework capable of forecasting both extreme events and highly volatile markets. Based on the empirical evidence presented in this paper, our framework offers an improvement over prevailing models for evaluating stock market risk exposure during distressed market periods.
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[^0]
## 1. Introduction

The forecasting of the future behavior of the price of financial instruments is an essential activity in the implementation of risk management and portfolio allocation. The debate between the financial industry and regulators involves whether the sophisticated mathematical and statistical tools that have been employed in risk management and valuation of complex financial instruments have played a role in the recent crisis. In particular, risk measures such as value-at-risk (VaR) and black-box models for assessing the risks that institutional investors and regulated financial entities are exposed to have been singled out as the culprits (see Turner (2009) and Sheedy (2009)). It is within this context that we discuss in this paper a market model that is capable of explaining highly volatile periods. We will demonstrate that the proposed model together with a measure of risk known as the average value-at-risk (AVaR) offers a more reliable risk assessment, particularly during financial crises. Furthermore, we will try to explain how " 25 standard deviation events" in the words of David Viniar, chief financial officer of Goldman Sachs, can occurring. We do so by measuring the probability of occurrence of market crashes by looking at time-series data and showing that this probability strictly depends on the distributional assumption. We then compare these probabilities to the "high standard deviation events" given by the normal probability distribution that is typically assumed.

In order to obtain a good forecast for the distribution of returns, prediction of future market volatility of the market is critical. Most of the recent empirical studies have shown that the amplitude of daily returns varies across time. Moreover, there is ample empirical evidence that if volatility is high, it remains high, and if it is low, it remains low. This means that volatility moves in clusters and for this reason it is important to find a way to explain such observed patterns. This behavior, referred to as "volatility clustering", refers to the tendency of large changes in asset prices (either positive or negative) to be followed by large changes, and small changes to be followed by small changes. The volatility clustering effect can be captured by the autoregressive conditional heteroskedastic (ARCH) and the generalized ARCH (GARCH) models formulated by Engle (1982) and Bollerslev (1986), respectively. However, in this paper we provide empirical evidence that suggests that GARCH models based on the normal distribution would not have performed well in predicting real-world market crashes such as Black Monday (October 19, 1987) and, more recently, the global economic meltdown attributable to the subprime mortgage meltdown in 2007 and the Lehman Brothers failure in the latter half year of 2008. One reason for the poor performance is due to the
assumption that the innovation of the GARCH model is normally distributed.
Asset management and pricing models require the proper modeling of the return distribution of financial assets. While the return distribution used in the traditional theories of asset pricing such as the capital asset pricing model is the normal distribution, numerous studies that have investigated the empirical behavior of asset returns in financial markets throughout the world reject the hypothesis that asset return distributions are normally distributed. Returns from financial assets show well-defined patterns of leptokurtosis and skewness which cannot be captured by the normality assumption.

Enhanced GARCH models with non-normal innovation distributions have been proposed. For example, Menn and Rachev (2008) used GARCH models with $\alpha$-stable innovations and the smoothly truncated $\alpha$-stable innovations for option pricing. A new class of distributions, the tempered stable distribution, has been proposed recently to deal with the drawbacks of the $\alpha$-stable distribution (see Kim et al. (2008) and Bianchi et al. (2010)).

Most importantly, a suitable measure has to be employed to evaluate market risk. The VaR measure has been adopted as a standard risk measure in the financial industry, having been adopted by regulators to determine the capital requirements for both banking and trading books (see Kiff et al. (2007)). However, the limitations of the VaR measure have been well documented in the academic literature, as well as among regulators and risk managers (see Bookstaber (2009)). Criticisms of this risk measure include (1) a short sample of historical observations is insufficient to assess the risk one-day ahead, (2) the normal distributional assumption is inadequate for forecasting extreme events, and (3) it is difficult to infer future risk from past observed patterns, particularly under stressed scenarios. In this paper, we address these three criticisms by (1) considering a ARMA-GARCH model with non-normal innovation, (2) estimating the model with a sample including 10 years of daily data (including a more realistic measure of risk), principally focused on the negative tail, and (3) backtesting the model during market shocks. By doing so, we hope to provide market participations with more reliable mathematical and statistical tools that can be used to try to understand complex financial market behavior. These tools cannot be used as black-boxes; market players have to understand them to avoid financial debacles.

The risk measure we use in this study is AVaR, which is the average of VaRs less than the VaR for a given tail probability. AVaR, also called conditional value-
at-risk (CVaR), ${ }^{1}$ is a superior risk measure to VaR because it satisfies all axioms of a coherent risk measure and it is consistent with preference relations of risk-averse investors (see Rachev et al. (2007)). The closed-form solution for AVaR for the $\alpha$-stable distribution, the skewed- $t$ distribution, and the infinitely divisible distributions containing tempered stable distributions have been derived by Stoyanov et al. (2006), Dokov et al. (2008), and Kim et al. (to appear a), respectively.

Hence, in this paper, we discuss autoregressive moving average (ARMA) GARCH models with $\alpha$-stable and tempered stable innovations and then assess the forecasting performance of these models by comparing them to other timeseries models that assume a normal innovation. We empirically test the performance of these models for the S\&P 500 index (SPX) during stressed financial markets. The dataset includes the following stock market crashes: October 1987, October 1997, the turbulent period around the Asian Crisis in 1998 through 1999, the burst of the "dotcom bubble," and the recent subprime mortgage crisis together with the Lehman Brothers failure. We present VaR values for the two indexes for all of these periods. In our backtests of VaR, we evaluate the accuracy of the VaR models. Finally, we present a closed-form solution to the AVaR for the ARMAGARCH model with tempered stable innovations, and compute AVaR values for the two indexes.

The remainder of this paper is organized as follows. ARMA-GARCH models with the $\alpha$-stable and tempered stable innovations are presented in Section 2. In Section 3, we discuss parameter estimation of the ARMA-GARCH models and forecasting return distributions for the two indexes for daily, weekly, and monthly returns. The VaR values and the backtesting of the ARMA-GARCH models with $\alpha$-stable and tempered stable innovations are presented and the results then compared to the classical models such as the equally weighted moving average model and ARMA-GARCH model with normal innovations. The closed-form solution of the AVaR measure for the ARMA-GARCH model with tempered stable innovations is presented in Section 4, together with values of the AVaR for the two indexes. In Section 5, we summarize our principal findings. We briefly review three tempered stable distributions in the appendix.

## 2. ARMA-GARCH model with $\alpha$-stable and tempered stable innovations

Let $\left(S_{t}\right)_{t \geq 0}$ be the asset price process and $\left(y_{t}\right)_{t \geq 0}$ be the the return process of $\left(S_{t}\right)_{t \geq 0}$ defined by $y_{t}=\log \frac{S_{t}}{S_{t-1}}$. We propose the ARMA(1,1)-GARCH(1,1)

[^1]model:
\[

\left\{$$
\begin{array}{l}
y_{t}=a y_{t-1}+b \sigma_{t-1} \varepsilon_{t-1}+\sigma_{t} \varepsilon_{t}+c,  \tag{1}\\
\sigma_{t}^{2}=\alpha_{0}+\alpha_{1} \sigma_{t-1}^{2} \varepsilon_{t-1}^{2}+\beta_{1} \sigma_{t-1}^{2},
\end{array}
$$\right.
\]

where $\varepsilon_{0}=0$, and a sequence $\left(\varepsilon_{t}\right)_{t \in \mathbb{N}}$ of independent and identically distributed (iid) real random variables. The innovation $\varepsilon_{t}$ is assumed to be the standard normal distribution. In this case, the $\operatorname{ARMA}(1,1)-\operatorname{GARCH}(1,1)$ model is referred to as the normal-ARMA-GARCH model.

If $\varepsilon_{t}$ is assumed to be $\alpha$-stable ${ }^{2}$ and tempered stable innovations, then we obtain new $\operatorname{ARMA}(1,1)-\operatorname{GARCH}(1,1)$ models. In this paper, we will consider three tempered stable distributions: the standard classical tempered stable (stdCTS), standard modified tempered stable (stdMTS), and standard rapidly decreasing tempered stable (stdRDTS) distributions. New ARMA(1,1)-GARCH(1,1) models with the $\alpha$-stable and three tempered stable innovations are defined as follows:

- Stable-ARMA-GARCH model ${ }^{3}: \varepsilon_{t} \sim S_{\alpha}(\sigma, \beta, \mu)$.
- CTS-ARMA-GARCH model: $\varepsilon_{t} \sim \operatorname{stdCTS}\left(\alpha, \lambda_{+}, \lambda_{-}\right)$.
- RDTS-ARMA-GARCH model: $\varepsilon_{t} \sim \operatorname{stdRDTS}\left(\alpha, \lambda_{+}, \lambda_{-}\right)$.
- MTS-ARMA-GARCH model: $\varepsilon_{t} \sim s t d M T S\left(\alpha, \lambda_{+}, \lambda_{-}\right)$.

Definitions and more details about the three tempered stable distributions are presented in the appendix to this paper.

Substituting $a=0$ and $b=0, \alpha_{1}=0$, and $\beta_{1}=0$ into (1), we obtain the constant volatility (CV) market model. In the CV model, the conditional variance becomes constant, i.e. $\sigma_{t}=\sqrt{\alpha_{0}}$ for all $t \geq 0$. Substituting $a=0$ and $b=0$ into (1), we obtain the $\operatorname{GARCH}(1,1)$ model. If the innovation distributions are normally distributed, the CV and $\operatorname{GARCH}(1,1)$ models are referred to as the normal-CV model and the normal-GARCH model, respectively. Similarly, if innovation distributions are $\alpha$-stable distributed, the CV and $\operatorname{GARCH}(1,1)$ models are referred to as the stable-CV model and the stable-GARCH model, respectively. Moreover, if the innovation distributions are the three tempered-stable distributions, the CV and $\operatorname{GARCH}(1,1)$ models are referred to as the tempered stable process (e.g., CTS-CV model and CTS-GARCH model).

[^2]For convenience, the normal time series model refers to the normal-CV, normalGARCH, and normal-ARMA-GARCH models, the stable time series model refers to stable-CV, stable-GARCH, and stable-ARMA-GARCH models, and the tempered stable time series model refers to the CV, $\operatorname{GARCH}(1,1)$, and ARMA(1,1)$\operatorname{GARCH}(1,1)$ models with the CTS, MTS, and RDTS innovations.

## 3. Parameter estimation and forecasting return distribution

In this section, we estimate the parameters for the CV model, the $\operatorname{GARCH}(1,1)$ model, and the ARMA(1,1)-GARCH $(1,1)$ model. We use the historical data of the SPX. We then analyze the probability of market crashes.

Parameters of the CV, $\operatorname{GARCH}(1,1)$, and $\operatorname{ARMA}(1,1)-\operatorname{GARCH}(1,1)$ models are estimated from daily, weekly, and monthly returns. For daily returns, we use the closing price of those indexes. Weekly returns are calculated using closing prices on every Friday. If Friday is a holiday, then we use the trading day before that Friday. Monthly returns are calculated using the closing price of the last trading day of each month. In Figure 1, we show the daily, weekly, and monthly returns of the SPX.

Parameters of the normal-CV, normal-GARCH, and normal-ARMA-GARCH models are estimated using the maximum likelihood estimation method (MLE). For the other cases, the parameters are estimated as follows:

1. Estimate parameters $\alpha_{0}, \alpha_{1}, \beta_{1}, a, b, c$ with Student- $t$ distributed innovation by the MLE. For estimating the parameters of the CV models, all parameters except $\alpha_{0}$ are assumed to be zero. For the $\operatorname{GARCH}(1,1)$ model, the parameters $a$ and $b$ are assumed to be zero.
2. Extract residuals using the estimated parameters.
3. Fit the parameters of the innovation distribution (the $\alpha$-stable, CTS, MTS, and RDTS distributions) to the extracted residuals using the MLE. ${ }^{4}$

### 3.1. Daily return of $S \& P 500$ index

We selected five days of market crashes for daily returns of the SPX: October 19, 1987 (Black-Monday), October 27, 1997 (Asian Turmoil), August 31, 1998 (Russian Default), April 14, 2000 (Dotcom Collapse), and September 29, 2008

[^3](U.S. financial crisis). In order to investigate the forecasting performance of each model, we estimate parameters using 10 years of historical data through the closest trading day before the selected crash day. The returns and data for estimating the parameters are described in Table 1.

In Tables 3 to 7 we report estimation results for each dataset described in Table 1. These tables provide parameter estimation results for the $\mathrm{CV}, \operatorname{GARCH}(1,1)$, and ARMA $(1,1)-\operatorname{GARCH}(1,1)$ models with the normal and Student- $t$ distributed innovations as well as estimated parameters for the $\alpha$-stable, standard CTS, standard MTS, and standard RDTS distributions. For the assessment of the goodness-of-fit, we use the Kolmogorov-Smirnov (KS) test and also calculate the AndersonDarling (AD) statistic, the latter statistic providing a better test to evaluate the tail fit.

Based on the goodness-of-fit statistics reported in Tables 3 to 7, we conclude the following:

- For all six datasets, the three time series models based on the normal distribution are rejected by the KS test at the $1 \%$ significance level.
- The stable-CV model is rejected by the KS test at the $1 \%$ significance level in the U.S. financial crisis case.
- The KS test applied to the data ending with September 26, 2008, the day before the biggest loss during the U.S. financial crisis, shows that the CTS-CV, the MTS-CV, the RDTS-CV, the RDTS-GARCH, and the RDTS-ARMAGARCH models are not rejected while all other models are rejected at the $1 \%$ significance level.
- The AD statistic for the three time series models based on the normal distribution are significantly larger than those of the other models. That means the normal distribution cannot describe the fat-tail behavior of the empirical innovation distribution.

Based on the estimated parameters, we can calculate the probabilities of occurrence of those crashes. The average times of occurrence of crashes are calculated by

$$
\begin{equation*}
\frac{1}{250 \cdot P\left[\varepsilon_{t} \leq \varepsilon_{t}^{*}\right]}, \tag{2}
\end{equation*}
$$

where $\varepsilon_{t}^{*}$ is observed residual at time $t$. By taking into consideration the estimates of the above selected models, in Table 3 we provide the residuals observed the
day before the crash, and the probabilities that the Black Monday collapse will happen, together with the average time of occurrence as defined in (2).

From the results reported in Table 3, we see that the probabilities that the Black Monday decline will happen based on the estimated three normal time series models are considerably less than the other models. At the same time, average time of occurrence based on the three normal time series models are significantly long. That is, the crash should happen only once every $7.966 \cdot 10^{141}$ years under the normal-CV model. If we use the normal-GARCH and normal-ARMA-GARCH models, the crash is expected to happen once every $2.554 \cdot 10^{39}$, and $2.904 \cdot 10^{39}$ years, respectively. Those time values are longer than the age of universe. ${ }^{5}$ In reality, a similar fall should be expected once every $30-50$ years, and hence those three models based on the normal distributional assumption are not realistic. In contrast, the three models based on the $\alpha$-stable distribution are more realistic than the three models based on the normal one. Average times of occurrence are 80 years, 37.26 years, and 40.31 years for the stable-CV, stable-GARCH, and stable-ARMA-GARCH models, respectively. The nine models that consider tempered stable distributions have better performance than the corresponding three normal time series models. The nine tempered stable time series models have longer average times of occurrence than the corresponding stable time series model, but significantly shorter than those of the corresponding normal time series models.

In Tables 4 to 6 we present the empirical analysis conducted for the Asian Turmoil (Table 4), the Russian Default (Table 5), and the Dotcom Collapse (Table 6). In these investigations, we obtain similar results as in the Black Monday case. That is, the normal time series models are not realistic. Average times to occurrence of the crash for the three stable time series models are shorter than the other models investigated.

We also investigate the probability that the crash on September 29, 2008 would occur. On that day the SPX declined $9 \%$. This crisis was caused by the default of Lehman Brothers on September 15, 2008, and the market at that time was characterized by increased volatility. We estimate parameters using the data until September 26, 2008 and forecast the probability that the crash on September 29, 2008 will occur. Average times of occurrences are $1.99 \cdot 10^{13}, 502.1$, and 732.3 years for the normal-CV, normal-GARCH, and normal-ARMA-GARCH models, respectively. That is, we do not obtain any serious alerts from the three normal

[^4]time series models even though the models do consider the volatility clustering effect. Constant volatility models such as the CTS-CV, MTS-CV, and RDTS-CV models do not perform satisfactorily either. In contrast, the $\alpha$-stable and tempered stable time series models that account for volatility clustering have better forecasting power. Those models provide very short times of occurrence for the crisis, and hence one can consider them to be superior early-warning models.

### 3.2. Weekly and monthly returns of $S \& P 500$ index

Next, we selected three of the market crashes analyzed in Section 3.1. However, instead of considering daily returns, we analyze the time series of SPX weekly returns ending in the week October 19-23, 1987 (Black Monday), April 10-14, 2000 (Dotcom Collapse), and October 6-10, 2008 (U.S. financial crisis). In order to investigate the forecasting performance of each model, we estimate parameters for historical weekly returns one week before the selected crash days. Then, we also analyze the time series of SPX monthly returns, selecting the months October 1987 and October 2008. The SPX dropped 24.54\%, and $18.42 \%$ in October 1987 and October 2008, respectively. Table 2 describes returns and data considered in the estimation.

Tables 8 to 12 report the estimated parameters of the CV, GARCH, and ARMAGARCH models with normal and Student- $t$ distributed innovations, the estimates relative to $\alpha$-stable, standard CTS, standard MTS, and standard RDTS distributions, the KS statistics with the corresponding $p$-values, and the AD statistics for all the models considered, for weekly and monthly returns. These results indicate the following:

- For Black Monday and the U.S. financial crisis, the normal-CV and the stable-ARMA-GARCH models are rejected by the KS test at the $1 \%$ significance level.
- In all cases, the stable-CV model is rejected by the KS test at the $1 \%$ significance level.
- In the U.S. financial crisis case, the stable-GARCH model is rejected by the KS test at the $1 \%$ significance level.
- The three stable and nine tempered stable time series models have a better AD statistic than those of the three normal time series models.
- The nine tempered stable time series models are not rejected by the KS test for all datasets.

Based on Tables 11 and 12, we conclude the following:

- The KS test does not reject any time series model at the $1 \%$ significance level.
- The three normal time series models have significantly larger AD statistics than the other models. That is, the normal time series models cannot explain the tail properties of the monthly return distribution better than the other models investigated.

Based on the estimated parameters, we can calculate the probability that those crashes will happen. In Tables 8 to 10 we also provide observed residuals for weekly returns and probabilities that the collapse will happen in weekly analysis. In Tables 11 and 12 we provide the observed residuals for monthly returns, as well as the probabilities that the collapse will happen in monthly analysis. In the weekly analysis, the average time of occurrence is calculated by

$$
\frac{1}{53 \cdot P\left[\varepsilon_{t} \leq \varepsilon_{t}^{*}\right]},
$$

where $\varepsilon_{t}^{*}$ is observed residual of weekly returns, while in the monthly analysis, it is calculated by

$$
\frac{1}{12 \cdot P\left[\varepsilon_{t} \leq \varepsilon_{t}^{*}\right]},
$$

where $\varepsilon_{t}^{*}$ is observed residual for monthly returns.
Following are fair conclusions from the results reported in the tables:

- Average time of occurrences of the three normal time series models are very large and unrealistic in both the weekly analysis and the monthly analysis.
- The three stable time series models are more realistic than the three normal time series models in view of average time of occurrences.
- In ARMA-GARCH models, average times of occurrence of the stable-AR-MA-GARCH models for both the weekly analysis and the monthly analysis are shorter than the other models investigated.
- Average times to occurrences of the CTS-ARMA-GARCH, MTS-ARMAGARCH, and RDTS-ARMA-GARCH are longer than the three normal-ARMA-GARCH models and shorter than the three stable-ARMA-GARCH models for the weekly and monthly cases, respectively.
- In the CV and GARCH models, we obtain the same conclusion as the ARMA-GARCH model cases.


## 4. VaR and AVaR for ARMA-GARCH model

In this section we discuss the VaR and AVaR for the ARMA-GARCH model with stable and tempered stable innovations.

### 4.1. VaR and backtesting

The definition of VaR with the significance level $\eta$ is

$$
\operatorname{VaR}_{\eta}(X)=-\inf \{x \in \mathbb{R} \mid P(X \leq x)>\eta\}
$$

Considering the ARMA-GARCH model defined, we can define the VaR for the information until time $t$ with significance level $\eta$ as

$$
\operatorname{VaR}_{t, \eta}\left(y_{t+1}\right)=-\inf \left\{x \in \mathbb{R} \mid P_{t}\left(y_{t+1} \leq x\right)>\eta\right\}
$$

where $P_{t}(A)$ is the conditional probability of a given event $A$ for the information until time $t$.

We consider five models: the normal-CV, the exponentially weighted moving average (EWMA), ${ }^{6}$ the normal-ARMA-GARCH, the stable-ARMA-GARCH, and the CTS-ARMA-GARCH. For all five models we estimate the parameters by considering the time series from December 14, 2004 to December 31, 2008. For each daily estimation, we used about 10 years of historical return data for the SPX. We then computed VaRs for the five models. Figure 2 shows the SPX daily returns and negative values of daily VaRs with $1 \%$ significance level (i.e. $-\mathrm{VaR}_{t, 0.01}\left(y_{t+1}\right)$ ) for all five models considered. Based on those figures, we observe that the normal-CV model is not able to capture market crashes.

For evaluating the accuracy of VaR for the five models, we perform the backtesting by Kupiec's proportion of failures test developed by Kupiec (1995). For this, the number of violations (violations occur when the actual loss exceeds the estimate) from the empirical data are compared to the accepted number of exceedances at a given significant level. In Table 13 we report the number of violations and $p$-values of Kupiec's backtest for the SPX. We count the number of

[^5]violations and the corresponding $p$-values for $1 \%$-VaRs for the five models by considering different time periods: 1,2 , and 4 years.

From Table 13, we conclude the following for the SPX:

- All five models are not rejected at the significance level of $5 \%$ in the period from (1) December 14, 2004 to December 15, 2005 and from December 16, 2005 to December 20, 2006 (1-year backtest), and (2) December 14, 2004 to December 20, 2006 (2-year backtest).
- For all crash dates investigated, the stable-ARMA-GARCH model is not rejected at the significance level of $5 \%$, and the CTS-ARMA-GARCH model is not rejected at the significance level of $1 \%$.
- The normal-CV, EWMA, normal-ARMA-GARCH models are rejected, but the stable-ARMA-GARCH and CTS-ARMA-GARCH models are not rejected at the significance level of $5 \%$ for the period from December 21, 2006 to December 31, 2008 (2-year backtest) and December 14, 2004 to December 31, 2008 (4-year backtest).

According to the 1-year backtest, the discrepancy between the normal-CV, EWMA, normal-ARMA-GARCH, and stable and CTS-ARMA-GARCH is observed one year prior the crash of 2008. Hence, we consider that discrepancy as early warning indicators of a forthcoming market crash.

### 4.2. AVaR for the ARMA-GARCH model with tempered stable innovations

In this section, we discuss AVaR for the ARMA-GARCH model with CTS innovation, and provide an empirical example of the AVaR under the CTS-ARMAGARCH model for the SPX.

The definition of AVaR with the significance level $\eta$ is

$$
\operatorname{AVaR}_{\eta}(X)=\frac{1}{\eta} \int_{0}^{\eta} \operatorname{VaR}_{\epsilon}(X) d \epsilon
$$

where $\operatorname{VaR}_{\epsilon}(X)$ is the $\operatorname{VaR}$ of $X$ with the significance level $\epsilon$. If the distribution of $X$ is continuous, then we have

$$
A V a R_{\eta}(X)=-E\left[X \mid X<-\operatorname{Va}_{\eta}(X)\right]
$$

Consider the ARMA-GARCH model defined in (1). Since for every $t>0$ the distribution of $y_{t}$ is continuous, we define the conditional AVaR of $y_{t+1}$ for the
information until time $t$ with the significance level $\eta$ by the following form:

$$
A V a R_{t, \eta}\left(y_{t+1}\right)=-E_{t}\left[y_{t+1} \mid y_{t+1}<-V a R_{t, \eta}\left(y_{t+1}\right)\right]
$$

where $V a R_{t, \eta}\left(y_{t+1}\right)$ is the $\operatorname{VaR}$ of $y_{t+1}$ for the information until time $t$ with the significance level $\eta$ and $E_{t}$ is the conditional expectation for the information until time $t$. By equation (1), we have

$$
\begin{aligned}
& A V a R_{t, \eta}\left(y_{t+1}\right) \\
& =-E_{t}\left[a y_{t}+b \sigma_{t} \varepsilon_{t}+\sigma_{t+1} \varepsilon_{t+1}+c \mid y_{t+1}<-V a R_{t, \eta}\left(y_{t+1}\right)\right] .
\end{aligned}
$$

Since $y_{t}, \sigma_{t}, \varepsilon_{t}$, and $\sigma_{t+1}$ are determined at time $t$, we have

$$
\begin{aligned}
& A V a R_{t, \eta}\left(y_{t+1}\right) \\
& =-\left(c+a y_{t}+b \sigma_{t} \varepsilon_{t}+\sigma_{t+1} E_{t}\left[\varepsilon_{t+1} \mid y_{t+1}<-V a R_{t, \eta}\left(y_{t+1}\right)\right]\right) .
\end{aligned}
$$

Moreover, since we can prove that

$$
-V a R_{t, \eta}\left(y_{t+1}\right)=a y_{t}+b \sigma_{t} \varepsilon_{t}+\sigma_{t+1}\left(-V a R_{t, \eta}\left(\varepsilon_{t+1}\right)\right)+c,
$$

we obtain

$$
A V a R_{t, \eta}\left(y_{t+1}\right)=-\left(c+a y_{t}+b \sigma_{t} \varepsilon_{t}+\sigma_{t+1} E_{t}\left[\varepsilon_{t+1} \mid \varepsilon_{t+1}<-V a R_{t, \eta}\left(\varepsilon_{t+1}\right)\right]\right)
$$

or

$$
A V a R_{t, \eta}\left(y_{t+1}\right)=-\left(c+a y_{t}+b \sigma_{t} \varepsilon_{t}\right)+\sigma_{t+1} A V a R_{t, \eta}\left(\varepsilon_{t+1}\right)
$$

Since $\varepsilon_{t+1}$ is independent of the information until time $t$ and it is continuously distributed, we have

$$
A V a R_{t, \eta}\left(\varepsilon_{t+1}\right)=-E\left[\varepsilon_{t+1} \mid \varepsilon_{t+1}<-\operatorname{Va} R_{\eta}\left(\varepsilon_{t+1}\right)\right]=A V a R_{\eta}\left(\varepsilon_{t+1}\right)
$$

If $\varepsilon_{t+1}$ is tempered stable, then the formula $A V a R_{t, \eta}\left(\varepsilon_{t+1}\right)$ can be obtained by the following proposition (see Kim et al. (to appear a)). ${ }^{7}$

Proposition Let $Y$ be a random variable for the return of an asset or portfolio.

[^6]Suppose $Y$ is infinitely divisible and the distribution function of $Y$ is continuous. If there is $\rho>0$ such that $\left|\phi_{Y}(-u+i \rho)\right|<\infty$ for all $u \in \mathbb{R}$, then

$$
\begin{align*}
& \operatorname{AVaR}_{\eta}(Y)  \tag{3}\\
& =\operatorname{VaR}_{\eta}(Y)-\frac{e^{-\operatorname{VaR}_{\eta}(Y) \rho}}{\pi \eta} \Re\left(\int_{0}^{\infty} e^{-i u \operatorname{VaR}_{\eta}(Y)} \frac{\phi_{Y}(-u+i \rho)}{(-u+i \rho)^{2}} d u\right) .
\end{align*}
$$

In Figure 3, we report the SPX daily returns and daily values of $\left(-\mathrm{AVaR}_{t, 0.01}\right.$ $\left.\left(y_{t+1}\right)\right)$ for the normal-ARMA-GARCH and CTS-ARMA-GARCH models. Comparing Figure 3 to Figure 2, one can graphically check the differences between these two risk measures. In particular, AVaR seems to be more conservative under stressed scenarios. This means that AVaR can be considered a good indicator during highly volatile markets.

In Figure 4, we present the daily differences for the $\mathrm{S} \& \mathrm{P} 500$ between $\mathrm{AVaR}_{t, 0.01}$ $\left(y_{t+1}\right)$ for the CTS-ARMA-GARCH model and $\operatorname{VaR}_{t, 0.01}\left(y_{t+1}\right)$ for the normal-ARMA-GARCH model. The spreads from July 2007 to September 2008 are typically larger than the spreads until July 2007. Finally, the index declines sharply in September 2008. The same phenomenon is observed for the the daily differences of $\mathrm{AVaR}_{t, 0.01}\left(y_{t+1}\right)$ between the normal-ARMA-GARCH model and CTS-ARMA-GARCH model presented in Figure 5. Hence, we consider the increasing spread between $1 \%$-AVaR for the CTS-ARMA-GARCH model and $1 \%$-VaR (or $1 \% \mathrm{AVaR}$ ) for the normal-ARMA-GARCH model and as early warning indicators of a pending market crash.

## 5. Conclusion

In this paper, we discussed models with stable and tempered stable innovations, and provided an assessment of their forecasting power relative to other models widely used in the industry. The proposed models are applied to the analysis of the S\&P 500 index during highly volatile markets.

Our first finding is that the time series models based on the assumption of a normal innovation do not provide a reliable forecast of the future distribution of returns, even if they account for volatility clustering. In particular, we our empirical evidence indicates that time series models with stable and tempered stable innovations have better predictable power in measuring market risk compared to standard models based on the normal distribution assumption.

We also analyzed the behavior of VaR depending on different distributional assumption. We backtested VaR by considering the last four years of log returns
for the SPX. The Kupiec's proportion of failures test rejects the three normal time series models considered, but does not reject the stable and tempered stable time series models.

Finally, we derived a closed-form solution for the AVaR for the ARMA-GARCH models with tempered stable innovation and applied this formula to calculate daily AVaRs with the CTS-ARMA-GARCH models with respect to the last four years of data.

The principal findings of the paper are twofold. First, in a low volatile market, the models proposed in this paper are practically identical to the corresponding Gaussian models. Second, the proposed models can be used as early warning systems for a forthcoming sharp market downturn.
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## Appendix

In this section we review three classes of tempered stable distributions for modeling a return distribution. Generally, these distributions do not have closedform solutions for their probability density function. Instead, they are defined by their characteristic function.

Let $\alpha \in(0,2) \backslash\{1\}, C, \lambda_{+}, \lambda_{-}>0$, and $m \in \mathbb{R}$.

1. A random variable $X$ is said to follow the classical tempered stable (CTS) distribution if the characteristic function of X is given by

$$
\begin{align*}
\phi_{X}(u)= & \phi_{C T S}\left(u ; \alpha, C, \lambda_{+}, \lambda_{-}, m\right)  \tag{4}\\
= & \exp \left(i u m-i u C \Gamma(1-\alpha)\left(\lambda_{+}^{\alpha-1}-\lambda_{-}^{\alpha-1}\right)\right. \\
& \left.\quad+C \Gamma(-\alpha)\left(\left(\lambda_{+}-i u\right)^{\alpha}-\lambda_{+}^{\alpha}+\left(\lambda_{-}+i u\right)^{\alpha}-\lambda_{-}^{\alpha}\right)\right),
\end{align*}
$$

and we denote $X \sim \operatorname{CTS}\left(\alpha, C, \lambda_{+}, \lambda_{-}, m\right) .{ }^{8}$
2. A random variable $X$ is said to follow the modified tempered stable (MTS) distribution ${ }^{9}$ if the characteristic function of $X$ is given by

$$
\begin{align*}
\phi_{X}(u)= & \phi_{M T S}\left(u ; \alpha, C, \lambda_{+}, \lambda_{-}, m\right)  \tag{5}\\
= & \exp \left(i u m+C\left(G_{R}\left(u ; \alpha, \lambda_{+}\right)+G_{R}\left(u ; \alpha, \lambda_{-}\right)\right)\right. \\
& \left.\quad+i u C\left(G_{I}\left(u ; \alpha, \lambda_{+}\right)-G_{I}\left(u ; \alpha, \lambda_{-}\right)\right)\right),
\end{align*}
$$

where for $u \in \mathbb{R}$,

$$
G_{R}(x ; \alpha, \lambda)=2^{-\frac{\alpha+3}{2}} \sqrt{\pi} \Gamma\left(-\frac{\alpha}{2}\right)\left(\left(\lambda^{2}+x^{2}\right)^{\frac{\alpha}{2}}-\lambda^{\alpha}\right)
$$

[^7]and
$$
G_{I}(x ; \alpha, \lambda)=2^{-\frac{\alpha+1}{2}} \Gamma\left(\frac{1-\alpha}{2}\right) \lambda^{\alpha-1}\left[{ }_{2} F_{1}\left(1, \frac{1-\alpha}{2} ; \frac{3}{2} ;-\frac{x^{2}}{\lambda^{2}}\right)-1\right]
$$
where ${ }_{2} F_{1}$ is the hypergeometric function. We denote an MTS distributed random variable $X$ by $X \sim \operatorname{MTS}\left(\alpha, C, \lambda_{+}, \lambda_{-}, m\right)$.
3. A random variable $X$ is said to follow the rapidly decreasing tempered stable (RDTS) distribution ${ }^{10}$ if the characteristic function of $X$ is given by
\[

$$
\begin{align*}
\phi_{X}(u) & =\phi_{R D T S}\left(u ; \alpha, C, \lambda_{+}, \lambda_{-}, m\right)  \tag{6}\\
& =\exp \left(i u m+C\left(G\left(i u ; \alpha, \lambda_{+}\right)+G\left(-i u ; \alpha, \lambda_{-}\right)\right)\right)
\end{align*}
$$
\]

where

$$
\begin{aligned}
G(x ; \alpha, \lambda)= & 2^{-\frac{\alpha}{2}-1} \lambda^{\alpha} \Gamma\left(-\frac{\alpha}{2}\right)\left(M\left(-\frac{\alpha}{2}, \frac{1}{2} ; \frac{x^{2}}{2 \lambda^{2}}\right)-1\right) \\
& +2^{-\frac{\alpha}{2}-\frac{1}{2}} \lambda^{\alpha-1} x \Gamma\left(\frac{1-\alpha}{2}\right)\left(M\left(\frac{1-\alpha}{2}, \frac{3}{2} ; \frac{x^{2}}{2 \lambda^{2}}\right)-1\right),
\end{aligned}
$$

and $M$ is the confluent hypergeometric function. In this case, we denote $X \sim \operatorname{RDTS}\left(\alpha, C, \lambda_{+}, \lambda_{-}, m\right)$.

The cumulants of $X$ are defined by

$$
c_{n}(X)=\left.\frac{\partial^{n}}{\partial u^{n}} \log E\left[e^{i u X}\right]\right|_{u=0}, \quad n=1,2,3, \cdots
$$

For the three tempered stable distributions, we have $E[X]=c_{1}(X)=m$. The cumulants of the three tempered stable distributions for $n=2,3, \cdots$ are presented in the following table:

| Distribution of $X$ | $c_{n}(X)$ for $n=2,3, \cdots$ |
| :---: | :---: |
| CTS | $C \Gamma(n-\alpha)\left(\lambda_{+}^{\alpha-n}+(-1)^{n} \lambda_{-}^{\alpha-n}\right)$ |
| MTS | $2^{n-\frac{\alpha+3}{2} C \Gamma\left(\frac{n+1}{2}\right) \Gamma\left(\frac{n-\alpha}{2}\right)\left(\lambda_{+}^{\alpha-n}+(-1)^{n} \lambda_{-}^{\alpha-n}\right)}$ |
| RDTS | $2^{\frac{n-\alpha-2}{2}} C \Gamma\left(\frac{n-\alpha}{2}\right)\left(\lambda_{+}^{\alpha-n}+(-1)^{n} \lambda_{-}^{\alpha-n}\right)$ |

[^8]By substituting the appropriate value for the two parameters $m$ and $C$ into the three tempered stable distributions, we can obtain tempered stable distributions with zero mean and unit variance. That is,

1. $X \sim \operatorname{CTS}\left(\alpha, C, \lambda_{+}, \lambda_{-}, 0\right)$ has zero mean and unit variance by substituting

$$
\begin{equation*}
C=\left(\Gamma(2-\alpha)\left(\lambda_{+}^{\alpha-2}+\lambda_{-}^{\alpha-2}\right)\right)^{-1} \tag{7}
\end{equation*}
$$

The random variable $X$ is referred to as the standard CTS distribution with parameters $\left(\alpha, \lambda_{+}, \lambda_{-}\right)$and denoted by $X \sim \operatorname{stdCTS}\left(\alpha, \lambda_{+}, \lambda_{-}\right)$.
2. $X \sim \operatorname{MTS}\left(\alpha, C, \lambda_{+}, \lambda_{-}, 0\right)$ has zero mean and unit variance by substituting

$$
\begin{equation*}
C=2^{\frac{\alpha+1}{2}}\left(\sqrt{\pi} \Gamma\left(1-\frac{\alpha}{2}\right)\left(\lambda_{+}^{\alpha-2}+\lambda_{-}^{\alpha-2}\right)\right)^{-1} \tag{8}
\end{equation*}
$$

The random variable $X$ is referred to as the standard MTS distribution and denoted by $X \sim \operatorname{stdMTS}\left(\alpha, \lambda_{+}, \lambda_{-}\right)$.
3. $X \sim \operatorname{RDTS}\left(\alpha, C, \lambda_{+}, \lambda_{-}, 0\right)$ has zero mean and unit variance by substituting

$$
\begin{equation*}
C=2^{\frac{\alpha}{2}}\left(\Gamma\left(1-\frac{\alpha}{2}\right)\left(\lambda_{+}^{\alpha-2}+\lambda_{-}^{\alpha-2}\right)\right)^{-1} \tag{9}
\end{equation*}
$$

The random variable $X$ is referred to as the standard RDTS distribution and denoted by $X \sim \operatorname{stdRDTS}\left(\alpha, \lambda_{+}, \lambda_{-}\right)$.

Table 1: Data for analyzing daily return of the SPX

| Crash | Date | Return | Data for forecasting | Number of <br> observations |
| :---: | :---: | :---: | :---: | :---: |
| Black Monday | Oct. 19,1987 | $-23 \%$ | daily return ending <br> with Oct. 16, 1987 <br> daily return ending | 2,490 |
| Asian Turmoil | Oct. 27,1997 | $-7 \%$ | with Oct. 24, 1997 | 2,504 |
| Russian Default | Aug. 31,1998 | $-7 \%$ | daily return ending <br> with Aug. 28, 1998 | 2,503 |
| Dotcom Collapse | Apr. 14,2000 | $-6 \%$ | daily return ending <br> with Apr. 13, 2000 | 2,504 |
| U.S. Financial Crisis | Sept. 29,2008 | $-9 \%$ | daily return ending <br> with Sept. 26, 2008 | 2,505 |

Table 2: Data for analyzing weekly and monthly returns of the SPX

| Data for weekly returns |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| Crash | Date | Return | Data for forecasting | Number of observations |
| Black Monday | Oct. $19-23,1987$ | -13.01\% | weekly return ending with Oct. 16, 1987 | 1,461 |
| Dotcom Collapse | Apr. 10 - 14, 2000 | -11.14\% | weekly return ending with Apr. 7, 2000 | 1,577 |
| U.S. Financial Crisis | Oct. $6-10,2008$ | -20.08\% | weekly return ending with Oct. 3, 2008 | 1,578 |
| Data for monthly returns |  |  |  |  |
| Crash | Date | Return | Data for forecasting | Number of observations |
| Black Monday | Oct. 1987 | -24.54\% | monthly return ending with Sept. 1987 | 332 |
| U.S. Financial Crisis | Oct. 2008 | -18.42\% | monthly return ending with Sept. 2008 | 359 |

Table 3: [Daily analysis-Black Monday] On October 19 (Monday), 1987 the SPX dropped by 23\%. Fitting the models to a data series of 2,490 daily observations ending with October 16 (Friday), 1987 yields the following results.

| Model | Innovation | $\alpha_{0}$ | $\alpha_{1}$ | $\beta_{1}$ | $a$ | $b$ | c | KS | AD | Residual | Probability | Average time |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| CV | $\begin{gathered} \text { Normal } \\ t(\mathrm{~d}=5.5) \end{gathered}$ | $\begin{aligned} & 8.0606 \cdot 10^{-5} \\ & 8.1175 \cdot 10^{-5} \end{aligned}$ |  |  |  |  | $\begin{aligned} & 4.4448 \cdot 10^{-4} \\ & 4.2420 \cdot 10^{-4} \end{aligned}$ | 0.0369 (0.0022) | 11.02 | -25.56 | $2.37 \cdot 10^{-144}$ | $7.966 \cdot 10^{141}$ |
|  | CTS | $\alpha=1.8781$ | $\lambda_{+}=0.0776$ | $\lambda_{-}=0.0826$ |  |  |  | 0.0172 (0.4522) | 0.0693 | -25.46 | $3.01 \cdot 10^{-6}$ | 1320 |
|  | MTS | $\alpha=1.8781$ | $\lambda_{+}=0.1865$ | $\lambda_{-}=0.1856$ |  |  |  | 0.0177 (0.4162) | 0.0647 | -25.46 | $8.07 \cdot 10^{-7}$ | 4918 |
|  | RDTS | $\alpha=1.8781$ | $\lambda_{+}=0.0972$ | $\lambda_{-}=0.0938$ |  |  |  | 0.0183 (0.3765) | 0.0617 | -25.46 | $2.95 \cdot 10^{-8}$ | $1.347 \cdot 10^{5}$ |
|  | stable | $\alpha=1.8781$ | $\beta=0.1091$ | $\sigma=0.6297$ | $\mu=0.0069$ |  |  | 0.0209 (0.2258) | 0.0638 | -25.46 | $4.96 \cdot 10^{-5}$ | 80 |
| GARCH | Normal | $1.3480 \cdot 10^{-6}$ | 0.0436 | 0.9408 |  |  | $4.7470 \cdot 10^{-4}$ | 0.0332 (0.0081) | 4.778 | -13.50 | $7.39 \cdot 10^{-42}$ | $2.554 \cdot 10^{39}$ |
|  | $t(\mathrm{~d}=7.2)$ | $1.0912 \cdot 10^{-6}$ | 0.0357 | 0.9515 |  |  | $4.2530 \cdot 10^{-4}$ |  |  |  |  |  |
|  | CTS | $\alpha=1.9135$ | $\lambda_{+}=0.0852$ | $\lambda_{-}=0.0861$ |  |  |  | 0.0194 (0.2992) | 0.0585 | -14.38 | $1.88 \cdot 10^{-5}$ | 210.7 |
|  | MTS | $\alpha=1.9135$ | $\lambda_{+}=0.2169$ | $\lambda_{-}=0.1954$ |  |  |  | 0.0185 (0.3603) | 0.0439 | -14.38 | $1.12 \cdot 10^{-5}$ | 352.9 |
|  | RDTS | $\alpha=1.9135$ | $\lambda_{+}=0.1179$ | $\lambda_{-}=0.0972$ |  |  |  | 0.0183 (0.3677) | 0.0645 | -14.38 | $5.04 \cdot 10^{-6}$ | 787 |
|  | stable | $\alpha=1.9135$ | $\beta=0.0640$ | $\sigma=0.6531$ | $\mu=0.0005$ |  |  | 0.0189 (0.3309) | 0.0600 | -14.38 | $1.07 \cdot 10^{-4}$ | 37.26 |
| ARMA-GARCH | Normal | $1.2721 \cdot 10^{-6}$ | 0.0437 | 0.9415 | 0.1111 | 0.0038 | $4.1739 \cdot 10^{-4}$ | 0.0320 (0.0118) | 8.312 | -13.51 | $6.50 \cdot 10^{-42}$ | $2.904 \cdot 10^{39}$ |
|  | $t(\mathrm{~d}=7.4)$ | $9.8761 \cdot 10^{-7}$ | 0.0356 | 0.9528 | 0.0227 | 0.0863 | $4.0424 \cdot 10^{-4}$ |  |  |  |  |  |
|  | CTS | $\alpha=1.9163$ | $\lambda_{+}=0.0793$ | $\lambda_{-}=0.0837$ |  |  |  | 0.0170 (0.4612) | 0.0579 | -14.37 | $1.90 \cdot 10^{-5}$ | 209.1 |
|  | MTS | $\alpha=1.9163$ | $\lambda_{+}=0.2045$ | $\lambda_{-}=0.1899$ |  |  |  | 0.0176 (0.4200) | 0.0536 | -14.37 | $1.17 \cdot 10^{-5}$ | 339.2 |
|  | RDTS | $\alpha=1.9163$ | $\lambda_{+}=0.1109$ | $\lambda_{-}=0.0947$ |  |  |  | 0.0181 (0.3853) | 0.0521 | -14.37 | $5.52 \cdot 10^{-6}$ | 719.4 |
|  | stable | $\alpha=1.9163$ | $\beta=0.1034$ | $\sigma=0.6545$ | $\mu=0.0027$ |  |  | 0.0190 (0.3269) | 0.0453 | -14.37 | $9.84 \cdot 10^{-5}$ | 40.31 |

Table 4: [Daily analysis-Asian Turmoil] On the October 27 (Monday), 1997 the SPX dropped by 7\%. Fitting the models to a data series of 2,504 daily observations ending with the October 24 (Friday), 1997 yields the following results

| Model | Innovation | $\alpha_{0}$ | $\alpha_{1}$ | $\beta_{1}$ | $a$ | $b$ | c | KS | AD | Residual | Probability | Average time |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| CV | Normal | $7.4037 \cdot 10^{-5}$ |  |  |  |  | $5.3247 \cdot 10^{-4}$ | 0.0708 (0.0000) | $2.474 \cdot 10^{8}$ | -8.33 | $4.10 \cdot 10^{-17}$ | $4.599 \cdot 10^{14}$ |
|  | $t(\mathrm{~d}=3.5)$ | $7.8200 \cdot 10^{-5}$ |  |  |  |  | $6.4055 \cdot 10^{-4}$ | 0.0708 (0.0000) |  |  |  |  |
|  | CTS | $\alpha=1.3190$ | $\lambda_{+}=0.3681$ | $\lambda_{-}=0.3201$ |  |  |  | 0.0198 (0.2790) | 0.0455 | -8.12 | $2.25 \cdot 10^{-4}$ | 17.66 |
|  | MTS | $\alpha=1.3190$ | $\lambda_{+}=0.5721$ | $\lambda_{-}=0.4918$ |  |  |  | 0.0194 (0.3031) | 0.0541 | -8.12 | $1.52 \cdot 10^{-4}$ | 26.03 |
|  | RDTS | $\alpha=1.3291$ | $\lambda_{+}=0.2905$ | $\lambda_{-}=0.2271$ |  |  |  | 0.0202 (0.2557) | 0.1164 | -8.12 | $6.88 \cdot 10^{-5}$ | 57.7 |
|  | stable | $\alpha=1.7586$ | $\beta=-0.0727$ | $\sigma=0.5434$ | $\mu=-0.0089$ |  |  | 0.0295 (0.0255) | 0.0644 | -8.12 | $1.04 \cdot 10^{-3}$ | 3.821 |
| GARCH | Normal | $3.1255 \cdot 10^{-7}$ | 0.0240 | 0.9710 |  |  | $5.1106 \cdot 10^{-4}$ | 0.0523 (0.0000) | $2.49 \cdot 10^{8}$ | -7.25 | $2.12 \cdot 10^{-13}$ | $8.892 \cdot 10^{10}$ |
|  | $t(\mathrm{~d}=5.1)$ | $4.0150 \cdot 10^{-7}$ | 0.0344 | 0.9605 |  |  | $6.4544 \cdot 10^{-4}$ |  |  |  |  |  |
|  | CTS | $\alpha=1.8533$ | $\lambda_{+}=0.2211$ | $\lambda_{-}=0.0428$ |  |  |  | 0.0299 (0.0222) | 0.0933 | -7.10 | $1.80 \cdot 10^{-4}$ | 22.01 |
|  | MTS | $\alpha=1.8533$ | $\lambda_{+}=0.4718$ | $\lambda_{-}=0.0969$ |  |  |  | 0.0303 (0.0196) | 0.0903 | -7.10 | $1.68 \cdot 10^{-4}$ | 23.6 |
|  | RDTS | $\alpha=1.8533$ | $\lambda_{+}=0.2515$ | $\lambda_{-}=0.0460$ |  |  |  | 0.0283 (0.0352) | 0.0840 | -7.10 | $2.73 \cdot 10^{-4}$ | 14.56 |
|  | stable | $\alpha=1.8533$ | $\beta=-0.0076$ | $\sigma=0.6166$ | $\mu=0.0044$ |  |  | 0.0248 (0.0915) | 0.0904 | -7.10 | $7.86 \cdot 10^{-4}$ | 5.049 |
| ARMA-GARCH | Normal | $3.1544 \cdot 10^{-7}$ | 0.0243 | 0.9706 | -0.0482 | 0.0805 | $5.3348 \cdot 10^{-4}$ | 0.0505 (0.0000) | $2.488 \cdot 10^{8}$ | -7.23 | $2.33 \cdot 10^{-13}$ | $8.1 \cdot 10^{10}$ |
|  | $t(\mathrm{~d}=4.8)$ | $3.4659 \cdot 10^{-7}$ | 0.0332 | 0.9627 | 0.8810 | -0.9139 | $7.6174 \cdot 10^{-5}$ |  |  |  |  |  |
|  | CTS | $\alpha=1.8428$ | $\lambda_{+}=0.2469$ | $\lambda_{-}=0.0431$ |  |  |  | 0.0319 (0.0122) | 0.0949 | -7.19 | $1.98 \cdot 10^{-4}$ | 20.07 |
|  | MTS | $\alpha=1.8428$ | $\lambda_{+}=0.5138$ | $\lambda_{-}=0.0973$ |  |  |  | 0.0323 (0.0105) | 0.0921 | -7.19 | $1.38 \cdot 10^{-4}$ | 28.73 |
|  | RDTS | $\alpha=1.8428$ | $\lambda_{+}=0.2724$ | $\lambda_{-}=0.0463$ |  |  |  | 0.0299 (0.0220) | 0.0844 | -7.19 | $2.10 \cdot 10^{-4}$ | 18.87 |
|  | stable | $\alpha=1.8428$ | $\beta=-0.0305$ | $\sigma=0.6105$ | $\mu=0.0040$ |  |  | 0.0245 (0.0976) | 0.0872 | -7.19 | $8.43 \cdot 10^{-4}$ | 4.707 |

Table 5: [Daily analysis-Russian Default] the August 31 (Monday), 1998 the SPX dropped by 7\%. Fitting the models to a data series of 2,503 daily observations ending with the August 28 (Friday), 1997 yields the following results.

| Model | Innovation | $\alpha_{0}$ | $\alpha_{1}$ | $\beta_{1}$ | $a$ | $b$ | c | KS | AD | Residual | Probability | Average time |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| CV | Normal | $6.5602 \cdot 10^{-5}$ |  |  |  |  | $5.4532 \cdot 10^{-4}$ | 0.0623 (0.0000) | $6.022 \cdot 10^{5}$ | -8.76 | $9.44 \cdot 10^{-19}$ | $2 \cdot 10^{16}$ |
|  | $t(\mathrm{~d}=4.2)$ | $6.7229 \cdot 10^{-5}$ |  |  |  |  | $6.5505 \cdot 10^{-4}$ |  |  |  |  |  |
|  | CTS | $\alpha=1.3576$ | $\lambda_{+}=0.4639$ | $\lambda_{-}=0.3815$ |  |  |  | 0.0214 (0.2017) | 0.0491 | $-8.67$ | $9.40 \cdot 10^{-5}$ | 42.22 74.45 |
|  | MTS | $\alpha=1.3576$ | $\lambda_{+}=0.7084$ | $\lambda_{-}=0.5823$ |  |  |  | 0.0207 (0.2331) | 0.0671 | -8.67 | $5.33 \cdot 10^{-5}$ | 74.45 |
|  | RDTS | $\alpha=1.3576$ | $\lambda_{+}=0.3481$ | $\lambda_{-}=0.2704$ |  |  |  | 0.0197 (0.2821) | 0.1255 | -8.67 | $1.24 \cdot 10^{-5}$ | 320.4 |
|  | stable | $\alpha=1.8101$ | $\beta=-0.0524$ | $\sigma=0.5841$ | $\mu=-0.0016$ |  |  | 0.0259 (0.0684) | 0.0776 | -8.67 | $7.19 \cdot 10^{-4}$ | 5.515 |
| GARCH | Normal | $2.5536 \cdot 10^{-7}$ | 0.0251 | 0.9719 |  |  | $5.3767 \cdot 10^{-4}$ | 0.0530 (0.0000) | $5.813 \cdot 10^{6}$ | -5.71 | $5.67 \cdot 10^{-9}$ | $3.33 \cdot 10^{6}$ |
|  | $t(\mathrm{~d}=5.2)$ | $2.2528 \cdot 10^{-7}$ | 0.0295 | 0.9683 |  |  | $6.6287 \cdot 10^{-4}$ |  |  |  |  |  |
|  | CTS | $\alpha=1.8597$ | $\lambda_{+}=0.2397$ | $\lambda_{-}=0.0407$ |  |  |  | 0.0295 (0.0254) | 0.1023 | -5.51 | $6.06 \cdot 10^{-4}$ | 6.543 |
|  | MTS | $\alpha=1.8597$ | $\lambda_{+}=0.4992$ | $\lambda_{-}=0.0954$ |  |  |  | 0.0298 (0.0227) | 0.0997 | -5.51 | $5.55 \cdot 10^{-4}$ | 7.149 |
|  | RDTS | $\alpha=1.8597$ | $\lambda_{+}=0.2629$ | $\lambda_{-}=0.0458$ |  |  |  | 0.0277 (0.0422) | 0.0931 | -5.51 | $7.32 \cdot 10^{-4}$ | 5.42 |
|  | stable | $\alpha=1.8597$ | $\beta=-0.0470$ | $\sigma=0.6198$ | $\mu=0.0024$ |  |  | 0.0222 (0.1662) | 0.0958 | -5.51 | $1.29 \cdot 10^{-3}$ | 3.07 |
| ARMA-GARCH | Normal | $2.3942 \cdot 10^{-7}$ | 0.0250 | 0.9723 | 0.0606 | -0.0248 | $5.1065 \cdot 10^{-4}$ | 0.0500 (0.0000) | $5.664 \cdot 10^{6}$ | -5.69 | $6.46 \cdot 10^{-9}$ | $2.922 \cdot 10^{6}$ |
|  | $t(\mathrm{~d}=5.2)$ | $2.3890 \cdot 10^{-7}$ | 0.0304 | 0.9673 | -0.0278 | 0.0391 | $6.7898 \cdot 10^{-4}$ |  |  |  |  |  |
|  | CTS | $\alpha=1.8609$ | $\lambda_{+}=0.2367$ | $\lambda_{-}=0.0400$ |  |  |  | 0.0285 (0.0332) | 0.1054 | -5.47 | $6.17 \cdot 10^{-4}$ | 6.429 |
|  | MTS | $\alpha=1.8609$ | $\lambda_{+}=0.4953$ | $\lambda_{-}=0.0939$ |  |  |  | 0.0289 (0.0295) | 0.1028 | $-5.47$ | $5.80 \cdot 10^{-4}$ | 6.839 |
|  | RDTS | $\alpha=1.8609$ | $\lambda_{+}=0.2612$ | $\lambda_{-}=0.0450$ |  |  |  | 0.0269 (0.0531) | 0.0961 | -5.47 | $7.66 \cdot 10^{-4}$ | 5.18 |
|  | stable | $\alpha=1.8609$ | $\beta=-0.0377$ | $\sigma=0.6200$ | $\mu=0.0031$ |  |  | 0.0219 (0.1782) | 0.1003 | -5.47 | $1.28 \cdot 10^{-3}$ | 3.093 |

Table 6: [Daily analysis-Dotcom Collapse] On the April 14, 2000 the SPX dropped by 6\%. Fitting the models to a data series of 2,504 daily observations ending with the April 13, 2000 yields the following results.

| Model | Innovation | $\alpha_{0}$ | $\alpha_{1}$ | $\beta_{1}$ | $a$ | $b$ | c | KS | AD | Residual | Probability | Average time |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| CV | $\begin{gathered} \text { Normal } \\ t(\mathrm{~d}=3.7) \end{gathered}$ | $\begin{aligned} & 8.4098 \cdot 10^{-5} \\ & 9.0250 \cdot 10^{-5} \end{aligned}$ |  |  |  |  | $\begin{aligned} & 5.7153 \cdot 10^{-4} \\ & 6.5042 \cdot 10^{-4} \end{aligned}$ | 0.0665 (0.0000) | $1.148 \cdot 10^{4}$ | -6.61 | $1.92 \cdot 10^{-11}$ | $9.816 \cdot 10^{8}$ |
|  | CTS | $\alpha=1.3344$ | $\lambda_{+}=0.3800$ | $\lambda_{-}=0.3402$ |  |  |  | 0.0216 (0.1895) | 0.0444 | -6.39 | $5.46 \cdot 10^{-4}$ | 7.264 |
|  | MTS | $\alpha=1.3344$ | $\lambda_{+}=0.5868$ | $\lambda_{-}=0.5267$ |  |  |  | 0.0209 (0.2238) | 0.0449 | -6.39 | $4.26 \cdot 10^{-4}$ | 9.321 |
|  | RDTS | $\alpha=1.3344$ | $\lambda_{+}=0.2920$ | $\lambda_{-}=0.2546$ |  |  |  | 0.0204 (0.2479) | 0.0858 | -6.39 | $2.44 \cdot 10^{-4}$ | 16.27 |
|  | stable | $\alpha=1.7792$ | $\beta=-0.0653$ | $\sigma=0.5570$ | $\mu=-0.0046$ |  |  | 0.0321 (0.0112) | 0.0721 | -6.39 | $1.47 \cdot 10^{-3}$ | 2.704 |
| GARCH | Normal | $3.7464 \cdot 10^{-7}$ | 0.0462 | 0.9509 |  |  | $5.8652 \cdot 10^{-4}$ | 0.0424 (0.0002) | 253.2 | -4.31 | $8.23 \cdot 10^{-6}$ | 2292 |
|  | $t(\mathrm{~d}=5.8)$ | $2.0000 \cdot 10^{-7}$ | 0.0383 | 0.9612 |  |  | $6.4505 \cdot 10^{-4}$ |  |  |  |  |  |
|  | CTS | $\alpha=1.8826$ | $\lambda_{+}=0.2911$ | $\lambda_{-}=0.0382$ |  |  |  | 0.0290 (0.0293) | 0.0923 | -4.24 | $1.64 \cdot 10^{-3}$ | 2.424 |
|  | MTS | $\alpha=1.8826$ | $\lambda_{+}=0.5814$ | $\lambda_{-}=0.0951$ |  |  |  | 0.0293 (0.0263) | 0.0907 | -4.24 | $1.54 \cdot 10^{-3}$ | 2.583 |
|  | RDTS | $\alpha=1.8826$ | $\lambda_{+}=0.2934$ | $\lambda_{-}=0.0468$ |  |  |  | 0.0271 (0.0503) | 0.0839 | -4.24 | $1.77 \cdot 10^{-3}$ | 2.238 |
|  | stable | $\alpha=1.8826$ | $\beta=-0.0684$ | $\sigma=0.6334$ | $\mu=0.0009$ |  |  | 0.0211 (0.2138) | 0.0866 | -4.24 | $1.94 \cdot 10^{-3}$ | 2.042 |
| ARMA-GARCH | Normal | $4.0049 \cdot 10^{-7}$ | 0.0479 | 0.9489 | 0.0824 | -0.0307 | $5.4464 \cdot 10^{-4}$ | 0.0414 (0.0004) | 243.9 | -5.69 | $6.46 \cdot 10^{-9}$ | $2.922 \cdot 10^{6}$ |
|  | $t(\mathrm{~d}=5.8)$ | $2.2440 \cdot 10^{-7}$ | 0.0389 | 0.9601 | -0.9832 | 0.9896 | $1.2602 \cdot 10^{-3}$ |  |  |  |  |  |
|  | CTS | $\alpha=1.8844$ | $\lambda_{+}=0.2912$ | $\lambda_{-}=0.0382$ |  |  |  | 0.0277 (0.0422) | 0.0941 | -5.47 | $6.17 \cdot 10^{-4}$ | 6.429 |
|  | MTS | $\alpha=1.8844$ | $\lambda_{+}=0.5817$ | $\lambda_{-}=0.0954$ |  |  |  | 0.0280 (0.0386) | 0.0925 | $-5.47$ | $5.80 \cdot 10^{-4}$ | 6.839 |
|  | RDTS | $\alpha=1.8844$ | $\lambda_{+}=0.2921$ | $\lambda_{-}=0.0471$ |  |  |  | 0.0257 (0.0720) | 0.0854 | -5.47 | $7.66 \cdot 10^{-4}$ | 5.18 |
|  | stable | $\alpha=1.8844$ | $\beta=-0.0612$ | $\sigma=0.6347$ | $\mu=0.0023$ |  |  | 0.0208 (0.2287) | 0.0880 | -5.47 | $1.28 \cdot 10^{-3}$ | 3.093 |

Table 7: [Daily analysis-U.S. Financial Crisis] On the September 29 (Monday), 2008 the SPX dropped by 9\%. Fitting the models to a data series of 2,505 daily observations ending with the September 26 (Friday), 2008 yields the following results.

| Model | Innovation | $\alpha_{0}$ | $\alpha_{1}$ | $\beta_{1}$ | $a$ | $b$ | c | кs | AD | Residual | Probability | Average time |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| cv | Normal | $1.3471 \cdot 10^{-4}$ |  |  |  |  | $5.9697 \cdot 10^{-5}$ | 0.0532 (0.0000) | 1.194 | -7.95 | $9.48 \cdot 10^{-16}$ | $1.991 \cdot 10^{13}$ |
|  | $t(\mathrm{~d}=4.2$ ) | $1.4349 \cdot 10^{-4}$ |  |  |  |  | $2.0184 \cdot 10^{-4}$ |  |  |  |  |  |
|  | CTS | $\alpha=1.3648$ | $\lambda_{+}=0.4466$ | $\lambda_{-}=0.3891$ |  |  |  | 0.0207 (0.2332) | 0.0588 | -7.71 | $1.59 \cdot 10^{-4}$ | 24.99 |
|  | мTS | $\alpha=1.3648$ | $\lambda_{+}=0.6802$ | $\lambda_{-}=0.6043$ |  |  |  | 0.0195 (0.2933) | 0.0553 | -7.71 | $9.48 \cdot 10^{-5}$ | 41.87 |
|  | RDTS | $\alpha=1.3648$ | $\lambda_{+}=0.3255$ | $\lambda_{-}=0.2971$ |  |  |  | 0.0189 (0.3318) | 0.0488 | -7.71 | $2.11 \cdot 10^{-5}$ | 188.5 |
|  | stable | $\alpha=1.8198$ | $\beta=-0.4876$ | $\sigma=0.5870$ | $\mu=-0.0577$ |  |  | 0.0694 (0.0000) | 0.1648 | -7.71 | $1.23 \cdot 10^{-3}$ | 3.236 |
| GARCH | Normal | $8.5044 \cdot 10^{-7}$ | 0.0620 | 0.9330 |  |  | $3.0978 \cdot 10^{-4}$ | 0.0356 (0.0034) | 131.6 | -3.96 | $3.76 \cdot 10^{-5}$ | 502.1 |
|  | $t(\mathrm{~d}=9.8)$ | $5.0125 \cdot 10^{-7}$ | 0.0631 | 0.9358 |  |  | $4.0891 \cdot 10^{-4}$ |  |  |  |  |  |
|  | CTS | $\alpha=1.7485$ | $\lambda_{+}=1.1223$ | $\lambda_{-}=0.3720$ |  |  |  | 0.0360 (0.0029) | 0.0788 | -3.89 | $1.27 \cdot 10^{-3}$ | 3.132 |
|  | мTS | $\alpha=1.7485$ | $\lambda_{+}=1.7016$ | $\lambda_{-}=0.6410$ |  |  |  | 0.0355 (0.0035) | 0.0790 | -3.89 | $1.22 \cdot 10^{-3}$ | 3.244 |
|  | RDTS | $\alpha=1.7485$ | $\lambda_{+}=0.8719$ | $\lambda_{-}=0.2751$ |  |  |  | 0.0274 (0.0460) | 0.0829 | -3.89 | $1.21 \cdot 10^{-3}$ | 3.281 |
|  | stable | $\alpha=1.9427$ | $\beta=-1.0000$ | $\sigma=0.6728$ | $\mu=-0.0443$ |  |  | 0.0428 (0.0002) | 0.0875 | -3.89 | $2.51 \cdot 10^{-3}$ | 1.583 |
| ARMA-GARCH |  | $8.4382 \cdot 10^{-7}$ | 0.0610 | 0.9339 |  | -0.8109 | $7.6710 \cdot 10^{-5}$ | 0.0369 (0.0021) | 167.2 | -4.05 | $2.58 \cdot 10^{-5}$ | 732.3 |
|  | $t(\mathrm{~d}=9.5)$ | $4.8918 \cdot 10^{-7}$ | 0.0628 | 0.9362 | 0.7157 | $-0.7725$ | $1.2236 \cdot 10^{-4}$ |  |  |  |  |  |
|  | CTS | $\alpha=1.7467$ | $\lambda_{+}=1.7836$ | $\lambda_{-}=0.3547$ |  |  |  | 0.0384 (0.0012) | 0.1037 | -3.97 | $1.29 \cdot 10^{-3}$ | 3.074 |
|  | MTS | $\alpha=1.7467$ | $\lambda_{+}=2.5175$ | $\lambda_{-}=0.6143$ |  |  |  | 0.0382 (0.0013) | 0.2421 | -3.97 | $1.26 \cdot 10^{-3}$ | 3.144 |
|  | RDTS | $\alpha=1.7467$ | $\lambda_{+}=1.3930$ | $\lambda_{-}=0.2706$ |  |  |  | 0.0230 (0.1398) | 0.0814 | -3.97 | $1.23 \cdot 10^{-3}$ | 3.232 |
|  | stable | $\alpha=1.9408$ | $\beta=-1.0000$ | $\sigma=0.6714$ | $\mu=-0.0318$ |  |  | 0.0419 (0.0003) | 0.0832 | -3.97 | $2.42 \cdot 10^{-3}$ | 1.639 |

Table 8: [Weekly analysis-Black Monday] On October 23 (Friday), 1987 the SPX dropped by $13.01 \%$. Fitting the models to a data series of 1,461 weekly returns ending with October 16 (Friday), 1987 yields the following results

| Model | Innovation | $\alpha_{0}$ | $\alpha_{1}$ | $\beta_{1}$ | $a$ | $b$ | c | KS | AD | Residual | Probability | Average time |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| CV | Normal | $3.8743 \cdot 10^{-4}$ |  |  |  |  | $1.0667 \cdot 10^{-3}$ | 0.0457 (0.0043) | 1.155 | -6.66 | $1.35 \cdot 10^{-11}$ | $6.659 \cdot 10^{9}$ |
|  | $t(\mathrm{~d}=5.3)$ | $3.8743 \cdot 10^{-4}$ |  |  |  |  | $1.6507 \cdot 10^{-3}$ |  |  |  |  |  |
|  | CTS | $\alpha=1.6732$ | $\lambda_{+}=0.3532$ | $\lambda_{-}=0.1783$ |  |  |  | 0.0247 (0.3336) | 0.0727 | -6.69 | $5.11 \cdot 10^{-4}$ | 36.91 |
|  | MTS | $\alpha=1.6732$ | $\lambda_{+}=0.5942$ | $\lambda_{-}=0.3481$ |  |  |  | 0.0260 (0.2759) | 0.0670 | -6.69 | $4.00 \cdot 10^{-4}$ | 47.15 |
|  | RDTS | $\alpha=1.6732$ | $\lambda_{+}=0.2649$ | $\lambda_{-}=0.1768$ |  |  |  | 0.0296 (0.1537) | 0.0652 | -6.69 | $2.75 \cdot 10^{-4}$ | 68.6 |
|  | stable | $\alpha=1.8591$ | $\beta=-0.8588$ | $\sigma=0.6197$ | $\mu=-0.0690$ |  |  | 0.0848 (0.0000) | 0.1881 | -6.69 | $1.65 \cdot 10^{-3}$ | 11.46 |
| GARCH | Normal | $1.3360 \cdot 10^{-5}$ | 0.1426 | 0.8306 |  |  | $1.6183 \cdot 10^{-3}$ | 0.0362 (0.0421) | 0.2784 | -2.90 | $1.86 \cdot 10^{-3}$ | 48.25 |
|  | $t(\mathrm{~d}=10.2)$ | $1.3147 \cdot 10^{-5}$ | 0.1379 | 0.8349 |  |  | $1.8142 \cdot 10^{-3}$ |  |  |  |  |  |
|  | CTS | $\alpha=1.7489$ | $\lambda_{+}=0.9288$ | $\lambda_{-}=0.2687$ |  |  |  | 0.0280 (0.1975) | 0.0855 | -2.94 | $5.47 \cdot 10^{-3}$ | 3.45 |
|  | MTS | $\alpha=1.7489$ | $\lambda_{+}=1.5430$ | $\lambda_{-}=0.5177$ |  |  |  | 0.0279 (0.2029) | 0.0877 | -2.94 | $5.00 \cdot 10^{-3}$ | 3.772 |
|  | RDTS | $\alpha=1.7489$ | $\lambda_{+}=0.9916$ | $\lambda_{-}=0.2569$ |  |  |  | 0.0284 (0.1848) | 0.0726 | -2.94 | $6.44 \cdot 10^{-3}$ | 2.928 |
|  | stable | $\alpha=1.9433$ | $\beta=-1.0000$ | $\sigma=0.6719$ | $\mu=-0.0049$ |  |  | 0.0402 (0.0175) | 0.0790 | -2.94 | $5.94 \cdot 10^{-3}$ | 3.174 |
| ARMA-GARCH | Normal | $1.3088 \cdot 10^{-5}$ | 0.1441 | 0.8301 | 0.1698 | -0.1040 | $1.3525 \cdot 10^{-3}$ | 0.0380 (0.0290) | 0.2775 | -2.79 | $2.64 \cdot 10^{-3}$ | 34 |
|  | $t(\mathrm{~d}=10.0)$ | $1.2923 \cdot 10^{-5}$ | 0.1383 | 0.8351 | 0.2044 | $-0.1377$ | $1.4415 \cdot 10^{-3}$ |  |  |  |  |  |
|  | CTS | $\alpha=1.7489$ | $\lambda_{+}=0.8297$ | $\lambda_{-}=0.2749$ |  |  |  | 0.0286 (0.1800) | 0.0781 | -2.83 | $6.40 \cdot 10^{-3}$ | 2.949 |
|  | MTS | $\alpha=1.7489$ | $\lambda_{+}=1.3740$ | $\lambda_{-}=0.5249$ |  |  |  | 0.0286 (0.1783) | 0.0799 | $-2.83$ | $6.26 \cdot 10^{-3}$ | 3.015 |
|  | RDTS | $\alpha=1.7489$ | $\lambda_{+}=0.7575$ | $\lambda_{-}=0.2516$ |  |  |  | 0.0247 (0.3309) | 0.0701 | -2.83 | $7.33 \cdot 10^{-3}$ | 2.575 |
|  | stable | $\alpha=1.9433$ | $\beta=-1.0000$ | $\sigma=0.6717$ | $\mu=-0.0151$ |  |  | 0.0426 (0.0097) | 0.0838 | $-2.83$ | $6.99 \cdot 10^{-3}$ | 2.699 |

## Table 9: [Weekly analysis-Dotcom Collapse] On the April 14, 2000 the SPX dropped by $11.14 \%$. Fitting the

 models to a data series of 1,577 weekly returns ending with the April 7, 2000 yields the following results.| Model | Innovation | $\alpha_{0}$ | $\alpha_{1}$ | $\beta_{1}$ | $a$ | $b$ | c | KS | AD | Residual | Probability | Average time |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| CV | $\begin{aligned} & \text { Normal } \\ & t(\mathrm{~d}=6.0) \end{aligned}$ | $\begin{aligned} & 4.4794 \cdot 10^{-4} \\ & 4.4452 \cdot 10^{-4} \end{aligned}$ |  |  |  |  | $\begin{aligned} & 1.8034 \cdot 10^{-3} \\ & 2.2638 \cdot 10^{-3} \end{aligned}$ | 0.0375 (0.0232) | 41.64 | -5.35 | $4.48 \cdot 10^{-8}$ | $2.001 \cdot 10^{6}$ |
|  | CTS | $\alpha=1.6955$ | $\lambda_{+}=0.3916$ | $\lambda_{-}=0.2030$ |  |  |  | 0.0212 (0.4695) | 0.0531 | -5.39 | $8.57 \cdot 10^{-4}$ | 22.01 |
|  | MTS | $\alpha=1.6955$ | $\lambda_{+}=0.6707$ | $\lambda_{-}=0.3834$ |  |  |  | 0.0214 (0.4602) | 0.0535 | $-5.39$ | $8.05 \cdot 10^{-4}$ | 23.44 |
|  | RDTS | $\alpha=1.6955$ | $\lambda_{+}=0.3044$ | $\lambda_{-}=0.1849$ |  |  |  | 0.0242 (0.3108) | 0.0497 | $-5.39$ | $6.94 \cdot 10^{-4}$ | 27.21 |
|  | stable | $\alpha=1.8838$ | $\beta=-0.6164$ | $\sigma=0.6354$ | $\mu=-0.0385$ |  |  | 0.0571 (0.0001) | 0.1131 | -5.39 | $1.82 \cdot 10^{-3}$ | 10.39 |
| GARCH | Normal | $1.6004 \cdot 10^{-5}$ | 0.1139 | 0.8526 |  |  | $2.0853 \cdot 10^{-3}$ | 0.0316 (0.0842) | 0.4072 | -3.86 | $5.69 \cdot 10^{-5}$ | 1577 |
|  | $t(\mathrm{~d}=12.3)$ | $1.4605 \cdot 10^{-5}$ | 0.1064 | 0.8623 |  |  | $2.2815 \cdot 10^{-3}$ |  |  |  |  |  |
|  | CTS | $\alpha=1.7621$ | $\lambda_{+}=1.0769$ | $\lambda_{-}=0.3246$ |  |  |  | 0.0226 (0.3902) | 0.0602 | -3.87 | $1.39 \cdot 10^{-3}$ | 13.55 |
|  | MTS | $\alpha=1.7621$ | $\lambda_{+}=1.7727$ | $\lambda_{-}=0.6007$ |  |  |  | 0.0228 (0.3795) | 0.0598 | -3.87 | $1.07 \cdot 10^{-3}$ | 17.65 |
|  | RDTS | $\alpha=1.7621$ | $\lambda_{+}=0.8615$ | $\lambda_{-}=0.2772$ |  |  |  | 0.0270 (0.1963) | 0.0528 | -3.87 | $1.50 \cdot 10^{-3}$ | 12.6 |
|  | stable | $\alpha=1.9579$ | $\beta=-1.0000$ | $\sigma=0.6818$ | $\mu=0.0011$ |  |  | 0.0340 (0.0512) | 0.0667 | -3.87 | $1.84 \cdot 10^{-3}$ | 10.25 |
| ARMA-GARCH | Normal | $1.6031 \cdot 10^{-5}$ | 0.1148 | 0.8515 | -0.1471 | 0.0957 | $2.3911 \cdot 10^{-3}$ | 0.0320 (0.0774) | 0.3841 | -3.86 | $5.74 \cdot 10^{-5}$ | 1563 |
|  | $t(\mathrm{~d}=12.4)$ | $1.4679 \cdot 10^{-5}$ | 0.1072 | 0.8613 | -0.1981 | 0.1485 | $2.7310 \cdot 10^{-3}$ |  |  |  |  |  |
|  | CTS | $\alpha=1.7611$ | $\lambda_{+}=1.1165$ | $\lambda_{-}=0.3190$ |  |  |  | 0.0237 (0.3322) | 0.0684 | -3.87 | $1.40 \cdot 10^{-3}$ | 13.47 |
|  | MTS | $\alpha=1.7611$ | $\lambda_{+}=1.8492$ | $\lambda_{-}=0.5945$ |  |  |  | 0.0238 (0.3261) | 0.0678 | -3.87 | $1.02 \cdot 10^{-3}$ | 18.54 |
|  | RDTS | $\alpha=1.7611$ | $\lambda_{+}=0.9119$ | $\lambda_{-}=0.2766$ |  |  |  | 0.0270 (0.1982) | 0.0527 | -3.87 | $1.53 \cdot 10^{-3}$ | 12.31 |
|  | stable | $\alpha=1.9567$ | $\beta=-1.0000$ | $\sigma=0.6814$ | $\mu=0.0069$ |  |  | 0.0317 (0.0825) | 0.0622 | $-3.87$ | $1.89 \cdot 10^{-3}$ | 10.01 |

Table 10: [Weekly analysis-U.S. Financial Crisis] On the October 10 (Friday),2008, the weekly return of the SPX dropped by $20.08 \%$. Fitting the models to a data series of 1,578 weekly returns ending with the October 3 (Friday), 2008 yields the following results.

| Model | Innovation | $\alpha_{0}$ | $\alpha_{1}$ | $\beta_{1}$ | $a$ | $b$ | c | KS | AD | Residual | Probability | Average time |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| CV | Normal | $4.5519 \cdot 10^{-4}$ |  |  |  |  | $1.4972 \cdot 10^{-3}$ | 0.0428 (0.0060) | 33.94 | -9.48 | $1.23 \cdot 10^{-21}$ | $7.304 \cdot 10^{19}$ |
|  | $t(\mathrm{~d}=5.5)$ | $4.5234 \cdot 10^{-4}$ |  |  |  |  | $2.1609 \cdot 10^{-3}$ |  |  |  |  |  |
|  | CTS | $\alpha=1.6810$ | $\lambda_{+}=0.4180$ | $\lambda_{-}=0.1736$ |  |  |  | 0.0244 (0.3018) | 0.0614 | -9.54 | $1.41 \cdot 10^{-4}$ | 133.8 |
|  | MTS | $\alpha=1.6810$ | $\lambda_{+}=0.7334$ | $\lambda_{-}=0.3246$ |  |  |  | 0.0244 (0.2997) | 0.0616 | -9.54 | $8.70 \cdot 10^{-5}$ | 216.9 |
|  | RDTS | $\alpha=1.6810$ | $\lambda_{+}=0.3633$ | $\lambda_{-}=0.1531$ |  |  |  | 0.0220 (0.4252) | 0.0557 | -9.54 | $5.39 \cdot 10^{-5}$ | 350 |
|  | stable | $\alpha=1.8678$ | $\beta=-0.5103$ | $\sigma=0.6246$ | $\mu=-0.0377$ |  |  | 0.0549 (0.0001) | 0.1090 | -9.54 | $6.08 \cdot 10^{-4}$ | 31.03 |
| GARCH | Normal | $9.5757 \cdot 10^{-6}$ | 0.0912 | 0.8920 |  |  | $1.9028 \cdot 10^{-3}$ | 0.0331 (0.0620) | 1.254 | -5.50 | $1.95 \cdot 10^{-8}$ | $4.598 \cdot 10^{6}$ |
|  | $t(\mathrm{~d}=7.9)$ | $6.9895 \cdot 10^{-6}$ | 0.0698 | 0.9171 |  |  | $2.2927 \cdot 10^{-3}$ |  |  |  |  |  |
|  | CTS | $\alpha=1.7251$ | $\lambda_{+}=1.0163$ | $\lambda_{-}=0.2051$ |  |  |  | 0.0264 (0.2173) | 0.0644 | $-5.93$ | $3.40 \cdot 10^{-4}$ | 55.52 |
|  | MTS | $\alpha=1.7251$ | $\lambda_{+}=1.6675$ | $\lambda_{-}=0.3938$ |  |  |  | 0.0273 (0.1879) | 0.0664 | -5.93 | $1.23 \cdot 10^{-4}$ | 153.1 |
|  | RDTS | $\alpha=1.7251$ | $\lambda_{+}=0.8589$ | $\lambda_{-}=0.1916$ |  |  |  | 0.0199 (0.5513) | 0.0482 | -5.93 | $4.14 \cdot 10^{-4}$ | 45.53 |
|  | stable | $\alpha=1.9168$ | $\beta=-1.0000$ | $\sigma=0.6566$ | $\mu=-0.0301$ |  |  | 0.0513 (0.0005) | 0.1015 | -5.93 | $1.33 \cdot 10^{-3}$ | 14.18 |
| ARMA-GARCH | Normal | $1.1370 \cdot 10^{-5}$ | 0.1024 | 0.8778 | -0.3992 | 0.3205 | $2.7223 \cdot 10^{-3}$ | 0.0351 (0.0403) | 0.9502 | -5.37 | $3.84 \cdot 10^{-8}$ | $2.336 \cdot 10^{6}$ |
|  | $t(\mathrm{~d}=7.8)$ | $7.1469 \cdot 10^{-6}$ | 0.0720 | 0.9146 | -0.4602 | 0.3828 | $3.3859 \cdot 10^{-3}$ |  |  |  |  |  |
|  | CTS | $\alpha=1.7229$ | $\lambda_{+}=1.0587$ | $\lambda_{-}=0.1978$ |  |  |  | 0.0262 (0.2258) | 0.0671 | -5.99 | $3.12 \cdot 10^{-4}$ | 60.53 |
|  | MTS | $\alpha=1.7229$ | $\lambda_{+}=1.7442$ | $\lambda_{-}=0.3827$ |  |  |  | 0.0273 (0.1873) | 0.0749 | -5.99 | $9.94 \cdot 10^{-5}$ | 189.8 |
|  | RDTS | $\alpha=1.7229$ | $\lambda_{+}=0.9381$ | $\lambda_{-}=0.1887$ |  |  |  | 0.0200 (0.5491) | 0.0504 | -5.99 | $4.18 \cdot 10^{-4}$ | 45.09 |
|  | stable | $\alpha=1.9144$ | $\beta=-1.0000$ | $\sigma=0.6553$ | $\mu=-0.0256$ |  |  | 0.0495 (0.0008) | 0.0979 | -5.99 | $1.34 \cdot 10^{-3}$ | 14.08 |

Table 11: [Monthly analysis-Black Monday] On October 1987 the SPX dropped by $24.54 \%$. Fitting the models to a data series of 332 monthly returns ending with September 1987 yields the following results:

| Model | Innovation | $\alpha_{0}$ | $\alpha_{1}$ | $\beta_{1}$ | $a$ | $b$ | c | KS | AD | Residual | Probability | Average time |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| CV | Normal | $1.7083 \cdot 10^{-3}$ |  |  |  |  | $5.2881 \cdot 10^{-3}$ | 0.0456 (0.4813) | 0.1453 | -6.07 | $6.56 \cdot 10^{-10}$ | $6.044 \cdot 10^{8}$ |
|  | $t(\mathrm{~d}=7.7)$ | $1.7267 \cdot 10^{-3}$ |  |  |  |  | $5.8053 \cdot 10^{-3}$ | 0.0456 (0.4813) |  |  |  |  |
|  | CTS | $\alpha=1.7296$ | $\lambda_{+}=0.4410$ | $\lambda_{-}=0.3131$ |  |  |  | 0.0336 (0.8354) | 0.1025 | -6.05 | $2.47 \cdot 10^{-4}$ | 336.9 |
|  | MTS | $\alpha=1.7296$ | $\lambda_{+}=0.7528$ | $\lambda_{-}=0.5779$ |  |  |  | 0.0335 (0.8369) | 0.1019 | -6.05 | $1.70 \cdot 10^{-4}$ | 490.4 |
|  | RDTS | $\alpha=1.7296$ | $\lambda_{+}=0.3463$ | $\lambda_{-}=0.2818$ |  |  |  | 0.0334 (0.8398) | 0.1023 | -6.05 | $8.12 \cdot 10^{-5}$ | 1026 |
|  | stable | $\alpha=1.9218$ | $\beta=-1.0000$ | $\sigma=0.6582$ | $\mu=-0.0385$ |  |  | 0.0537 (0.2893) | 0.1628 | -6.05 | $1.20 \cdot 10^{-3}$ | 69.5 |
| GARCH | Normal | $2.1009 \cdot 10^{-4}$ | 0.0970 | 0.7814 |  |  | $5.7438 \cdot 10^{-3}$ | 0.0516 (0.3275) | 0.1715 | -6.22 | $2.44 \cdot 10^{-10}$ | $1.623 \cdot 10^{9}$ |
|  | $t(\mathrm{~d}=10.1)$ | $1.9588 \cdot 10^{-4}$ | 0.0957 | 0.7930 |  |  | $6.0702 \cdot 10^{-3}$ |  |  |  |  |  |
|  | CTS | $\alpha=1.7551$ | $\lambda_{+}=1.9364$ | $\lambda_{-}=0.4299$ |  |  |  | 0.0510 (0.3429) | 0.1431 | -6.17 | $3.40 \cdot 10^{-5}$ | 2452 |
|  | MTS | $\alpha=1.7551$ | $\lambda_{+}=2.5304$ | $\lambda_{-}=0.7333$ |  |  |  | 0.0506 (0.3521) | 0.1431 | -6.17 | $1.45 \cdot 10^{-5}$ | 5758 |
|  | RDTS | $\alpha=1.7551$ | $\lambda_{+}=1.2137$ | $\lambda_{-}=0.3391$ |  |  |  | 0.0415 (0.6051) | 0.1243 | -6.17 | $3.24 \cdot 10^{-5}$ | 2570 |
|  | stable | $\alpha=1.9501$ | $\beta=-1.0000$ | $\sigma=0.6724$ | $\mu=-0.0060$ |  |  | 0.0374 (0.7370) | 0.1179 | -6.17 | $7.14 \cdot 10^{-4}$ | 116.7 |
| ARMA-GARCH | Normal | $2.0619 \cdot 10^{-4}$ | 0.1080 | 0.7720 | -0.8308 | 0.8932 | $1.0849 \cdot 10^{-2}$ | 0.0436 (0.5398) | 0.1716 | -6.28 | $1.72 \cdot 10^{-10}$ | $2.306 \cdot 10^{9}$ |
|  | $t(\mathrm{~d}=11.3)$ | $1.9494 \cdot 10^{-4}$ | 0.1038 | 0.7843 | -0.8444 | 0.8977 | $1.1303 \cdot 10^{-2}$ |  |  |  |  |  |
|  | CTS | $\alpha=1.7568$ | $\lambda_{+}=2.7246$ | $\lambda_{-}=0.5849$ |  |  |  | 0.0483 (0.4090) | 0.1424 | $-6.22$ | $6.55 \cdot 10^{-6}$ | $1.273 \cdot 10^{4}$ |
|  | MTS | $\alpha=1.7568$ | $\lambda_{+}=2.9115$ | $\lambda_{-}=0.9105$ |  |  |  | 0.0474 (0.4345) | 0.1415 | -6.22 | $6.21 \cdot 10^{-6}$ | $1.342 \cdot 10^{4}$ |
|  | RDTS | $\alpha=1.7568$ | $\lambda_{+}=1.3247$ | $\lambda_{-}=0.4045$ |  |  |  | 0.0375 (0.7268) | 0.1167 | -6.22 | $1.16 \cdot 10^{-5}$ | 7168 |
|  | stable | $\alpha=1.9520$ | $\beta=-1.0000$ | $\sigma=0.6748$ | $\mu=-0.0072$ |  |  | 0.0337 (0.8423) | 0.1349 | $-6.22$ | $6.78 \cdot 10^{-4}$ | 122.9 |

Table 12: [Monthly analysis-U.S. Financial Crisis] On the October 2008, the monthly return of the SPX dropped by $18.42 \%$. Fitting the models to a data series of 359 monthly returns ending with the September 2008 yields the following results.

| Model | Innovation | $\alpha_{0}$ | $\alpha_{1}$ | $\beta_{1}$ | $a$ | $b$ | c | KS | AD | Residual | Probability | Average time |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| CV | $\begin{gathered} \text { Normal } \\ t(\mathrm{~d}=5.6) \end{gathered}$ | $\begin{aligned} & \hline 1.8356 \cdot 10^{-3} \\ & 1.8217 \cdot 10^{-3} \end{aligned}$ |  |  |  |  | $\begin{aligned} & \hline 7.0363 \cdot 10^{-3} \\ & 9.2266 \cdot 10^{-3} \end{aligned}$ | 0.0620 (0.1213) | 63.9 | -4.46 | $4.01 \cdot 10^{-6}$ | $9.881 \cdot 10^{4}$ |
|  | CTS | $\alpha=1.6968$ | $\lambda_{+}=1.4962$ | $\lambda_{-}=0.1570$ |  |  |  | 0.0463 (0.4114) | 0.2044 | $-4.53$ | $7.17 \cdot 10^{-4}$ | 116.2 |
|  | MTS | $\alpha=1.6968$ | $\lambda_{+}=2.2526$ | $\lambda_{-}=0.2925$ |  |  |  | 0.0485 (0.3562) | 0.4703 | -4.53 | $2.49 \cdot 10^{-4}$ | 334.3 |
|  | RDTS | $\alpha=1.6968$ | $\lambda_{+}=1.1662$ | $\lambda_{-}=0.1439$ |  |  |  | 0.0325 (0.8301) | 0.0758 | -4.53 | $2.45 \cdot 10^{-3}$ | 33.94 |
|  | stable | $\alpha=1.8853$ | $\beta=-1.0000$ | $\sigma=0.6333$ | $\mu=-0.0451$ |  |  | 0.0769 (0.0278) | 0.1482 | -4.53 | $3.27 \cdot 10^{-3}$ | 25.46 |
| GARCH | Normal | $4.5429 \cdot 10^{-5}$ | 0.1061 | 0.8810 |  |  | $6.606 \cdot 10^{-3}$ | 0.0667 (0.0782) | 23.29 | -3.63 | $1.44 \cdot 10^{-4}$ | 2746 |
|  | $t(\mathrm{~d}=5.9)$ | $8.7296 \cdot 10^{-5}$ | 0.1064 | 0.8549 |  |  | $9.1459 \cdot 10^{-3}$ |  |  |  |  |  |
|  | CTS | $\alpha=1.6988$ | $\lambda_{+}=2.1451$ | $\lambda_{-}=0.1680$ |  |  |  | 0.0461 (0.4200) | 0.4000 | $-3.58$ | $1.18 \cdot 10^{-3}$ | 70.6 |
|  | MTS | $\alpha=1.6988$ | $\lambda_{+}=3.1288$ | $\lambda_{-}=0.3110$ |  |  |  | 0.0484 (0.3595) | 1.1868 | -3.58 | $4.09 \cdot 10^{-4}$ | 203.8 |
|  | RDTS | $\alpha=1.6988$ | $\lambda_{+}=1.5484$ | $\lambda_{-}=0.1510$ |  |  |  | 0.0382 (0.6584) | 0.0985 | $-3.58$ | $5.35 \cdot 10^{-3}$ | 15.57 |
|  | stable | $\alpha=1.8876$ | $\beta=-1.0000$ | $\sigma=0.6351$ | $\mu=-0.0356$ |  |  | 0.0748 (0.0350) | 0.1440 | -3.58 | $5.63 \cdot 10^{-3}$ | 14.79 |
| ARMA-GARCH | Normal | $4.2245 \cdot 10^{-5}$ | 0.1179 | 0.8727 | 0.9511 | -0.9728 | $3.2909 \cdot 10^{-4}$ | 0.0637 (0.1043) | 10.72 | -3.55 | $1.90 \cdot 10^{-4}$ | 2089 |
|  | $t(\mathrm{~d}=5.7)$ | $8.9769 \cdot 10^{-5}$ | 0.1087 | 0.8521 | 0.3140 | -0.3626 | $6.2904 \cdot 10^{-3}$ |  |  |  |  |  |
|  | CTS | $\alpha=1.6953$ | $\lambda_{+}=2.4886$ | $\lambda_{-}=0.1665$ |  |  |  | 0.0447 (0.4580) | 0.5968 | $-3.63$ | $7.71 \cdot 10^{-4}$ | 108.1 |
|  | MTS | $\alpha=1.6953$ | $\lambda_{+}=3.5328$ | $\lambda_{-}=0.3069$ |  |  |  | 0.0472 (0.3894) | 1.9558 | $-3.63$ | $2.31 \cdot 10^{-4}$ | 361.3 |
|  | RDTS | $\alpha=1.6953$ | $\lambda_{+}=1.6659$ | $\lambda_{-}=0.1487$ |  |  |  | 0.0396 (0.6144) | 0.0847 | -3.63 | $5.28 \cdot 10^{-3}$ | 15.77 |
|  | stable | $\alpha=1.8836$ | $\beta=-1.0000$ | $\sigma=0.6322$ | $\mu=-0.0354$ |  |  | 0.0759 (0.0311) | 0.1463 | $-3.63$ | $5.59 \cdot 10^{-3}$ | 14.9 |

Table 13: Number of violations $(\mathrm{N})$ and $p$ values of Kupiec's proportion of failures test for the S\&P 500 .

| Model | 1 year (255 days) |  |  |  | 2 years (510 days) |  | 4 years (1020 days) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\begin{gathered} \text { Dec. 14, } 2004 \\ \sim \text { Dec. } 15,2005 \end{gathered}$ | $\begin{aligned} & \text { Dec. 16, } 2005 \\ & \sim \text { Dec. } 20,2006 \end{aligned}$ | $\begin{gathered} \text { Dec. 21, } 2006 \\ \sim \text { Dec. } 27,2007 \end{gathered}$ | $\begin{gathered} \text { Dec. 28, } 2007 \\ \sim \text { Dec. } 31,2008 \end{gathered}$ | $\begin{gathered} \text { Dec. 14, } 2004 \\ \sim \text { Dec. } 20,2006 \end{gathered}$ | $\begin{gathered} \text { Dec. 21, } 2006 \\ \sim \text { Dec. } 31,2008 \end{gathered}$ | $\begin{aligned} & \text { Dec. 14, } 2004 \\ & \sim \text { Dec. } 31,2008 \end{aligned}$ |
|  | $\mathrm{N}(p$-value) | $\mathrm{N}(p$-value) | $\mathrm{N}(p$-value) | $\mathrm{N}(p$-value) | $\mathrm{N}(p$-value) | $\mathrm{N}(p$-value) | $\mathrm{N}(p$-value) |
| Normal-CV | $2(0.7190)$ | 4 (0.3995) | 15(0.0000) | 25(0.0000) | 6 (0.6968) | 40(0.0000) | 46(0.0000) |
| EWMA | 3 (0.7829) | $5(0.1729)$ | $12(0.0000)$ | $9(0.0016)$ | 8(0.2334) | $21(0.0000)$ | 29(0.0000) |
| Normal-ARMA-GARCH | 1(0.2660) | 3(0.7829) | $9(0.0016)$ | 10(0.0004) | 4(0.6109) | 19(0.0000) | 23(0.0005) |
| Stable-ARMA-GARCH | 0 | 3(0.7829) | 6 6(0.0646) | 4(0.3995) | 3(0.3113) | 10(0.0539) | 13(0.3980) |
| CTS-ARMA-GARCH | 0 | 3(0.7829) | $7(0.0211)$ | $4(0.3995)$ | $3(0.3113)$ | 11(0.0229) | 14(0.2577) |



Figure 1: Daily, weekly, and monthly returns of the SPX from January 1987 to December 2008.


Figure 2: $\operatorname{VaR}\left(-\operatorname{VaR}_{t, \eta}\left(y_{t+1}\right)\right)$ for the SPX returns for the normal-CV, the EWMA, the normal-ARMA-GARCH, the stable-ARMA-GARCH, and the CTS-ARMA-GARCH model.


Figure 3: The $1 \%$-AVaRs ( $-\operatorname{AVaR}_{t, 0.01}\left(y_{t+1}\right)$ ) of the SPX, for the normal-ARMAGARCH and CTS-ARMA-GARCH models.


Figure 4: The differences between $1 \%-V a R$ for the normal-ARMA-GARCH and $1 \%$ AVaR for the CTS-ARMA-GARCH models with respect to the SPX. The differences are increasing in the solid rectangles.


Figure 5: The differences between $1 \%-\mathrm{AVaR}$ for the normal-ARMA-GARCH and $1 \%-$ AVaR for the CTS-ARMA-GARCH models with respect to the SPX. The differences are increasing in the solid rectangles.
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