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Chapter 1

Introduction

1.1 Motivation

Photonic crystals are materials, which are composed of two or more different di-
electrics or metals, and which exhibit a spatially periodic structure, typically at the
length scale of hundred nanometers. Depending on whether the periodicity extends
into one, two or three space dimensions, a photonic crystal is called one-, two-,
three-dimensional. Photonic crystals can be fabricated using nano-technological
processes such as photolithography or vertical deposition methods. They also oc-
cur in nature, e.g. in the microscopic structure of certain bird feathers, butterfly
wings, or beetle shells (see e.g. [12], [46]).

A characteristic feature of photonic crystals is that they strongly affect the
propagation of light waves at certain optical frequencies. This is due to the fact that
the optical density inside a photonic crystal varies periodically on the length scale
of about 400 to 800 nanometers. One finds that the so-called optical wavelengths
of light waves lie in precisely the same length scale. Light waves that penetrate a
photonic crystal, are therefore subject to periodic, multiple diffraction, which leads
to coherent wave interference inside the crystal. Depending on the frequency of
the incident light wave this interference can either be constructive or destructive.
In the latter case the light wave is not able to propagate inside the photonic crystal
at all. Typically, this phenomenon only occurs for a bounded range of optical wave
frequencies, if it does occur at all. Such a range of inhibited wave frequencies is
called a photonic band gap. Light waves with frequencies inside a photonic band
gap are totally reflected by the photonic crystal. It is this effect, which causes e.g.
to the iridescend colors of peacock feathers (see [54]).

Whether or not photonic band gaps occur, strongly depends on the geometric
structure of the photonic crystal, as well as on the contrast in optical density be-
tween the different materials the photonic crystal is built of. Apart from photonic

6



1.1. MOTIVATION 7

band gaps a photonic crystal may also exhibit other optical phenomena, such as
a large refractive index or the ability to slow down the group velocity of light
pulses considerably. These phenomena are also caused by periodic diffraction and
coherent wave interference inside the crystal.

In the late 1980s Eli Yablonovitch and Sajeev John discovered that the band
gap of a photonic crystal can be used to inhibit spontaneous photon emissions (see
[43], [80]). It was also then that the term photonic crystal was coined. About a
century earlier Lord Rayleigh studied the electromagnetic transmissibility of multi-
layered dielectrics, and found that for certain frequencies of the incident wave total
reflection can occur (see [63]). This phenomenon, which also stems from coherent
wave interference inside the multi-layered material, was used to create frequency-
selective optical mirrors, the so-called distributed Bragg reflectors. In essence these
devices consist of periodically alternating layers of different dielectric materials.
From a modern perspective, distributed Bragg reflectors can be viewed as one-
dimensional photonic crystals. Two- and three-dimensional photonic crystals can
be used to guide light waves along a defect in the periodic structure. It is expected
that photonic crystals will play a key role in the development of nanometer-scale
all-optical communication devices, such as nanometer wave-guides, optical mul-
tiplexers, logical gates or frequency filters. Some of these devices could already
been realized in the laboratory. However, an industry-scale production is not yet
in sight.

Many optical properties of a photonic crystal are determined by its so-called
photonic band structure. The band structure consists of countably many of so-
called photonic bands. FEach band discloses the dispersion relation of a time-
harmonic electromagnetic wave, which is able to propagate in the crystal. Mathe-
matically a photonic band is the graph of a function k — w(k), where the vector k
varies over a compact subset B of R?, the so-called first Brillouin zone. For every
vector k € B the corresponding function value w(k) is given by a solution of an
eigenvalue problem, which is of the form

(V+ik) x [p(V +ik) x u] =w’u in €, L1
(V+ik) -u=0 in Q. (1.1)

Here, €2 denotes a fundamental cell of periodicity of the photonic crystal. A funda-
mental cell of periodicity is a bounded section of space within a photonic crystal.
The defining property of a fundamental cell is that the entire photonic crystal
structure can be reproduced by repeating the structure within the fundamental
cell periodically. The crystal structure itself is represented by the real-valued
function p. Typically p is discontinuous and takes only a finite number of different
function values. The eigenfunctions u are required to satisfy periodic boundary
conditions. It can be shown, that for every vector k € B there exists a countable
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Figure 1.1: Photonic band structure exhibiting a band gap (dashed lines)
between the second and third photonic band.

number of positive, real numbers w; (k) < wy(k) < ---, etc., such that w;(k)? is
an eigenvalue of (1.1) for every j € N. Given an index j € N, the graph of the
function k — w;(k) is commonly referred to as the j-th photonic band, a photonic
band gap exists between the j-th and the (j + 1)-th photonic band, if and only if

IlglelIE.}Wj+1(k) - Iilgéiwj(k) > 0. (1.2)

The so-called gap width is given by the left-hand side of (1.2). Photonic band
structures are usually depicted in so-called photonic band diagrams. In such a
band diagram each photonic band is represented by a curve. Photonic band gaps
are revealed as horizontal regions in the diagram, which are not crossed by any
curve (see Figure 1.1). The vertical extent of such a region corresponds to the gap
width.

For many applications, it is desirable to have photonic crystals with large band
gaps as large as possible. Given two different materials, the question arises how
a photonic crystal should be built from these two materials in order to exhibit a
maximal band gap. Recall that the structure of a photonic crystal is represented
by the function p in the eigenvalue problem (1.1). A photonic crystal, which
consists of exactly two different materials, is represented by a two-valued function
p on €2 with values py and p;. Conversely, every two-valued function on €2 with
values py and p; represents the structure of a photonic crystal built from the
same two materials. We shall call such functions admissible functions. For every
admissible function p and every vector k € B, one can solve (1.1) and obtain
solutions wy(p, k) < ws(p, k) < ---, etc., which determine the band structure of
the photonic crystal represented by p. Given a fixed index j € N the width of the
band gap between the j-th and (j + 1)-th band of that crystal, in case it exists, is
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given by
wj(p) = minwji1(p, k) — maxw;(p, k).

With this, the problem of finding a photonic crystal structure, which exhibits a
maximal band gap between the j-th and (j+1)-th photonic band can be formulated
as follows: Find an admissible function p*, such that w;(p*) > w;(p) for every
admissible function p. A problem of this type is commonly referred to as a photonic
band gap mazximization problem (hereafter abbreviated as PBGMP).

More generally, let J be a functional, such that for every admissible function
p the corresponding value J(p) of the functional is determined by the functions
k— wi(p k), k— wsp,k),...,etc. An optimization problem could then consist
in finding an admissible function p*, such that J(p*) < J(p) for every admissi-
ble function p. We shall call a problem of this type a photonic band structure
optimization problem (hereafter abbreviated as PBSOP). The functional J is com-
monly referred to as the goal functional of the problem. Clearly, photonic band
gap maximization problems are those PBSOPs, whose goal functionals are given
by J = —w; for some j € N.

Photonic band structure optimization problems present a number of interesting
challenges for a mathematician. In many relevant cases the goal functional J fails
to be any more regular than Lipschitz continuous. Moreover, the set of admissible
functions is infinite-dimensional and non-compact, which makes it difficult to prove
the existence of optimal solutions. Computing the band structure of a photonic
crystal is a challenging task from a numerical point of view, especially when the
crystal is three-dimensional. One of the reasons for this is that admissible func-
tions, which are by definition two-valued, enter as discontinuous coefficients in the
eigenvalue problem (1.1). Therefore, sophisticated numerical schemes need to be
employed in order to obtain accurate results. Finally, the development and anal-
ysis of numerical optimization algorithms for PBSOPs provides a field of research
that mathematicians can contribute to.

In this work we discuss in detail the mathematical theory, which relates the geo-
metric structure of a photonic crystal to its band structure, and develop different
optimization algorithms for PBSOPs. A more general introduction to photonic
crystals can be found in the books [42], [60], or [66]. A survey on mathematical
concepts related to photonic crystals is given in [50].

1.2 Aims of This Work

The aim of this thesis is the mathematical study of photonic band structure opti-
mization problems (PBSOPs), as well as the developement of suitable optimization
algorithms for these problems. Moreover, we aim at finding solutions of photonic
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band gap maximization problems (PBGMPs) for two- and three-dimensional pho-
tonic crystals.

1.3 Literature Review

Photonic band structure optimization problems are, in essence, eigenfrequency op-
timization problems. Problems of this type also occur e.g. in structural engineering
and acoustics. As an example, we mention the problem of finding the optimal de-
sign of a two-density composite membrane, where the optimization goal typically
is the minimization or maximization of certain eigenfrequencies. This problem was
studied in detail by Cox and McLaughlin (cf. [31], [32]), who proved the existence
of optimal designs and characterized them in terms of certain level-sets of eigen-
functions. Some fifty years earlier, Krein was able to identify two-density compos-
ite strings with minimal and maximal eigenfrequencies (cf. [48]). The eigenvalue
problem in both cases is of the form

—Au = Apu in §,
u=20 on 0,

where €2 is a bounded domain. The function p is two-valued on €2 and models the
density distribution of the string or membrane. As will turn out in Section 3.5,
eigenvalue problems of similar type also arise for certain PBSOPs involving one-
and two-dimensional photonic crystals. In Section 5.4 we will show how some
results found by Cox, McLaughlin and Krein carry over to these problems.

Another optimization problem, which is in a way related to PBSOPs, is an opti-
mal design problem concerning the temperature distribution in two-phase conduc-
tors. Under certain model assumptions the temperature distribution is determined
by an eigenvalue problem of the form

-V - [pVu] = I in Q,
u=0 on 09,

where p, again, is a two-valued function on a bounded domain 2. The problem
was analysed by Cox and Lipman (cf. [27]) and further studied by Alvio, Lion and
Trombetti (cf. [5]), as well as by Conca, Mahadevan and Sanz (cf. [26]). Obviously,
the eigenvalue problem (1.3) bares some similarity to the the eigenvalue problem
(1.1), which determines the band structure of a photonic crystal. In Section 5.4 we
will discuss the findings of the authors mentioned above and illustrate how these
findings relate to PBSOPs.

Photonic band gap maximization problems have already been considered in the
literature, though only for two-dimensional photonic crystals. Cox and Dobson de-
veloped an optimization algorithm based on a generalized gradient descent method
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(cf. [29]). This algorithm served as a prototype for the optimization algorithms we
develop in Chapter 7. It should be noted, however, that the optimization problems
considered by Cox and Dobson differ slightly from PBGMPs as defined in the pre-
vious Section 1.1. In their paper the authors choose a fixed frequency lying inside
a photonic band gap and aim at pushing the nearest photonic bands away from
that frequency. In doing so Cox and Dobson are able to find photonic crystals,
which exhibit a large band gap with a prescribed frequency at the center. In a
second paper Cox and Dobson refine their algorithm allowing them to open up
photonic band gaps between specific bands (cf. [30]).

Using a level-set method (see e.g. [58]), Kao, Osher and Yablonovitch were
able to find two-dimensional photonic crystals with maximal band gaps (cf. [44]).
While providing an extensive list of optimized crystal structures, the authors do
not establish a rigorous analysis of their method. A non-rigorous justification
can be found, however, in a paper by Osher and Santosa on the optimization of
two-density composite membranes via level-set methods (cf. [59]).

Yet another approach was presented by Sigmund and Sgndergaard, who treated
PBGMPs and PBSOPs as topology optimization problems (see e.g. [11]). In a pa-
per on the systematic design of two-dimensional photonic crystals (cf. [69]) the
authors compute optimized crystal structures using the method of moving asymp-
todes (see [71]). The authors remark, however, that this method could only be
applied to rather coarse discretizations of the problem due to computing-time and
storage limitations. Preble, M. Lipson, and H. Lipson used evolutionary algorithms
in order to design two-dimensional photonic crystals with maximal band gaps (cf.
[61]). Each evolutionary algorithm needed to create more than 1000 generations in
order to find optimized crystal structures, which is why the primitive cell of each
photonic crystal was discretized by a 32 x 32 grid only.

As we mentioned before, there are no published results neither on PBGMPs
nor on PBSOPs for three-dimensional photonic crystals so far. A possible reason
for this may be the fact that these problems are computationally more demanding
than their two-dimensional analogues. As will be discussed in Section 3.5, pho-
tonic band structures of two-dimensional crystals are determined by Laplace-type
or second-order divergence-type eigenvalue problems. Such eigenvalue problems
can be discretized using standard finite difference or finite element methods, and
band structure computations can be carried out on an average computer. The
situation is much different for three-dimensional photonic crystals, whose band
structures are determined by second-order curl-curl-type eigenvalue problems of
the form (1.1). In order to obtain suitable discretizations of these problems, spe-
cialized finite element schemes have to be employed. Moreover, efficient numerical
algorithms and high-performance computer architectures are generally needed in
order to carry out band structure computations within reasonable time. Thus, the
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numerical results presented in Chapter 9 were only made possible by the efforts
of Bulovyatov (cf. [17]), who developed a parallel multi-grid algorithm for band
structure computations of three-dimensional photonic crystals based on a finite
element library developed by Wieners (see [76], [77]).

1.4 Outline

This work is organized as follows. In Chapter 2 we present the notation, certain
function spaces and fundamental concepts that are used in this work. In Chapter 3
we introduce the mathematical model for wave propagation in photonic crystals,
focussing on the underlying physical principles and model assumptions. A family
of eigenvalue problems governing the propagation of so-called Bloch modes in pho-
tonic crystals is given. The formulation of the eigenvalue problems is made math-
ematically precise in Chapter 4. There, we also provide the appropriate spectral
theory and introduce the band structure of a photonic crystal, as well as photonic
band gaps. The chapter is completed by a discussion of the Floquet—Bloch theory,
which relates the band structure of a photonic crystal to its transmissibility for
electromagnetic radiation. In Chapter 5 we address the problem of optimizing the
geometrical structure of a photonic crystal with respect to certain properties of
its band structure. We establish a generic minimization problem and analyse its
properties. In Chapter 5 we also state some model problems, which motivated
this work. In Chapter 6 we review important concepts of nonsmooth analysis. In
particular, the concept of generalized differentials is introduced. In Chapter 7 we
develop an algorithm for the numerical solution of photonic band structure op-
timization problems. In essence, this algorithm is based on the idea of gradient
descent methods. A slight drawback inherent to the algorithm is that it fails to
produce admissible crystal structures in general. In Chapter 8 we therefore de-
velop another optimization algorithm based on a level-set method. In Chapter 9
we present and discuss some numerical results of the algorithms. Conclusions and
an outlook on future work are given in Chapter 10.



Chapter 2

Preliminaries

In this chapter we introduce some fundamental concepts, notations and conven-
tions that will be used throughout the rest of this work. Basic notations and
conventions are introduced in Section 2.1. Important results concerning the vector
cross product are listed in Section 2.2. In Section 2.3 we discuss the notion of
local Lipschitz continuity. In Section 2.4 we review the concept of symmetry and
related aspects of group theory. Periodicity is a special case of symmetry and will
be discussed in Section 2.5. In both Sections 2.4 and 2.5 we introduce fundamental
mathematical structures, such as symmetry groups or Bravais lattices, which will
be used in Chapter 3 to build a mathematical model for the medium structures of
photonic crystals.

2.1 Notations and Conventions

In this work we denote by N the set of natural numbers not including zero, and
by Ny the set NU{0}. Euler’'s number and the imaginary unit are denoted by the
upright letters e and i, respectively. We use boldface letters to denote vector- or
matrix-valued quantities. Unless stated otherwise, u; denotes the i-th component
of the vector-valued quantity w for a given index 7 € N. Similarly, A;; denotes the
component in the i-th row and j-th column of the matrix-valued quantity A for
given indices 2 € N and j € N.

Given a complex-valued quantity z, we denote by Z its complex conjugate.
Sesquilinear forms on a complex vector space are understood to be conjugate-linear
in the first (left-hand) argument and linear in the second (right-hand) argument.
This applies, in particular, to the standard inner product on C", n € N, which
we denote by (-, -). In contrast to this, we denote by - the dot product on
C". The connection between the inner product and the dot product is given by
(x,y) =T -y forall z,y € C". If X is a real or complex topological vector space,

13
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then X* denotes its topological dual, i.e., the space X* consists of all continuous
linear functionals on X. Given another topological vector space Y and an operator
T : X — Y, we sometimes denote the image of a point x € X under T' by Tz, if T
is linear or conjugate-linear, or by T'[z], if T"is linear. If X and Y are normed spaces

with norms || - ||x and || - ||y, and if T is a continuous, linear or conjugate-linear
operator, we denote by ||T||x,y the operator norm of T, given by
T
[They = sup A

zeX\{0} ]| x '

Given a set S C X, we denote by conv(S) the open, convex hull of S and by
conv(S) its closure.

Given a set 2 C R”, where n € N, a Banach space Y with norm |- ||y, and a
real number p € R, with 1 < p < 0o, we define the norms || - [|o, and || - [|a.cc by

1/p
flopi= ([17) " forail e @y,
| flla,00 == essgup(||f||y) for all f € L*=(Q,Y).

As a convention, we further constitute that || - ||q := || - ||q,2- If Y is a Hilbert space
with inner product (-, -)y, we define the inner product (- , - )q by

(f » gha = /Q<f,g>y for all f,g € L3(Q,Y).

Whenever F(€,Y) denotes a set of functions mapping €2 into Y, we denote by
F () the respective set of functions mapping €2 into C. This convention applies,
in particular, to the standard Lebesgue, Sobolev, and Holder spaces LP(2), H*(2),
and C™%(92).

By H (curl; Q) and H (div;€2) we denote the Sobolev spaces, which consist of
all functions from € into C? that admit weak curl or divergence fields in L*()* or
L*(9), respectively. A detailed characterization of the Sobolev space H (curl; Q)
can be found in Chapter 7, Section 4.1 in [34]. The Sobolev space H (div;2) is
discussed in detail in Section 2.1 in [38]. The spaces H (curl;Q2), H(div; Q) and
H'(Q) are equipped with the inner products (-, * )eurt, (, * )aiv.2, and (-, )10,
respectively, which are given by

(U, Vw0 = (Vxu,Vxuv)g+ (u,v)q for all w,v € H(curl; ),
(U, Vawo = (V-u,V-v)g+ (u,v)q for all u,v € H(div; ),
(P, @)= (Vp, Voo + (p, e for all p,q € H'(Q).

Here as in the following, we denote by Vx, V -, and V the curl, divergence
and gradient operator. The norms, which are induced by the inner products, are
denoted by || - |cur, || - |laiv:0, and || - ||1.q, respectively.
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2.2 The Cross Product

In this work we quite perform vector calculations involving the cross product.
Therefore, we find it useful to mention some important results related to this
vector operation here.

First, let us recall some vector identities. An important identity, which concerns
so-called wvector triple products, reads

exX(yxz)=(x-2)y—(r-y)z for all x,y,z € C*. (2.1)
For so-called scalar triple products we have the well-known identity
z-(yxz)=y-(zxz)=2 (rxy) for all x,y,z € C*, (2.2)

which is often verbalized by saying the the scalar triple product is invariant under
cyclic permutations of the vectors. Furthermore, Lagrange’s identity states that

(xxy,zxy)=(r,z)(y,y) +(y,z)x,y) for all ¢, x,y,y € C*. (2.3)
Letting £ = « and y = y in (2.3), we find that

[z lyl* =[x, y)I* + |z xy[*  foralla,yeC’, (2.4)

where |-| denotes the Euclidean norm on C2®. This norm identity in particular
implies the following Cauchy—Schwarz-like inequality, which reads

lx x y| < |z||y| for all x,y € C>.

Next, we introduce a useful concept for representing the action of cross products
on C?. Given a vector z € C?, we define the matrix [z], € C**3 by

0 —Z3 zZ9
[Z]X = Z3 0 —Z1 . (25)
—Z9 zZ1 0

We refer to the matrix [z]y as the the cross product matriz of z. One easily verifies
that
[z]xx =2z X @ for all ¢ € C®.

For z € C3\ {0} one finds that the null space and the image space of [z], are
given by

ker([z]«) = span{z},

: L

im([z]«) = (span{z})~,
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where (span{z})* denotes the orthogonal complement of span{z} in C3.

Finally, we mention a vector identity concerning the behaviour of cross products
under linear coordinate transformations. Given a matrix A € C3*3, one can show
by direct computation that

(Ax) x (Ay) = cof(A)(x x y) for all x,y € C?, (2.6)
where cof (A) denotes the cofactor matriz of A. The cofactor matrix is given by
cof (A);; == (—1)"* det(A[i’j]) for all 4,5 = 1,2, 3, (2.7)

where A"/ denotes the matrix, which is obtained by omitting the i-th row and
the j-th column in the matrix A for 7,5 = 1,2,3. Recall that the cofactor matrix
cof(A) is the transposed of the so-called adjugate matriz adj(A) of A. We thus
have

cof(A) = det(A)A™"  for all A € GL3(C), (2.8)

where GL3(C) denotes the set consisting of all invertible 3 x 3 matrices with com-
plex components.

2.3 Local Lipschitz Continuity

In this section we review the concept of locally Lipschitz continuous functions on
Banach spaces. It will turn out that such functions play an important role in
optimization problems involving band structures of photonic crystals.

Given two real or complex Banach spaces X and Y with norms || - || x and || - [y,
a function f: X — Y is called Lipschitz continuous, if there exists a non-negative
number ¢y > 0, which depends on f only, such that

1f(2) = FWlly < crlle —yllx forall z,y € X. (2.9)

Given a constant ¢ > 0, we shall call the function f above c-Lipschitz continuous,
if (2.9) holds for ¢y = c¢. Every number ¢; > 0, which satisfies (2.9), is called a
Lipschitz constant of f. It is well-known that Lipschitz continuity implies uniform
continuity.

Given a point xg € X, a function f : X — Y is called Lipschitz continuous
near xg, if there exists a neighbourhood U C X of xg, such that f is Lipschitz
continuous on U, i.e., if there exists a constant ¢y > 0, which only depends on f
and the neighbourhood U, such that

1f (@) = fFWlly < crolle —ylx  forallz,yeU. (2.10)
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Given a constant ¢ > 0, we shall call the function f above c-Lipschitz continuous
near xg, if there exists a neighbourhood U of x¢, such that (2.10) holds for ¢; = c.
A function f : X — Y is called locally Lipschitz continuous, if it is Lipschitz
continuous near every point x € X.

Clearly, every Lipschitz continuous function is also locally Lipschitz continuous.
It is also easy to see that local Lipschitz continuity implies continuity. It should be
noted, however, that local Lipschitz continuity does not imply uniform continuity.
To see this, consider e.g. the function z — 1/z from R~ into R. Using the Mean-
Value Theorem, one can show that this function is locally Lipschitz continuous, but
not uniformly continuous. Finally, we remark that a function defined on a compact
set is Lipschitz continuous if and only if it is locally Lipschitz continuous.

2.4 Symmetry

In this section we briefly review some mathematical concepts related to symmetry.
As is well-known, symmetry can be described in terms of groups of isometries
acting on metric spaces. Recall that a group G with neutral element e acts on
a non-empty set X by virtue of a mapping G x X — X, which maps each pair
(9,7) € G x X to an element 29 € X, and which satisfies 29" = (29)", as well as
x¢ =z for all g,h € G and all x € X. This mapping (g,x) — a9 is called the
group action of G on X. Given a group element g € GG, an element z € X is said
to be tnvariant under the action of g on X, if x9 = x. Furthermore, z is said to be
invariant under the action of G on X, if 9 = z for all g € G. For each element
r € X the set G, := {g € G |29 = z} is called the stabilizer of x in G. The
stabilizer of z in G is a subgroup of G' (notation: G, < G). More precisely, G, is
the maximal subgroup of G under whose action on X the element x is invariant.
In general, GG, is not a normal subgroup of of G.

Given a metric space X, we denote by Iso(X) the isometry group of X, which
consists of all isometries from the metric space X onto itself with the function
composition as group operation. The isometry group Iso(X) canonically acts on
X, on the power set P(X), and on every set of functions from X into another set
Y. The respective group actions Iso(X) x X — X, Iso(X) x P(X) — P(X), and
Iso(X) x YX — Y are given by

¥ = (1) for all p € Iso(X), =z € X,
S = (9) for all ¢ € Iso(X), S € P(X),
?:=fop  forall p €Iso(X), feY™

It is well-known that the isometry group Iso(R™) of the n-dimensional Euclidean
space, where n € N, consists exactly of those affine mappings ¢ : R — R", which
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are of the form
p(x) :=Ox +a,

where ® € O, (R) is an orthogonal n x n matrix with components in R, and where
a € R" is a vector. Depending on the nature of ® and a, specific elements ¢ of
Iso(R™) can be identified e.g. as rotations, reflexions, inversions, or translations in
R™.

Given a subgroup G of the isometry group Iso(X) of an arbitrary metric space
X, a subset S of X is called symmetric with respect to G or simply G-symmetric,
if S is invariant under the action of G on P(X), i.e., if

p(S)=S5  forall p € G.

Similarly, a function f € Y¥, where Y is a non-empty set, is called G-symmetric,
if f is invariant under the action of G on YX, i.e., if

fop=f for all p € G.

The corresponding stabilizers Iso(X)s and Iso(X) are called the symmetry groups
of the set S and the function f, respectively. Elements which belong to the sym-
metry group of an object are called symmetry operations of the object. If X = R"
for some n € N, one can think of a symmetry operation as a Euclidean motion,
which takes an object into itself. The object’s symmetry group is precisely the
subgroup of Iso(R™), which consists of all such operations.

Given a subgroup G of Iso(X), a connected subset F' of X is called a funda-
mental region of G, if it satisfies

e(FYNY(F) =10 for all ,1 € G with ¢ # 1,
U er)=x.

peG

Hence, a fundamental region of G is a set whose images under the actions of
G cover the entire metric space without overlapping. If follows that every G-
symmetric function is determined by its restriction to a fundamental region of G.
The interior of a fundamental region of G is called a fundamental domain of G.

Given a finite subgroup G of Iso(X) and a function f € V¥, where YV is a
vector space over Q, we define the function f(@ € Y¥X by

@ .= L > (fou). (2.11)

Gl 2=

The function f(%) is called the G-symmetrization of f. Obviously, for every func-
tion f € YX the corresponding G-symmetrization (@) is a G-symmetric func-
tion. Furthermore, one can show that f() coincides with f, if and only if f is
G-symmetric.
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2.5 Periodicity

Periodicity is a special case of symmetry, namely that of symmetry with respect
to a finitely generated group of translations. Given a vector @ € R", n € N, the
mapping 7, : R® — R", which is defined by

To(x) =+ a for all x € R" (2.12)

is called the translation in R™ by a. One easily verifies that the set of all transla-
tions in R™ constitutes a normal subgroup of Iso(R"), the isometry group of R™.
A discrete subset A of R™, which is of the form

A:{zla(1)+--~—|—zra(r)|21,...,zrEZ},

where aV,...,a") € R™ are linearly independent vectors, is called a Bravais
lattice or simply a lattice in R™ of rank r. The vectors a™V), ... a'", which form a
Z-linear basis of A, are often referred to as primitive vectors of A. Here as in the
following, the term Z-linear refers to the algebraic structure of a vector space over
the set of integer numbers Z. The elements of a lattice are called lattice points or
lattice vectors. Note that every lattice contains the origin of the coordinate system
as a lattice point.

If A1 and A, are two Bravais lattices in R™, such that Ay C Ay, we call A a
sublattice of Ay and write Ay < A,. Clearly, A; is a sublattice of Ay, if and only
if there exists a set of primitive vectors of Ay, such that every vector is equal to a
Z-linear combination of primitive vectors of As.

Every Bravais lattice A C R" is a finitely generated, free, Abelian additive
subgroup of R™. The corresponding set of lattice translations

Trn(A) := {74 |a € A} (2.13)

is a finitely generated, free, Abelian subgroup of the isometry group Iso(R").
Clearly, every sublattice of A is a normal subgroup of A, and the correspond-
ing subgroup of lattice translation is normal in Trn(A). Furthermore, we remark
that every lattice A C R" defines an equivalence relation =, on R", which is given
by

T=p\Y (<= x—yEA for all &,y € A. (2.14)

The corresponding factor group is commonly denoted by R™/A. If A is a lattice of
maximal rank n, this factor group is called a torus of dimension n.

With the concept of lattices at hand, the notion of periodicity can be made
precise as follows. Given a Bravais lattice A C R"™ and a non-empty set Y, a
function f : R™ — Y is called periodic with respect to A or simply A-periodic, if it
is invariant under the action of Trn(A), i.e., if

foTea=[f forallaeA.
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For every Bravais lattice A there exist fundamental regions of the corresponding
group of lattice translations Trn(A). The interior of such a fundamental region is
usually referred to as a primitive domain of A. The closure is referred to as a
primitive cell of A. The primitive cells of a lattice A C R™ are bounded sets, if and
only if A is a lattice of maximal rank n. All primitive cells of such a lattice A share
the same measure. This measure is commonly referred to as the discriminant of A.
A primitive cell, which is uniquely defined for every Bravais lattice, is the so-called
Wigner—Seitz cell. Given a lattice A C R?, the Wigner-Seitz cell W, of A is given
by

Wy :={x eR"||x| < |z —a for all @ € A}. (2.15)

The set Wy consists of all points, which are closer to the origin than to any other
point in the lattice A. Hence, W} is equal to the closure of the origin’s Voronoi
region with respect to A (see e.g. Section 1.1 in [47]). Since every Voronoi region
can be characterized as the intersection of finitely many open half-spaces, it follows
that every Wigner—Seitz cell is a closed, convex polytope. Finally, we remark that
every Wigner—Seitz cell is point-symmetric with respect to the origin. This is due
to the fact that every Bravais lattice is point-symmetric with respect to each of its
lattice points. For every lattice A we consequently have that

1
lz| < 5 diam (W) for all z € Wj.

Finally, we introduce the concept of reciprocal lattices. For every Bravais lattice

A € R™ of rank r there exists a uniquely defined lattice A C R", which is also of
rank r, such that R
a-bec22n foralla e A, be A

This lattice A is called the reciprocal lattice of A. If A € R™™" is a matrix, whose
columns form a Z-linear basis of A, then the columns of the matrix 2r A(AT A)~!
form a Z-linear basis of the reciprocal lattice A. Reciprocal lattices appear e.g. in
the definition of Fourier series (see Section 4.2). As will be discussed in Section 3.4,
they also play an important role in the definition of so-called Bloch modes, which
form a special class of solutions of differential equations with periodic coefficients.



Chapter 3

The Mathematical Model

In this chapter we develop a mathematical model, which will allow us to describe
the medium structure of photonic crystals, as well as the propagation of light waves
in photonic crystals. We start off by making certain assumptions on the medium
structure of photonic crystals in Section 3.1. In Section 3.2 we investigate in detail
the symmetries, which can arise for these medium structures. We also introduce
some terminology from crystallography, since this terminology is often used in the
literature on photonic crystals. In Section 3.3 we present the mathematical model,
which describes the propagation of light waves in certain dielectric media. A spe-
cific ansatz for light waves in spatially periodic media is introduced in Section 3.4.
This so-called Bloch ansatz leads to a family of eigenvalue problems, which deter-
mines whether or not a light wave is able to propagate inside a photonic crystal.
In Section 3.5 we consider the special case of two-dimensional photonic crystals
and introduce simplified models for electromagnetic wave propagation therein.

3.1 Modelling Photonic Crystals

Throughout this work we assume that a photonic crystal is a medium, which
occupies the entire three-dimensional Euclidean space R3. In doing so we focus on
the propagation of light waves inside the photonic crystal, neglecting any effects
occurring at its boundary. Furthermore we assume that a photonic crystal consists
of a finite number of different materials. The crystal’s medium structure, i.e. the
distribution of the different materials within the crystal, can then be represented
by a function y : R* — N, in the sense that every function value x(x) represents
the material at the corresponding point & € R?. In the following we shall call this
function the crystal function. We remark that many artificially created photonic
crystals simply consist of a dielectric background material, such as silicon, into
which some sort of holes are placed periodically. Such crystals can be represented

21
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(a)

Figure 3.1: Examples of a one-dimensional (a), two-dimensional (b), and
three-dimensional (c) photonic crystal.

by a two-valued crystal function with values in the set {1,2}, where 1 models air
and 2 the dielectric.

As characterizing feature, every photonic crystal exhibits some kind of spatial
periodicity, which is captured by its crystal function. A photonic crystal is called
three-dimensional, if its crystal function x is periodic with respect to a Bravais
lattice A C R? of rank 3. Recall that such a lattice is given as the Z-linear hull of
three linearly independent primitive lattice vectors (see Section 2.5). The function
X is A-periodic, if and only if it is invariant under all lattice translations, i.e., if

XOTaq=X for all a € A,

where T, denotes the translation operator defined in (2.12). A photonic crystal is
called one-dimensional or two-dimensional, if its crystal function is periodic with
respect to a Bravais lattice of rank 1 or 2, respectively, and if the crystal function
is furthermore invariant under all translations by vectors that are perpendicular
to Bravais lattice. In summary, a photonic crystal is called r-dimensional, r €
{1,2, 3}, if there exists a Bravais lattice A C R? of rank r, such that the crystal
function y satisfies
XOTy =X forally € A @A™

Note that the R-linear hull of a lattice A C R3 of rank 7 is a linear subspace of R? of
dimension r. Therefore, the orthogonal complement A+ of A is a linear subspace of
R? of dimension 3 —r. Simply put, a photonic crystal is called three-dimensional, if
the periodicity of its medium structure extends into all three space dimensions. A
photonic crystal is called two-dimensional, if its medium structure is homogeneous
in one spatial direction while being periodic in all directions, which are perpen-
dicular to that direction. Finally, a photonic crystal is called one-dimensional if
its medium structure is periodic in one spatial direction and homogeneous on ev-
ery plane, which is perpendicular to that direction. Examples of one-dimensional,
two-dimensional, and three-dimensional photonic crystals are depicted Figure 3.1.
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Without loss of generality, we assume in the following that the Bravais lattice
A, which describes the spatial periodicity of an r-dimensional photonic crystal, can
be chosen such that

span(A) = {x € R* | z; = 0 for all i > r},

where span(A) denotes the R-linear hull of A. With this the lattice Bravais lattice
can be identified with a lattice in R" of maximal rank r. Furthermore, the crystal
function can be identified with a function mapping R" into the set of material
indices. These identification allow us to treat r-dimensional photonic crystals as
r-dimensional media.

3.2 Crystal Symmetries

In this section we discuss certain aspects related to the symmetry of photonic
crystals. By definition, every photonic crystal exhibits some kind of periodicity,
which can be described in terms of a Bravais lattice. Aside from this translational
symmetry the medium structures of most photonic crystals exhibit further sym-
metries. Knowing these non-translational symmetries is essential when analysing
the crystal’s optical properties.

The scientific discipline, which is primarily concerned with the study and classi-
fication of symmetries in spatially periodic media, is crystallography. In crystallog-
raphy, sophisticated classification systems and specialized notations are introduced
in order to characterize and designate the symmetry groups of periodic media. In
this section we introduce some of the crystallographic terminology, which is of-
ten used in the literature on photonic crystals. The main intent of this section
is to provide a dictionary, which translates certain notions from crystallography
into group theoretic concepts. A more detailed discussion can be found e.g. in
[6] and [62]. Specialized notation systems, such as the Schonflies notation or the
Hermann—Mauguin notation, which are commonly used in crystallography, are
not introduced in this section. They are covered by most standard textbooks on
crystallography, such as [15].

In Section 2.5 we introduced primitive cells of Bravais lattices as the closures
of fundamental regions of the group of lattice translations. A related concept in
crystallography is that of unit cells. Let A C R"™ be a Bravais lattice of rank r < n.
Then, a set P C R" of the form

P = {xla(l) + ... +x.a" ’ 1, ..., 2, € [0,1]},

where a®, ..., a”) € A are linearly independent lattice vectors, is called a unit

cell of A. Note that the unit cells of a lattice of rank 3 are parallelepipeds, while
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(a) (b) ()

Figure 3.2: The standard unit cells of a simple cubic (a), body-centered cubic
(b), and face-centered cubic (c) lattice. The arrows indicate primitive lattice
vectors.

the unit cells of a lattice of rank 2 are parallelograms. A unit cell of a lattice A is
called primitive, if it is spanned by primitive vectors of A only (see Section 2.5).
Clearly, every primitive unit cell of A is a primitive cell of A. A unit cell, which is
not primitive, is called centered.

In crystallography, Bravais lattices are categorized according to the shape of
their primitive unit cells. For every lattice type, crystallography defines a so-called
standard unit cell. For many lattice types these standard unit cells are primitive
or centered unit cells in the sense that was defined above. For some lattice types,
however, other polytopes are considered as standard unit cells. In three space
dimensions there exist 14 different crystallographic lattice types in total. Each
lattice type belongs to exactly one of 7 so-called crystallographic lattice systems.
In this work, we only consider the three lattice types, which constitute to the
so-called cubic lattice system. These ones are the so-called simple cubic, body-
centered cubic (bee), and face-centered cubic (fcc) lattices.

A Bravais lattice A of rank 3 is called simple cubic, if there exist primitive
vectors ¢, a®, a'® of A that satisfy

‘a(1)| = ‘a@)‘ = ‘a(3)| =1a>0,
Z(aM,a?) = £(a?,a®) = £(aM,a®) = T

Clearly, a Bravais lattice is a simple cubic lattice, if and only if its primitive unit
cells are cubes. The length a of the cubes’ edges is called the lattice constant.
Note that every simple cubic lattice is similar to the standard simple cubic lattice
Z3. Choosing eV, e® and e® as primitive vectors, where e denotes the i-th
standard basis vector in R? for i = 1,2, 3, one obtains the primitive unit cell P3 of
73, which is given by

Py = [0,1°. (3.1)
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In crystallography, Ps is the standard unit cell of Z3.

Next, we introduce body-centered cubic lattices. A Bravais lattice A of rank 3
is called body-centered cubic or bec, if there exist primitive vectors a¥, a®, a® of
A, such that

|a(1)| = ‘a(z) =:a>0, ‘a

Z(aM,a®) = g Z(a?,a®) = £(aV,a®) = %'

The primitive cells of a bee lattice are parallelepipeds with exactly two parallel
square faces. The edge lengths of these faces are given by the lattice constant a.
The distance between the square faces is equal to a/2. One quickly discovers that
every bce lattice can be characterized as the union of two staggered simple cubic
lattices. More precisely, every bec lattice is similar to the standard bee lattice Apee,
which is defined as

Apee = {Zleu) + ze® 4 %(em +e® 4 e®)

One easily verifies that Z3 is a sublattice of Ay (see Section 2.5). Because of this,
the standard unit cell P; of Z3 is a centered unit cell of Ape.. In crystallography,
Ps is considered to be the standard unit cell of Ay..

The third class of Bravais lattices, which belong to the cubic lattice system,
consists of the so-called face-centered cubic lattices. A Bravais lattice A of rank 3
is called face-centered cubic or fcc, if there exist primitive vectors a), a®, a® of
A, such that

21, 22,23 € Z} (32)

a®] = |a®] = [a®| = \/25“7 a>0,
/(@M a®) = Z(a®,a®) = Z(aV,a®) = Z.

The primitive unit cells of a fcc lattice are rhombohedra. The edge lengths of these
rhombohedra is given by \/ia/ 2, where a denotes the lattice constant. Every fcc
lattice is therefore similar to the standard fcc lattice A, which is defined by

Mg = {%(e(n +e®) 4+ %(em +e®) + %(e(m +e®)

Since Z3 is also a sublattice of A, the cube P is also considered to be the standard
unit cell of Ag.. In Figure 3.2 we depict the standard unit cells of all three lattice
types, which belong to the cubic lattice system.

In two space dimensions, crystallography distinguishes 5 different lattice types.
Here, we only consider square and hexagonal lattices. A Bravais lattice A of rank
2 is called square, if there exist primitive vectors a(, a® of A, such that

21, %9,23 € Z} (33)

‘a(1)| = !a(2)‘ =:a >0,
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(a) (b)

Figure 3.3: The standard unit cells of a square (a) and a hexagonal lattice.
The arrows indicate primitive lattice vectors.

As the name indicates, square lattices are exactly those Bravais lattices, which
feature square primitive unit cells. The side lengths of these squares are given by
the lattice constant a. Every square lattice is similar to the standard square lattice
Z2. The standard unit cell of Z? is the square P, which is defined by

Py = [0,1]%. (3.4)

Clearly, P, is a primitive unit cell of Z2.

Finally, we introduce the so-called hexagonal lattices of rank 2. A Bravais
lattice A of rank 2 is called hezagonal, if one can find primitive vectors a¥, a®®
of A, such that

a| = a®| = a >0,

/(a® a®) =T
(a.a®) = 7
The primitive unit cells of a hexagonal lattice are rhombi with side lengths equal
to the lattice constant a and angles measuring 60° and 120°. Every hexagonal
lattice is hence similar to the standard hexagonal lattice Apey, given by

Apex := {zle(l) - ZQ(% eV + ? 8(2)> ‘ 21,29 € Z}7 (3.5)
where e and e® denote the standard basis vectors of R2. The name hezagonal
alludes to the fact that all lattice points in a hexagonal lattice are equidistant to
their nearest neighbours. Hence, by taking the convex hull of the nearest neigh-
bours of a lattice point, one obtains a regular hexagon. The hexagon with the
origin at its center is defined as the standard unit cell of Apey. In Figure 3.3 we
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depict the standard unit cells of square and hexagonal lattices. It should be noted
that there are also Bravais lattices of rank 3, which are called hexagonal. Such
lattices are obtained through periodic translations of a hexagonal lattice of rank 2
in along the direction, which is perpendicular to that lattice.

Recall that the medium structure of an r-dimensional photonic crystal can be
described by a crystal function x : R” — N (see Section 3.1). The periodicity of
the medium structure is represented by a Bravais lattice A of rank r, with respect
to which x is A-periodic. In the following, we assume that the lattice A is chosen
maximally, i.e., we assume that there are no translations under which y is invari-
ant apart from those contained in Trn(A). Recall that Trn(A) denotes the group
of translations, which are generated by A (see Section 2.5). One can easily verify
that Trn(A) is a normal subgroup of Iso(R"),, the symmetry group of x. In con-
trast to Trn(A), which only represents the translational symmetry of the photonic
crystal’s medium structure, Iso(R"), represents its complete symmetry. Therefore,
Iso(R"), can contain symmetry operations, which correspond to non-translational
symmetries arising from the way the different materials of the photonic crystal are
arranged within a primitive cell of A. Note, however, that Iso(R"), is always a
subgroup of Iso(R"),, the symmetry group of A, since every symmetry operation
of x in particular must take A into itself. In summary, we therefore have

Trn(A) < Iso(R"), < Iso(R")a,

where < indicates the normal subgroup relation.

In crystallography, the complete symmetry of a periodic medium is character-
ized in terms of so-called crystallographic space groups. The complete symmetry
of an r-dimensional photonic crystal’s medium structure is said to be given by the
space group Gipace, if there exists a crystal function x, such that its symmetry
group Iso(R"), is isomorphic to Ggpace- It turns out that there exist exactly 230
different crystallographic space groups in three space dimensions. This means that
the complete symmetry of the medium structure of every three-dimensional pho-
tonic crystal is given by exactly one of these 230 groups. It is further known that
in two space dimensions there exists a total of 17 different space groups, which are
sometimes referred to as the 17 wallpaper groups.

As was stated before, space groups represent the complete symmetry of a peri-
odic medium. The complete symmetry of such a medium usually consists of some
sort of translational symmetry, which is represented by a Bravais lattice, as well as
of other, non-translational symmetries. In crystallography, the non-translational
symmetries of a periodic medium are characterized in terms of so-called crys-
tallographic point groups. The non-translational symmetries of an r-dimensional
photonic crystal’s medium structure, whose complete symmetry is given by the
space group Ggpace and whose translational symmetry is given by a Bravais lattice
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Figure 3.4: Example of a two-dimensional photonic crystal’s medium struc-
ture (a) with its translational (b) and non-translational symmetries (c). The
space group is isomorphic to Z2? x Oy(Z).

A, are said to be given by the point group Gpoint, if there exists a crystal function
X, such that Iso(R"), is isomorphic to Ggpace and such that Iso(R"),/Trn(A) is
isomorphic to Gpeint- It turns out that there exist exactly 32 different crystallo-
graphic point groups in three space dimensions. In two space dimensions there
exist exactly 10 different point groups.

In the following, we present two examples, which illustrate the concept of
point groups and space groups in two space dimensions. First, we consider a two-
dimensional photonic crystal, whose medium structure is depicted in Figure 3.4(a).
Without loss of generality, we can assume that the medium structure is represented
by a crystal function y, which is periodic with respect to the standard square lattice
Z2. Figure 3.4(b) depicts the structure’s translational symmetry. Lattice points are
indicated by black dots (e), the standard unit cell is indicated by a square. Apart
from the translational symmetry the medium structure also exhibits a number of
rotational symmetries, reflection symmetries and glide-reflection symmetries. In
Figure 3.4(c) these symmetries are indicated by graphical symbols. Squares ([J)
indicate centers of rotations by 7/2, 7, and 37/2 which take the medium structure
into itself. Such rotation centers are called four-fold centers of rotation. Centers
of rotations by 7 that take the medium structure into itself are called two-fold
centers of rotation and indicated by lozenges (¢). Solid lines indicate azes of re-
flections, and dashed lines indicate azis of glide-reflections that take the medium
structure into itself. A glide-reflection is defined as a reflection, which is followed
by a translation along the axis of reflection. One finds that the symmetry group
of x is given by

Iso(R*), = {¢ :R* = R*| p(x) = Oz + a, © € 05(Z), a € Z*},

where O5(Z) denotes the group of orthogonal 2 x 2-matrices with integer com-
ponents. Furthermore, one can easily show that Iso(R?), is isomorphic to the
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Figure 3.5: Example of a two-dimensional photonic crystal’s medium struc-
ture (a) with its translational (b) and non-translational symmetries (c). The
space group is isomorphic to Z2 x SOo(Z).

standard semidirect product Z? x Oq(Z). Recall that Z? x Oy(Z) is defined as the
Cartesian product of Z? and Oy(Z) endowed with the group operation, which is

given by
(aV,01)(a® 0?) = (aV) + ©Wa® 8Me?)

for all a®,a® € Z? and all @, @3 € 04(Z). The space group, which cor-
responds to Iso(R?),, is the wallpaper group p4mm (cf. Chapter 26 in [6]). The
space group of the medium structure is isomorphic to Oy(Z). We remark that
the three-dimensional analogue of the medium structure depicted in Figure 3.4(a)
is a Z3-periodic arrangement of balls. The corresponding space group, which is
denoted by Pm3m (cf. Chapter 10 in [15]), is isomorphic to Z* x O3(Z), the point
group being isomorphic to O3(Z).

As a second example, we briefly consider a two-dimensional photonic crystal,
whose medium structure is depicted by Figure 3.5(a). As in the previous example,
the translational symmetry is given by the standard square lattice Z2. The lattice
and its standard unit cell are depicted in Figure 3.5(b). The medium structure
exhibits the same rotational symmetries as the structure depicted in Figure 3.4(a).
However, it lacks any reflection symmetries. Thus, we do not find any solid or
dashed lines in Figure 3.5(c). The symmetry group of the crystal function x is
given by

Iso(R*), = {¢ :R* > R* | p(x) = Oz + a, © € SO,(Z), a € Z°}.

Here as in the following, SO5(Z) denotes the group of orthogonal 2 X 2-matrices,
whose determinant equals 1. The symmetry group is isomorphic to Z? x SO4(Z),
and the corresponding space group is denoted by p4 (cf. Chapter 26 in [6]). The
point group of the medium structure is isomorphic to SOy(Z).

We conclude with the remark that the representation of point groups by sub-
groups of O,(R), r being the dimension of the photonic crystal, is particularly
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useful, when symmetrization operations have to be realized. Such operations will
play an important role in the Chapters 7 and 8.

3.3 Wave Propagation in Linear Dielectrics

In this section we introduce a mathematical model for the propagation of light
waves in certain dielectric media. This model will serve as a basis for more specific
models, which are developed in Sections 3.4 and 3.5.

The standard theory, which describes the propagation of electromagnetic waves,
such as light waves, is classical electromagnetism. Central to this theory are
Maxwell’s equations, a system consisting of two pairs of coupled partial differential
equations, which capture fundamental properties of electromagnetic waves. The
system of Maxwell’s equations alone, however, does not determine the propagation
of an electromagnetic wave completely. Further constitutive relations, which de-
scribe the wave’s interaction with the ambient medium, have to be introduced in
order to close the system. For each set of constitutive relations one obtains a differ-
ent mathematical model for electromagnetic wave propagation. Here, we present
the standard model for time-harmonic wave propagation in non-magnetic, non-
dispersive, non-absorptive, linear, isotropic dielectrics, which is commonly used
for photonic crystals (see e.g. [42], [43], [60], [66]). A detailed derivation of this
model can be found in most standard textbooks on classical electromagnetism,
such as [41], or in the original work of Maxwell [55]. Here, as in the remaining
sections of this chapter, we focus on a formal derivation of the relevant formulas,
leaving aside questions concerning the existence and uniqueness of solutions.

In classical electromagnetism electromagnetic waves are described by four vec-
tor fields E, H, D, B : R x R?* — R3, which are solutions of Mazwell’s equations.
Each vector field is a function in the variables (¢, ), where ¢ € R represents a point
in time and & € R3? a position in space. The vector fields E and H represent the
wave’s electric and magnetic field, respectively. The vector field D represents the
wave’s electric displacement field, and the vector field B the wave’s magnetic flux
density. The fields D and B depend on the medium, in which the electromagnetic
wave propagates, while the fields E and H describe the wave in free space. Un-
der the assumption that all physical quantities are given in ST units (cf. [18]), the
so-called macroscopic form of Maxwell’s equations reads

VXxE+B=0 inRxR? (Faraday’s law)
VxH-D=J; inRxR? (Ampere’s law)
V-D=p inRxR® (

(

V-B=0 inRxR?

Gauss’s law)

Gauss’s law for magnetism)
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Figure 3.6: The layers Q7 and Q™ are separated by the surface ¥ (a). The
surface A = AT U A~ intersects ¥ perpendicularly in T' (b). In general, only
the tangential component of the magnetic field H is continuous at 3 (c).

Here, D and B denote the partial derivatives of the vector fields D and B with
respect to the time variable t. The curl and divergence operators in (3.6) are
understood to act on the vector fields with respect to the space variable . The
vector field Jg : R x R? — R3?, as well as the scalar field pf : R x R* — R are given
functions, which model the free current density and the free charge density inside
the medium. In this work we only consider media, in which neither free currents
nor free charges exist. As a consequence, we have

Jr=0, (3.7)
pr = 0. (3.8)

From top to bottom, the equations in (3.6) are known as Faraday’s law, Ampére’s
law, Gauss’ law, and Gauss’ law for magnetism. The latter one, in particular,
states that there are no magnetic monopoles.

Ampere’s law implies an important property of the magnetic field H concerning
its transition at an interface. To show this, let us assume that ¥ is smooth surface
in R?, which is oriented by a unit normal field vy, : ¥ — S?, where S? denotes the
three-dimensional unit sphere. Such a surface could be, for example, the interface
between two different media. Given some positive number n > 0, we define the
layers QF, Q- C R3 by

Q+ = {m+5y2(33)|w62, OS(;ST]}7
O = {z —dvs(z) |z e, 0<5<n},
as well as the set 2 := QTUQ ™. Note that the intersection of Q* and Q~ coincides

with 3. For illustration, see Figure 3.6(a). Given a vector field F' : R x R® — R3,
we define FT:Rx QT - R3and F~ : R x Q= — R? by

lim F(t,x + dvs(x ifx el
Ff(t,z) = { -0+ ( »(@)) forallt e R,z € Q, (3.9)
F(t,x) else
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lim F(t, @ — dvs(x)) ifxe,
F~(t,x) := ] -0+ forallt e R,z € Q.
F(t,x) else

(3.10)

Let us now assume that I' C X is a smooth curve, which is oriented by a unit
velocity field vr : I' — S?. Assuming that I is neither closed nor self-intersecting,
one can find a simply connected, bounded, smooth surface A C R3, which is
contained in the set {2, and which intersects the surface > exactly in I'. We further
assume that the sets AT := Q* N A and A~ := Q= N A are non-empty, and that
the surface A is oriented by a unit normal field v4 : A — S? (see Figure 3.6(b)).
Now, let t € R be an arbitrary point in time. Then, we obtain by Stokes’ theorem
and Ampere’s law that

[ e - m )
:/8A+V8A+'H+(tv')+/aVaA'H—(tv')_/ voa - H(t, +)

:/NVA'VXHJ“(t,')Jr/VA'VXH_(@'){M—/AVA'VXH@W)
:/A+VA-D+(t,-)+/_VA-D_(t,-)—/AVA'D@")
— 0. (3.11)

Here vys+, vga-, and vgs denote the unit velocity fields on the boundary curves
0A", OA~, and 0A of AT, A, and A, respectively. Note that the identity (3.11)
only holds under the assumption stated in (3.7), namely that there are no free
currents, and under the assumption that the vector field B is smooth up to the
surface ¥. Since (3.11) can be established for every oriented, smooth curve I' on
>, we conclude that

T - (H" —H )|y =0 (3.12)

holds in the sense of integrals along smooth curves on X for every unit vector field
T : ¥ — S? that is tangential to X, i.e., that satisfies

T vy =0. (3.13)

It follows from (3.12) that the vector field (H" — H )|y is normal on %, which
means that

<H+ — H_)|Z = (Vg . (H+ — H_)‘E)l/z.
Hence, one can easiyl verify that

Vy X (H+—H_>|EIO,
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and that
Vs X ((I{Jr — H7)|2 X I/2> =0.

The latter identity implies, that the transition of the so-called tangential component
v x (H x v) of the magnetic field H is continuous at the interface 3. Here, v
denotes a continuous extension of the unit normal field vy to Q. As we will see
below, the so-called normal component v - H of H can be discontinuous at .
Figure 3.6(c) illustrates the generic transitional behavior of the magnetic field at
an interface.

We now return to the system of Maxwell’s equations (3.6). As one can see,
this system is not closed. In order to close the system, one needs to introduce
constitutive relations, which relate the fields D and B to the fields £ and H.
Such constitutive relations model the response of the ambient medium to the elec-
tromagnetic wave. In this work, we only consider non-dispersive, non-absorptive,
linear, and isotropic dielectrics. For these media the constitutive relations are of
the form

D = €0€TE, (314)
B = uou-H, (3.15)

where ¢, j1, : R® — R are scalar fields that only depend on the space variable .
Typically, €, and p,. are positive, bounded, and uniformly bounded away from zero.
The real numbers g, 119 € R+ are physical constants, which are called the vacuum
electric permittivity and the vacuum magnetic permeability. For these constants
the relation )
@
holds, where ¢y denotes the vacuum speed of light. The scalar fields €, and p,. repre-
sent the medium’s relative electric permaittivity and relative magnetic permeability.
Both fields ¢, and p, determine the medium’s optical density, which is measured
by the space-dependent refractive index n : R® — R. The refractive index is given

by
n = \/Erflr. (3.17)

We remark that for non-isotropic media the relative electric permittivity, as well
as the magnetic permeability are represented by matrix-valued functions. For
dispersive, linear media the constitutive relations between D and E, as well as
between B and H are given in terms of convolutions (see e.g. Section 7.10 in [41]).
Here, “dispersive” means that the properties of the medium depend on the phase
frequency of the wave.

Let us, once again, consider the transitional behaviour of the magnetic field H
at an interface . Under the above assumptions, let A C X be an oriented surface

Eolbo = (316)
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Figure 3.7: The volume V = VT UV~ intersects the surface ¥ in A (a). In
general, only the normal component of p, H is continuous at ¥ (b).

on Y, whose unit normal field is identical to that of . Furthermore, let V C R3
be a smoothly bounded volume, which is contained in €2 and which intersects X
exactly in A, such that VT :=V NQT and V™~ :=V NQ~ are nonempty sets. For
illustration, see Figure 3.7. Letting pf : QT — R and u; : 27 — R be defined in
analogy to (3.9) and (3.10), the constitutive relation (3.15), Gauss’ theorem, and
Gauss’ law for magnetism imply that

/ H( ) — s H(1 )
A

:/8V+uav+-B+(t,-)+/8V voy- - B (t, —/ vov - - H(t, -)
_/V+V~[B+(t,~)]+ [ vB /V

— 0. (3.18)

Here, vy +, vgy—, and vy, denote the outer unit normal field on the boundaries
OV, 0V~ , and OV of the volumes V' V'~ and V|, respectively. Since (3.18) can
be established for every surface A, we conclude that

vy (5 HY =y H )]s =0 (3.19)

in the sense of integrals over surfaces on X. It hence follows that the so-called
normal component v - . H of the vector field u,.H is continuous across interfaces.
As before, we denote by v a continuous extension of the unit normal field vy, to Q.
This implies, of course, that the normal component v - H of the magnetic field H
must be discontinuous at interfaces, where the relative magnetic permeability
changes discontinuously. Figure 3.7(b) depicts the generic behaviour of the vector
field pu,.H.



3.3. WAVE PROPAGATION IN LINEAR DIELECTRICS 35

Under the assumptions (3.7), (3.8), (3.14), and (3.15), Maxwell’s equations
become a fully coupled system of first-order partial differential equations, which

reads .
VX E+ popu,H=0 in R x R?,

VxH-e¢eE=0 inRxR,
V-[eE] =0 inRxR’
V- [wH] =0 inRxR’

(3.20)

One can extract a second-order system for the magnetic field H from (3.20). This
can be done by differentiating Faraday’s law with respect to the time variable ¢,
and by then substituting the identity

1
E0r

E=—VxH, (3.21)
which follows from Ampere’s law, into the resulting equation. Together with (3.16)
and Gauss’ law for magnetism this yields

1 1 ..
Vx[—VxH]—l——QurH:O in R x R3,
& c? (3.22)

V- [uH] =0 inRxR.

Intent on studying the propagation of electromagnetic waves with a single phase
frequency w € R, we make a so-called time-harmonic ansatz for the magnetic field
H . This time-harmonic ansatz is given by

H(t,z) = Re[h,(z)e""] for all (t,z) € R x R?, (3.23)

where h,, : R — C? is a complex vector field. Plugging the time-harmonic ansatz
into (3.22), one obtains

1 w? . 3
Vx|=Vxh,| =—puh, inR"
Er &5 (3.24)

V- [uhs] =0 in R®.

In contrast to the system of equations (3.22), the time-harmonic system of equa-
tions (3.24) is posed in R? rather than in R x R3. Notice that (3.24) can be viewed
as a constrained eigenvalue problem for the eigenvalue w?/c3 and corresponding
eigenfunctions h,,. The divergence constraint in the second line of (3.24) is natural
for the problem in the following sense: Suppose that h, is a complex vector field
that solves the eigenvalue equation in the first line of (3.24) for some non-vanishing
eigenvalue w?/c2. Then, h,, is a curl field, which is why it also satisfies the diver-
gence constrained. For this reason the divergence equation is often omitted in the
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literature. We shall keep this equation, nevertheless, as it will play an important
role in the analysis and the numerical discretization of the problem.

The constrained eigenvalue problem (3.24) can be further simplified by assum-
ing that the medium, in which the wave propagates, is non-magnetic. For such
media the relative magnetic permeability is given by

1y = 1. (3.25)
The system (3.24) hence becomes

1 w? . 3
Vx|=Vxh,|=-—5h, inR
Er ch (3.26)

V-h,=0 in R3.

So far, we only considered the magnetic field of an electromagnetic wave prop-
agating in a non-magnetic, non-dispersive, non-absorptive, linear, isotropic dielec-
tric. For completeness, we also introduce the mathematical model for the associ-
ated electric field in the following.

When investigating the transition properties of the electric field E at a smooth
surface 3, which is oriented by the unit normal field vy, : ¥ — S?, one finds that

7 (Ef—E7)|g=0 (3.27)

holds in the sense of integrals along smooth curves on ¥ for every unit vector field
T : Y — S?, which is tangential to ¥. Recall that the latter notion is made precise
by (3.13). As is the case of the magnetic field, we derive from (3.27) that

vy x (E* — E7)|y =0,

and that
Vy X ((E+ — E_)‘E X VE) = 0.

One can also show that the electric field satisfies
vy (efET —e,E7)|x =0 (3.28)

in the sense of integrals over surfaces on X. Clearly, (3.27) and (3.28) are ana-
logues of (3.12) and (3.19), which state that only the tangential component of the
electric field is continuous at medium interfaces. The normal component, however,
is discontinuous at interfaces, where the relative electric permittivity e, changes
discontinuously.

One can also derive a second-order, time-harmonic system for the electric field.
This is easily done by differentiating Ampere’s law in (3.20) with respect to the
time variable ¢, and by then plugging in the identity

] 1
H=—-—VXE, (3.29)
Ko
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which follows from Faraday’s law. The resulting system reads

1 .
VXVXE+—SegE=0 inRxR?
o : (3.30)

V- [e,E] =0 inR xR
With the time-harmonic ansatz
E(t,z) = Re[e,(z)e""] for all (t,z) € R x R?, (3.31)
where e, : R® — C? is a complex vector field, one obtains the system of equations

2

VxVxe,= w—Zerew in R3,
& (3.32)

V. [Erew} =0 in R3.
Clearly, the system of equations (3.32) poses a constrained eigenvalue problem for
the eigenvalue w?/c? and corresponding eigenfunctions e, which is similar to that
posed by the system of equations for the magnetic field (3.24).

Finally, we remark that the theory of classical electromagnetism can also be
expressed in terms of differential forms on smooth manifolds. In this framework
the electric field E and the magnetic field H are described by 1-forms which, in
essence, represent curve integrals. This alludes to the fact that in practice electric
and magnetic fields are always measured with respect to oriented curves in physical
space. Recall also that the identities (3.12) and (3.27) should be understood in the
sense of integrals along smooth curves at an interface. The electric displacement
field D and the magnetic flux density B are described by 2-forms, which represent
surface integrals. This embodies the fact that the corresponding physical quanti-
ties are measured with respect to oriented surfaces in physical space. In view of
this, it is not surprising that the identities (3.19) and (3.28) should be understood
in the sense of surface integrals, since according to (3.14) and (3.15) the vector
fields ¢, FE and p,.H are proportional to D and B, respectively. Expressing elec-
tromagnetic waves in terms of differential forms can also be useful, when studying
finite element discretizations of Maxwell’s equations. By viewing the electric field
and the magnetic field as 1-forms, for example, one is able to identify the so-called
Nédélec elements (cf. [57]) as the class of finite elements, which is best suited for
discretizing these fields. It is beyond the scope of this work to make this notion
precise. For details, we refer to the works of Arnold [7] and Hiptmair [39].

3.4 Bloch Modes in Periodic Media

The mathematical model which was introduced in the previous section, is valid
for time-harmonic wave propagation in any non-magnetic, non-dispersive, non-
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absorptive, linear, isotropic, dielectric medium. In this section we consider the
special case of wave propagation inside a photonic crystal, whose medium structure,
in addition, exhibits some spatial periodicity.

In the following, we assume that the photonic crystal’s spatial periodicity is
represented by a Bravais lattice A € R? of rank 3. In Section 3.1 we discussed
that the crystal’s medium structure can be represented by a A-periodic function
X : R® — N, such that every function value x(x) represents the material, which
is present at the position & € R. Since each material has its own specific electric
permittivity, it follows that the relative electric permittivity field &, : R® — R is
also A-periodic, i.e.,

€ 0OTq =& for all a € A.

Consequently, (3.26) and (3.32) are systems of partial differential equations with
A-periodic coefficients for photonic crystals. Such partial differential equations are
the subject of the Flogquet—Bloch theory. This theory is a generalization of the
Floguet theory. One of the main results of the Floquet theory is Floquet’s theo-
rem, which characterizes the fundamental matrices of ordinary, linear differential
equations as products of periodic functions and matrix exponentials (cf. [37]). In
his work on the motion of electrons in a periodic potential, Bloch showed that the
eigenfunctions of Schrodinger-type operators with periodic coefficients are prod-
ucts of periodic functions and plane waves (see [13]). Such functions are now called
Bloch functions. The findings of Bloch are, in essence, an analog of Floquet’s the-
orem for Schrodinger-type operators. It could be shown that variants of Floquet’s
theorem apply to a large class of linear partial differential operators, and especially
to elliptic ones (see e.g. [49]).

Reconsidering the time-harmonic system of equations for the magnetic field
(3.26), the Floquet—Bloch theory suggests that the vector field h,, is the product
of a A-periodic vector field and a plane wave function. More precisely, we make
the ansatz

h, = hyie®), (3.33)

where hy, j : R® — C? is a A-periodic vector field, and where k is a vector belonging
to the so-called first Brillouin zone B of A. As was discussed in Section 2.5, there
exists a so-called reciprocal latttice A C R3 of A. The reciprocal lattice Ais a
lattice of rank 3, such that

a-bc2rZ forallac A, beA.
The first Brillouin zone B of A is defined as the Wigner—Seitz cell of K, ie.,

B := W, (3.34)
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Since the rank of the reciprocal lattice A is maximal, the first Brillouin zone is
a closed, bounded, convex polyhedron, which is point-symmetric with respect to
the origin. The ansatz (3.33) is called a Bloch ansatz. The vector k is called the
quasimomentum vector of the Bloch function h,. One easily verifies that the Bloch
function h,, solves the time-harmonic system (3.26), if and only if the function h,, g
satisfies

1 w?
V +ik) x | —(V+ik) X hy | = = hyr in R,
( 1 ) €T< 1 ) k cg ke m (335)
(V+ik) hyr=0 in R?.

The operator (V + ik)x is referred to as a modified curl operator. The operator
(V +1ik) - is called a modified divergence operator. The system of equations (3.35)
constitutes a family of constrained eigenvalue problems, which is parametrized by
the quasimomentum vector k. Since the vector field h,, j and the relative electric
permittivity function ¢, in (3.35) are A-periodic by assumption, it suffices to solve
this family of eigenvalue problems in a primitive cell of A only. Given such a
primitive cell  C R?, we hence consider the family of constrained eigenvalue
problems

1 w?
V +ik) x | —(V +ik) X hyg| = — hop in
( + 1 ) X £, ( +1 ) X k Cg k m (336)
(V +ik) - by g = 0 in €,

for the eigenvalue w?/c3 and corresponding eigenfunctions h,, . This family of
constrained eigenvalue problems is indexed by the quasimomentum vector k, which
varies over the first Brillouin zone B of A.

Every eigensolution (w?/c3, h, 1) of (3.36) determines via (3.33) a so-called
Bloch mode of the photonic crystal with frequency w and quasimomentum vector
k. In Chapter 4 we will discuss the existence of such Bloch modes. Bloch modes
play an essential role in the investigation of the optical properties of photonic
crystals. Roughly speaking, an electromagnetic wave with a given frequency w
is able to propagate inside a photonic crystal, if there exists a Bloch mode with
the same frequency. In Chapter 4 we will show that for a given quasimomentum
vector k € B there exists a countable set of non-negative, real eigenvalues of
(3.36) and hence also a countable set of Bloch mode frequencies. The variation
of these frequencies with respect to the quasimomentum vector k is continuous.
Hence, the Bloch mode frequencies can be interpreted as continuous functions
of the quasimomentum vector. The graphs of these functions are referred to as
photonic bands. In Chapter 5 we shall study optimization problems related to
these photonic bands.

So far, we only considered the magnetic field of an electromagnetic wave prop-
agating in a periodic medium. In the following, we briefly study the associated
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electric field. By virtue of the Bloch ansatz
€, =€k (ko) (3.37)

where e,k : R* — C? is a A-periodic vector field, and where k € B is a quasimo-
mentum vector, the time-harmonic system of equations for the electric field (3.32)
can be rewritten as

2
. 3 w ]
(V+ik) x (V+ik) X ey = =z Er€uk in L, (3.38)

(V +ik) - [er€up] =0 in Q.

Clearly, the system of equations (3.38) constitutes a family of constrained eigen-
value problems indexed by the quasimomentum vector k for the eigenvalue w?/c?
and corresponding eigenfunctions e, . In this work we shall not consider this
family of constrained eigenvalue problems for the electric field any further, since
for the eigensolutions of (3.38) are determined by those of (3.36), and vice versa.
More precisely, one can show that if (w?/c, h, ) is an eigensolution of (3.36)
with non-vanishing frequency w for a given quasimomentum vector k € B, then
(w?/c3, e,x), where the eigenfunction e,y is given by

1
Cuk = 7 (V -+ lk) X hw,k,

1WEpE,
is an eigensolution of (3.38). Conversely, if (w?/c2, e, ) is an eigensolution of
(3.38) with non-vanishing frequency w for a given quasimomentum vector k € B,

then (w?/c2, h, k) with

1
h'w,k: -
iwpto

(V + lk) X €u.k

is an eigensolution of (3.36). It hence suffices to only consider the family of con-
strained eigenvalue problems for the magnetic field (3.36) in order to determine
Bloch mode frequencies for three-dimensional photonic crystals.

3.5 The Two-Dimensional Case

In this section we consider time-harmonic wave propagation in two-dimensional
photonic crystals and deduce simplified models for waves with specific polariza-
tions.

In Section 3.1, two-dimensional photonic crystals were characterized as media,
which are periodic in two spatial dimensions while being homogeneous in the third
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one. By choosing a suitable coordinate system, the crystal function of a two-
dimensional photonic crystal can be defined as a function from R? into N, which
is periodic with respect to a Bravais lattice A C R? of rank 2. Consequently,
the relative electric permittivity e, can be identified with a A-periodic function
mapping from R? into R. Furthermore, since the electric permittivity only depends
on two spatial coordinates, it is reasonable to assume the same for the electric
and magnetic field of a wave, which propagates inside a two-dimensional photonic
crystal. In this section, we hence assume that the electric and magnetic field are
represented by vector fields E, H : R x R? — R3, which depend on a time variable
t € R and a spatial variable € R?. A time-harmonic ansatz for the two vector
fields is given by

E(t,z) = Re[e,(z)e""] for all (t,z) € R x R?, (3.39)
H(t,x) = Re[h,(z)e*"] for all (t,z) € R x R? (3.40)

where e, h, : R?> — C3? are complex vector field, and where w € R is a phase
frequency. With this ansatz, two constrained eigenvalue problems in R? can be
established for the vector fields e, and h,, in analogy to the time-harmonic systems
(3.32) and (3.26).

It turns out the the constrained eigenvalue problems can be simplified signifi-
cantly, when time-harmonic waves with specific polarizations are considered. Here,
the term polarization refers to a property of electromagnetic waves, which charac-
terizes the directions of oscillation of the wave’s electric and magnetic field. For
instance, an electromagnetic wave is called T'M-polarized or simply a TM-wave, if
the first two components of its electric field vanish identically. With regard to the
time-harmonic ansatz (3.39)—(3.40), an electromagnetic wave is TM-polarized, if
and only if the complex vector field e, is of the form

0
eo=1 0 |, (3.41)

where eI : R? — C is a complex scalar field. According to (3.21) the magnetic
field of a time-harmonic TM-wave is determined by the complex vector field

1 82€EM
AM = ——— | —01et™ | | (3.42)
How 0

where 9;¢I™ denotes the partial derivative of the function e!™ with respect to
the i-th spatial coordinate for i = 1,2. One easily verifies that the time-harmonic
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system (3.32) posed in R? reduces for TM-polarized waves to a scalar Laplace-type
eigenvalue problem, which reads

2
—Ae!M = w_2 gret™in R% (3.43)
“

Notice, in particular, that the divergence constraint is automatically fulfilled, since
neither &, nor ¢’ depend on the third spatial coordinate.

Another polarization, which affords a simplification of the time-harmonic sys-
tem (3.26), is the so-called TE-polarization. An electromagnetic wave is called
TE-polarized or simply a TFE-wave, if the first two components of its magnetic
field vanish identically. Hence, time-harmonic, TE-polarized waves are given by
complex vector fields h,,, which are of the form

ho=1| 0 |, (3.44)

where hI¥ : R? — C is a complex scalar field. According to (3.29), the electric
field of a time-harmonic TE-wave is determined by the complex vector field

D, TE

1
el = —OhIE | . (3.45)
EoErwW 0

For TE-polarized waves the constrained eigenvalue problem (3.26) can be simplified
to a second-order, divergence-type eigenvalue problem, which is given by

1 w?
—V . |=VhIE| = 5 hlF in R2 (3.46)
[ g

Again, the divergence constraint is fulfilled due to the fact that the scalar field hIE
does not depend on the third spatial coordinate. Looking at (3.41), (3.42), (3.44),
and (3.45), one realizes that every electromagnetic wave, which propagates inside
a two-dimensional photonic crystal, can be represented as the sum of a TM-wave
and a TE-wave. Therefore, it is common to consider the simplified eigenvalue
problems (3.43) and (3.46) for two-dimensional photonic crystals instead of the
more general eigenvalue problems (3.26) and (3.32) posed in R?.

Notice that the eigenvalue problems for the TM- and TE-waves (3.43) and
(3.46) are given in terms of partial differential equations with the A-periodic coef-
ficients e, and 1/e,, respectively. Therefore, we make a Bloch ansatz

eI = TN i) (3.47)



3.5. THE TWO-DIMENSIONAL CASE 43

Figure 3.8: Directions of oscillation for the electric field (a) and the mag-
netic field (b) of a TM-polarized wave in the sense of two-dimensional photonic
crystals.

hIE = hIE itk ), (3.48)

where e, g, by ke - R2? — C are A-periodic functions, and where k is a quasimo-
mentum vector belonging to the first Brillouin-zone B of A. Note that for two-
dimensional photonic crystals the first Brillouin B is a closed, bounded, convex

polygon, since the Bravais lattice A has maximal rank. Plugging the Bloch ansatz
(3.47) into (3.43) yields

2
—(V +ik) - (V + ik)el) = “C’—Q el inQ (3.49)
0

where ) is an arbitrary primitive cell of A. It suffices to solve the eigenvalue
problem (3.49) in a primitive cell of A, since the functions e} and &, are A-periodic
by assumption. Note that (3.49) constitutes a family of eigenvalue problems for
TM-waves with the quasimomentum vector k varying in the first Brillouin zone B.
Similarly, by plugging the Bloch ansatz (3.48) into (3.46), one obtains a family of

eigenvalue problems for TE-waves, which reads

2
—(V+ik) - F(V + ik)hzi} = “C)—Q hik in €. (3.50)
r 0

As in the case of three-dimensional photonic crystals, a solution (w, e}}}) of (3.49)
determines the electric field of a TM-polarized Bloch mode of the photonic crystal
with frequency w. The corresponding magnetic field hzl\,f can be obtained from
(3.42) and (3.47). Similarly, a solution (w,e};) determines the magnetic field of a
TE-polarized Bloch mode, and the corresponding electric field ezi, can be obtained
from (3.45) and (3.48). An electromagnetic wave with a specific frequency is able to
propagate inside a two-dimensional photonic crystal if there exists a TM-polarized
Bloch mode or a TE-polarized Bloch mode with the same frequency.
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Finally, we mention that TM and TE are abbreviations for transverse magnetic
and transverse electric. The names for the corresponding polarizations originally
came from the theory of electromagnetic wave guides, were the propagation of
an electromagnetic wave is always assumed in the direction of the third spatial
coordinate. The magnetic fields of TM-waves hence oscillate in a plane, which is
perpendicular (or transverse) to the direction of propagation. For two-dimensional
photonic crystals, however, the term transverse magnetic is rather misleading, since
the magnetic fields of TM-waves actually oscillate in the plane of wave propagation
as we illustrated in Figure 3.8. The same misconception can arise for TE-waves.
Nevertheless, the abbreviations TM and TE are commonly used in the literature
on photonic crystals in order to indicate that the polarization of an electromagnetic
wave is given by (3.41) or (3.44), respectively.



Chapter 4

Spectral Theory

In Sections 3.3 and 3.4 we developed a mathematical model for time-harmonic
wave propagation in three-dimensional photonic crystals. This model leads to a
family of constrained eigenvalue problems for the wave’s magnetic field, which
was given by (3.36). As is turns out the crystal’s relative electric permittivity
function €, enters as a coefficient in each eigenvalue problem. In this chapter, we
shall consider the constrained eigenvalue problems from a more general point of
view. In Section 4.1 we therefore define a generic family of constrained eigenvalue
problems of similar type. In Section 4.2 we introduce suitable function spaces
for the corresponding eigenfunctions. Section 4.3 is concerned with establishing
a weak formulation of the eigenvalue problems. This weak formulation will be
the basis for the spectral theory we present in Section 4.4. In Section 4.5 we
introduce a less well-known characterization principle for eigenvalues of an elliptic
partial differential operator. This principle will play an important role in the
discussion on the existence of solutions of photonic band structure optimization
problems in Chapter 5. In Section 4.6 we relate the generic family of eigenvalue
problems introduced in Section 4.1 to the band structures of photonic crystals. In
particular, we discuss the effect of the non-translational symmetries of a photonic
crystal’s medium structure on its photonic band structure. In Section 4.7 we briefly
comment on how the results of this chapter can be transferred to two-dimensional
photonic crystals.

4.1 The Formal Setting

Throughout this chapter, we assume that A C R3 is a Bravais lattice of rank
3, which represents the translational symmetry of a three-dimensional photonic
crystal. By Q we denote the interior of a bounded, convex, primitive cell of A
(see Section 2.5). Since the lattice A has maximal rank,  is an bounded, convex

45



46 CHAPTER 4. SPECTRAL THEORY

domain in R3. Furthermore, we denote by B the first Brillouin zone of A. The first
Brillouin zone is the Wigner—Seitz cell of the reciprocal lattice A of A and as such
a closed, bounded, convex subset of R®. We then consider a family of eigenvalue
problems, which is given as follows.

Problem 4.1. Given a coefficient p : & — R, which is positive, bounded, and
uniformly bounded away from zero almost everywhere on ), and a vector k € B,
find eigenvalues \ € C and corresponding, A-periodic eigenfunctions u : R3 — C3,
with w # 0, such that

{ (V +ik) x [p(V +ik) x u] = Au in 9, 1)

(V+ik) - u=0 in Q.

Clearly, the constrained eigenvalue problem (4.1) is of the same form as (3.36). In
(4.1), the coefficient p takes the place of the reciprocal relative electric permittivity
1/e,. More precisely p can be identified with 1/¢,|q. The unknown eigenvalue A
takes the place of the quantity w?/c2 and the unknown eigenfunction u that of the
complex vector field h, x, which determines the corresponding Bloch mode with
frequency w = ¢ov/A and quasimomentum vector k.

In Section 3.1 we assumed that a photonic crystal consists of finitely many
different materials. Since every dielectric material possess its own specific electric
permittivity, the function e, is discontinuous in most cases. Therefore, we only
assume p as a function, which is bounded almost everywhere on (). Because of
this, the eigenvalue equation in (4.1) can only be understood in the classical sense,
where all functions are assumed to be sufficiently smooth. Therefore, we develop
a mathematical framework in the following sections, which allows us to treat (4.1)
in a weak sense.

4.2 Sobolev Spaces of Periodic Functions

In this section we introduce suitable function spaces for the analysis of the family of
constrained eigenvalue problems stated in Problem 4.1. Recall that the unknown
eigenfunctions in (4.1) were required to be A-periodic, where A is the Bravais
lattice describing the translational symmetry of the medium. Since (4.1) is posed
in a primitive domain ) of A only, one has to ensure that a non-vanishing vector
field, which solves (4.1) for some A € C, also has a suitable A-periodic extension
to R?. Furthermore, we require the eigenfunctions to satisfy some weak regularity
assumptions, in order to establish a weak formulation of (4.1). Having this in mind,
we introduce certain Sobolev spaces of periodic functions in this section. Our aim
is to give a consistent characterization of these function spaces in terms of Fourier
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series. Moreover, we list a number of important results, which are related to the
family of constrained eigenvalue problems stated in Problem 4.1.

In the following, we assume that €2 is a primitive domain of a Bravais lattice
A C R3 of rank 3. We define the Sobolev spaces

H . (curl; Q) := {w]Q | w € Hy,(curl; R?), w is A—periodic}, (4.2)
H o (div; Q) := { flo | f € Hioo(div;R?), f is A-periodic}, (4.3)
H o (Q) = {qla | ¢ € Hpo(R?), ¢ is A-periodic}. (4.4)

per
The spaces H e (curl; Q), H e (div; ), and ngr(Q) are Hilbert spaces, which are
equipped with the inner products (-, - )eurna, (- Yaiv.a, and (-, - )1.q, respectively.
Clearly, they are proper linear subspaces of H(curl;Q), H(div;Q), and H'().
Next, our aim is to derive a suitable characterization of these spaces.
Recall that every A-periodic function in L2 (R3) is represented by its Fourier

loc
expansion (see e.g. Section 4.19 in [10]). More precisely,

f= Z Fpelt®) for all f € L3 (R%)

in the sense of L2 _(2). The so-called Fourier coefficients ﬁ, of f are given by

loc

-~

1 : ~
=— “i) forall b e A. 4.5
Jo meas(€2) /Qfe oratbe (4:5)
According to Parseval’s identity, we also have that

£ = meas(Q) Y |fol>  forall f € LE (R).
beA

It should be noted that Fourier coefficients, as defined by (4.5), can be computed for
every A-periodic function in L{_(R?). This is because the restriction of a function
in L, .(R?) to the primitive domain © belongs to L'(2). Parseval’s identity implies
that the restriction of a A-periodic function f € Li (R?®) to Q belongs to L*(£2),

loc
if and only if its Fourier coefficients satisfy

> 1ff? < oo (4.6)

beA

If that is the case, the function f obviously belongs to L2 _(R3) due to the A-

loc

periodicity. It follows, that a A-periodic function f : R®> — C belongs to L2 (R?),

loc

if and only if its Fourier coefficients f;, are well-defined, and if they satisfy (4.6).



48 CHAPTER 4. SPECTRAL THEORY

Now suppose that g : 2 — C is a some given function. The question is, whether
or not g can be understood as the restriction to 2 of a A-periodic function L ().
If g belongs to L*(€2), one can compute Fourier coefficients gy of ¢ according to

(4.5). By Parseval’s identity, the function g even belongs to L?*(€2), if and only if

Z@J? < o0. (4.7)

beA

Provided that the above estimate holds, one can define a function g € L _(R?) by
g:= Zﬁbei<b">-

Obviously, the function g is A-periodic, and we have that the restriction of g to
the primitive domain €2 coincides with g. Hence, a function g : 2 — C can be
understood as the restriction to  of a A-periodic function in L (), if and only
if its Fourier coefficients gy are well-defined, and if they satisfy (4.7).

The above discussion shows that the restrictions of A-periodic functions in
L} (R3) to a primitive domain €2 can be characterized by their Fourier coefficients.
In the following, this principle is used to characterize the Sobolev spaces Sobolev
spaces H e (curl; Q), H e (div; ), and H,(Q), which were defined by (4.2)—(4.4).

Given some A-periodic functions w € H,(curl;R3), f € Hjoo(div;R3), and
q € H. (R?), we have that V xw, V- f, and Vq belong to L (R*)?, L2 (R?), and
L} (R3)3, respectively. Furthermore, we have that these functions are A-periodic.
Hence, they are represented by their Fourier expansions. More precisely, we have

that the identities

wa:Zibx@bei<b">, (4.8)
bel

Vof=> ib fre®, (4.9)
bel

Vq = Z ib gy el® ) (4.10)
bel

hold in the sense of L2 (R?)3, L2 (R?), and L (R?)3, respectively. By Parseval’s
identity we also have that

IV x wl[3, = meas() Y |b x @, (4.11)
beA
IV - £II5 = meas(2) Y "|b- £,/ (4.12)

beA
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IVall3, = meas() Y |b|as|. (4.13)

beA

Since the restrictions of V x w, V - f, and Vq to the primitive domain 2 belong
to L*(Q)3, L*(Q), and L*(Q)3, it follows that

D I x wy|” < oo, (4.14)
beA
Db £yf? < oo, (4.15)
beA
> [bP[G)* < 0. (4.16)
beA

Conversely, suppose that w, f and ¢ are functions in L?(Q)3, in L?(Q)3?, and in
L?(€2), whose Fourier coefficients satisfy (4.14)—(4.16). Then, one can extend these
functions A-periodically to R? using their Fourier series, and thus obtain functions
that belong to Hje(curl; R?), H,.(div;R3), and HL_(R3). Hence, the Sobolev

loc

spaces H o (curl; Q), H e (div; Q), and H, (Q) an be characterizes as

per

S ([@el? + |b x @el?) < oo},

H . (curl; Q) = {’w € L*(Q)?
beA

H o (div; Q) = {f e LX(Q)’

Z(’?b’Q +1b- }b‘2) < OO};

beA

> (1 +[b1) @ < oo}.

beA

Hyo(Q) = {q € L*(Q)

The fact that all functions, which belong to the above Sobolev spaces, are repre-
sented by their Fourier expansions greatly simplifies the proofs of the results, which
are given below. As we shall see, some of these proofs can be accomplished by rel-
atively simple computations involving Fourier coefficients. Consider, for example,
the proof of the following lemma.

Lemma 4.2. For every vector field ¢ € H,.()* the following identity holds,

110 = llela + IV -l + IV < g

Proof. Let % = (), 4, 4®) € HL,,
Then, we obtain by (4.13) that

91 0 = 19118 + IV WIIG + V@ + Ve IG

(2)? be an arbitrarily chosen vector field.
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= [l + meas($2) 3 1B (|60, 2 + [0 + [0, )

beA

= [[9ll3, + meas() D[ ([0, [" + [9]" + [
beA

= [[]| + meas(2) Y _[bJ*|4p, .
beA

Using the vector norm identity (2.4) on . page 15, one obtains that |b|? |¢ 2 =
b - b,|2 + |b x 1|2 holds for every b € A. Hence, by (4.11) and (4.12), we have
that

19120 = IRpl13 + meas(©) D (16 ol + b x 3f?)

beA

= [9ll5+ IV - llg + IV x 2[5,

which completes the proof. O]

It should be noted that Lemma 4.2 implies that

H! (Q)? = Hper(curl; Q) N H per (div; Q).

per

Next, we investigate some properties of the modified curl, divergence, and gradient
operators (V +ik)x, (V +ik) - and (V + ik), where k is a vector belonging to
the first Brillouin zone B of A. As a first result, we state the following lemma,
which establishes important norm estimates.

Lemma 4.3. For every vector k € B we have the norm estimates

[(V +ik) x w]la < v/ Bo(k) ||lw]cun o for all w € H e (curl; Q),
[(V +ik) - fllo < v/ Bo(k) || fllaiv.0 for all f € Hp.(div; ),
[(V +ik)qlla < v/ Bo(k) [lq]l1.0 for all g € H)..(Q),

where the function By : B — Ryg is given by
Bo(k) := 2max{1, |k|*} for all k € B.

Proof. Given an arbitrary function w € H e (curl, ), one obtains

\|(v+ik>xw||g:/|(v+ik>xw|2g/(|va|+|kxw|)2
Q Q
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gQ(/]va12+/ykxw\2>

Q Q

:2(/|v < wf? + rk|2/rw\2)
(9] Q

< 2 max{1, |k[’} [|w]|?1.0,

which proves the first norm estimate. The remaining norm estimates can be verified
analogously. O]

Lemma 4.3 in particular implies that the modified curl, divergence, and gradient
operators are continuous, linear operators from H e (curl, ), H e (div, ), and
HY(Q) into L*(Q)3, L?(Q)3, and L*(Q), respectively. Hence, given some arbitrary
functions w € Hpe(curl; Q), f € Hyper(div; ), and ¢ € H},(Q), we have that the

functions (V + ik) xw, (V +ik)- f, and (V + ik)q are represented by their Fourier
expansions, i.e., we have that

(V+ik) x w=>_i(b+k) x wpe'®, (4.17)
beA

(V+ik) - f = i(b+k) fpe®), (4.18)
beA

(V+ik)g=> i(b+ik)Ge®" (4.19)
beA

in the sense of L?(Q)?, L?(Q), and L*(Q)3. Using Parseval’s identity again, we also
find that
2

107 +ik) > wlig = 3 [(b+ k) x wy (4.20)
IV +ik) - £l = D[ b+ k) Fol” (4.21)
IV +ik)alle, = D16+ k) | (4.22)

The following lemma provides Garding-type inequalities for the modified curl,
divergence and gradient operators. We remark that the proof of this lemma relies
on the fact that the first Brillouin zone B is defined as the Wigner—Seitz cell of the
reciprocal lattice A. This implies that B is point symmetric with respect to the
origin (see Section 2.5). Therefore, we have that

1
k| < 5 diam(B) for all k € B, (4.23)
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where diam(B) denotes the diameter of B.

Lemma 4.4. For every vector k € B we have the inequalities

I(V +ik) x wll§, > ao(k) [|wlEuw o — ro(k) lwllg,  for all w € Hye(curl; ),
I(V +ik) - £lIg > ao(k) |F Gy .0 — ro(k) [ FIIG for all f € Hper(div; ),
IV +ik)qll§, > (k) llalli o — o) llallg for all g € H, (),

where the functions ag : B — Ryg and kg : B — R<q are given by

ap(k) = (1 — ﬁ’@m) for all k € B.
rko(k) := ap(k) + diam(B)|k| — k| for all k € B.
Proof. Let w € H o (curl; Q) be chosen arbitrarily. Then, we have
I(V + k) x w2, = /Q|(v k) x u?
= /Q<|V x ul® +2Re[V x u- (ik x u)] + |k x u|2>
> /Q(W x ul? — 2|V x u|lk x u| + |k x u\2>
By Young’s inequality, we have that

1/1
]qulg\kxu\gg5(5|qulé+0|kxu\é) for all 6 > 0.

Letting 6 := diam(B)/|k|, we have that § > 2 according to (4.23). Using the vector
norm estimate (2.4) on page 15, we hence get

1
IV + ik) x w]3 > (1—5)/|qu|2—(8—1)/|kxu|2
Q Q

> (1) [19xur = -1 [

— (1= gy )17  wll,  (diam(B) el &Pl

which establishes the inequality stated in (a). The remaining inequalities can be
established through a similar line of argument. O
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Note that the functions o and kg in Lemma 4.4 are indeed positive everywhere
on B. This is due to the estimate given in (4.23), which implies that

ap(k) > for all k € B,

ko(k) for all k € B.

(AV2
N~ DN~

We remark that the parameter 6 in the proof of Lemma 4.4 should be chosen such
that ap(0) = ko(0) = 1. With this, the asserted inequalities become equalities for
the case k = 0 as one would expect.

In order to establish a weak formulation of the eigenvalue problem stated in
Problem 4.1, it is desirable to have Green-type identities for the modified curl,
divergence and gradient operators. Such identities are established in the following
theorem.

Theorem 4.5. The following assertions hold for every vector k € B.

(a) For every v,w € H e (curl; Q) we have
/(V—i—ik:) ><w~'v:/w~(v+ik) X v.
0 0

(b) For every f € Hye(div; Q) and g € H'.(Q) we have

/qu=—/gf(v+ik)q.

Proof. To prove the identities, we expand all functions according (4.17)-(4.19).
Because of (4.20)—(4.22) integration and summation can be interchanged. Since

o Q) ifb=>b ~ -
/ Go-b) _ Jmeas(2) i ' forallbbeA,
Q 0 else

we obtain

/(V—l—ik) xw-v:—meas(ﬂ)iZ((b—l—k) X Wp) - Vo,

beA

/QE-(V+ik:) xv:meas(Q)iZib_b- (b+ k) x D),

/Q(V—i-ik:) - fqg= —meas(Q)iZ(b—i—k:) -?_b@\b,

beA
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_ /QT (V +ik)q = meas(Q)iZ}_b- (b+ k)G

beA

The assertions then follow from the vector identity (2.2) and the fact that & x y =
—y x x for all x,y € C3. O

It should be noted that in Theorem 4.5 integrals over the boundary 02 of the fun-
damental cell 2 do not appear, neither in the integral identities nor in the proof.
Again, this is due to the fact that all functions are represented by corresponding
Fourier expansions, so that the integral identities reduce to simple vector identities
for the Fourier coefficients. Using the same principle, it is easy to verify the fol-
lowing lemma, which extends some well-known results about certain compositions
of curl, divergence and gradient operators to their modified counterparts.

Lemma 4.6. The following assertions hold for every vector k € B.

(a) For every function ¢ € H!,(Q) we have (V +ik)q € H yer(curl; Q) and

per

(V +ik) x (V+ik)qg = 0.

(b) For every function w € H e (curl; Q) we have (V +ik) x w € H e, (div; )
and
(V +ik) - (V + ik) x w = 0.

Proof. Let ¢ € H},(Q) and w € He:(curl; Q) be chosen arbitrarily. Then, by
(4.17) and (4.19) the Fourier coefficients of the functions w := (V +ik)q and
f = (V+ik) x w are given by Uy = i(b+ k)G and £, = i(b+ k) x Wy for all
be /AX, where ¢, and wy denote the respective Fourier coefficients of ¢ and w. The
functions w and f belong to H e (curl; Q) and H e, (div; ), respectively, since

> (el + b x wl*) => (I(b+k)@l* + b x kgl

beA beA
< I+ )Gl + k1> D b3 < o,
beA beA

and

ST(IFol + 16 F4?) = Z(\(b+ k) x Wo|* + |b- ((b+ k) x I/I\Jb)|2>

beA beA

N Z(!(b+k> x Wyl + [k - (b x p)|*)

beA
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<Y I+ k) x | + [k ) |b x @p* < oo
beA beA
To obtain the above inequality we used the same vector identities as in the proof
of Theorem 4.8. By (4.17) and (4.18), the Fourier coefficients of the function
v = (V+ik) x u and g := (V +ik) - f are given by vp = i(b+ k) X up =
—(b+k)x (b+k)Gs=0,and Gp=i(b+k)- f,= —(b+k)- ((b+k)x W) =
—wy- ((b+k) x (b+k)) =0 for all be A. Hence, v =0 and g = 0. O

Corollary 4.7. For every vector k € B we have

(V +ik) x Hpe(curl; Q) L (V +ik)H! (),

per
where L denotes the orthogonality relation in L*(Q)3.

Proof. By Lemma 4.6 and Theorem 4.8 we have

((V+ik)xw,(V+ik)q>Q:/Q(V+ik)xw-(V+ik)q

:/w«v+mpqv+mm:o

for every w € H pe,(curl; Q) and every g € H!, (Q). O

per

Before we state our next theorem, we find it convenient to introduce the function

space
/Qf = O}. (4.24)

Clearly, L%(Q) is a closed linear subspace of L?*(2) and thus a Hilbert space
equipped with the inner product (- , - )q. According to (4.5), we have

12(0) = {f e IX(9)

-~

1
=— for all f € L*(2).
o sy S el F e IO
Therefore, the function space L2(f2) can be characterized as

L2(Q) = {f € Q) | fo = 0},

It is furthermore well-known that the Hilbert space L2(Q) is isometrically linearly
isomorphic to the linear factor space L?*(2)/C. From this follows the orthogonal
space decomposition L?(Q2) = L(Q2) @ C. The function spaces

H o o(curl; Q) := H e (curl; 2) N Lz(Q)B’,
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H o, o(div; Q) := H e (div; Q) N L2(Q)?,
B, o(0) = HL () N 12(9),

per,o per

are closed linear subspaces of Hpe(curl;Q), Hpe(div;Q), and H} (), respec-
tively.

Theorem 4.8. The following assertions hold for every vector field f € L*(Q)3.

(a) For every vector k € B\ {0} there exist uniquely determined functions
P e HL (Q) and p € H.(), as well as a constant ¢ > 0, such that

per

(V +ik) x o + (V +ik)p = f,
(V +ik) -9 = 0,
[%lle + llplhe < ol fllo-

(b) There exist uniquely determined functions ¢ € HJ,. ()% andp € H,, (),
as well as a constant ¢ > 0, such that

V X+ Vp+ fo=1F,
V=0,

ll.0 + [Iplhe + vmeas(Q) [ o] < ¢l fllo-

Proof. A proof for (a) is given in Section 3 in [33], but can also be derived with the
techniques that are presented in the following. In order to proof (b), we consider
an arbitrary function f € L?(Q)® with

f= Z?bei<b">-

beA

Notice that for every vector b € A\ {0} there exists a uniquely defined complex
number g, € C and a uniquely defined vector @, € (span{b})*, such that ?b =
b + Py

In Section 2.2 we introduced the cross product matrix [z]x € C**3 of a complex
vector z € C3. For non-vanishing z we showed that the image space of [z] coin-
cides with (span{z})*. It follows, that the pseudo-inverse [z]% of [z]. constitutes
a linear isomorphism from (span{z})* onto itself.

With the above definitions, we set pp = —igp and b, = —i[b]LB,. With
this we obtain f, = ibpy + ib x 9, for all b € A\ {0}. Furthermore, since
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im([b]%) = im([b]T) = im([b],.), we have b - ¢y = (b, b,) = (b, P,) = 0 for all
beA. Next, we define the functions p : 2 — C and v : Q — C3 by

e X R, g 3 B,

beA\{0} beA\{0}

By Parseval’s identity we have

IplI o + 19117 o = meas(2) Y (1+ [b*) (B + [4°)

beA\{0}

< 2meas(9) Z (126 [B]? + [B]* |9 %)
beA\{0}

= 2meas((?) Z (ID6b]* + |b x '»Abb|2)
beA\{0}

= 2meas(Q) Z (1psb]” + |20]%)
beA\{0}

— 2meas() 3|7,

beA\{0}
= 2||f[1& — 2 meas(Q)| fol*

Since f belongs to L*(0)3, it follows that p and 4 belong to H!_ () and H!_ (Q)3,

per per
respectively. According to (4.8)—(4.10) we also have that V x ¥ + Vp + f, = f,
as well as V -4 = 0. Finally, the above inequality implies that ||¥|1.0 + ||p|li.a +

Vmeas(Q)[ fol < V2| £l m

The functions 1 and p in Theorem 4.8 are commonly referred to as vector potentials
and scalar potentials of the function f. An additive decomposition of a vector field
into a curl field of a vector potential and a gradient field of a scalar potential is
called a Helmholtz decomposition. In analogy to this, Part (a) in Theorem 4.8
provides a Helmholtz decomposition with modified vector and scalar potentials
(V+ik) x @ and (V +1ik)p, where k € B\ {0}. It is also well-known, that
for every vector field f € L?*(Q)? there exists a Helmholtz decomposition f =
V x ¢ 4+ Vp, such that V - ¢ = 0, with uniquely determined functions © €
H!(Q)? and p € HL(Q) (see e.g. Theorem and Remarks 3.3 in [38]). Part (b) of
Theorem 4.8, however, states that such a decomposition with A-periodic vector and
scalar potentials ¢ € H.. ()% and p € H,, () exists, if and only if f € LZ(Q)°.

Notice that Part (b) of Theorem 4.8 implies a fortiori that for every f € L?(Q)
there exist functions ¢ € H},.(Q)° and p € H} (Q) with V-4 = 0, as well as a

er per

uniquely defined complex vector z € C3, such that f = V x 9 + Vp + z. The
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functions ¥ and p are only uniquely determined modulo additive constants in this
case. From Theorem 4.5 and Theorem 4.8 we hence deduce the following corollary.

Corollary 4.9. For every vector k € B\ {0} we have the following orthogonal
space decompositions.

(a) L2(Q)? = (V + ik) x H'(Q)? @ (V + ik)H', ().

per per

(b) L2(Q)* =V x HL, (Q)*® VHL, (Q) @ C3.

per,o

(c) L3(Q)* =V X Hyo o(Q)° & VHy, ().

per,o
Note that Part (b) of Corollary 4.9 in particular states that the curl of any vector
field in H! ()3 can only be constant, if it vanishes identically, and that the same

per

holds true for the gradient of any function in H},,(Q2). Another important corollary

is obtained from Lemma 4.6 and Theorem 4.8.

Corollary 4.10. The following identities hold for every vector k € B\ {0}.
(a) ker((V +ik) X |Hpo(cute) = (V +ik) Hi ().
(b) ker((V +ik) - |H,u(@ivi)) = (V +1k) X Hpep(curl; Q).

(c

) ker((

) ker(V X | o (eurte)) = VH,(Q) @ C.

(d) ker(V - |pryo(aiviy) = V X Hper(curl; Q) & C3.
) ker(
) ker(V

per

e) ker(V x ’Hpcr o(curl;2) ) v]¥éer O(Q)

£) ker(V - |fyoo(divi)) = V X Hpero(curl; Q).

(
(
In the literature the identities in Part (a) and (b) of Corollary 4.10 are often
summarized in stating that for every vector k € B\ {0} the sequence

7o) T E o (ewl ) B | (div ) (T

per

VHB 120 (4.25)

is exact (see e.g. [14], [33]). Here, “exact” simply means that the image of every
operator in the sequence coincides with the kernel of the next operator. From Part
(e) and (f) of Corollary 4.10 we further deduce that the sequence

H . (Q) -5 Hpero(curl; Q) 25 H e o(div; Q) — L2(€) (4.26)

per,o

is also exact. Both sequences are analogues of the de Rham sequence

HY(Q) -5 H(cwl; Q) 25 H(div; Q) — L*(9Q), (4.27)
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which is also known to be exact (see e.g. Proposition 8 and Theorem 8 in [20]). We
remark that the sequences in (4.27) can be interpreted as a variant of de Rham’s
exact cochain complex of differential forms on R? (see e.g. Section 1 in [16]). When
interpreted this way, the function spaces H*(Q), H (curl; Q), H(div; ), and L*(Q)
represent certain classes of differential forms of order 0, 1, 2, and 3, respectively.
The gradient, curl and divergence operators represent exterior derivative operators
acting on the respective differential forms. Clearly, the sequences in (4.25) and
(4.27) can be interpreted in the same way. Thus, all three sequences reveal certain
geometric relationships between the respective function spaces.

4.3 The Weak Formulation

In this section we establish a weak formulation of the family of eigenvalue problems
stated in Problem 4.1. It turns out that the weak formulation of each individual
eigenvalue problem bears some similarity to the weak formulation of standard
Laplace-type or second-order divergence type eigenvalue problems. In particular,
one is able to prove coercivity and, for non-vanishing vectors k € B, even ellipticity
of the corresponding sesquilinear forms.

In order to establish the weak formulation, we define the complex Hilbert spaces

W = H,,(curl; Q), (4.28)
Q = H,,.(), (4.29)
Z = [}(Q)?, (4.30)

as well as the real Banach space
E = L>®(Q,R), (4.31)
and the function set

D .= {p €& ‘ 30 > 0 such that essQinf(p) > (5}. (4.32)

The set D consists of all essentially bounded functions, which are positive almost
everywhere on (). Clearly, the function set D is an open subset of £. Furthermore,
every function in D satisfies the required properties of the coefficient p in Prob-
lem 4.1. Therefore, we define for every function p € D and every vector k € B the
sesquilinear forms ag(p) : W xW — C, by : W xQ —-C, and m: Zx Z —C
by

ag(p)(w,v) == / p(V+ik) xw - (V +ik) x v for all w,v € W, (4.33)
Q
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be(f,q) = /QT (V +ik)q forall fe Z,qe @, (4.34)

m(f,g) = /Qfg for all f,g € Z. (4.35)

Furthermore, we define for every vector k € B the linear function space
Vi :i={w € W | bg(w, q) =0 for all ¢ € Q}. (4.36)

Clearly, for every vector k € B, the function space Vi is a closed subspace of W
and thus a complex Hilbert space when equipped with the inner product (-, - )curn.0-
Each such Hilbert space Vi, can be characterized as follows.

Proposition 4.11. For every vector k € B we have the identity
v W N ((V+ik) x HL,(Q)?) ifk#0,

k p—y
WnN(VxH(Q®C}  ifk=0.

per

Proof. First, we consider the case k # 0. Let w € W, with w = (V + ik) x ¢ for
some ¥ € H! . (Q)*. By Corollary 4.7 we then have

be(w, q) = ((V +1k) x ¢, (V+ik)g)o =0  forall g € Q,

and hence w € Vi. Now, we choose a function u € Vi arbitrarily. Then,
by Theorem 4.8, there exist functions +» € H!_(Q)? and p € Q, such that u =

per

(V +ik) x ¢ + (V + ik)p. Furthermore, we have

I(V +ik)pll, = (V +ik)p, (V +ik)p)a
= ((V+ik)p, (V+ik)p)a + {((V +ik) x ¢, (V +ik)p)a
= bi((V +ik)p,p) + be((V +ik) x v, p)
= bk(uap) = O:
which implies (V +ik)p = 0. This completes the proof for the case k # 0.

The proof for the case k = 0 is established analogously. Let wo € W, with
wo = V X 1y + 2o for some function 9, € H! () and some vector z¢ € C3. By

per

Theorem 4.8 and Corollary 4.7 we then obtain
bo(wo,q) = (VX %o, Vg)a+(V-20,00=0  forallqeq,

which implies that wqg € Vi. Choosing ug € Vg arbitrarily, we have by Theorem 4.8
that there exist functions 1, € H! (2)? and pg € Q, as well as a vector z¢ € C?,

per

such that ug =V X ¢y + Vpo + 2z¢. Furthermore, we have
HVPOH% = (Vpo , Vpo)a
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= (Vpo, Vpo)a + (V X g, Vpo)a + (2o, Vo)
= bk(Vpo,po) + bk(V X g, po) + br(Z0, Do)
= bi(uo, po) = 0,

which implies Vpg = 0. O

In view of the eigenvalue problem stated in Problem 4.1 we have by Theorem 4.5
that each function space Vj consists of those functions w € W, which satisfy the
divergence constraint (V + ik) - w = 0 in the weak sense. Another relevant aspect
of the function spaces V4, is the existence of the following norm estimate for k # 0.

Lemma 4.12. For every vector k € B\ {0} we have the norm estimate
1(V + ik) X ul|q > |k| [|[ullo for all u € V.

Proof. Let uw € Vi be chosen arbitrarily. Then, according to Theorem 4.8 there
exists a uniquely determined function ¥ € H].(Q)?, such that u = (V + ik) x 9

and (V +ik) -1 = 0. Note that the latter identity implies (b+ k) - ¢, = 0 for all

b € A, where ’Z[\Jb denotes the respective Fourier coefficient of 9 as defined in (4.5).
Using (2.4) and Parseval’s identity, we obtain

1 1 .
meas(@) lulle, = ey (7 + i) W3
- Zl(b“'“ k) x lAbb|2

beA

=3 (b + k)Pl — (b + K) - /)

beA

=Y lb+ k)Pl

beA

Note that |b + k| > |k| for all b € A. For k = 0 this assertion is trivial. For
k # 0 it follows from the fact that B is the Wigner—Seitz cell of the reciprocal
lattice (see Section 3.4). As was discussed in Section 2.5 the Wigner—Seitz cell of
a lattice is point symmetric with respect to the origin and consists of all points,
which are closer to the origin than to any other lattice point. Using the vector
identity stated in (2.1), we find

I(V +ik) x ullg = I(V +ik) x (V +ik) x |5,

meas(€2) meas(€2)

=N b+ k) x ((b+k) x 1) |

beA
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=D [((b+E)-tpp) (b+ k) — [b+ k"]

beA

=> |b+ k| |4y
beA
> |k|* D b+ [y,
beA

which completes the proof. O]

Lemma 4.12 provides a Poincaré—Friedrichs-type inequality for the restriction of
the modified curl operator (V +ik) x to the Hilbert space Vi for every vector
k € B\{0}. Since the modified curl operators also satisfy a Garding-type inequality
(see Lemma 4.4), we can state the following result.

Lemma 4.13. For every vector k € B we have the norm estimate

|(V +ik) x ulla > VY (k) |v|lcna — for all u € V.
With the definitions in Lemma 4.4, the function vy : B — Ry is given by
ao(k)|k|?
Yo(k) := % for all k € B. (4.37)

Proof. For k = 0 the assertion is trivial. We hence turn our attention to the case,
where k € B\ {0}. Choosing a function u € Vj, arbitrarily, we have

ao(k)[ullema < 1V +ik) x ullg + oK) ull,

ro(k)
= [(V +ik) x ull + T3 e[l |

< (1 T )0 k)l

by Lemma 4.4 and Lemma 4.12. The norm estimate is obtained by dividing the
above inequality by the parenthesized term and taking the square root. O]

Lemma 4.13 and Lemma 4.3 imply, that ||(V +ik) % (-)|lq constitutes a norm
on Vi for all k € B\ {0}, which is equivalent to the norm || ||cur,o. This is an
analogon to the well-known fact that ||V ()|q, the seminorm on H*(€2), constitutes
anorm on H; (), which is equivalent to the norm || - |1 . Note, however, that this
analogon only holds for non-vanishing k. In fact, one easily verifies that ||V x - ||q
only constitutes a seminorm on V4.

The following propositions state important properties of the sesquilinear forms

ag(p), which were defined in (4.33).
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Proposition 4.14. For every coefficient p € D, and every vector k € B the
sesquilinear form ag(p) is conjugate-symmetric, bounded, W —Z -coercive, and pos-
itive semidefinite. More precisely, we have
ak(p)(w, v) = ax(p)(v, w) for allw,v € W,
|ak(P)(’w7 ’U)| < ﬁ(pa k)Hw”(Zurl,Q“v“(zurl,Q fO?" all w,v € Wa
aw(p)(w, w) = alp, K)||wlq — ko, )Wl for all w e W,
a(p)(w,w) >0 for allw € W.

With the definitions in Lemma 4.3 and Lemma 4.4 the functions o : D xB — R,
G:DxB— Ry, and k : D x B — Ry are given by

a(p, k) = essﬂinf(p) ap(k) forall p e D, k € B, (4.38)
B(p,k) = pllame fo(k)  forallpeD, keB, (439)
k(p, k) = essﬂinf(p) ko(k) forall p e D, k € B. (4.40)

Proof. The conjugate-symmetry directly follows from the definition of the sesqui-
linear form ag(p). Furthermore, choosing p € D, k € B, and w,v € W arbitrarily,
we have

ag(w,v) < [[pllac [[(V +1k) x wlo [(V +ik) X v]q.

Boundedness thus follows from Lemma 4.3. Moreover, we have
ag(w, w) > essQinf(p)H(V +ik) x w3,

Hence, W—Z-coercivity follows from Lemma 4.4. The above inequality also implies
the positive semidefiniteness of the sesquilinear form ag. O]

Proposition 4.15. For every coefficient p € D and every vector k € B\ {0} the
sesquilinear form ag(p) is Vi-elliptic. More precisely, we have

a(P)(ww) = (o k) [ultg  for all u € Vi.
With the definitions in Lemma 4.13 the function v : D x B — R is given by
v(p, k) == essﬂinf(p) Yo (k) forall p € D, k € B. (4.41)

Proof. Given a coefficient p € D, a vector k € B\ {0}, and a function u € Vj, we
have
ar(uw, u) > essQinf(p)H(V +ik) x ul|3.

The assertion hence follows from Lemma 4.13. O
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In the above Propositions 4.14 and 4.15 the terms coercive and elliptic were used as
defined by Wloka (cf. Definitions 17.3 and 17.4 in [78]). Note that Proposition 4.15
implies that, for every k € B\ {0}, the corresponding sesquilinear form ay, is
positive definite on Vj.

Having stated some important properties of the function spaces V4 and the
sesquilinear forms ag(p), we are finally in a position to state the weak formulation
of Problem 4.1.

Problem 4.16. Given a coefficient p € D, and a vector k € B, find eigenvalues
A € C and corresponding eigenfunctions uw € Vi \ {0}, such that

ax(p)(u,v) = Am(u,v) for all v € V. (4.42)

Note that the function spaces V4, are sufficient as test spaces for the weak eigenvalue
problem stated in Problem 4.16. Suppose that (4.42) holds for some coefficient
p € D, some vector k € B, some vector field u € V4, and some complex number
A € C. Choosing an arbitrary test function w € W, we have by Theorem 4.8 and
Proposition 4.11 that there exist a vector field v € Vi, and a function ¢ € @), such
that

w=v+ (V +ik)q.

By Lemma 4.6 we than have that
aw(p) (1, (V + ik)g) = 0.

and hence
ar(p) (u, w) = ar(p)(u, v).

By definition of the sequilinear forms m and by, we also have that
m(u, (V + ik)q) = bg(u,q) =0,
since u € V. The latter identity implies that
m(u,w) = m(u,v).

It thus follows that (4.42) holds for some coefficient p € D, some vector k € B,
some vector field u € V4, and some complex number A € C, if and only if

ax(p)(u, w) = Am(u, w) for all w € W.

It is therefore sufficient to choose V4 as the test space in Problem 4.16.
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4.4 Riesz—Schauder Theory

In this section we review the spectral theory for the weakly formulated family
of eigenvalue problems stated in Problem 4.16. The theory we present here is
standard and can be found in many textbooks (see e.g. Chapter 17 in [78]). We
still discuss this theory here in detail, since some aspects are non-trivial for our
particular family of eigenvalue problems.

In essence, we aim at applying the Spectral Theorem of Riesz—Schauder for
compact, self-adjoint operators on infinite-dimensional Hilbert spaces. Our first
step, therefore, is to devise such an operator. To this end, we define for ev-
ery coefficient p € D, and every vector k € B the conjugate-linear operators
Ag(p) Ve = V), My : Z — V), and Iy, : Vi, — Z by

Ag(p)ufv] = ax(p)(u, v) for all u,v € V4, (4.43)
My flv] :==m(f,v) forall fe Z, veV, (4.44)
Iyv = for all v € V. (4.45)

Clearly, I is the identical embedding from V4 into Z for every k € B. Note that
the operator M}, is continuous for each k € B with

[ Mgz vy < 1. (4.46)
Moreover, one easily verifies that
ker(My) = (V +ik)Q for all k € B. (4.47)

This implies, in particular, that the operators My are not injective. Restricting
these operators to Vi, however, yields injective operators for all k € B, since
(V +ik)Q is Z-orthogonal to Vj, according to Corollary 4.9 and Proposition 4.11.

With the above definitions, the weakly formulated eigenvalue problem stated
in Problem 4.16 is equivalent to

Problem 4.17. Given a coefficient p € D, and a vector k € B, find eigenvalues
A € C and corresponding eigenfunctions uw € Vi \ {0}, such that

Ak(p)u =\ Mk’u,.

Next, we define for every coeflicient p € D, and every vector k € B the conjugate-
linear operator Lg(p) : Vi, — V" by

Li(p) = Ax(p) + r(p, k) Mg|v;, (4.48)
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where k(p, k) € Ry is the constant defined in Proposition 4.14. It follows that
every operator Lg(p) induces a conjugate-symmetric, bounded, and Vj-elliptic
sesquilinear form lg(p) : Vi x Vi — C by

l(p)(uw,v) := Lg(p)u[v] for all u,v € V4. (4.49)

More precisely, each sesquilinear form I (p) satisfies

le(p )( v) = (p)(v u) for all u,v € Vi,
‘lk ’ S |u||curlﬂ ||v||curlQ fOI' all u,v S ‘/;m
( )( ) 2 ( )Huucurlﬂ for all u € ‘/;427

where a(p, k) and ((p, k) were defined in Proposition 4.14. The Lemma of Lax—
Milgram then implies that every operator Lg(p) has a conjugate-linear, continuous
inverse Lg(p)~' : V¥ — Vi with

1

Li(p) Mg < ———

for all pe D, k € B. (4.50)

Therefore, we are able to define for every coefficient p € D, and every vector k € B
the linear operator Gg(p) : Z — Z by

Grl(p) :== oLy (p) ' M, for all k € B, (4.51)

In the literature, the operator Gg(p) is sometimes referred to as the Green solution
operator for Lg(p) (see e.g. Definition 17.5 in [78]). The following theorem states
that the identical embeddings I from Vj into Z are compact operators.

Theorem 4.18. For every vector k € B the complex Hilbert space Vi, is compactly
embedded in Z.

Proof. The following proof is an adaptation of the proof of Theorem 2.1 in [74]. Let
{u™},cn be a sequence in V4, which is bounded in V4, by a constant ¢; > 0. By
Theorem 4.8 and Proposition 4.11 there exists a sequence {™},cy in H} ()%,
a sequence {z, }nen in C?, and a constant ¢ > 0, such that

(V +ik) x ™ + z, = u™ for all n € N,
[ + meas@lz < clua foralln €N

Since |[u™ |l < [|u™|lcua < ¢ for all n € N, the sequences {1p™},en and
{24 }nen are bounded in H'(Q)? and C3, respectively. According to the Theorem
of Rellich-Kondrachov (see e.g. Theorem 6.3 in [1]) the identical embedding from
H'(Q)? into Z is compact. Therefore, there exists a subsequence {'zp(l’”)}neN
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of {¢(”)}n€N, which converges in Z. According to the Theorem of Heine—Borel
there also exists a subsequence {2 ) }nen Of {Z(1,n) }nen, Which converges in C?.
We now consider the corresponding subsequence {u?™},cn of {u™},cn. To
simplify notations, we define wl™n = w@m) — @) qpmnl .— 42m) _ 45 (2n) 4
zlmnl = Z(2,m) — Z(2,n) for all m,n € N. By Proposition 4.3 and Theorem 4.5, we
obtain

a7 — ) ||s22
Q

/ ulmnl - (V + ik) x aplmm 4 zlmnl)
Q

/V+1k ) x ulmnl . gb[m”H-/ [m.n] . 5lmin]
0

Q

< ||(V + ik) X u[m’n]HQ”Tp[m’n}HQ + \/m"u[m,n]ng‘z[m,n”
< [ (Bo (R[50 o + v/meas ()| 2))
< 261 (Bo(k)[|[%1™ o + /meas(€)|zI""])

pS CQ(H’(P(Q’m) - 1/J(2’n)HQ + [2@m) — Z(Q,n)|) — 0 asm,n — oo,

where ¢3 1= 2¢; max{3(k), /meas(Q) }. Hence, {ul*"},cy is a Cauchy sequence
in Z and therefore convergent in Z. ]

The following proposition establishes important properties of the operators
Proposition 4.19. The following assertions hold for every coefficient p € D and

every vector k € B.

(a) The operator Gg(p) is compact, self-adjoint and positive semidefinite.

(b) ker(Gr(p)) = Vi-, where Vb denotes the Z-orthogonal complement of V.

Proof. In the following we use the fact that (f , v)q = Mg f[v] for all f € Z and
all v € V. Furthermore, we use that fact that I is the identity on V.

(a) Compactness directly follows from the definition of Gg(p). In order to prove
self-adjoinedness and positive semi-definiteness, we choose two functions f,g € Z
arbitrarily. Then, there exist uniquely determined functions u, w € V4, such that

Li(p)u = My f and Lg(p)w = Mrg. We hence obtain
(Gr(p)f , g)a = (InLi(p) " Mif . g)o = (L(p) " Mif . g)a = (u, g)a
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= (g, u)a = Miglu] = Li(p)wlu] = Lg(p)ulw] = My f|w]
=(f,w)o={f, Li(p) " Mrg)o = (f , ILr(p) "' Mrg)a
= (f,Gr(p)g)a,

which proves the self-adjoinedness of Gg(p). Similarly, we deduce the inequality

<sz(P)f ) f>Q - Lk(p)u[u] > O{(,O, k)”“’”curl,ﬂ > 07

which proves the positive semidefiniteness of Gg(p).
(b) For every f € Z, and every v € Vi, we have the identity

(f ,v)o = Mpflv] = (Le(p)Li(p) "' Mif)[v] = Li(p)(Li(p) " My f)[v]
= Li(p) (L Lr(p) " M f)[v] = Li(p)(Gr(p) f)[v].

Since Lg(p) is a bijective operator, (f ,v)q = 0 holds for all v € Vj, if and only if
Gr(p)f = 0. Hence, ker(Gr(p)) = Vi O

Since the operators G(p) are compact, they are subject to the Spectral Theorem
of Riesz—Schauder (see e.g. Section 12.1 in [78]). Hence, the following statements
hold for every coefficient p € D, and every vector k € B. First, we have the
orthogonal decomposition

Z = ker(Gr(p)) ® im(Gr(p)).
By Part (b) of Proposition 4.19 we hence have
Vi = in(Ga(r). (452)

Furthermore, since the operator Gg(p) is self-adjoined and positive semidefinite,
we have that there exists a sequence {y;(p, k)};jen, which consists of positive, real
eigenvalues of G(p), and which converges to zero. In the following we shall assume
that the eigenvalues of Gg(p) are enumerated, such that

:ul(p’ k) > MQ(p7k> > /Lg(p, k) >

The sequence of corresponding eigenfunctions {u;(p, k)};en forms a complete Z-
orthogonal system of Vi. Here, as in the following, we denote by u,(p, k) the
eigenfunction that corresponds to the j-th largest eigenvalue of G(p), i.e.,

Gr(p)u;(p, k) = pi(p, k) ui(p, k). (4.53)

The eigenspace of each eigenvalue is finite-dimensional. The spectrum of the op-
erator G(p) consists precisely of the elements of the sequence {y;(p, k)}jen and
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zero, which is also an eigenvalue of Gg(p). Finally, we have that the operator
G(p) acts on Z as

k
p)f = Z,u] T]up(’p ) ’){?iﬂ u;(p, k) for all f € Z.

The j-th largest eigenvalue can be characterized according to the Min-Mazx Prin-
ciple as

(Gr(p)f , Fo

(p,k) = max min —— ——— for all j € N, 4.54
e B e IR ! .
imU=j

where C denotes the linear subspace relation (see Theorem XIII.1 in [64]). For
convenience, we define for every coefficient p € D, every vector k € B, and every
index 7 € N the linear function space

Vi,i(p) := span{ui(p, k), ..., u;(p, k) }. (4.55)

Then, one can show that the maxima and minima in (4.54) are attained precisely
for U = Vi j(p). An equivalent characterization of the j-th largest eigenvalue is
given by Rayleigh’s principle, which reads

(Gr(p)f , Flo
A TR 2

%, i—1(P) =

:U’J(p7k> =

Here, Py ;(p) is the linear, Z-orthogonal projection operator from Z onto the linear
function space Vj ;(p). for every coefficient p € D, every vector k € B, and every
index j € N the operator Py ;(p) : Z — Vj, is given by

ul p? )
Pr;(p)f = Z Iqup, IIQ © uilp,k)  forall fe Z. (4.57)

Now, let 1;(p, k) > 0 be a positive eigenvalue of G(p), and let u;(p, k) be a
corresponding eigenfunction, i.e.,

Gr(p)u;(p. k) = p;(p, k) u;(p, k). (4.58)

According to (4.48) and (4.51) we can rewrite (4.58) equivalently as

1
<m ~ e k>> Micu;(p, k) = Aw(p)u;(p, ). (4.59)
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Since the sequence of eigenfunctions {u;(p, k)}jen of the operator Gi(p) form a
complete orthogonal system of V4, it follows that each eigenpair of Gi(p) corre-
sponds to a solution of the eigenvalue problem stated in Problem 4.17 and thus to
a solution of the weak eigenvalue problem stated in Problem 4.16. In particular,
the elements of the sequence {\;(p, k)};en, defined by

1

— k(p, k for all j € N, 4.60
15(p, k) (2, k) (400

Ai(p, k) =

are the eigenvalues. In summary, we have the following proposition.

Proposition 4.20. For every coefficient p € D and every vector k € B there
ezists an increasing sequence {\;(p,k)}jen of non-negative, real numbers tending
to oo, which consists of the eigenvalues of the weakly formulated eigenvalue prob-
lem (4.42). The sequence of corresponding eigenfunctions {u;(p,k)}jen forms a
complete, Z-orthogonal system of V.. The eigenspace of each eigenvalue is finite-
dimensional. The j-th smallest eigenvalue can be characterized as

o ar(p)(u, u) :
Ni(p, k) = min uértlja\u{(()} i, ) for all j € N. (4.61)
dim U=j
or equivalently as
o an(p)(u, u) :
Ni(p, k) = min W for all j € N. (4.62)
Pr,j—1(p)u=0

Zero is an eigenvalue, if and only if k = 0.

Proof. The existence of the sequences {\;(p, k) }jen and {u;(p, k) }jen follows from
the equivalence of (4.58) and (4.59). Notice also, that every eigenvalue \;(p, k) is
an eigenvalue of the weakly formulated eigenvalue problem (4.42).

In order to show (4.61), we define for every p € D and every k € B the operators

Fr(p) : Vi = Vi by Fy, := G|y, as well as the operator Fé/z(p) : Vi — Vi by

F(p)v = \/u(p. k) {uilp. k), v)a (,p’ ) ’UJQ wi(p,k)  for all u € V.
: |ui(p, B3,

Jj=1

One easily verifies that the continuous, linear operators Fg(p) and F,i/ *(p) are
symmetric with respect to the inner product (- , -)q and continuously invertible
for all p € D and all k € B. The operators also satisfy F(p) = F;/Q(p)F,i/z(p)
and G (p) Fr(p) ™' = idy;, where idy; denotes the identity on V4, for all p € D and
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all k € B. Choosing an arbitrary function u € Vi, we define v := Fy(p) 'u and
w = Ly(p) "' Myv for some p € D and some k € B. We then find that

w = Li(p) " My Fr(p) " 'u = I Li(p) ™ MrFi(p) " u = Gi(p) Fi(p) 'u = u,

and hence,
(Fe(p)'u, u)o = (v, Fr(p)v)a = (v, Gr(p)v)a = (v, ILi(p) " Mrv)o
= (v, Li(p) ' Mpv)o = (v, w)q = Myv[w] = Li(p)w|w]
= Li(p)ulu]

Notice that this identity can be established for all functions u € V4. According to
the Min-Max Principle (4.54), we have

! ( L (G f>g>‘1

= max
ucz gevvor |13
dim U=}

,Mj([), k)

2
= min max Hf”Q

vz sevnio} (Grl(p)f , o
dim U=j

~ i [

= min max —————
ULV uet\{0) (Fr(p)u , u)q
imU=j

- (u, u)o
= min  max 173 1/2
ULV weU\O} (F%(p)u , Fy*(p)u)g

dim U=j
1/2 _ 1/2 _
i ma ERC0) M B(p) M)

UCV, weU\{0} (u,u)q

dim U=j
. (Fe(p)"'u, u)g
= min max

UCV, weU\{0} (u,u)q

dim U=j
o Lu(p)ulu]
= min max ———
ULV, wecU\{0} Myulu]

dim U=j

= min  max ak(p)(u, w) + k(p, k) for all j € N.
ULV, wecU\{o} m(u,u)
dim U=j

This establishes the characterization given in (4.61). The characterization given
in (4.62) can be shown analogously using Rayleigh’s principle (4.56).

Finally, we show that zero is an eigenvalue if and only if kK € B vanishes.
According to Proposition 4.15 the sesquilinear forms ag(p) are Vi-elliptic for all
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p € D and all k € B\ {0}. Therefore, zero cannot be an eigenvalue, if k # 0.
By Proposition 4.11, however, the three-dimensional space of constant functions
from € into C? is a linear subspace of V;. One easily verifies that a non-vanishing
constant function wu :  — C3 satisfies ag(u,u) = 0. Hence, zero is an eigenvalue
for kK = 0. O

Proposition 4.20 makes a conclusive statement about the existence of Bloch modes
in photonic crystals. Recall that Problem 4.16 was motivated by the family of
constrained eigenvalue problems (3.36), which arose from the Bloch ansatz for
the magnetic field of a time-harmonic wave propagating inside a photonic crystal
(see Section 4.1). The coefficient p represents the restriction to € of the crystal’s
reciprocal relative electric permittivity function 1/e,. The vector k € B coincides
with the quasimomentum vector of a Bloch mode. Proposition 4.20 now states that
in every three-dimensional photonic crystal there exists a countable set of Bloch
modes for each quasimomentum vector k. The frequency of each Bloch mode
is determined by the corresponding eigenvalue A\ of (4.42) via w = covVA. The
Bloch modes for a given quasimomentum vector k form a complete Z-orthogonal
system.

4.5 Auchmuty’s Principle

The identities (4.61) and (4.62) in Proposition 4.20 allow us to characterize the
eigenvalues of Problem 4.16 in terms of the sesquilinear forms ag(p), as defined by
(4.33). The first identity is a variant of the Min-Max Principle, the second one is a
variant of Rayleigh’s principle. In this section we introduce yet another, however
less well-known, characterization principle which goes back to works of Auchmuty
(cf. [8], [9]). We present this principle here, because it will play an important role
in proving the existence of optimal solutions for photonic band gap optimization
problems.

In essence, Auchmuty’s principle stems from a duality principle for certain
types of optimization problems. Before we can make this notion precise, we need
to introduce some fundamental concepts of convex analysis. The concepts we
present here are discussed in detail in standard textbooks on convex analysis such
as [35] or [65]. In the following we assume that X and Y are real Banach spaces,
and that X* and Y* denote their normed duals. A convex functional from X into
the set R := R U {—o00,00} is called proper if it is not identical to —oo or oo.
Given a proper, lower semicontinuous, convex functional f : X — R, the so-called
convex conjugate functional f*: X* — R of f is defined by

f*(p) == sup(p(z) — f(z)) for all p € X*, (4.63)

zeX
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where X* denotes the normed dual of X. One can show that f* is also a proper,
lower semicontinuous, convex functional.

Given two proper, lower semicontinuous, convex functionals f : X — R and
g:Y — R, we define the functional F : X — R by

F(z) = f(z) — g(Tx) for all x € X,

where T : X — Y is a bijective, continuous linear operator. Notice that the
functional F' is not convex in general. Our aim is to find the infimum

inf F(z). (4.64)

rzeX

One observes that F' can be characterized as

F(z) = 1€nyf L(x,q) for all z € X, (4.65)
q *

where the functional £ : X x Y* — R is given by
L(z,q) = f(x)+ g (—q) + q(Tx) forallz € X, g e Y".

The functional £ is called a Lagrangian of type Il associated with F'. Here, “of
type II” means that the functional F' is determined by the infima of £ with respect
to the Lagrange parameter ¢ according to (4.65). In his work, Auchmuty shows
that the following duality principle holds (see Theorem 3.3 in [8]),

inf inf L(z,q) = inf inf L(z,q). (4.66)

zeX qey* qgeY* zeX
One can show, that the functional G : Y* — R, given by

G(q) := inf L(x,q) for all ¢ € Y™,

zeX

is characterized as
G(q) =g"(—q) — [*(-T"q) for all ¢ € Y*.

Here, T* denotes the dual operator of T" in the sense of functional analysis. We
hence find, that the infimum (4.64) coincides with

inf G(q). (4.67)

qeEY'™

Moreover, the duality principle (4.66) can be rewritten as

inf (f(z) —g(Tx)) = inf (¢"(—q) — f*(=T"q)). (4.68)

rzeX qeEY *
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We remark that similar duality principles are well-known for convex functionals
F : X — R, which are of the form F' = f 4+ go T (see e.g. Chapter 3, Section 4 in
[35])-

An interesting application of the duality principle stated in (4.68) is the follow-
ing characterization principle for the eigenvalues of the weakly formulated eigen-
value problem (4.42).

Proposition 4.21. Under the assumptions of Proposition 4.20, we have

—1 A
205 (0, k) + (p k) wevt <§ (ax(p) (e, ) + K(p, K)m(u, u))

- Hu - Pk,j1(p)uHQ> for all j € N.

Proof. This proof is an adaptation of the line of arguments laid out in [9]. In
essence, we aim at taking advantage of the duality principle stated in (4.68). To
this end, we define the real Hilbert space Z := L*(2, R)3. Furthermore, we define
the isometric, linear isomorphism ¢ : Z x Z — Z by

O(f1, o) = F1+1if, for all fy, f, € Z.

Choosing an arbitrary coefficient p € D and a vector k € B, we define for every
index j € N the set

Ky = {(f1 1) € 2 X Z| Puyr (0)8(F 1. £2) = 0,1|0(F1, £2)llo < 1}

One observes that for every j € N the set K; is a closed, convex subset of Z x Z.
Next, we define for every index j € N the functional ¢; : Z2 x Z — R as well as
the functional o : Z x Z — R by

0 if(flvf?)elcja

for all f,, f, € Z,
oo else

¢j(f17f2) = {

o(f1, fa) = % (Gr(p)2(f1. F2) . ©(f1, f2))q  forall £y, fr € 2.

Clearly, the functionals 1); and o are proper, lower semicontinuous, and convex on
Z x Z. In particular, the functional v; is the so-called indicator function of the
set K; in the sense of convex analysis (see e.g. page 28 in [65]).

Next, we determine the convex conjugate functionals of ¢; for 7 € N. Notice
that the Rieszian isomorphism R : Z x Z — (2 x Z)* is given by

R(f1, £2)[91,92] = (f1,91)a +(f2,92)0 for all fy, f1,91,92 € Z.
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Choosing two functions f, f, € Z arbitrarily, we set f := ®(f,, f,). Given an
arbitrary index j € N, we then obtain

W o R(Ff) = s ((figda+ (far g2 — (g1, 92)

(91:92)EZx 2

= sup (Re((f ,9)a) — 1 (Re(g), Im(a)))

gczZ

= sup{Re((£ ,g)a) |9 € Z. lglla < 1. Pusa(p)g =0}

= Sup{Re(<f ,9)0) )g €Z, |glla=1, Prej-1(p)g = 0}
_w Re((f . h — Py;-1(p)h)o)
heg |h — Prj—1(p)h|la

= o Bl = Pejr(p)f b = Prjoi(p)h)o)
hez lh = Prj1(p)hllq

According to the Cauchy—Schwarz inequality, the maximum is attained for h = f.
Hence, for every index j € N the convex conjugate functional of 9, is given by

(05 0 B)(f1, F2) = [ (F1, F2) = Prja(p)@(f1, Fo)lle forall f1, € 2.

We remark that ¢} coincides with the so-called support function of IC; in the sense
of convex anlysis (see e.g. page 28 in [65]), i.e.,

Yilg) = sup q(f, fy) forallge (Z2x Z)"
(F1,F2)€ER;

Now, we determine the convex conjugate functional of o. Again, we choose two
functions f,, f, € Z arbitrarily, and set f := ®(f,, f5). If f € ker(Gg(p)) and
f # 0, we find that

(@ o R)(frf) = s ({1,900 + (Fa.g2da— (g1, 9.))

(91,:92)€EZ%Z

= sup(Re((f ,9)a) — %(Gk(/))g ; Q)Q)

gz
> Re((f , 5)a) — 5 (sGu(p)f . 5F)a
—slIFI2,

where s > 0 is an arbitrary positive number. Since s can be chosen arbitrarily,
we conclude that (6 o R)(f;, fy) = oo if f € ker(Gg(p)). Next, we assume that



76 CHAPTER 4. SPECTRAL THEORY

f € im(Gr(p)). Then, there exists a function g, € Z, such that Gr(p)g; = f.
Moreover, we have that the functional ¢y : Z — R, defined by

e1(g) = Re((f . g)o) ~ 3(Culp)g.g) forallg € 2.

is maximized on the affine subspace gy + ker(Gr(p)). To see this, one can simply
compute the first and second Fréchet derivatives Dy and D%y of the functional
@g. Then, it is easy to verify that Dys(g) = 0, if and only if g € g +ker(Gr(p)),
and that D%*p¢(v,v) < 0 for all v € ker(Gg(p))*. Furthermore, since

f=Grp)gs = InLr(p) " Mrgy = Li(p) "' Mrgy,

we have that
(F,95)0 = Mg f] = Le(p) fIf],

and hence
1 1
(0" o R)(f1, f2) =supwy(g) = vr(gs) = 5 (f,g5)0= 3 Li(p) f[f]-
gezZ

Since the image space of Gg(p) is dense in Vi according to (4.52), we conclude
that the convex conjugate functional of ¢ is given by

(c* o R)(fy, fo) = %Lk(p)q)(flvfz)[q)(fbfﬁ] if ©(fy, f2) € Vi,

00 else

for all f, fy € Z. According to Rayleigh’s principle (4.56), we have

sk = min (01 f2)—o(fi,f2)  forall jeN

2 B (f1.f2)€E2xZ

The assertion thus follows from (4.60) and the duality principle stated in (4.68). [

By reviewing the line of arguments in the previous Section 4.4, one realizes that
the operator «(p, k)Mg|y, was added to Ag(p) in order to obtain a continuously
invertible operator Lg(p) = Ar(p) + x(p, k)Mgl|y, for all p € D and all k € B.
The continuous invertibility of Lg(p) followed from the ellipticity of the associated
sesquilinear forms lg(p) = ar(p) + K(p, k)m. However, Proposition 4.15 states
that the sesquilinear forms ag(p) are also elliptic for non-vanishing k. Hence, the
spectral theory in Section 4.4 can also be established with x(p, k) being replaced by
zero, provided that k does not vanish. From this we deduce the following variant
of Auchmuty’s principle.
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Corollary 4.22. Under the assumptions of Proposition 4.20, the following identity
holds for all k € B\ {0},

—1 ! |
(o k) uew (5 ar(p)(w,u) — ||u— Pk,j_l(p)uHQ> for all j € N.

Note that for j = 1 the assertion of Corollary 4.22 can be obtained without using
the duality principle (4.68). Given a coefficient p € D and a vector k € B\ {0},
one simply defines the functional f: Vi — R by

1
flu) = 5 ar(p)(u,u) — ||ullo for all u € V4.

Clearly, the functional f is continuous on V. Since f(0) = 0 and f(fv) — oo as
0 — oo for all v € Vi, we deduce that f admits a global minimum on V4. The
Fréchet-derivative of f is given by

m(u,v)

[ulle

Df(uw)v] = ar(p)(u,v) -

for all u,v € V4.

From this we see that any stationary point u, € Vi of f solves the weak eigenvalue
equation (4.42) for the eigenvalue A\, = 1/||u.||q. Therefore, we have

1

flw) = =55

It follows that the function values of f at its stationary points are given by —1/(2)),
where A is a eigenvalue of the weak eigenvalue equation (4.42). The minimal
function value at a critical point is therefore given by —1/(2X\;(p, k)), i.e.,

—1 !
m = gg%(é ax(p)(u, u) — HUHQ>-

We conclude this section with the remark that Auchmuty’s principle, as stated in
Proposition 4.21 or Corollary 4.22, can be established for every coercive or elliptic
sesquilinear form on a complex Hilbert space, respectively.

4.6 Photonic Band Structures
and Band Diagrams

In Section 4.4, we studied the existence of eigensolutions of the weakly formulated
family of constrained eigenvalue problems given by Problem 4.16. We found that
for every coefficient p € D and every vector k € B there exists a countable number
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of eigensolutions. Provided that the coefficient p represents the medium structure
of a three-dimensional photonic crystal, each eigensolution corresponds to a Bloch
mode of that crystal with quasimomentum vector k. In this section we relate
the eigensolutions of Problem 4.16 to the so-called band structures of photonic
crystals.

According to Proposition 4.20, there exists an increasing sequence {\;(p, k) } jen
of non-negative eigenvalues of (4.42) for every p € D and every k € B. Fixing
a coefficient p € D, we now consider for every index 7 € N the j-th smallest
eigenvalue \;(p, k) as a function of k from B into R.

Before we can prove our next result, we need to define some operators. Given
a coefficient p € D and a vector k € B, we define the operators Ag(p) : W — W™,
By :Z — Q* and —Ag : Q — Q* by

Ap(p)wv] := ar(p)(w, v) for all w,v € W (4.69)
B flq] :==bx(f, q) forall fe Z,qge@ (4.70)
—Agplq] = / (V+ik)p- (V +ik)q for all p,q € Q. (4.71)

Q

Recall that W denotes the complex Hilbert space H e (curl; 2), and that @) de-
notes the complex Hilbert space H!_ (£2). Notice that the operators Ag(p), defined

per
by (4.43), differ from the operators Ag(p) only in the domain of definition and in
the range.
Given a vector k € B\ {0}, it is not difficult to show that for every continuous
linear functional f € QQ* there exists a unique function p € (), such that

—Awp = f. (4.72)

One can also show that the solution p is bounded in () and that it depends con-
tinuously on f. For k = 0 the solution of (4.72) is only unique up to an additive
constant. However, it can be chosen uniquely in the Hilbert space Q, := QNL2(Q).
Recall that the Hilbert space LZ(€2) was defined in (4.24). It follows that for ev-
ery k € B there exists a continuous linear operator (—Ag)™! : Q* — Q, which
maps every functional f € Q* either to the unique solution p € @ of (4.72), if
k € B\ {0}, or to the unique solution p € Q, of (4.72), if k = 0. It follows that
this operator (—Ag)~! is the continuous, conjugate-linear inverse of —Ay.
Finally, we define for every vector k € B the operator 7 : W — W by

T = idw —(V + ik)(—Ar) "' Belw, (4.73)

where idy denotes the identity on W. The utility of the operator 7 is made
obvious by the following proposition.
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Proposition 4.23. For every k € B, the operator my, is the Z-orthogonal projec-
tion from W onto Vj.

Proof. Let w € W be an arbitrary function. By Theorem 4.8(a) there exist
for every k € B\ {0} uniquely determined functions 9 € H]}, (Q)* and p €
@, such that w = (V +ik) x ¥ + (V +ik)p. According to the definition of
the operators By and (—Ag)™!, we have (—Ag) 'Brw = p and hence myw =
(V +ik) x 1. By Proposition 4.11 we have that mpw € V. Furthermore, since
w — mpw = (V +ik)p, we have by Corollary 4.9(a) that 7 is indeed an Z-
orthogonal projection and onto.

Next, we consider the case kK = 0. By Theorem 4.8(b) there exist uniquely
determined function ) € ngm(Q)?’ and p € )., as well as a uniquely determined
vector z € C3, such that w = V x 9+ Vp+2z. We find (—Ag) ' Bow = Vp, which
implies that mow = V X9+ 2z. Again, we have by Proposition 4.11 that mow € Vj,
and by Corollary 4.9(b) that mg is an Z-orthogonal projection and onto. O]

With the operators gk(p) and 7 at hand, we are now able to prove the following
regularity result for the functions k — X;(p, k).

Proposition 4.24. For every inder j € N and every coefficient p € D the func-
tional \;(p, -) : B — R is continuous.

Proof. First, we notice that Ag(p) = 75Ak(p)ms for all p € D and all k € B,
where 7}, denotes the dual operator of 7. From this we deduce that the positive
eigenvalues of the operators gk(p) and Ag(p) coincide for every p € D and every
k € B. Choosing a fixed coefficient p € D and an arbitrary vector k € B, we have

Ar(p)wlv] = /Q,O(VT’(U Vxv+Vxw-[ik]xv
_[ik], @ -V X v — [ik] T - [ikz]x'v>
:/Qp<VTw~V x v+ [ik]EV X w - v
— [ik]xw - V x v — [ik]% [ik] xw - v) for all w,v € W,
where [ik]y denotes the cross product matrix corresponding to ik (see Section 2.2).

Now, let {k(”) }nen be asequence in B, which converges to k. Choosing an arbitrary
number n € N we obtain the estimate

| (Ao (p) = Ak(p))wlv]] < llplloe(2 fr + gn)lwllcunl[ollcme  for all w,v € W,



80 CHAPTER 4. SPECTRAL THEORY

where, the numbers f,, and g, are given by

”[k(n) —k]xH2 for all n € N,
g = || (™) — [K]3[K]L]|,  forallm e N.

Here, we denote by || - ||2 the spectral norm on C**3. Clearly, we have f,, — 0 and
gn — 0 as n — o0o. The above estimate hence implies

H;{k(”)(p) - gk(ﬂ)HW,W* —0 asn — oo.

We have thus shown that the operator A, (p) converges to Ag(p) as n — oco.
This convergence in particular implies the generalized convergence of gk(n> (p) to
ﬁk(p) in the sense of Kato, since the assumption of Theorem 2.24 in Chapter IV,
Section 2.6 in [45] hold a fortiori. Kato establishes in Chapter IV, Section 3.5
in [45] that the generalized convergence implies the convergence of the operators’
spectra. Therefore, we have \;(p, k™) — \;(p, k) as n — oo, which completes
this proof. O]

Recall that the unknown eigenvalues A in Problem 4.16 represent frequencies w of
the unknown Bloch modes of a photonic crystal via A = w?/c2 (see Section 4.1).
Assuming ¢g = 1 in the following, we defined for every coefficient p € D and every
index j € N the function w; : D x B — R by

wi(p, k) =1/ \i(p, k) for all p e D, k € B. (4.74)

By Proposition 4.24 the functions w;(p, -) : B — R are continuous for every every
index j € N and every coefficient p € D. Provided that p represents the medium
structure of a photonic crystal via p = 1/¢,, where ¢, denotes the crystal’s relative
electric permittivity field, the graphs of the functions wq(p, - ),wa(p, ), ..., etc.
are referred to as the photonic bands of that crystal. In particular, the graph of
the function w;(p, -) is called the j-th photonic band for i € N. The union of all
photonic bands is called the photonic band structure.

Given an index j € N we shall say that the j-th and the (j + 1)-th photonic
band are strictly separated, if

wi(p, k) <wjt1(p, k) for all k € B. (4.75)

We shall say that there exists a band gap between the j-th and the (j + 1)-th
photonic band, if

maxw;(p, k) < minwj(p, k). (4.76)
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The corresponding gap width w;(p) is given by
w;(p) = minw; 41 (p, k) — maxw;(p, k). (4.77)

In Section 3.2 we discussed that the complete symmetry of a photonic crys-
tal’s medium structure consists of translational symmetries as well as of non-
translational symmetries. The translational symmetries are captured by the crys-
tal’s Bravais lattice A. The non-translational symmetries are characterized in
terms of so-called crystallographic point groups. Every element of a photonic crys-
tal’s point group corresponds to an orthogonal transformation that constitutes a
symmetry operation for the photonic crystal. The following proposition reveals,
how the non-translational symmetries of a three-dimensional photonic crystal’s
medium structure influence the corresponding band structure.

Proposition 4.25. Let 6 : R? — R?® be an orthogonal transformation, which
constitutes a symmetry operation for a given coefficient p € D, as well as for the
first Brillouin zone B. Then, we have

)\j(pa 971<k)) = )\j(pa k) for all j € Nk € B,
u;(p, 0 (k) =0 " (u;(p,k)o0)  forallj €Nk EB.

Proof. To simplify notations we define for given j € N, p € D, and k € B the real
number A := \;(p, k), and the vector field u := wu,;(p, k). Furthermore, let 6 be
given by 0(x) := Oz for all x € R?, where © € O3(R) is an orthogonal matrix.
For every diffeomorphism ¢ : R?* — R3, which satisfies (2) = 2, we define the
mapping (), : Z — Z by

fo=(@) (fop) foral feZ.

Clearly, each such mapping (- ), is a linear isomorphism, where the inverse map-
ping of (), is given by (-),-1. Moreover, it can be shown (see e.g. Lemma 8 in
Section A.1 in [25]) that

V x w, =det(¢) (¢) (Vxwoyp) forallwe W.

One observes that V x wy is given by the so-called Piola transform of V x w with
respect to ¢ (see Definition 7.18 in [53]). Accordingly, we obtain fo = @*(f 0 6)
for all f € Z, as well as V x wg = det(@)OT(V x wo 0) for all w € W. It
follows that the mapping (-)e constitutes an isometric, linear isomorphism from
Z onto Z, as well as from W onto W. We now show that the mapping (- )g also
constitutes an isometric linear isomorphism from Vi onto Vg-14,. To this end,
we define for every diffeomorphism ¢ : R® — R3, which satisfies () = €, the
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mapping (-)%?: Q — Q by ¢¥ := qo ¢ for all ¢ € Q. Since V¢® = @%((Vq) 0 9)
for all ¢ € Q, one easily shows that the mapping (-)¢ is an isometrical, linear
isomorphism. Clearly, the inverse mapping of ()¢ is given by (-)9_1. Choosing
v € Vi, and g € Q arbitrarily, and letting r := qefl, we find that

bo-1 (k) (Ve, @) = bg-1 (s (v, %) = /Q@T(ﬁo 0) - (V+i0~"(k))(r o 0)

:/Q@T(aoe)-@T((woe>+ik<ro0))

:/Q(Eoe)-((v—l—ik)roe):/ v (V+ik)r

0(2)
= bk(v, T’)
=0.

Since this identity can be established for all ¢ € (), we have that ve € Vg-1(4. It
follows that the image of Vi under the mapping (-)e is a subset of Vy-14,. By
a similar computation one can show, that for each function v € V-1 we have
vg-1 € Vi, implying that the restriction of ( - )g to V4 is surjective. Injectivity, and
hence bijectivity, of this restriction follow from the fact that the mapping (- )e is
an isometry from W onto W.

Since © is an orthogonal matrix, we have (Ox) x (Qy) = det(0)O(x x y) for
all z,y € C? according to (2.6) and (2.8). Choosing v € V;, arbitrarily, we obtain

to+1(7) (1t v0) = | (T +107T)) g - (7 +i67 (k) x vo

:/p(qu9+i@Tk><u9)-(vag+i®Tkxvg)
Q

:/Qp((VjLik:)xuoe)-((V%—ik) X vo0)
= [ o0 TR X (9 4 <o

= ak(p)(u,v).

Similarly, we find that m(ug,ve) = m(u,v). Since both identities can be estab-
lished for all v € Vg, we have that ag-1(y)(p)(ue, ve) — Am(ue,ve) = 0 for all
v € V. Since (- )g is a linear isomorphism from Vi onto V-1, we also have

ag-1(1) (P) (g, v) = Am(ug, v) for all v € V-1,

implying that \;(p, 07" (k)) = A, and u;(p, 07" (k)) = ug = O (u;(p, k)0 0). O
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(a) (b) r X M R r

Figure 4.1: The first Brillouin zone with the irreducible zone (dark) and the
critical points (a). The band diagram (b) shows the band structure along the
critical path I'-X-M—-R-I". The dashed lines indicate a suspected band gap.
Here, the space group is isomorphic to the semidirect product Z* x O3(Z).

In the following we illustrate a practical consequence of Proposition 4.25. Suppose
that e, is the relative electric permittivity function of a three-dimensional photonic
crystal, whose medium structure is periodic with respect to a simple cubic lattice
A = aZ3. Here a > 0 denotes the lattice constant. Furthermore, suppose that the
crystal’s point group is isomorphic to O3(Z). Letting

G:={0:R° >R’ |0(x) =0z, © c 03(2)},
we then have that
g.00 =¢, for all @ € G.
The crystal’s Wigner—Seitz cell is given by the cube [—a/2,a/2]3. Letting Q :=
(—a/2,a/2)% and p := 1/&,|q, we also have that
pol=p for all 8 € G.

One easily verifies that the reciprocal lattice of A is also a simple cubic lattice,
which is given by A = (27/a)Z3. Tt thus follows that the first Brillouin zone of A
is given by B = [—m/a, m/a]®. Clearly, this first Brillouin zone is symmetric with
respect to G. By Proposition 4.25 we thus have that

Ni(p, 071 (k) = \j(p,k) forallj €N, keB, €. (4.78)

From (4.78) we deduce that for every index j € N the function A\;(p, -) : B — R is
G-symmetric, and hence uniquely determined by its restriction to any fundamental
region of GG. The closure of such a fundamental region is called an irreducible zone.
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One can show that the tetrahedron

K :=conv{kr, kx, kar, kr},

where
0 m/a 7/a T/a
kr=|0|, kx=1| 0|, ky:=|\|n/a), kr:=|7/a],
0 0 0 T/a

is an irreducible zone for every simple cubic photonic crystal with lattice constant
a > 0, whose crystallographic point group is isomorphic to O3(Z). The vectors kr,
kx, ky and kg are referred to as critical points. The path line segments, which
connect the critical points kr, kx, ky, kr and kx (in this order), is called the
critical path. We depicted the tetrahedron K, the critical point, and the critical
path in Figure 4.1(a). By plotting the graphs of the functions wy(p, - ),...,wn(p, +)
along the critical path for some n € N, one obtains a so-called photonic band
diagram. An example of such a band diagram is depicted in Figure 4.1(b).

In the literature on photonic crystals it is common practice to assume that the
functions w;(p, - ) attain their extrema exactly on the critical path. Provided that
this assumption indeed holds true, a band gap is revealed by a region in the band
diagram, which is bounded by two horizontal lines such that neither of the two
lines is crossed by any of the curves in the band diagram. The distance between
the two horizontal lines then corresponds to the gap width.

4.7 The Two-Dimensional Case

So far, we only considered the spectral theory for the weakly formulated eigen-
value problems that determine the band structures of three-dimensional photonic
crystals. In this section we turn to the eigenvalue problems that arise for TM- and
TE-polarized Bloch modes in two-dimensional photonic crystals (see Section 3.5).
The spectral theory related to these eigenvalue problems has already been dis-
cussed thoroughly in the literature (see e.g. [29], [50]), which is why we only give
a brief account of the most important results.

Throughout this section we assume that A C R? is a Bravais lattice of rank 2,
and that Q C R? is a primitive domain of A. As before, we denote by B the first
Brillouin zone of A. For convenience we define the complex Hilbert spaces

Vi=H!_(Q), (4.79)

per

= L*(Q). (4.80)

Furthermore, we assume that the real Banach space £ and the open function set
D are defined according to (4.31) and (4.32).
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Suppose that the Bravais lattice A represents the periodicity a two-dimensional
photonic crystal’s medium structure. In Section 3.5 we derived an eigenvalue
problem, which determines the existence of so-called TM-polarized Bloch modes
with a given quasimomentum vector k € B (see (3.49) on page 43). In order
to establish a weak formulation of this eigenvalue problem, we define for every
coefficient p € D and every vector k € B the sesquilinear forms ap™ : V x V — C
and m™(p) : V xV — C by

ap™M(u,v) = / (V+ik)u- (V +ik)v for all u,v €V, (4.81)
Q
m™(p)(f,9) == /prg for all f,g € Z. (4.82)

With this, we consider the following problem.

Problem 4.26. Given a coefficient p € D and a vector k € B, find eigenvalues
A € C and corresponding eigenfunctions uw € V', such that

apM(u,v) = Am™(p)(u,v) for allv e V. (4.83)

If p = &.]q, where ¢, is the relative electric permittivity function of a two-
dimensional photonic crystal, the (4.83) is precisely the weak formulation of the
eigenvalue equation (3.49) on page 43, and thus determines the existence of TM-
polarized Bloch modes in the photonic crystal. One can show that for every vector
k € B the sesquilinear form ag(p) satisfies

apM (v, u) = W for all v,u €V,
lagM (v, w)| < B™(K)||v]l1ellullie for all u,v €'V,

P (o,0) > P EUE g — s EelE forall v e V,

apM(v,v) >0 forallveV.

The functions o™, g™ k™ : B — R are given by

k|

™) = (1- for all k € B 4.84
o (k) diam(B) orat ke s, (484)
B™(E) := 2max{1, |k|*} for all k € B, (4.85)

£ ™M(k) = o™ (k) + (diam(B)|k| + |k|*) for all k € B. (4.86)
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Thus, it follows that the sesquilinear form ai™ is conjugate-symmetric, bounded,

V—Z-coercive and positive semidefinite for every k € B.

By a line of argument similar to the one presented in Section 4.4, one can show
that for every coefficient p € D and every vector k € B there exists an increasing
sequence {\V(p, k)}jen of non-negative, real eigenvalues of the weak eigenvalue
equation (4.83). Moreover, one can show that the sequence of the corresponding
eigenfunctions {UEM(p, k)}jen forms a complete system of V', which is orthogonal
with respect to the inner product (-, -), on Z. For every p € D the inner product
(-, )p:ZxZ — Cis given by

<fﬂg>p = mTM(p)(fag) fOI’ all fag € Z (487)
By || ||,; we denote the corresponding norm on V. Clearly, for every p € D, one
has that
essinf(p)[[ flla < 1 fllp < esssup(p)[[flla ~ forall f €2,
i.e., the norms || - ||q and || - ||, are equivalent.

As in the three-dimensional setting, the eigenspace of every eigenvalue of (4.83)
is finite-dimensional, and the j-th smallest eigenvalues )\]TM(p, k) can be charac-
terized by the Min-Max Principle as

™
™ o ag " (u, u) .
A (p k) = min ugllf%?o} () () forall j e N (4.88)

dim U=j

or, alternatively, by Auchmuty’s principle. In order to formulate the latter one, we
define for every coefficient p € D and every index j € N the linear function space

Vies (p) := span{u; ™ (p, k), ..., u; ™ (p, k) }, (4.89)

as well as the projection operator Py (p) : Z — Vi ;(p) by

Pyil(p)f = ; <1ﬁlu ?if(’p, L) @ 2utM(p, k) forall fe Z. (4.90)

Then, Auchmuty’s principle reads

-1 : L v ™ ™
SO iy = (5 ) ) ) 00)

—||u— P,;%w_l(p)u”p) for all j € N. (4.91)
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In Section 3.5 we also derived an eigenvalue problem that determines the ex-
istence of so-called TE-polarized Bloch modes (see (3.50) on page 43) in two-
dimensional photonic crystals. In order to establish also a weak formulation of
this problem, we defined for every coefficient p € D and every vector k € B, we
define the sesquilinear forms a ®(p) : V xV — C and m™ : Z x Z — C by

a " (p)(u,v) == / p(V +ik)u - (V +ik)v for all u,v €V, (4.92)
0

m E(f, g) = / fyg for all f,g € Z. (4.93)
Q

We then consider the following problem.

Problem 4.27. Given a coefficient p € D, and a vector k € B, find eigenvalues
A € C and corresponding eigenfunctions u € V', such that

a;F(p)(u,v) = Am ™ (u,v) forallveV. (4.94)

One notices that (4.94) is precisely the weak formulation of the eigenvalue equation
(3.49) on page 43, provided that the coefficient p is given by the relative electric
permittivity function e, of a two-dimensional photonic crystal according to p =
1/&,]a. One can show that the sesquilinear form aj®(p) is conjugate-symmetric,
bounded, V-Z-coercive and positive semidefinite for every coefficient p € D and
every vector k € B. It thus follows that for every p € D and every k € B there
exists an increasing sequence {\"(p,k)};en of non-negative, real eigenvalues of
(4.94). The sequence of the corresponding eigenfunctions {u;"(p, k)}jen forms a
complete Z-orthogonal system of V.

In analogy to the definitions in Section 4.6, we define for every index j € N the
functions w;™: D x B — R and w/” : D x B — R by

wiM(p, k) = /ATM(p,k)  forallpe D, k€B, (4.95)
w; " (p, k) =

A E (0, E) for all p € D, k € B. (4.96)

Now suppose that ¢, is the relative electric permittivity function of a given, two-
dimensional photonic crystal. Then, the graphs of the functions wi™(e,|q, -),
wiM(e,lq, ), .., ete. are referred to as the TM bands of the photonic crystal.
Similarly, the graphs of the functions w{®(1/e,|q, - ),ws >(1/&/]q, - ), .., etc. are
referred to as the TE bands of the photonic crystal. The union of all TM bands
is called the TM band structure, and the union of all TE bands is called the TE
band structure of the photonic crystal.
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A two-dimensional photonic crystal with relative electric permittivity function
g, is said to exhibit a TM band gap, if there exists an index j € N, such that
Iilgﬁ(w’]rM(€T|Q,k) < Iég%w;f_,’l_v{(ﬁrb, k)
The crystal is said to exhibit a TFE band gap, if there exists an index 57 € N, such

that
maxw; *(1/e,|o, k) < minw; 3 (1/e]o, k).

It should be noted that a TM band gap only corresponds to a range of inhibited
TM wave frequencies, and that a TE band gap only corresponds to a range of
inhibited TE wave frequencies. This means that a TM polarized wave with a
frequency lying in a TE band gap of a two-dimensional photonic crystal might
still be able to propagate inside the crystal. Therefore, two-dimensional photonic
crystals only inhibit light propagation for frequencies, which belong to a so-called
complete band gap. A crystal with a relative electric permittivity function e, is
said to exhibit such a complete band gap, if there exist indices 7, j € N, such that

maxmax{w;-rM(srb, k), ijE(l/Erb, k)}
keB

< rlglei]rB}min{wiTJ}f(erm, k),w i (1/e]q, k:)}

Clearly, a frequency wy belongs to a complete band gap of a two-dimensional
photonic crystal, if and only if wy belongs to a TM band gap as well as to a TE
band gap of that crystal.

Now, suppose that the relative electric permittivity function &, is periodic with
respect to a square lattice A = aZ? with lattice constant a > 0, and that the prim-
itive domain (2 is given by the square (—a/2,a/2)?. We further assume that the
point group of ¢, is isomorphic to Og(Z). Then, we have by Lemma 4.1 in [29] that
the functions w; ™ (e,|q, -) and w®(1/e,|o, - ) are uniquely determined by their re-
strictions to a fundamental region of the point group. As in the three-dimensional
setting, the closure of such a fundamental region is called an irreducible zone.

For every two-dimensional photonic crystals, whose medium structure is peri-
odic with respect to a square lattice with lattice constant a > 0, and whose point
group is isomorphic to Os(Z), an irreducible zone is given by the triangle

K :=conv{kr, kx, ku },

where the critical points kr, kx, and k,; are given by

e () e (). e ()
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ko g M ~ 7
<

(a> (b) r X M r

Figure 4.2: The first Brillouin zone with the irreducible zone (dark) and the
critical points (a). The band diagram (b) shows the band structure along the
critical path '-X—M-I". The dashed lines indicate a suspected band gap. Here,
the space group is isomorphic to the semidirect product Z2 x O(Z).

The corresponding critical path is defined as the boundary of K. In Figure 4.2(a)
we depicted the first Brillouin zone B and the irreducible zone K with its critical
path and points. An example of a corresponding band diagram is depicted in
Figure 4.2(b).



Chapter 5

Photonic Band Structure
Optimization

In this chapter we study some mathematical aspects of photonic band structure op-
timization problems (PBSOPs). Recall that a PBSOP consists in finding medium
structures of photonic crystals, which are optimal with respect to certain features
of the crystals’ photonic band structures. In Section 5.1 we establish a general
framework, which allows us to treat a large class of PBSOPs as minimization
problems over an admissible set of essentially bounded functions. In Section 5.2
we prove important results concerning the regularity of the goal functionals, which
typically appear in the minimization problems. In particular, we show that these
goal functionals are locally Lipschitz continuous and, under certain assumptions,
even Lipschitz continuous. The existence of optimal solutions is discussed in the
following two sections. In Section 5.3 we show that PBSOPs, which involve TM
band structures of a two-dimensional photonic crystals, admit optimal solutions
in an extended admissible set. In Section 5.4 we comment on why this result
could not be shown so far for PBSOPs that involve TE band structures of two-
dimensional photonic crystals or band structures of three-dimensional photonic
crystals. Finally, we present some concrete optimization problems in Section 5.5.

5.1 The Formal Setting

With the definitions of Section 4.1, let M(£2) be the system of Lebesgue measurable
subsets of . Recall that {2 denotes a primitive cell of a Bravais lattice A of rank
3. Furthermore, let puin, prmax € R be two given constants, which satisfy

0< Pmin < Pmax- (51)

90
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We define the set

C:= {pmin(l - XS) + Pmax XS ’ S e M(Q)}7 (52)

where g denotes the characteristic function of a set S C (). Clearly, the set C
consists of all Lebesgue measurable functions on §2 with image in the set {po, p1}.
In particular, C is a proper subset of the function set D C £, which we introduced
in Section 4.3. In the following, we shall refer to the set C' as the admissible set.

In view of three-dimensional photonic crystals, C represents the set of all pos-
sible A-periodic crystal structures (see Section 3.1). The constants pyi, and pyax
correspond to the reciprocal relative electric permittivities of two materials, the
photonic crystals consists of. Given a function p € C, with p = po(1 — xs) + p1Xxs
and S € M(Q), the set S represents the region within the primitive domain 2,
which is occupied by the material whose reciprocal relative electric permittivity
is given by puax. The remaining region 2\ S is hence occupied by the material
with reciprocal relative electric permittivity ppi,. The elements of the set C will
be referred to as density functions, henceforth.

As was discussed in Section 4.4, for every density p € C and every vector k € B
there exists an increasing sequence {\;(p, k)};jen of non-negative, real eigenvalues
of the eigenvalue problem

(V +ik) x [p(V +ik) x u] = du in Q

for A € C and w € Vi \ {0}. Given an index j € N, the j-th smallest eigenvalue
can be viewed as a function \; : D x B — R. According to Proposition 4.24
the function A;(p, -) : B — R is continuous for every density function p € C. The
band structure of a photonic crystal, whose medium structure is represented by the
density function p € C, is given by the graphs of all functions wy (p, - ), wa(p, - ), ...,
etc., where w; = \/A—J for every j € N.

Many optical properties of a photonic crystal, such as its effective refractive
index or its transmission spectrum are determined by its band structure. The band
structure itself is a function of the photonic crystal structure, which in our setting
is given by a density function p belonging to the admissible set C. Suppose that
somebody wants to fabricate a three-dimensional photonic crystal with a specific
optical property. Choosing two different materials, the question arises, how these
two materials should be spatially arranged in order to obtain a photonic crystal
with the desired optical property. In our setting the choice of the two materials
determines the numbers pyi, and puax, and thus the admissible set C. Devising a
spatial arrangement of the two materials corresponds to choosing a specific element
of C. Thus, the problem is to find an element in C, i.e. a density function, which
is optimal with respect to the desired optical property.
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In the following, we assume that the desired optical property of the photonic
crystal can be expressed in terms of the lowest n bands of the crystal’s band
structure, where n € N is some fixed number. We further assume that there exists
a functional J : D — R, such that the desired optical property is characterized
by a global minimum of J. Such a functional is referred to as a goal functional,
henceforth. In the following, we assume that every goal function J is of the form

J(p) = T(wi(p, -),...,walp, -)) forall pe D, (5.3)

where

T:C°B,R) x --- x C°(B,R) = R

N /
-

n-times

is a locally Lipschitz continuous functional, which valuates the first n bands of a
band structure with respect to the optimization goal. Recall that the notion of local
Lipschitz continuity was introduced in Section 2.3. Notice that by Proposition 4.24
on page 79, we have indeed that the functions wy(p, - ),...,wn(p, - ) are continuous
on B for every p € D.

With the above definitions, we arrive at the following optimization problem.

Problem 5.1. Given a goal functional J : D — R of the form (5.3), find a density
function p, € C, such that

J(pe) < J(p) forallpeC.

Clearly, Problem 5.1 constitutes a minimization problem of the form

imize J(p).
minimize (p)

It should be noted that Problem 5.1 is, in fact, only a problem scheme, since the

functional T was not defined so far. In the following, it is assumed that the term

photonic band structure optimization problem (PBSOP) refers to an optimization

problem, which fits into the scheme of Problem 5.1.

5.2 Regularity of the Goal Functionals

In this section we investigate the regularity of the goal functionals J in Problem 5.1.
Recall that these goal functionals are assumed to be of the form given in (5.3).
Due to this, we are able to show that the goal functionals are locally Lipschitz
continuous on D and, under further assumptions, even Lipschitz continuous.

The following proposition establishes the local Lipschitz continuity of the eigen-
values \;(p, k) of the weakly formulated eigenvalue equation (4.42) on page 64 with
respect to p.
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Theorem 5.2. For every index j € N and every vector k € B the functional
Aj(-,k) D — R is locally Lipschitz continuous.

Proof. In the following we assume that j € N and k € B are fixed. One easily
verifies that the mapping
p — ess Qinf (p)

is Lipschitz continuous as a functional on £ with Lipschitz constant 1. This implies
that the functions a( -, k) and x( -, k) are Lipschitz continuous on D. Recall that
the functions « and k were defined in (4.38) and (4.40) on page 63. Next, we chose
an arbitrary coeflicient py € D. Letting

L.
0y = B essﬂlnf(po),

we denote by Bs, (po) the open ball in £ with radius d; and center py. By definition
of the function « and the estimate given in (4.23) on page 51, we have that

Oé(pvk> Z a(p07 k) - Hp - ’OOHQ’OO <1 N ﬁhﬁ))

)
> Zl >0 for all p € By, (po)-

Given two arbitrary coefficients p1, p2 € Bs,(po), we now consider the operators
Gr(p1) and Gg(p2) defined by (4.51) on page 66. Let f € Z be an arbitrarily
chosen function, and let w := Lg(p1) ' Mpf and v := Lg(ps) ' M f. Recall that
the operators My and Lg(p1) were defined in (4.44) and (4.48) on page 65. It
follows that w and v are vector fields in Vi. By the norm estimates (4.46) and
(4.50) on page 65 and the above estimate for the function «, we have that v and v
satisfy ||ullcutol|v]lcuto < (16/63)]| FII3. Since Gr(py) is self-adjoint, we also have
that (Gk(p1)f , f)a is a real number. Therefore, we obtain the identity

(Ge(p)f 5 Flo = IeL(p) " Mif , fYo = (Le(p) " Mef | fa
(w, flo = Mgu[f] = M flu]

Li(p2)v[u :Lkz(PZ) [v]

ax(p2)(u, v) + K(p2, k) m(u, v).

Similarly, we obtain that (Gg(p2)f , fla = ax(p1)(uw,v) + &(p1, k)m(u,v), and
from this we deduce the estimate

[{(Gr(p2) — Gr(p)) F + o] < an(pr)(w,v) — ar(pz)(u, v)]

+ |k(p1, k) — K(pa, k)| | m(u, v)].
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Furthermore, by Lemma 4.3 on page 50, we have that
|ar(p1) (w,v) — ag(p2) (uw, v)| = |(ar(p1 — p2)(u,v)]
< Bo(B)llp1 = p2lleclltellcuroll vl curt,e-

Since k( -, k) is Lipschitz continuous on D, there exists a constant ¢; > 0, such
that |k(p1, k) — K(p2, k)| < c1]|p1 — p2lla.o- Moreover, we have that |m(u,v)| <
llu|lallv]la < ||w|cutal|v]lcura, so that we finally obtain

[((Grlp2) = Grlp) £ . Pl < ezllor = palloscl £1I5:
where ¢y := 16(5o(k) + ¢1)/6%. From this inequality we deduce that

(Gr(p)f 5 fa S (Gr(p2)f, fa

—collpr — pallace  forall f e Z\ {0},

(1< S
<Gk(ﬁ})”€v fe < <Gk(ﬁ‘2f)||.%’ fla + callp1 — pallase for all f € Z\ {0}.

By applying the Min-Max principle, stated in (4.54) on page 69, we find that the j-
th largest positive eigenvalues of G (p1) and Gi(p2) satisfy p;(p1, k) > p1(p2, k) —
2llpr = p2lla.ee and (o1, k) < p1j(p2, k) + 2 p1 — p2l| 0,0 for every j € N. Combin-
ing both estimates we obtain the inequality |u;(p1, k) —i(p2, k)| < e2lp1 — pall.00-
Since this inequality can be established for all coefficients p, p2 € By, (po), we have
that the function p;( -, k) is Lipschitz continuous on Bs, (po). Setting

0y 1= min{él, —,uj(,Oo, k) }

202

we obtain that

Mg (PO; k)

5 >0 for all p; € By, (po).

pi(p1, k) 2 p15(po, k) = callpr = pollace >
Hence, the function (-, k) is uniformly bounded away from zero by 1;(po, k)/2
on Bs,(po). Using the Mean Value Theorem, one easily verifies that the function
1/p;( -, k) is Lipschitz continuous on Bjs,(po). By (4.60) on page 70 the function
A;(-, k) is given as the sum of the functions 1/u;(-,k) and —k(-,k). Hence,
A;(+, k) is Lipschitz continuous on By, (po), which establishes the assertion of this
theorem. ]

We can prove an even stronger regularity result for restrictions of the functions
A;( -, k) to a specific subset of D. Before, however, we state the following, auxiliary
result.
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Proposition 5.3. For every inder 7 € N and every vector k € B the func-
tional A\;( -, k) : D — R is monotonically increasing, i.e., for every two coefficients
p1, p2 € D that satisfy p1 < pa almost everywhere on ), we have

Ai(p1, k) < Nj(p2, k).

Proof. Let py, pa € D, such that p; < ps almost everywhere on €2, and let u € V.
Then, it follows immediately form the definition of the sesquilinear forms ag(p),
which was given in (4.33) on page 59, that ax(p1)(u,u) < ag(p2)(w,u). Since this
inequality can be established for arbitrary functions u € Vi, we have that

ag(p1)(u, ) _ ak(p2)(u, u)
m(uw,u) = m(uw,u)

for all w € Vi, \ {0}.

Using the Min-Max Principle stated in Proposition 4.20 on page 70, the above
inequality implies that \;(p1, k) < \;(p2, k). O

So far we considered the j-th smallest eigenvalue A;(-, k) as a functional on the
set D for given j € N and given k € N. Next, we consider the restrictions of this
functional to the function set

C = {p e& ’ Pmin < P < Pmax almost everywhere in Q}, (5.4)

where the constants pni, and ppac coincide with those defining the admissible set
C according to (5.2). We shall refer to the set C as the extended admissible set.
Functions, which belong to C, are also referred to as density functions. One easily
verifies that C € C C D. With the extended admissible set C at hand, we can state
the following theorem.

Theorem 5.4. For every index j € N and every vector k € B the functional
Aj( -, k) is Lipschitz continuous on C.

Proof. Clearly, every density function p € pp, is positive and uniformly bounded
away from zero by ppnin almost everywhere in ). Therefore, we have that a(p, k) >
Pmin/2 for all p € C. By the same line of arguments as in the proof of Theorem 5.2,
we deduce that the function pu;(-,k) is Lipschitz continuous on C. By Proposi-
tion 5.3 the corresponding function A;(-, k) is monotonically increasing on D. One
easily verifies, that the same holds true for the function (-, k). Since 1/p,(-, k)
coincides with \;(-, k) + (-, k) by (4.60) on page 70, we conclude that p;(-, k)
is monotonically decreasing on C. Hence, i ( - k) is uniformly bounded from below
by 14 (Pmin, k) > 0 on C. Because of this, the functional 1/4;( -, k), and hence also

the functional A;( -, k), are Lipschitz continuous on C. ]
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We now relate the result of Theorem 5.2 to the regularity of the goal functional
J in Problem 5.1. According to (4.74) on page 80, the functionals w; are given
by w; = \/)\_j for every index j € N. Using the Mean-Value Theorem, one can
show that the function z — +/z is locally Lipschitz continuous on R.,. Since
the composition of two locally Lipschitz continuous functions is locally Lipschitz
continuous again (see Section 2.3), we deduce that the functions w;( -, k) are locally
Lipschitz continuous for every index j € N and every vector k € B. Since the
functional Y, defined in (5.3), is also locally Lipschitz continuous by assumption,
we deduce the following corollary to Theorem 5.2.

Corollary 5.5. The goal functional J : D — R in Problem 5.1 is locally Lipschitz
continuous.

Finally, we remark that under further assumptions on the functional T, the goal
functional J can be shown to be Lipschitz continuous on the set C. Consider, for
example, the case where the optimization problem only involves the first photonic
band, and where the functional T : C°(B,R) — R is given by

Y(f) = f(ko)  forall fe C°B,R),

for some prescribed vector kg € B\ {0}. According to Proposition 4.20 on page 70
and Proposition 5.3 we that

)\1(p, ko) > >\1(Pmin, k()) >0 for all p e E

Hence, the function A ( -, ko) is uniformly bounded away from zero on the extended
admissible set C by A;(pmin, ko). Since Ai(-,kq) is Lipschitz continuous on C
according to Theorem 5.4, it follows that the function wy(-, ko) = /Ai(-, ko),
and hence also the goal functional J = w; (-, k), are Lipschitz continuous on C.

5.3 Existence of Optima in the TM Setting

So far, we considered photonic band structure optimization problems (PBSOPs)
for three-dimensional photonic crystals. In this section we shift the focus of our
investigations to PBSOPs, which involve TM band structures of two-dimensional
photonic crystals.

Throughout this section, we assume that A C R? is a Bravais lattice of rank 2,
and that €2 is a primitive domain of A. By B we denote the first Brillouin zone of A.
In Section 4.7 we defined /\JTM( p, k) as the j-th smallest eigenvalue of the eigenvalue
equation (4.83) on page 85 for given p € D and given k € B. The sequence of the
corresponding eigenfunctions {u; ™ (p, k)} jen forms a complete system of V. Recall
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that V' denotes the complex Sobolev space Héer(Q). The system is orthogonal with
respect to the inner product (- , -),, which was defined by (4.87) on page 86.

In analogy to the three-dimensional setting defined in the Sections 5.1 and
Sections 5.2, we define the function set C as

C = {pmin(l - XS) + PmaxX s ’ S e M(Q>}7
and the function set C as
C={pe€ ’ Prmin < P < Pmax almost everywhere in Q}, (5.5)

for some constants puin, Pmax € R satisfying 0 < puin < Pmax- As in the three-
dimensional setting, the sets C is called the admissible set, and the set C is called
the extended admissible set. Clearly, every function p € C represents the medium
structure of a two-dimensional photonic crystal consisting of exactly two different
materials. The A-periodic relative electric permittivity function ¢, of such a crystal

is determined by &,|q = p.
Given some fixed number n € N, a functional J™ : D — R, which is given by
J™Mp) =™ (W ™M(p, ), swn ey ) for all p € D, (5.6)

n

for some locally Lipschitz continuous functional

T™ . C%B,R) x --- x C°(B,R) — R,
n—t‘i?nes

is called a TM goal functional. In analogy to the three-dimensional setting (see
Section 5.1), we assume that the TM goal functional J™ attains its minimum
at some density function p, € C, if and only if the TM band structure of the
two-dimensional photonic crystal, whose medium structure is represented by p.,
exhibits some desired property. We then consider the following problem scheme.

Problem 5.6. Given a TM goal functional J™ : D — R of the form (5.6), find
an density function p, € C, such that

J™M(p) < J™(p) forallpecC.

Clearly, Problem 5.6 is an analogue of Problem 5.1 for two-dimensional photonic
crystals, and by a similar line of argument as in Section 5.2, one can show that
every TM goal functional is locally Lipschitz continuous on D.

In the remainder of this section we shall address the question as to whether or
not the optimization problem stated in Problem 5.6 admits a solution. We remark
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that similar optimization problems arise in the design of frequency-optimized, two-
composite membranes. Such problems have been studied extensively by Cox and
McLaughling (cf. [31], [32]). It turns out, that one has to study such problems on
the extended admissible set C to prove the existence of solutions.

In the following, we intoduce a topology on the function space £ that is weaker
than the norm topology. Recall that L'(2, R)*, the normed dual of the real Banach
space L'(Q,R), is isometrically linearly isomorphic to & = L*(Q,R) (see e.g.
Theorem 4.12 in [4]). The canonical isometric, linear isomorphism ® : L>(2, R) —
LY (2, R)* is given by

wauyzlff for all ¢ € £, f € LY(QLR). (5.7)

The weak-+-topology on L*(Q, R)* is defined as the weakest topology on L'(92, R)*,
with respect to which all continuous linear functionals ¢ : L'(Q,R)* — R, that
are given by p(p) = p(f) for some f € L'(Q,R) and for all p € L(Q,R)*, are
continuous. By virtue of the isomorphism ® every open set in that topology can be
identified with a subset of £. Thus, the weak-*-topology on L'(€2, R)* also defines
a topology on &£ which is called the weak-x-topology on €. A sequence in &, which
is convergent with respect to this topology, is called weak-*-convergent in £. One
easily verifies that a sequence {£()},cy in £ is weak-*-convergent in £, if and only
if there exists a function ¢ € £, such that

ﬂ@—QM:A@W{NHOaMHm> for all f € LY(Q,R).

In this case we shall say that the sequence {£¢®},cy weak-+-converges to €. Obvi-
ously, convergence in £, i.e., convergence with respect to the norm topology on &,
also implies weak-*-convergence in £. The converse, however, does not hold in gen-
eral. Hence, the norm topology on & is strictly stronger than the weak-*-topology
on &.

In the following, terms like weak-*-compactness or weak-*-continuity always
refer to the respective properties with respect to the weak-*-topology on £. The
following proposition states in particular that the extended admissible set C is
compact with respect to that topology.

Proposition 5.7. The set C is convez, bounded, and weak--compact.

Proof. Convexity and boundedness directly follow from the definition of Cin (5.5).
It hence remains to show the weak-x-compactness of C. To this end, we denote by

B, (0) the closed unit ball in £ and define the operator ¥ : C — B,(0) by

2p — max ~ Mmin -
U(p) := pP—r i for all p € C.

Pmax — Pmin
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One easily verifies that W is a bijection. Choosing an arbitrary sequence {p®};cx
in C, we define the sequence {0}y in B1(0) by €0 := W(p®) for all I € N, as
well as the sequence {p};cy in L'(Q, R)* by p¥) := &(£W) for all | € N. Here, ®
denotes the isometric linear isomorphism given by (5.7). Since

[l s = (20"l <1 forall L€ N,

we have that {p()},cy is a sequence in the the closed unit ball Bf(0) in L'(Q, R)*.
According to Alaoglu’s Theorem (see e.g. Theorem 13.9 [40]), B;(0) is compact
with respect to the weak-*-topology on L'(£2,R)*. Hence, there exists a subse-
quence {p}cy of {p®}ien and a continuous linear functional p € L'(Q,R)*
such that

(P(l’l) —p)(f) =0 asl— for all f € LI(Q7R)'

Letting £ := &~ !(p) and p := U1(£), we have that

/Q (o) — p) f = P Lmin /Q (€0 —&)f = (M —p)(f) forall €N

Hence, {p")}cy is a weak-#-convergent subsequence of {p)},cn. Since {p®}en

was chosen arbitrarily, it follows that C is compact with respect to the weak-x-
topology on &. O]

Next, we study the relationship between the sets C and C with respect to the
weak-*-topology on £. The following theorem is a particularization of Theorem 3
in [72].

Theorem 5.8. Let R be a non-empty subset of R.

(a) Let {€D}ien be a sequence in &, such that {€W} ey weak-x-converges to a
function € € &, and such that €V (x) € R for almost all x € Q. Then,
&(x) € conv(R) for almost all © € S.

(b) Conversely, let £ € € be a function, such that £(x) € conv(R) for almost all
x € Q. Then, there exists a sequence {0} ey in €, such that €D (x) € R
for almost all x € Q and all | € N, and such that {£€©},en weak-+-converges

to €.

Choosing R = {pmin, Pmax} in Theorem 5.8 we obtain that every weak-*-limit
function of a weak-*-convergent sequence in the admissible set C takes function
values in the closed interval [pmin, Pmax] almost everywhere on . Therefore, every
such limit function belongs to the extende admissible set C. Conversely, for every
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function in the extended admissible C there exists a sequence in the admissible set
C, which weak-*-converges to that function. Hence, we have the following corollary
to Theorem 5.8.

Corollary 5.9. The set C is the weak-+-closure of C.

By definition the TM goal functional J™ is locally Lipschitz continuous and hence
continuous on D with respect to the norm topology on £. Since the norm topology
is strictly stronger than the weak-*-topology on &, the weak-*-compactness of the
extended admissible set C does not imply that the TM goal functional attains a
minimum on that set. We first need to establish weak-*-continuity for the TM goal
functional, in order to obtain such a result. The following lemma is an auxiliary
result and follows from Lemma 4.2 in [31]. Recall that Z denotes the complex
Lebesgue space L?(12).

Lemma 5.10. Let {P(l)}leN be a sequence in C that weak-x-converges to p € C,
and let {fO}ien and {9V }ien be sequences in Z that converge in Z to f € Z and
g € Z, respectively. Then, we have that

mTM(P(l))(f(l)ag(l)) - mTM(P)(f, g) as | — oo.

The following theorem states that the functions )\jTM( -, k) are weak-*-continuous.

Theorem 5.11. Let {pWYien be a sequence in C, which weak-*-converges to a
coefficient p € C. Then, we have for every indexr 7 € N, and every vector k € B
that the sequence {\T™(p", k) }ien converges to AT (p, k).

Proof. This proof is an adaptation of the proof of Proposition 4.3(i) in [31]. Let
k € B be fixed, and let {p},cn be a sequence in C that weak-*-converges to a
density function p € C. In order to simplify notations, we define )\j(l) = )\j(p(l), k)
and u;() = uJTM(p(l),k), as well as \; := A7M(p, k) and u; == u;M(p, k) for all
4,1 € N. Without loss of generality we assume that the sequences {u;"},cy and
{u;};en form a complete system of V', which is orthonormal with respect to the
inner product (-, -),.

Using the Min-Max Principle (4.88) on page 86, one can show that the mapping
)\jTM( -, k) is monotonically decreasing for all j € N and all k € B. Hence, for every
index j € N, the sequence {\;"};en is bounded from above by AT M(pmin, k) and

from below by AT™(p,..«, k). Since the sesquilinear forms ar™ are coercive, we
7 ax» k )

have that

[ [ [ [
o™ (k) [ul]2 o < @M, W) + K™K [ |13
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0]
™/ (1) ™ P )2
<A (P k) + kT (k) /Q o Juj”|

l
KT (K) [|ul 2

for all j,1 € N.

pmin

Recall that the functions o™ and ™ were defined by (4.84) and (4.84) on
page 85, respectively. From the above estimate we deduce that, for every index
j € N, the sequence {u;V},cy is bounded in V.

It follows that there exists a subsequence {p9};cy of {p®}en, such that the
corresponding subsequence {Al(l’l)}leN of {Al(l)}leN converges to a non-negative,
real number v; € Rs, and such that the subsequence {u; " },cy of {u3}en con-
verges weakly in V' to a function w; € V. The existence of the first subsequence
follows from the Theorem of Bolzano—Weierstrass. The existence of the second
subsequence follows from the fact that every bounded subset of a Hilbert space
is weakly sequentially compact (see e.g. Theorem 6.9 in [4]). Since the identical
embedding from H'(f2) into Z is compact, we also have that the subsequence
{u; DYy converges strongly in Z to w; (see e.g. Lemma 8.2 in [4]). By the
same reasoning, we can extract a second subsequence {p?9}cn of {p(D},cn, such
that {/\Q(Q’Z)}leN converges to a non-negative, real number 15 € R, and such that
{uy®DY ey converges weakly in V' and strongly in Z to a function wy € V. By
repeating this procedure, we finally obtain a sequence {{p"Y};cn}jen of sequences
in C with the property that {pU*10},cy is a subsequence of {pU)} ey for all j € N.
Furthermore, we have for every index j € N that the sequence {); G ’l)}leN converges
to a non-negative, real number v; € R>(, and that the sequence {uj(j’l)}jeN con-
verges weakly in V' and strongly in Z to a function w; € V. We now consider the
“diagonal” subsequence {p")} ey of {p®}cy. Tt follows from the discussion above,
that for every index j € N the sequence {/\j(l’l)}leN converges to v;. Furthermore,
we have that the sequence {u;"'},cy converges weakly in V' and strongly in Z to
wy.

By Lemma 5.10, we have that the sequence {w,};eny forms an orthonormal
system with respect to the inner product (-, -),, since

by = () o = m™ (o) ), ulf)

7 K3

— m™(p)(wi, wy) = (w; ,wy), asl— oo for all 4,5 € N.

Furthermore, since {)\j(l’l)}jeN is an increasing sequence for all [ € N, we also
have that {v;},en is an increasing sequence. Since every sequence {)\j(l’l)}jeN is
unbounded, we also have that v; — oo as j — oo.
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Our next aim is to show that for every index j € N there exists an index ¢ € N,
such that v; = A\;. We choose j € N arbitrarily. Due to the weak converge of the

sequence {ugl’l)}leN in V., we have that
aEM(u(-l b, v) — axM(wj,v) asl— oo forallve V.
By Lemma 5.10, we also have that

mTM(p(l’l))(ugl’l), v) — m™(p)(wj,v) asl— oo. for all v € V.

Since )\;l’l) — v; as | — oo, we thus obtain

ap™(p)(wy,v) = vim(w;, v) for all v € V,
It follows that v; is an eigenvalue, and that w; is a corresponding eigenfunction.
Hence, there exists an index ¢ € N, such that v; = A;.
Next, we show that for every index ¢ € N there exists an index j € N, such
that \; = v;. We proof this by contradiction. Suppose that there exists an index
i € N, such that \; # v, for all j € N. Then, we define

T VI S —
X + K™ (k)

Given an arbitrary index j € N, we find that

vy m™ (p) (w;, @) = g™ (wy, @) = a (@, wy) = Am™(p) (@, wy).

Since A # v; for all j € N by assumption, we conclude that m™ (p) (@, w;) =
(i, w;), =0 for all j € N. Because the sequence {u;("},cy converges strongly in
Z to w; for every index j € N, we have by Lemma 5.10 that

j—1 j—1

Pl?,%l(ﬂ(l’l))m = Z(ﬂ ) u@(l,l)>p(l’”u§z,l) - Z(ﬂ ,wi)w; =0 as [ — oo.

i=1 =1

By Auchmuty’s principle, stated in (4.91) on page 86, we have that

- L arM(@, @) + k™ (k) m™ (b U,
SO0 iRy (5 (@B + Tk ™ (09, )

- PR <ll>)aupu,l)) for all j,1 € N.

Letting [ tend to infinity in the above inequality, we obtain

1

= (@) + ) m ™ ()7, )

=y < (2
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o Pt o,

= (3 O o)~ [,

-1
= — for all j € N.
2( — K™ (k))

Notice that this implies v; < X for all 7 € N, which is a contradiction to the
fact that v; — oo as j — oo. We thus have that for every ¢ € N there exists a
j € N, such that v; = ;. It follows that the sequences {v;}jen and {A\[M(p, k) }jen
coincide. O]

Clearly, the weak-*-continuity of the functions )\;-FM( -, k) also implies the weak-
x-continuity of the functions wJTM( -,k) on C, where j € N. It thus follows from
(5.6) that the TM goal functional J™ is also weak-*-continuous on C. Since C is

weak-*-compact according to Proposition 5.7, we obtain the following corollary to
Theorem 5.11.

Corollary 5.12. The TM goal functional J™ in Problem 5.6 attains a minimum
on the extended admissible set C.

It should be noted that Corollary 5.12 only guarantees the existence of optimal
solutions in the extended admissible set C. In view of PBSOPs problems, it would
be desirable to have optimal solutions in the admissible set C. This is because only
solutions which belong to the admissible set represent two-valued relative relectric
permittivity functions. According to Proposition 5.7, the extended admissible set C
is a convex set. It can be shown that the set of extremal points of C is precisely the
admissible set C (see Proposition 2.5 in [31]). Therefore, every convex and weak-x-
continuous functional on C attains its minimum on C. In Section 5.5 we introduce
a special class of TM goal functionals. Unfortunately, we could not show that these
functionals are convex. The numerical results we present in Chapter 9 indicate,
however, that these functionals indeed attain their minima on the admissible set.

5.4 Existence of Optima in Other Settings

In the previous section, we showed that PBSOPs involving the TM band structure
of a two-dimensional photonic crystal admit an optimal solution in the extended
admissible set C. This set consists of all functions in D, which are essentially
bounded from above and from below by the constants puni, and punayx, respectively.
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In this section we comment on why an analogous result could not be shown so
far either for PBSOPs involving the TE band structure of a two-dimensional pho-
tonic crystal, or for PBSOPs involving the band structure of a three-dimensional
photonic crystal.

In the following, we assume that €2 is a primitive domain of a Bravais lattice
A C R? of rank 2, and the B is the first Brillouin zone of A. Recall that A" (p, k)
denotes the j-th smallest eigenvalue of the eigenvalue equation (4.94) on page 87
for every coefficient p € D and every vector k € B. If the coefficient p belongs
to the admissible set C, which was defined in (5.3), then it represents the A-
periodic relative electric permittivity function e, of a two-dimensional photonic
crystal according to p = 1/e,|q.

Given some fixed number n € N, we shall call a functional J™: D — R a TE
goal functional if it is of the form

JTE(p) = YTE (w?E(p, e wiB(p, ) for all p € D, (5.8)

n

where

TTE . COB,R) x --- x C°(B,R) — R,

i

vV
n-times

is a locally Lipschitz continuous functional. Supposing that a minimizer p, € C of
the TE goal functional JT¥ represents the relative electric permittivity function
of a two-dimensional photonic crystal, whose TE band structure exhibits some
desired property, we consider the following scheme of optimization problems.

Problem 5.13. Given a TFE goal functional J™® : D — R of the form (5.8), find
an density function p, € C, such that

J™(p) < J™(p) forall p €C.

One can show that every TE goal functional is locally Lipschitz continuous on the
extended admissible set C, which was defined by (5.5). The question is, whether
or not one can show the existence of optimal solutions in C, as for Problem 5.13.

Recall that the existence of optimal solutions of Problem 5.13 followed from the
weak-*-compactness of the extended admissible set C and the weak-*-continuity of
the TM eigenvalue functions )\]TM( -, k). The latter result was established by The-
orem 5.11 in the previous section. The proof of Theorem 5.11 relies on the result
stated by Lemma 5.10, namely that for arbitrary sequences {p®};ex, {f® }ien and
{gW}ien in C, Z, and Z, the convergence of m™ (pM)(f®, ¢gV) to m™(p)(f,g) as
| tends to infinity holds, if the sequence {p)};cy weak-*-converges in &€ to p € C,
and if the sequences {f®};cy and {g¥},en converge strongly in Z to f € Z and
g € Z, respectively.
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When trying to adapt the proof of Theorem 5.11 to setting of Problem 5.13, one
finds that the following statement needs to be true: Given a sequence {p®};cn in
C that weak-*-converges in £ to a density function p € C, as well as two sequences
{u®} ey and {vW},cy in V that converge strongly in Z and weakly in V tou € V
and v € V, respectively, it follows that af=(p®)(u, v®) converges to af¥(p)(u,v)
as [ tends to infinity. Unfortunately, this statement cannot be shown. In fact, for
k = 0 the statement is known to be false. In the following we shall make this
notion more precise.

Suppose that {u(l)}leN is a sequence in V' that converges weakly in V' to a func-
tion u € V. Then, the sequence of weakly defined gradients {Vu®},cy converges
weakly in Z (see e.g. Example 6.4(3) in [4]). Let {p},en be a sequence in C that
weak-*-converges in £ to a function p € C. Then, the sequence {pVu®},cy does
not converge weakly in Z to pVu, in general. A counter-example is constructed,
for example, in Section 5.1 in [21]. Hence, we cannot expect ag®(p®)(u®,v) to
converge to ad®(p)(u,v) for every v € V.

Sequences of the form {p®Vu®},cy typically occur in problems, which are
studied in homogenization theory. An important concept that is related to these
sequences is the concept of H-convergence (see [56]), which we shall briefly intro-
duce. In the following, we denote by D C R" an open, simply connected, and
bounded domain, where r € N is an arbitrary space dimension. Then, we defined
and for every two constants auin, max € R, that satisfy 0 < apin < @max, the set

M (D, min, Omax) = {A € L>®(D,R)"™" ‘ (A()zx, ) > | z]?,
|A( )| < amax| x|
for all z € R" a.e. on D}. (5.9)
Clearly, the set M (D, Qtpin, max) consists of specific matrix-valued functions de-
fined on D. A sequence {A(Z)}leN in M(D, Gmin, max) is said to H-converge to a
matrix-valued function A € M (D, Buin, Pmax), if for every continuous, linear func-

tional f € H~!(D) the solution u) € H}(D) of the weakly formulated boundary
value problem

/ AT . Vo = f(v)  for all v € HY(D),
D

converges weakly in H} (D) to the solution u € H}(D) of the weakly formulated
boundary value problem

/ AVu - Vv = f(v) for all v € Hy(D),
D

and if AOVu® converges weakly in L?(D) to the vector field AVu as [ tends to
co. It is known that for every sequence {S®"},cy of symmetric-matrix-valued
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functions in M (D, auin, max) there exists a symmetric-matrix-valued function
S € M(D, min, ®max), such that a subsequence of {S (l)}leN H-converges to S
(see Theorem 13.2(iii) and Proposition 13.6 in [21]). This notion is expressed in
stating that the set Ma(umin, Omax) is G-compact (see Theorem 13.2 in [21]).

By definition, the concepts of H-convergence and G-compactness are linked to
weakly formulated boundary value problems of the form

/ AVu - Vv = f(v) for all v € Hy (1),
D

where v € HJ(D) is the unknown function, where f € H~'(D) is a given right-
hand side, and where A € M (D, pumin, Pmax) 18 & matrix-valued coefficient. Un-
fortunately, it seems that no attempts have been made so far to generalize these
concepts. Anyway, we were not able to find conclusive evidence in the literature
as to whether or not the results related to H-convergence also apply to weakly
formulated boundary value problems of the form

/ AV +ik)u- (V+ik)v = f(v) for all v € V,
Q

where u € V' is the unknown function, f € V* is a prescribed right-hand side, k € B
is a given vector, and A € M (S, pmin, Pmax) 18 @ given matrix-valued coefficient.
Provided that the set M (€2, pmin, Pmax) 1S also G-compact with respect to these
problems, one could show that every TE goal functional attains a minimum on the
set M (€2, pmin, Pmax)- The corresponding minimizer would then be a symmetric-
matrix-valued function, representing the relative electric permittivity function of
an anisotropic medium.

The situation is very similar for PBSOPs that involve band structures of three-
dimensional photonic crystals. Henceforth, we assume that A C R? is a Bravais
lattice of rank 3 with primitive cell 2 and first Brillouin zone B. We assume that
the admissible set C and the extended admissible set C are defined according to
(5.2) and (5.4).

Under the assumptions of Section 5.1, one is not able to prove the existence
of optimal solutions of Problem 5.1 in the extended admissible set C by adapt-
ing the proof of Theorem 5.11. What is missing, again, is a suitable analogue of
Lemma 5.10. More precisely, given a sequence { p(l)}leN in C that weak-*-converges
in £ to p € C, and two sequences {u},cy and {vW},cy in V4 that converge
weakly in Vi and strongly in Z to u € Vi and v € Vj, respectively, one can-
not conclude that az(p®)(u®, v®) converges to ax(p)(u,v) as [ tends to infinity.
As in the TE setting, one could prove the existence of optimal solutions in the
set M (€2, pmin, Pmax ), if the results related to H-convergence also apply to weakly
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formulated boundary value problems of the form
/A(V+ik)xu-(v+ik)v:f(v) for all v € Vj,
Q

where u € V4 is the unknown function, f € V;' is a prescribed right-hand side,
k € B a given vector and A € M(£, pmin, Pmax) & given coefficient. An optimal
solution in M (€, pmin, Pmax) Would then be a symmetric-matrix-valued function
representing the relative electric permittivity function of an anisotropic medium.
To the best of our knowledge, however, the question as to whether or not the
concepts of H-convergence and G-compactness also apply to the above type of
boundary value problem has not been considered in the literature so far.

5.5 Optimization Goals

In the previous sections we studied general aspects of photonic band structure
optimization problems (PBSOPs). In this section we discuss several concrete op-
timization problems and introduce a specific class of model problems, which will
be further investigated in this dissertation.

The most common PBSOPs, which are studied in the literature, are so-called
photonic band gap mazximization problems (PBGMPs). A photonic band gap max-
imization problem consists in finding a medium structure of a photonic crystal,
which yields a band structure that exhibits a band gap as large as possible. The
main reason for the popularity of PBGMPs is, that photonic crystals, whose band
structures exhibit large band gaps, are expected to play and important role in the
creation of certain nano-optical devices. Recall that photonic band gaps corre-
spond to ranges of optical frequencies, at which the photonic crystal inhibits any
light propagation. Therefore, photonic crystals with large band gaps are favorable
for the design of mirrors or nano-scale optical wave guides.

In the following we present two PBSOPs, which were discussed in the literature
and which fit into the problem scheme given by Problem 5.1 on page 92. It is easy
to see that every PBSOP, which fits into that scheme is uniquely identified by the
respective goal functional J.

In their work on the maximization of photonic band gaps in two-dimensional
photonic crystals [29], the authors Cox and Dobson considered TM goal functionals
Jiw - D — R, which were defined by

Tjo(p) 1= = minmin{wy (p, k)* — wj,wg — wj ™ (p, k)*} (5.10)

for all p € D. Here, j € N is a given index, and wy is a given real number. Under
the assumption that there exists an initial density function p(® € C, such that the
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photonic crystal represented by p(®) exhibits a band gap between the j-th and the
(7 + 1)-th TM band, the number wy can be chosen such that
Iilea]é(wj MpO k) < wy < %leiﬁlw;rﬁ(pm)’k)‘

Such a number w, represents a so-called gap frequency in the TM band structure
of the photonic crystal, which is represented by p®. The minimization problem
for the corresponding goal functional .J;. M aims at increasing the minimal distance
between the j-th and the (5 + 1)-th TM band to the gap frequency wy. By this,
Cox and Dobson were able to widen the TM band gaps of several two-dimensional
photonic crystals.

In a second paper on band structure optimization of two-dimensional photonic
crystals [30], Cox and Dobson used another type of TE goal functionals. These
functionals .J\'5 : D — R are given by

J]T,E<p) = II?EIIlB? min{w}fl(pv k)2 - W(k)Q’ w(k)Q - w;'FE(p7 k>2} (511)

for all p € D. Here, w : B — R denotes a prescribed, continuous function. Under

the assumption that there exists an index j € N and an initial density function
0) ¢ CTE, such that the corresponding j-th and (j + 1)-th TE band are strictly

separated (see (4.75) on page 80), the function w can be chosen such that

wiF(p" k) <w(k) <wif (0 k)  forall k €B. (5.12)

The minimization problem for the corresponding goal functional JTM aims at in-
creasing the minimal distance of the j-th and the (j+ 1)-th TE band to the graph
of the function w. In an iterative optimization algorithm, one can modify the func-
tion w slightly after each iteration and thus create a sequence of functions {wj }en,
such that every element of that sequence satisfies (5.12). Cox and Dobson devised
an iterative algorithm, in which the sequence {w; };eny converged to a constant func-
tion. By this, they were able to open band gaps in the TE band structures of some
two-dimensional photonic crystals.

In the following sections, we consider PBSOPs for three-dimensional photonic
crystals, which are given by goal functionals J; : D — R of the form

Ji(p) == r’relax)\ (p, k) — I,iliél Nit1(p, k) for all p € D, (5.13)
S

for some index j € N. We will refer to these functions as gap width functionals,
since minimization problems for these functionals aim at widening the gap width
of a band gap between the j-th and the (j 4 1)-th photonic band. Given an index
J € N, an optimization algorithm for the goal functional J; can also be used to
open up a band gap between the j-th and the (j + 1)-th photonic band, provided
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that these bands are strictly separated. In Chapter 9 we present some numerical
examples, where band gaps between separated bands could be opened.

For completeness we also define for every index j € N the TM and TE analogues
J]TM:D—>Rand J]TE:D—>R0ij by

TM( ) . ™ - \TM

Ji N (p) = max A (p, k) — min Aivi(p, k) for all p € D, (5.14)
TE( )\ ._ TE - \TE

i (p) = max A (p k) — min A (p, k) for all p € D. (5.15)

These goal functionals were also used by Kao, Osher and Yablonovitch in their
work on the maximization of band gaps in two-dimensional photonic crystals (cf.
[44]).

We compared the goal functionals in}g and J]T M by conducting some numerical
experiments. In these experiments we found that solving a PBSOPs for the TM gap
width functionals J]-T M ysually yields larger band gaps than solving such problems
for the goal functionals JJT% This is mostly due to the fact, that an optimization
algorithm for the TM gap width functionals .J™ can freely change the absolute
position of the band gap in order to widen it. In contrast to this, optimization
algorithms for the goal functionals JJT(%[ are restricted in their ability to change the
position of the band gap by the fixed gap frequency wy.

For some applications, however, prescribing a fixed gap frequency wy is es-
sential. Consider, for example, the problem of designing a photonic crystal that
should inhibit light propagation around a prescribed center frequency. The center
frequency could be determined, for example, by a given light source, such as a
specific laser device. For this problem it is more adequate, of course, to choose a
goal functional similar to JJT% for some index j € N, and to use to the prescribed
center frequency as wg. Another situation, where it can be useful to prescribe
a certain gap frequency wy, is when one is interested in finding two-dimensional
photonic crystals, which exhibit maximal complete band gaps. As was stated in
Section 4.7 a complete band gap consists of all frequencies lying in a TM band
gap as well as in a TE band gap. Maximizing complete band gaps thus amounts
to maximizing TM and TE band gaps, which contain a common frequency wy.

In this work, we are mostly interested in finding photonic crystals with band
gaps that are as large as possible. Therefore, we shall only consider PBSOPs for
the gap width functionals J;, J™, and J™ in the following chapters.



Chapter 6

Nonsmooth Analysis

In Section 5.2 we showed that the goal functionals, which arise in photonic band
structure optimization problems (PBSOPs), are typically locally Lipschitz contin-
uous. It was also emphasized that the goal functionals in general fail to be differ-
entiable. However, in order to devise a local optimization algorithm for PBSOPs
one needs some information about the local monotonicity of the goal function-
als. For locally Lipschitz continuous functionals, this information can be obtained
from so-called generalized differentials. Generalized differentials are a fundamen-
tal tool of nonsmooth analysis and were first introduced by Clarke (see e.g. [22]).
In this chapter we list some important results concerning generalized differentials.
In Section 6.1 we define generalized directional derivatives, as well as generalized
differentials and discuss some of their properties. In Section 6.2 we provided some
rules of calculus for generalized differentials. These rules are used in Section 6.3 in
order to determined the generalized differentials of the gap width functionals for
three-dimensional photonic crystals, which were introduced in Section 5.5. In Sec-
tion 6.4 we give a characterization of the gap width functionals for two-dimensional
photonic crystals.

6.1 Generalized Differentials

Throughout this section we denote by X a real Banach space, which is endowed
with a norm || - [[x. By X* we denote its normed dual. Given a functional f : X —
R, a point z € X, and a vector v € X, we define after Clarke (see Chapter 2.1 in
[22]) the upper limit

f°(x;v) :==limsup fly+tv) - f(y)

Y—T t
t—0+

110
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For locally Lipschitz continuous functionals f this upper limit is a real number,
which is called the generalized directional derivative of f at x in direction v. For
functionals, that are continuously differentiable in a neighbourhood of z, f°(z;v)
coincides with the one-sided directional derivative of f at x in direction v. The
following proposition summarizes important properties of generalized directional
derivatives. The proposition corresponds to Proposition 1.1 in Chapter 2 in [23].

Proposition 6.1. Let f : X — R be a functional, which is c-Lipschitz continuous
near a point x € X for some local Lipschitz constant ¢ > 0. Then, the following
statements are valid.

(a) f°(z;-) : X — R is positively homogeneous, subadditive, and satisfies

lfo(x;0)| < cllv||x forallve X.

(b) f°(z;+) : X — R is c-Lipschitz continuous near x.

() f°: X x X — R is upper semicontinuous.

(d) fo(z;—v) = (—=f)°(z;v) forallv e X.
To a certain extent the sign of the functional f°(x; -): X — R is determined by
the local monotonicity of the functional f at the point . This notion is made

precise by the following proposition. We denote by B, (z) the open ball in X with
radius » > 0 and center x € X.

Proposition 6.2. Let f : X — R be a locally Lipschitz continuous functional, let
x € X be a point, and let V C X be a closed, convex cone with vertex at the origin.

(a) If f is monotonically increasing at x in all directions of V', i.e., if there exists
a radius v > 0, such that

flz+w) > f(x) forallw eV N B,(0),
then f°(x;v) >0 for allv e V.

(b) If f is monotonically increasing in an open neighbourhood U of x in all
directions of V, i.e., if there exists a radius v > 0, such that

fly+w) > f(y) foralyeUweVnB,(0),

then f°(xz;v) >0 and f°(x;—v) <0 for allv € V.
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Proof. Let v € C. Then, there exists a number ¢, > 0, such that tv € B,(0) for
all t € [0,t0]. Hence,

fly+1to) = f(y)

f°(z;v) = limsup

Yy—T t
t—0
tv) —

i sup L) = S 0)

t—0+ t

t _

s L) = W)

t—0, t€[0,to] t

>0,
which proves the inequality f°(z;v) > 01in (a) and (b). Furthermore, we have

[ =v) = (=f)°(z;0)
~timsup fly) — J; (y + tv)

t—0
TR A ) R AU )

y—x, yelU t
t—0, t€[0,to]

<0,

which establishes the inequality f°(z; —v) <0 in (b). O

In contrast to one-sided directional derivatives, the sign of the generalized direc-
tional derivative does not provide conclusive information about the local mono-
tonicity of a locally Lipschitz continuous functional. We illustrate this by the
following example.

Example 6.3. Consider the function f: R — R, defined as f(z) := /1 —|z| —1
for all x € R (see Figure 6.1). This function is Lipschitz continuous on R, the
minimal Lipschitz constant being 1/2. Moreover, f is continuously differentiable
at all points except at the origin. Explicit computation shows that the generalized
directional derivative at the origin is given by f°(0;v) = |v|/2. Hence, f°(0;v) > 0
for all v € R, which intuitively corresponds well to the fact that f increases
monotonically at the origin in all directions. However, by Proposition 6.1(c) we
also have (—f)°(0;v) = f°(0;v) > 0 for all v € R, even though the function —f
decreases monotonically at the origin in all directions.

By Proposition 6.1(a) the generalized directional derivative of a locally Lipschitz
continuous functional constitutes a positively homogeneous, subadditive, bounded
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Figure 6.1: Graph of the function f in Example 6.3 at the origin.

functional on X. According to the Hahn—Banach Theorem, the generalized di-
rectional derivative thus majorizes at least one bounded, linear functional on X.
Given a locally Lipschitz functional f : X — R and a point z € X, we therefore
have that the set

of (z) :={g e X*

g(v) < f°(z;v) for all v € X }. (6.1)

is non-empty. This set 0f(z) is called the generalized differential of f at .
The following proposition summarizes important properties of generalized differ-
entials. The assertions of the proposition correspond to those stated in the Propo-
sitions 2.1.2 and 2.3.1 in [22].

Proposition 6.4. Let f: X — R be L-Lipschitz continuous near x € X. Then,

(a) Of(x) is a non-empty, convex, weak-x-compact, and bounded subset of X*.
In particular,

Ipllx+ < L for all p € Of(x).

(b) fo(x;v) = max{p(v) |p € df(x)} for allv e X.
(c) I=f)(x) = -0f(x).

As the name already suggests, generalized differentials are generalizations of clas-
sical differentials or derivatives for locally Lipschitz continuous functionals. In
particular, they provide necessary conditions for the existence of local extrema
according to the following lemma.

Lemma 6.5. If a locally Lipschitz continuous functional f : X — R attains a
local extremum at some point v € X, then 0 € 0f (x).
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For a proof of Lemma 6.5, see Proposition 2.3.2 in [22]. There also exists an
analog of the Mean-Value Theorem for generalized differentials, which is stated in
the following Theorem of Lebourg (cf. [52]).

Theorem 6.6 (Lebourg). Let f : X — R be Lipschitz continuous on a convet,
open subset K of X. Then, for every two points x,y € K there exists a point
z € conv{z,y} and a continuous, linear functional p € df(z), such that

fly) = f(z) =ply — z).

The following proposition reveals the relationship between generalized differentials
and other concepts of differentiability. The assertions of the proof are established
in Section 2.2 in [22].

Proposition 6.7. Let f : X — R be a locally Lipschitz continuous functional, and
let U be an open neighbourhood of some point x € X.

(a) If f is conver on U, then Of(x) coincides with the subdifferential of f at x.

(b) If f is Gateauz differentiable or Fréchet differentiable at x with derivative
Df(x), then Df(z) € 0f(x).

(¢c) If f is continuously Gateauz differentiable on U with derivative D f(z) at x,
then {Df(z)} = 0f(x).

(d) The functional f is strictly differentiable in U with strict derivative Dgf(x)
at x, if and only if {Dsf(z)} = 0f(x).

Recall that the subdifferential of a convex functional f : X — R at a point v € X
is defined as set of all continuous linear functionals p € X*, for which

fly) = f(x) >ply —z) forallye X.

In the literature the subdifferential of f at a point x is also commonly denoted by
af(x).

The concept of strict differentiability is less well-known, which is why we briefly
comment on it here. A functional f : X — R is called strictly differentiable at a
point x € X if there exists a continuous linear functional p € X*, such that

lmlﬂy+m0—f@)

Yy—x
t—0+ t

= p(v) for all v € X.

The functional p is then called the strict differential of f at x and denoted by
Dsf(x). It can be shown that continuous Gateaux differentiability at a point z € X
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implies strict differentiability at that point (see Corollary to Proposition 2.2.1
in [22]). Moreover, it is easy to see that strict differentiability implies Gateaux
differentiability.

It should be noted that Clarke, as well as other authors, call the set df(x)
the “generalized gradient” of f at . We prefer the term “generalized differential”,
however, since it alludes to the fact, that 0f(z) is a subset of X*. This corresponds
to the notion of the differentials of a Gateaux differentiable functional f : X — R.
By definition, the differential D f(x) of such a functional at a given point x € X
is an element of X*. Now suppose that Y is another real Banach space, and
that (-, ) : ¥ x X — R is a bilinear form, such that (Y, X, (-, -)) is a dual
pair in the sense of functional analysis (see e.g. Definition VIIL.3.1 in [75]). If
there exists a uniquely defined element u € Y, such that Dp(z) = (u, -) then u
is called the gradient of f at x with respect to (-, -). If X is a Hilbert space,
one usually chooses the inner product on X as the bilinear form (-, -). The
gradient of f at a point z is then commonly denoted by V f(x). The connection
between differentials and gradients in a Hilbert space is established by the Rieszian
isomorphism R : X — X* through Vf(z) = R~Y(Df(x)).

According to the discussion above, it is quite natural to define generalized
gradients as follows. Let X and Y be real Banach spaces, andlet (-,-) : Y XX — R
be a bilinear form, such that (Y, X, (-, -)) is a dual pair. Given a locally Lipschitz
continuous functional f : X — R and a point z € X, the set

{uEY“u, ) €0f(x)} (6.2)

is called the generalized gradient of f at x with respect to (-, -). If X is a Hilbert
space coinciding with Y, and if (- | -) is the inner product on X, then the set in
(6.2) is often identified with the generalized differential of f at x and also denoted
by O (x).

We conclude this section with the following example.

Example 6.8. Consider again the function f defined in Example 6.3. The function
is defined on R. The dual space R* of R consists of all functionals p : R — R,
which are of the form p(v) = av, where « € R. By (6.1) a functional p € R*
belongs to df(0), if and only if p(v) < f°(z,v) for all v € R. Hence, one easily

deduces that -
af(0) = {p eR" | pv) =av, a € [—57 5] }

In view of Lemma 6.5 it is not surprising, that the zero function on R is contained
in 0f(0), since f attains a local minimum at 0. Since R is a Hilbert space, one can
also define a generalized gradient of f at = as a subset of R. Clearly, this subset
is given by the interval [—-1/2,1/2].
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6.2 Generalized Differential Calculus

In this section we list some rules of calculus for generalized differentiation. As
we shall see below, most of these rules only establish certain inclusion relations.
Therefore, these rules can only be used to determine supersets of generalized dif-
ferentials. Still, these rules will prove useful in the following section, where we aim
to characterize the generalized differentials of the gap width functionals introduced
in Section 5.5.

As in the previous section, we denote by X a real Banach space. Our first rule
of calculus, which corresponds to Proposition 2.3.1 in [22], states that generalized
differentiation is a homogeneous operation.

Proposition 6.9. Let f : X — R be a functional, which is Lipschitz continuous
near a point x € X, and let € R be a real number. Then we have

90 f)(x) = 00f(x).

The next proposition, which corresponds to Proposition 2.3.3 in [22], states that
generalized differentials are subadditive in the sense of set inclusions.

Proposition 6.10. Let fi,..., fn : X — R be a finite number of functionals for
some N € N, which are Lipschitz continuous near a point x € X. Then, we have

Ofi+--+ fu)lx) COfi(x) + -+ Ofn(2).

The following theorem establishes a chain rule for certain continuously differen-
tiable functionals with locally Lipschitz continuous functionals. This theorem is a
particularization of Theorem 2.3.9 in [22].

Theorem 6.11. Let f : R — R be a continuously differentiable function, and let
g : X — R be a functional, which is Lipschitz continuous near a point x € X.
Then, the functional f o g is Lipschitz continuous near x, and we have

o(f o g)(z) = f'(9(x))dg(x) == {f'(9(x))q | q € Dg(2)},
where f'(g(x)) € R denotes the derivative of f at the point g(x).

The following theorem is a particularization of Theorem 2.3.10 in [22]. It es-
tablishes another chain rule for generalized differentials of functionals, which are
given by compositions of locally Lipschitz continuous functions and continuously
Gateaux differentiable operators. Just like Proposition 6.10, the theorem only
establishes an inclusion relation.
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Theorem 6.12. Let Y be a second real Banach space, and let G : X — Y be
an operator, which is continuously Gateauz differentiable in a neighbourhood of a
point x € X. Furthermore, let f :' Y — R be a functional, which is Lipschitz
continuous near G(z). Then, the functional f o G is Lipschitz continuous near x,
and we have

O(f o G)(x) € {poDG(x) | p € f(G(x))},
where DG(x) denotes the Gateauz derivative of G at x.

Before we can state the next rule of calculus for generalized differentiation, we
need to introduce some concepts from measure theory. The concepts we present
here are discussed in more detail in [67]. Suppose that T is a topological Hausdorff
space and that 7 is a o-algebra on T' containing the open subsets of 7. Then, a
measure p on 7 is called is called locally finite, if for every point ¢ € T' there exists
an open neighbourhood U of ¢, such that u(U) < co. The measure p is called
inner reqular, if

p(S) = sup{u(K) | K C S, K compact} for all S € 7.

Let B(T) be the Borel o-algebra on T'. Recall that B(7") is defined as the smallest
o-algebra on T containing all open subsets of T'. It follows from the definition
of o-algebras that B(T) is equivalently characterized as the smallest o-algebra on
T, which contains all closed subsets of 7. Measures on B(7"), which are locally
finite and inner regular, are commonly referred to as Radon measures. To be more
specific, we shall call a Radon measure on B(T) a T'-Radon measure. A T-Radon
measure 4 is called a probability T-Radon measure, if (7)) = 1. The set prp
consisting of all probability T-Radon measures is hence given by

pry = {p: B(T) — [0, ] ‘ 1t locally finite, inner regular; (7)) =1}.  (6.3)

We also define for every Borel set S € B(T') the set prp(S), which consists of all
probability T-Radon measures that are supported on S. More precisely, the set
prp(S) is given by

pry(S) == {u € pry | u(S) = 1}. (6.4)
Finally, if T" is a sequentially compact topological space, we define for every con-
tinuous functional g : T" — R the set

argz{ning = {t* eT ‘ g(ty) = ming(t)}, (6.5)

teT

argjrpaxg = {t* eT ‘ g(te) = maxg(t)} (6.6)

teT
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The set defined by (6.5) is called the set of minimizers of g on T, and the set
defined by (6.6) is called the set of mazimizers of g on T. Notice that neither
of the two sets is empty due to the assumed compactness of T" and the assumed
continuity of g.

With the above definitions at hand, we are able to state the following theorem,
which corresponds to Theorem 2.8.2 in [22].

Theorem 6.13. Let T be a sequentially compact, separable topological Hausdorff
space, and let g : T x X — R be a functional. Let v € X be a point, such that
the image of g(-,x) is bounded. Furthermore, let U be a neighbourhood of x, and
let ¢ > 0 be a positive constant, such that for each y € U the functional g(-,y)
is continuous, and such that for each t € T the functional g(t, -) is c-Lipschitz
continuous on U. Then, the functional f : X — R, defined by

f=maxg(t, )

18 c-Lipschitz continuous near x, and we have

Of(z) € {/th(-)du(t) q € 0g(t, - )(x), p € prp (arg;naxg(-,:v)> }

Now, suppose that T is a compact subset of R" for some r € R endowed with
the relative topology of R". Given a point z € X, let us further assume that the
functional ¢(-,z) in Theorem 6.13 attains its maximum on a finite set of points,
ie.,

arg;naxg( L) = {t*l, o ,t*N}

for some N € N. Then, it follows from (6.4) that the set of probability T-Radon
measures on 7', which are supported on the set of maximizers of g(-,z) on T, is
given by

pry <arg max g( - ,x)) =conv{d,,..., 00y }- (6.7)
T

By 6; we denote the so-called Dirac measure on B(T), which is centered on the
point ¢ € T'. This measure is defined by

1 it
55y = d L WSS s e B,
0 else

One easily verifies that 9, is locally finite and inner regular, and hence a T-Radon
measure, for all ¢t € T. The inner regularity follows from the fact that singletons,
i.e. sets which contain exactly one point, are compact in R". Furthermore, ¢; is
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a probability T-Radon measure for all ¢ € T, since 6,(7) = 1. Since we also
have 6;({t}) = 1 for all t € T, it follows that every measure in pry({t.1,...,tn})
is given by a convex combination of the Dirac measures, which are centered on
te1, ..., tay. This is precisely the assertion of (6.7).

It is well-known, that for every continuous functional h : T'— R we have

/ h(t) doy, (t) = h(to) for all ty € T. (6.8)

From (6.8) and the discussion above we deduce the following corollary to Theo-
rem 6.13.

Corollary 6.14. Let T be a compact subset of R" for some r € N. Under the
assumptions of Theorem 6.13, we further assume that

argmax g(-,z) = {tu1,... . tin },
T

for some number N € N. Then, we have that the generalized differential of the
functional f at the point x is given by

of(x) C {i 0

=1

N
qr € (9g(t*l, )(LE), 61 c [0, 1], Z@l = 1}
=1

Another result, which is related to generalized gradients of point-wise maxima,
is stated by the following proposition. This proposition corresponds to Proposi-
tion 2.3.12 in [22].

Proposition 6.15. Given a finite number of functionals g1,...,gn : X — R for
somen €N, let f: X — R be defined by

f(x) =max{g(z)|[l=1,...,N}.

If the functionals gy, ..., gn are Lipschitz continuous near a point x € X, then f
18 Lipschitz continuous near x, and we have

Of (z) < { > b

lel(x)

q € 8gl(x), 0, € [0, 1], Z 0, = 1},

lel(x)

where the index set I(x) is given by

I(z):={le{l,....N}| q(z) = f(z)}.
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Finally, we remark that some of the inclusion relations in the propositions and
theorems above can be replaced by identities under additional assumptions on the
functionals. In Proposition 6.10, for example, equality holds between the two sets
if all but at most one of the functionals f;,..., fiy are strictly differentiable at x
(see Corollary 1 to Proposition 2.3.3 in [22]). According to Proposition 6.7(d) strict
differentiability holds at a point x € X, if and only if the generalized differentials
at x reduce to singletons. As we will see in the following section, this condition
does not hold in the case of the gap width functionals. For this reason, we chose
to present the above propositions and theorems in their most general form.

6.3 Differentiability of
the Gap Width Functionals

In Section 6.1 and Section 6.2 we presented a number of general results related to
generalized differentials of locally Lipschitz continuous functionals. In Section 5.2
we showed that the goal functionals of photonic band structure optimization prob-
lems are typically locally Lipschitz continuous. In Section 5.5 we defined in par-
ticular for every index 7 € N the locally Lipschitz continuous gap width functional
J; D — R by

Ji(p) = maxw;(p, k) — minw;.(p, k).

The aim of this section is to characterize the generalized differentials of these
functionals.

We begin with some preliminary definitions. Given a coefficient p € D, a vector
k € B and an index j € N we define the function space

U;(p, k) = span{u;(p,k) | Xi(p, k) = X;(p, k) }.

Recall that \;(p, k) denotes the j-th smallest eigenvalue of the eigenvalue equation
(4.42), and that u;(p, k) denotes its corresponding function. Hence, the function
space U;(p, k) is the eigenspace corresponding to A;(p, k). By Proposition 4.20,
every eigenspace U (p, k) is finite-dimensional. Recall also that every eigenfunc-
tion wu;(p, k) is an element of the complex Hilbert space Vj, which we defined in
Section 4.3. Hence, U;(p, k) is a finite-dimensional, linear subspace of V;, for all
peD, keBandjeN.
Next, we define for given p € D, k € B and j € N the set of functions

Ul(p.k) i= {w € U(p. ) | ullo = 1}.

Clearly, the set U}(p, k) is given by the intersection of the eigenspace U ,(p, k)
with the unit sphere in the complex Hilbert space Z. The space Z was defined in
Section 4.3.
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With the above definitions, we have the following fundamental result.

Theorem 6.16. For every indexr 7 € N and every vector k € B the generalized
differentials of the functional A\;(-, k) : D — R are given by

(k) = {pe e

) = [ al(T i) x w we Ul k)}

forall peD.

Proof. According to Theorem 5.2 on page 93 the functional A\;(-,k) : D — R is
locally Lipschitz continuous for every index j € N and every vector k € B. Hence,
the generalized differential of \;( -, k) exists at every point p € D.
Now let py € D be chosen arbitrarily. By definition of the set D (see (4.32) on
page 59) we have that
essQinf(pg) >6>0

for some positive number § > 0. Letting Bs/2(po) denote the open ball in £ with
radius §/2 and center py, we have that Bs/2(po) C D, as well as

esssup(pg) + 0 > esssup(p) > essﬂinf(p) for all p € Bs/2(po).
Q Q

Next, we define the function ¥ : B — R3¢ by
k(k) := (ess sup(po) + 5) ko(k) for all k € B,
Q

where ko denotes the function defined in Lemma 4.4 on page 52. By defintion
of the function k (see (4.40) on page 63) and the above estimate, we have that
k(k) > k(p, k) for all p € Bs/2(po) and all k € B.

For every p € B§72(p0) and every vector k € B we define the sesquilinear form

Iu(p) : Vi X Vi = C by lu(p) := ar(p) + #(k)m. Recall that the sesquilincar
forms ag(p) and m were defined by (4.33) and (4.35) on page 59. According to
Proposition 4.14, for every p € B§72(p0) and every k € B we have that

Te(p)(w, u) > ar(p)(u,u) + w(p, k)m(u,u) > a(p, k) |ullfe  for all u € Vi

It follows that the sesquilinear form lNk(p) is conjugate-symmetric, bounded and
Vi-elliptic for all p € Bgj,(po) and all k € B.

Given a vector k € B, we denote by L(V4) the linear space consisting of all
continuous conjugate linear operators from Vj into V. Furthermore, let E(Vk)
be the set of all operators T" € L(Vj), such that the mapping (u,v) — Tu[v] is
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a conjugate-symmetric, bounded, Vi-elliptic sesquilinear form on Vi x V5. With
this, we define for every k € B the operator-valued function Ly, : Bs/2(po) — E(Vi)
by

Lu(p)ufv] = (o) (u,v)  for all p € Bya(po). w.v € Vi

According to the definition in Section 4.4, we have that Li(p) = Ag(p)+7 (k) M|y
for all p € Bsja(po) and all k € B. It follows that the j-th smallest eigenvalue
Xj(p, k) of Li(p) coincides with \;(p, k) + #(k) for all p € Bs/2(po) and all k €
B. Furthermore, we have that the eigenspaces of Xj(p, k) and \;(p, k) + k(k)
coincide. Since the function x only depends on k, we also have that E)Xj( - k)(p) =
ON;(-,k)(p) for all p € Bs/a2(po) and all k € B.

Now let k € B be fixed. Note that for every coeflicient p € Bs/2(po) the operator

Li(p) satisfies

Lulp)ule] = [

p(V+ik) x u- (V +ik) xv+%(k)/ﬂ~v for all u,v € V4.
Q

Q

Given a function 7 € £, such that py + 1 € Bs/2(po), we thus find that

(Eutou 1) = Lalpn))ule] = [ {9+ 18] % - (V -+ ik) x o

= Ax(n)ulv] for all u,v € V4.

Clearly, the mapping n — Ag(n) is linear from & into L(V). From this we deduce
that the function Ly is continuously Gateaux differentiable at p, with Gateaux
derivative DLg(po) = Ag(-).

We have thus shown that the operator-valued function Ly, satisfies the hypothe-
ses in Section 1 in [28]. The assertion of this theorem then follows directly from
Theorem 1 in [28]. O

According to (4.74) on page 80 the functions w; : D x B — R defined as w; = 1/},
for all 7 € N. By Theorem 6.11 we have that the generalized differentials of these

functionals are given by
|(V +ik) x ul?
pm=/n ,
W 20 k)

u e Uj(p, kz)} (6.9)

O (- ) (p) = {p c e

for all € N, p € D and k € B. For convenience, we define for every index j € N
the functionals Jyp ;, Jio; : D — R by

Jo,i(p) = rggécwj(p, k), forallj eN, pe D, (6.10)
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Jup,i(p) == Tlileiéleﬂ(% k), forall j e N, p e D. (6.11)

Given an index j, we call the functional Jy, ; the j-th upper band edge functional.
Similarly, we refer to Ji, ; as the j-th lower band edge functional. By Theorem 6.13
we obtain

0.0s(p) € { [ i) | € 2 (o),

It € pry (arg};naij(p, )) }, (6.12)

OJups(p) { / 2o du(k) | g € By (- K)(0),

[t € pPIy <arg]§ninwj+1(p, ))} (6.13)

for all j € Nand all p € D. Since J; = Jio j — Jup,;, We have by Proposition 6.9 and
Proposition 6.10 that the generalized differential of the j-th gap width functional
satisfies the inclusion relation

0J;(p) C 0Ji(p) — OJup.i(p) forall j €N, peD. (6.14)

In practice, one finds that the functionals w;(p, - ) typically attain their extrema
at a small number of points in the first Brillouin zone B. Hence, by assuming that
the set of minimizers and maximizers are given by

argémn w;(p, - {kloj, . k:l(é\;l” }, (6.15)
arg maxwﬁl : {kupj, . ,k:(ujl\)/:}p’j)} (6.16)

for some numbers Ny, ;, Nyp ; € N, we obtain by Corollary 6.14 the inclusion rela-
tions

Nlo]
8J]Oj { Z GZQI

NuP
aJup,j(ﬂ) g {Z 91(11

=1

Nlog
a € Owi( -, k) (p), 0 € [0,1], Ze,_l} (6.17)

q € dwin (kS (p), 6 € [0,1], Z 0, = 1} (6.18)

for all j € N and all p € D.
For our further discussion, we find it useful to define for every function u € V4,
every index j € Vj the functions 7(1).(u) y(l) (u): Q2 — Rby

lO] ’ luap,J
2
Vtikl ) xu
Yoy (1) 1= ( 10]() S bees Mogs
20Jj(p, klo])



124 CHAPTER 6. NONSMOOTH ANALYSIS

’(V+1k ><u|2

2w]+1 (p7 kur))j)

Notice that (V +ik) X u is a vector field in Z = L*(Q)? for every vector k € B
and every vector field u € Vj, according to Proposition 4.3(a) on page 50. It thus
follows, that |(V +ik) x u|? is a scalar field in L'(2,R) for all k € B and all

u € Vg, and the same also applies to the functions fyl(i?j (u) and vﬁgﬁj(u).

According to Theorem 6.16 and (6.9), the inclusion relations (6.17) and (6.18)
can be written equivalently as

UPJ

”yl(llg](u) = for I =1,..., Nup,;-

0J0(p) {p ce

o = [ v € Tsto) (6.19)
o = [ € D)} (6.20)

for all j € N and all p € D, where the sets ', j(p) and I'y, j(p) are defined by

Nloj
feslr)s {291%0] )

9 Jup,i(p) < {p €&

ul) € Uj(p, ki),

Nlo,j
@QQ@E:@:%,

=1

u(l EU]+1(p7 k(l )

up,j

up,j
up] -Z{Zel%p]

€ [0,1], f:]el—1}

Under the hypotheses (6.15) and (6.16), the inclusion relations (6.19) and (6.20)
reveal some important aspects about the generalized differentials of the gap width
functionals. First, we notice that T, ;(p) and Ty ;(p) are subsets of L'(Q,R).
Hence, according to (6.14), every continuous, linear functional contained in 0.J;(p)
can be expressed as a weighted integral over ) with a weight function in L'(©2,R).
The generalized differentials of the gap width functionals are hence weak-*-closed,
convex, bounded subsets of

b= [ o we @R}

Since the Banach space € is not reflexive, the space £, is a proper linear subspace

of £*. Tt is easy to see that the space &, is isometrically, linearly isomorphic to
L' (), R).

Ereg = {pe &
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Concerning the differentiability of gap width functionals, we are able to make
the following conclusive statement. Recall that by Proposition 6.7(d) a gap width
functional J; is strictly differentiable at a point p € D, if and only if the generalized
differential 0J;(p) contains exactly one element, which is then the strict differential
of J; at p. According to (6.19) and (6.20), the generalized differential 0.J;(p) is
given by a singleton, if and only if each of the functions w;(p, -) and w;i1(p, -)
attain their minimum and maximum at exactly one vector ki, ; € B and k., ; € B,
respectively, and if the corresponding eigenspaces U ;(p, k1o ;) and U j+1(p, ko ;)
are one-dimensional.

Finally, we remark that the sets I'j, ;(p) and I'y, j(p) are completely determined
by eigensolutions of the weakly formulated family of eigenvalue problems given by
Problem 4.16. These eigensolutions also need to be computed in order to evaluate
the gap width functional J; at a point p € D. Therefore, in a numerical algorithm
the sets I';, ;(p) and I'y;, j(p) can be computed simultaneously with the goal value

Ji(p).-

6.4 The Two-Dimensional Case

In the previous section we derived the generalized differentials of the gap width
functionals J; for three-dimensional photonic crystals. In Section 5.5 we also de-
fined for every index j € N the TM and TE gap width functionals J™® : D — R
and JT®: D — R by

™ o ™ : ™™
Ji(p) = maxw; ™ (p, k) —minw; 5 (p, k) forall pe D,

TE( )\ ._ TE . TE
Ji " (p) = max w; (p, k) — I;lelﬁwjﬂ(p, k) for all p € D.

For completeness, we give a characterization of the generalized differentials of these
functionals in this section.

In the following we assume that €2 is a primitive domain of a Bravais lattice in
R? of rank 2. By B we denote the lattice’s first Brillouin zone. In analogy to the
three-dimensional setting, we define the eigenspaces

U™ (p, k) :=span{uM(p, k) | Xi(p. k) = X;(p. k) },
U™ (p, k) == span{u; "(p, k) | \["(p, k) = \["(p, k) },

as well as the function sets

U™ (0, k) := {u € U™ (p, k) | [[u], = 1},
U (p, k) := {u € U™ (p, k) | |lullo = 1}.
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forall j € N, p € D, p € D and all k € B. Recall that the norm ||-||, was
defined by [[ul|? = m™ (p)(u, u) for all u € L*(Q) (see (4.87) on page 86). With
the above definition, we can give the following characterization of the generalized
differentials of the TM and TE eigenvalues.

Theorem 6.17. For every index 7 € N and every vector k € B the generalized
differentials of the functionals \JM(-,k) : D — R and \*(-,k) : D — R are
given by

OXT(. k) (p) = {p c e

p() = —A™(p, k) /

1
[ lul, w0 k)},

O k) = {pe €

for all p e D and all p € D.

p) = [ 9l(7 + ik, u e UEE%p,k)}

A proof of the first identity in Theorem 6.17 is given in Section 3 in [29]. The
second identity can be proved by a similar line of argument as given in the proof
of Theorem 6.16. According to Theorem 6.11, the generalized differentials of the
functions w; ™ : D — R and w;* : D — R are given by

p(n) = —w™(p, k) / nluf?

o ) = {p e e [

uwe UM (p, k)},

B |(V + ik)ul?
p(n) = /QUW,
u € UjTEl(p, k:)}

for all j € N, p € D, and all k € B. From here, one can proceed exactly as
in the previous section and characterize the generalized differentials of JJ-TM and

J]-TE in terms of integrals with respect to the variable k over subsets of B, where

the functions w;fM and w!® attain their minima or maxima. By defining the T'M

band edge functionals JTK/I JIM D 5 R, as well as the TE band edge functionals

lo,j » Yup,j

oS, Jiyy - D — R in ailalog%i to (6.10) and (6.11), one obtains inclusion rela-
tions for their generalized differentials, which are analogous to (6.12) and (6.13).
By assuming that the minima and maxima are attained at a finite number of
quasimomentum vectors k, one obtains inclusion relations analogous to (6.17) and
(6.18). The generalized gradients of the TM gap width functionals JJT M satisfy the
inclusion relations 0.J;™(p) C 9105 (p) — J1)5(p) for all j € N and all p € D, and
the analogous result also holds for the generalized gradients of the TE gap width

functionals J JT B

OuTE( K)(p) = {p e €




Chapter 7
A Generalized Gradient Method

In this section, we develop an optimization algorithm for discretized photonic band
structure optimization problems based on the concept of generalized gradient meth-
ods. In Section 7.1 we outline the basic idea of generalized gradient methods
and comment on their mathematical justification and practical applicability. In
Section 7.2 we present a discretization scheme for photonic band structure opti-
mization problems. In Section 7.3 and Section 7.4 we develop two approaches to
incorporate certain optimization constraints into a generalized gradient method
for photonic band structure optimization problems. An iterative optimization al-
gorithm based on these approaches is presented in Section 7.5. A crucial step in
each iteration of this algorithm is the choice of a so-called descent direction. In
Section 7.6 we present a strategy for the choice of descent directions, which can
be applied to photonic band gap maximization problems. In Section 7.7 we make
some final remarks on the generalized gradient method.

7.1 Basic Concepts

We consider a minimization problem of the form

minimize f(z), (7.1)
where f is a locally Lipschitz continuous goal functional defined on a finite-
dimensional Hilbert space X over R with inner product (- , -)x. A minimization
problem of this type is commonly referred to as a locally Lipschitz minimization
problem. Due to its local Lipschitz continuity, the functional f admits a generalized
differential 0f(z) at every point = € X. Since X is a Hilbert space, the general-
ized differential Of(x) can be identified with a subset G¢(z) of X via the Rieszian
isomorphism. This subset is called the generalized gradient of f at z. It follows
from Proposition 6.4 on page 113 that G(z) is a closed, convex and bounded

127
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Figure 7.1: The geometric meaning of the variational inequality (—g,v—g) <
0, where v is an arbitrary vector in G ¢(x), and where g is the best approximation
in Gf(x) of the zero element in X.

subset of X for every z € X. The closedness of G¢(x) follows from the fact that
0f(x) is weak-*-compact, which implies that Gs(z) is weakly compact. Since X is
a finite-dimensional Hilbert space, weak compactness implies compactness, which
in turn implies closedness according to the Heine—Borel Theorem.

A generalized gradient method is an optimization algorithm, which can be used
to find local minima of locally Lipschitz continuous functionals defined on a finite-
dimensional, real Hilbert space. A generalized gradient method for the minimiza-

tion problem (7.1) attempts to construct a minimizing sequence xg, 21, T, . . . , etc.
in X for the goal functional f. The initial point xo € X is chosen arbitrarily. The
points x1, xs, ... etc., are determined iteratively according to

ri=x1— S g1 forl=1,2,...,

where s; > 0 is a suitable step size, and where g;_; is a suitable element of G (1)
for every [ € N. Here, the variable | € Ny enumerates the iterations of the
generalized gradient method. In each iteration, the generalized gradient element
gi—1 is chosen such that —g; 1 is a descent direction of f at the point x;_q, if
possible. More precisely, g;—1 € G¢(z;—1) is chosen such that there exists a positive
number ¢, > 0, such that

flrir —tgi1) < flx_1) for all t € [0, tmax)-

The following lemma informs us on how an element g;,_y € G¢(x) can be chosen,
such that —g;_; is a descent direction.

Lemma 7.1. Suppose that 0 € G¢(z). Let g € G¢(x), such that ||g||x < ||v|lx for
allv e Gy(x). Then, —g is a descent direction of f at .
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Proof. The following proof is a particularization of the proof of Proposition 6.2.4
n [22]. Since G(x) is convex and closed, there exists a uniquely defined element
g € Gg¢(x), such that ||g]|x < ||v||x for all v € G¢(x). Note that the element g is
the best approximation in the convex set Gf(x) of the zero element in X. Hence,
we have the variational inequality

(—g,v—g) <0  forallve Gy(x).

It should be noted that this variational inequality has a simple geometric meaning,
namely that the angle between the vector —g and every other vector, that connects
the point g to another point in the set G(x), is greater than or equal to 7/2 (see
also Figure 7.1).

(—g,v)x <{(~g,9)x =—|gl%-

By Proposition 2.1.5 in [22], there exists for every given number ¢ > 0 a number
0 > 0, such that

Gy(y) € Gp(z) + B.(0)  forall y € X with |lz — y||x <,

where B.(0) denotes the open ball in X with radius ¢ centered at zero. Here,
we choose d, such that the above inclusion relation holds for ¢ := ||g||x/2. We
also set tmax := 0/]|g|lx. Choosing an arbitrary number ¢ € [0, t1ax), we have by
Lebourg’s theorem (see Theorem 6.6 on page 114) that there exists an element
z € conv{z,z — dg} and an element u € G¢(z), such that

fle—tg) = f(x) = =t(u, g).
Since ||z — z||x < t||lgllx < 0, we have that G¢(z) C Gf(x) + B:(0). Hence, there
exists an element v € G(z) and an element w € X with [|w|x < J, such that
u = v + w. Therefore, we have that

flx—tg) — f(x) = —t(v+w,g)x =t{—g,v)x —t{w, g)x

< —tlglix +tlwlxlgllx < —tlglix +tellgllx

lalie
2

which completes this proof. O

Notice that one needs to solve a convex minimization problem in order to find the
element g proposed by Lemma 7.1. If the element g turns out to be zero, then a
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necessary condition for a local extremum of f is satisfied at the point x according
to Lemma 6.5 on page 113.

If the functional f is convex in a neighbourhood U of the point x, then —g
is a descent direction for every element g € Gy(z) \ {0}. This is due to Proposi-
tion 6.7(a) on page 114, which states that 0f(x) coincides with the subdifferential
of f at z under the above assumption. Hence, G¢(z) corresponds to the so-called
subgradient of f at x. This subgradient is defined as the set of all elements u € X,
such that

fly) = flx) > (u,y—z)x for all y € U.

Finally, recall that Gf(x) is a singleton, if and only if f is strictly differentiable
at x. Then, the single element contained in Gf(z) is the strict gradient V,f(z) of
f at z. If the strict gradient does not vanish, it easily follows that —V f(x) is a
descent direction of f at the point x.

It should be noted, that in many cases the generalized gradient Gf(x) is not
known explicitly. Often, one can only determine a superset of Gs(z) using the rules
of calculus presented in Section 6.2. In these cases, specific choice strategies for the
descent directions have to be devised. These choice strategies have a significant
impact on the performance of a generalized gradient method. We shall comment
on this in Section 7.7.

So far, results concerning the convergence of generalized gradient methods could
only be established for specific types of locally Lipschitz minimization problems
(see e.g. [79], [19]). As far as can be judged from the literature, a general conver-
gence theory for generalized gradient methods is not available yet.

7.2 Discretization

The proof of Lemma 7.1 relies on the fact that X is a finite-dimensional Hilbert
space. In particular, the proof invokes Proposition 2.1.5 in [22], which also as-
sumes that X is finite-dimensional. So far, it is not known whether the results
of Lemma 7.1 also apply to infinite-dimensional Hilbert spaces. If X is a Banach
space, the additional problem arises that the generalized differential 0f(z) C X*
cannot be identified with a set Gy(z) C X, in general. In particular, such an
identification is generally not possible for X = £. Recall, for example, that the
generalized differentials of the gap width functionals can only be identified with
subsets of L'(2,R) (see Section 6.3). Due to this, we were not able to develop a
generalized gradient method for the minimization problem

imize J(p).
mininize (p)
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However, we could develop a optimization algorithm that can be applied to the
corresponding discretized problem

minimize Jy,(pp), (7.2)
PrECH
where C;, denotes a discretization of the admissible set C, and where .J, denotes
the corresponding discretization of the gap width functional J. In this section we
explain the underlying discretization scheme
Given a primitive domain  of a Bravais lattice A C R? of rank 3, we suppose
that
T ={11,Ts,..., Ty}

is a finite element mesh on () for some N € N, where the A > 0 indicates the
maximal diameter of the elements 7; in the mesh. We suppose that the Hilbert
spaces W and @, as defined by (4.28) and (4.29) on page 59, are discretized by
conforming finite element spaces W, and @);,. Given a coefficient p € D and a
finite set of quasimomentum vectors K; C B, an approximate band structure is
computed by solving for each k € K} the constrained matrix eigenvalue problem

7.3
Bk,hu =0. ( )

{ A n(p)u = A\ Mg u,
Here, Ay (pn), Mgy, and By, are the finite element matrices that realize the
operators Ag(p), My, and By, as defined by (4.43) and (4.44) on page 65, and by
(4.70) on page 78, on the respective finite element spaces.

Typically, finite element matrices are assembled by applying specific quadra-
ture rules. These quadrature rules are realized by evaluating the element shape
functions at a finite set of quadrature points. During the matrix assemblation,
coefficients such as p are also evaluated at these quadrature points only. For con-
venience, we define the set

X, ={x R’ | x is a quadrature point of 7j, }. (7.4)

Since the coefficient p is only evaluated at the points in X} during the assemblation
of Apk(p), we devise the following discretization schemes for the sets C,C, and D.
First, we define the finite-dimensional, linear function space

gh = {gh | gh . Xh - R} (75)

Clearly, the space &, consists of all real-valued functions, which are defined on
the set of quadrature points of the finite element mesh 7;,. In the following, we
shall use &, as a discretization of £. An interpolation from the infinite-dimensional
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Banach space £ into the discrete space &, can be defined as follows: Suppose that
for every element T; in the finite element mesh 7, we are given an associated linear
function space P; that consists of real-valued polynomial functions defined on T;.
Then, we define the interpolation operator 11, : £ — &, by

;€ = 7(8)|x, forall € € &, (7.6)

where 7(§) is the element-wise polynomial function that satisfies 7(§)|r, € P;, as
well as

||7T<§> T; _g T;,00 < ”p _g

Note that I, is a Clément-type interpolation operator (cf. [24]). In analogy to
the function sets D, C, and C, we also define the discrete function sets

T) .00 forallpe P, i=1,...,N.

Dy, :={pn € & | pu(x) > 0 for all € A}, }, (7.7)
Cy, = {ph €&, ‘ ph(w) S {Pminapmax} for all € Xh}, (78)
Cr:=1{pn €& pin < pr(x) < prax for all € A} (7.9)

We suppose that, for every index j € N, we have a function A\, : D), x K;, — R,
such that for every coefficient p € D and every vector k € K}, the function value
An(Igp, k) coincides with the j-th smallest eigenvalue of (7.3).

Given a function &, € &, we define the integral of this function over €2 as

= > we (), (7.10)

mEXh

where w, denotes the quadrature weight corresponding to the quadrature point
x € X),. Now, suppose that for every coefficient p;, € D), a subset I'j, (pn) of &,
can be computed, such that

a#@wg{pex

s = [ w0} )

Qh

Then, our aim is to construct a minimizing sequence p§f’), ,021), pf), ..., etc.in Cp,

for the discretized goal functional .J,. The initial coefficient p®) € Cj, is chosen

arbitrarily. The coefficients ,0511), ,0,(12), ..., are constructed iteratively according to
P = p,(ll_l) — 5 7,(11_1) forl=1,2,..., (7.12)

where s; > 0 is a suitable step size, and where %(11—1) is an element of the set

L, (pn=V) for every I € N. Clearly, this approach corresponds to a generalized
gradient method for minimization problem of the form (7.1) for X = &, f = Jj,
and for the inner product (-, -)g, on &, which is given by

&n,nn)e, = Ennn for all &,,np, € &p.
Oh
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7.3 Incorporating Optimization Constraints

In the previous section we presented a general approach for an optimization al-
gorithm than can be applied to discretized photonic band structure optimization
problems (PBSOPs). In essence, this approach consists in constructing a minimiz-
ing sequence for the goal functional J;, by means of a generalized gradient method.
The minimizing sequence is constructed iteratively according to (7.12). In each
iteration a function in &, is added to the respective discretized coefficient.

So far, our approach does not account for certain optimization constraints
which are inherent to PBSOPs. Recall that the discretized minimization problem
(7.2) is posed on the admissible set Cj,, which consists of two-valued functions
only. In order find an admissible, optimal density function, we have to impose
an optimization constraint on the minimizing sequence ph(o), ph(l), ph(2), ..., etc.,
which ensures that every density function of that sequence is an admissible density
function. Clearly, such an optimization constraint is given by requiring that

pﬁf)(w) € {Pmin; Pmax } forallz e X, 1=0,1,2,... . (7.13)
Notice however, that by adding a function in &, to an admissible density function
in Cp, one generally obtains a function in &, \ C;. Therefore, we cannot expect
that the optimization constraint (7.13) is automatically fulfilled by a standard
generalized gradient method.
In the following we shall relax the optimization constraint on the minimizing
sequence by considering the minimization problem

minimize Jy(pp).
PrECH

The extended admissible set C;, imposes the optimization constraint

puin < p(0) < pmax forallme Xy, 1=0,1,2, ... (7.14)
on every minimizing sequence p, @, p, (M, p, ), ..., etc. that is constructed by a

generalized gradient algorithm. Optimization constraints of the above form (7.14)
are often referred to as box constraints. Again, one observes that adding a function
in &, to a density function in Cj, generally yields a function in &, \ C,. Therefore,
one cannot expect that the general construction principle (7.12) yields a sequence
iD.Z?h.

In the following we present a method by which the box constraint (7.14) can
be ensured. To this end, we define an unconstrained minimization problem on
the finite-dimensional, linear function space &,. Suppose that Y}, : & — Cj, is an
operator, which is given by

V(&) i=yo&, for all &, € &, (7.15)
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where y is a strictly increasing, continuously differentiable function from R onto
the open interval (pmin, Pmax). In the following, we shall refer to such an operator
as a funnel operator, alluding to the fact that Y, maps a function in &, € &, to
a function Y},(&,) € Cp, by “funnelling” the function values of &, from the “wider”
interval R = (—o00, 00) into the “narrower” interval (puin, Pmax). Since the function
y is assumed to be strictly increasing, we have that every funnel operator is a
bijection.

Given a goal functional Jj, : D, — R and a specific funnel operator Y}, : &, —
Cp, we consider the minimization problem

minimize (J, o Y3)(&). (7.16)
En€én
By constructing a minimizing sequence §h(0),§h(1),§h(2), ..., etc. in the function

space &, for Jy, oY}, we also obtain a minimizing sequence p, @, p, W, pp?, ..,
etc. in the extended admissible set C, for J,. This minimizing sequence is given
by

=y, 1=01,2,.... (7.17)

Next, we consider the generalized gradients of the functional J, o Y;,. One can
easily show that the funnel operator Y}, is continuously Gateaux differentiable in
En. At every point &, € &, the corresponding Gateaux differential DY}, (&) of Y,
is given by

DY3(&n)nn] := (¥ o &) for all my, € &,
where ' denotes the derivative of the function y in (7.15). By Theorem 6.12 on
page 117, we obtain the following inclusion relation for the generalized differentials
of Jh @) Yh,

O(Jn oY) (&) € {poDYi(&) | p € 0Jn(Ya(&n)) } for all &, € &,.

Furthermore, we obtain from (7.11) the inclusion relation

aumn@@wg{pe&

p(nn) = /Qh%(?/ 0 &)1h, h €Ly, (Yh(fh))}- (7.18)

For convenience, we define for every function &, € &, the set

[ 0v, (6n) == { (¥ © &) ’ € Ty, (Yal(én)) }-

With this, the inclusion relation (7.18) can be equivalently written as

m@ommg)g{peﬁ

p(m) = @%,@Gfm%@w} (7.19)

Qh
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Figure 7.2: Graphs of the function y as defined by (7.20) for pmin = 1,
Pmax = 9 and various values for r. The dotted line indicates the diagonal x = y.

Notice that for every function &, € &, the functions in the set I'j, oy, (§,) are
obtained from the functions in the set I'j, (Y},(&,)) through a point-wise multi-
plication by the function y’ o &,. Therefore, computing the set I'j, .y, (§5) is no
more difficult than computing the set T'j, (Yh(fh)). It should also be noted that
y o &, is a strictly positive function, since the function y is strictly increasing by
assumption.

A minimizing sequence &, &,®,6,®. ... ete. in &, for the goal functional
JroY}, can now be constructed using a generalized gradient method. After choosing
an initial function 5,(10) € &, the functions fh(l),fh(z), ..., etc. are constructed
according to

5,(11) = f,(f*l) + 55 C,(llfl) forl=1,2,...,

where s; > 0 is a suitable step size, and where C}(Ll_l) is an element of I'j, 5y;, (§h(l_1)),
such that —Ch(l_l) is a descent direction of J, oY) at the point éh(l_l) for | =

1,2,..., etc. From this sequence, one obtains through (7.11) a minimizing sequence
on @ pp M p, 3 ete. in the extended admissible set C for the goal functional
JIp.
We remark that the function y : R — (pmin, Pmax) in (7.15) can be defined as
y(x) = Pnax —~ Pin + Pmin for all z € R,
T— exp(—1,(2))
9 (7.20)
tr(z) = ——— (. — pmin) — T forallz € R
pmax - pmin

for some number r» > 0. In Figure 7.2 we depicted the function graphs of y as
defined by (7.20) for various values of the parameter r. Notice that, for every r > 0,
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the graph of y is a sigmoid curve, whose horizontal asymtotes are given by pni, and
Pmax- All function graphs intersect at the point ((pmin + Pmax)/2, (Pmin + Pmax)/2);
which is also the point of inflection of every graph. The larger the value of r, the
steeper the function graph is at that point, and the faster it tends to the horizontal
asymptodes. Finally, we remark that the function y defined in (7.20) is a so-called
logistic function. It is also possible, however, to construct similar functions based
on the inverse tangent function or the error function.

7.4 Preserving Symmetries

In each iteration of a generalized gradient method for the unconstrained mini-
mization problem (7.16) the goal functional Jj, oY}, is evaluated by computing an
approximate photonic band structure. Typically, the band structure is computed
only at a finite set of quasimomentum vectors k1, ..., kj; that belong to the first
Brillouin zone B. It was discussed in in Section 4.6, that under certain assumptions
on the photonic crystal’s point group the band structure is completely determined
by its restriction to a so-called irreducible zone K C B. The set of quasimo-
mentum vectors ki, ..., kjs is hence usually chosen from within this irreducible
zone K. Typically, these quasimomentum vectors lie on the critical path in B (see
Figure 4.1(a) in Section 4.6).

It follows that a generalized gradient method has to guarantee, that the density
functions of the minimizing sequence p,?, p,(V, p, @), ... etc. defined by (7.17) all
possess the same symmetry. This imposes a so-called symmetry constraint on the
sequence. Provided that the point group of the initial photonic crystal’s medium
structure is isomorphic to a group G consisting of orthogonal transformations, the
symmetry constraint is given by

pog=p" foral@eG, 1=01,2,.... (7.21)

In Section 2.4, we introduced the symmetrization operation f +— (&), where G

is a finite group of isometries. This operation acts as an identity on the set of G-

symmetric functions and maps each function f to a G-symmetric function f(). We

constitute that the symmetrization operation is realized on the finite-dimensional,

linear function space &, by a so-called symmetrization operator Sq : &, — &, that
is defined as

Sa(&) =€ forall &, € &, (7.22)

Here as in the following, we assume that the set of quadrature points &), is G-
symmetric. From (2.11) on page 18 one easily deduces that S¢ is a linear operator
for every group G of orthogonal transformations. The action of Sz on the set
&y can be realized as follows: Suppose that the set of quadrature points is given
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by &, = {x®, ..., 2™} where N := |A},|. Then, each function &, € &, can be
represented by a corresponding vector &, € RY by virtue of

&, =&(@Y)  foralli=1,...,N,

where &, denotes the i-th component of the vector &. Given a group G of or-
thogonal transformatlons such that &), is G-symmetric, one can show that there
exists a symmetric matrix S € R™*", such that

Sg(fh) = S£_h for all fh € 8h.

As with the optimization constraint imposed by the extended admissible set Cp,,
we incorporate the symmetry constraint (7.21) into a generalized gradient method
by considering yet another minimization problem, which is given by

minimize (J;, o Y}, 0 S¢) (&)

En€en

for some group G of orthogonal transformations. Since S is a linear operator, we
have by Theorem 6.12 on page 117 that

O(Jp oYy 085¢) (&) C {P o Sq

pE G(Jh o) Yh) (Sg(éh))} for all fh € gh-

From (7.18), we obtain the inclusion relation

Y (Y o &n)Sc (),
h

€ Ty, ((Ya 0 Sa)(&n) )} (7.23)

I(Jp oYy 056) (&) C {p €& |p

;o\

Recall that the integral over Q in (7.18) is understood as the application of a
quadrature rule on the set of quadrature point &j,. Suppose that W & RV*¥
denotes the diagonal matrix with the corresponding quadrature weights on the
diagonal. Given some arbitrary functions &, € &, and vy, € I, (£3), we find that

[ty o @)Sam) = (1 ' 0 6) WS
= (S(ﬁ@ (v o fh))> - W,
= /Qh Sa (’Yh(y’ ° fh))nh for all ny, € &,.

Here, ® denotes the component-wise vector product, which also known as the
Hadamard product on RY. The above identity affords an alternative formulation
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of the inclusion relation (7.23). In order to establish this formulation, we define
for every function &, € &, the set

T Joviose (€n) = {Sa (¥ o &) ) | € Ty (Va0 S) (&) }-

With this, the inclusion relation (7.23) can be equivalently written as
O(JpoYyo08¢)(&) C{pe&; ‘p(??h) = / Uty O € T gpoviose (6n) }-
Q,h

From this we deduce that the set I'j, oy, 05, (&n) is a superset of the generalized
gradient of Jj, o Y} o Sg at &, for every function &, € &,.

We can now proceed as in the previous section and define a generalized gradient
method, which constructs a minimizing sequence &, &%, &,@, ..., etc. in &, for
the goal functional .J, 0 Y}, o Si. In the [-th iteration of this method, the descent
direction —v'"™" is chosen such that v,(f*l) € FJhoyhosg(fh(l’l)) for il =1,2,...,
etc. By construction, every function in the set I'j, oy, 05 (fh(l_l)) is G-symmetric.
Provided that the initial function &,(% € &, is also G-symmetric, we thus obtain a
minimizing sequence, which consists of G-symmetric functions in &,. In particular,
we have that

Se(&) =&Y forl=0,1,2,....

From the sequence &,?, fh(l),_fh@), ..., we obtain by (7.17) a minimizing sequence
on @, oW @ ete. in Cp, for the goal functional Jy, such that every density
function of that sequence is G-symmetric.

7.5 The Algorithm

Based on the approaches that were introduced in the previous Section 7.3 and
Section 7.4, we implemented an optimization algorithm for band structure opti-
mization problems. In this section we describe this algorithm and comment on
some implementation details. The algorithm is listed in pseudo-code as Algo-
rithm 7.1. It was implemented in MATLAB as well as in C++ using the parallel
finite element library M++ (see [76], [77]). In the following we shall refer to the
functions Sf(f) in Algorithm 7.1 as free density functions.

The optimization algorithm constitutes a generalized gradient method for the
locally Lipschitz minimization problem

minimize (J5 o Y, 0 Sg)(&r),
§n€Ep

as introduced in Section 7.1. A minimizing sequence &0, W, 6,® . ete.
of free density functions in &, is iteratively constructed from a given initial free
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Algorithm 7.1 The Generalized Gradient Algorithm

Input:
Jy : Dy, — R Goal functional
G Group of orthogonal transformations (Point group)
&, Initial free density
Parameters:
Smin > 0 Minimal step size
Smax = Smin Mazximal step size
Apin > 0 Minimal decrease
Algorithm:

pn @ = Y3,(&?)
compute zy := Jy,(pp?)
S0 ‘= Smax
for/=1,2,... do
compute FJhOYhOSG (gh(
choose a descent direction —0! " € —T'J, ovy056 (En7Y)
o0 = G D)
s := min{2s;_1, Smax
forp=1,2,... do
&) = g, 071 — s1pup~Y
ph(l,p) — Yh(fh(l’p))
compute 2, = Jn(pn )
if 21 — 21, > Apin then
gh(l) — gh(l,p)
21 = Zip
tl = Sip
break
end if
SLpt+1 1= Sip/2
if s;p+1 < Smin then
return p, Y
end if
end for
end for

l—1))

function &, € &, according to
fh(l) = gh(l_l) — 5 Uh(l_l) for [ = 1, 2, e (724)

In every iteration, the function v, "~V is chosen from the set I'j, oy, 05, (€' "), such
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that —v, (=1 is a descent direction of Jj,0Y; 0S¢ at §h(l_1), wherel =1,2,.... The
choice of the descent direction is accomplished by an appropriate choice strategy.
In general, one has to devise a separate choice strategy for every goal functional .Jj,.
In the following section we briefly discuss this issue and present a choice strategy,
which is appropriate for the gap width functionals defined in Section 5.5.

The step sizes s; > 0 are chosen adaptively using a trial-and-error scheme.
Starting with a given maximimal step size sp.x the step size is divided by 2, each
time an update of the current free density function according to (7.24) fails to
yield a prescribed minimal decrease A, in the goal value. In order to prevent
excessively small step sizes, the algorithm always doubles the step size before
attempting an update by a new descent direction. The algorithms terminates,
when the step size becomes smaller than a prescribed minimal step size sy, > 0.
In this case, we shall say that the algorithm has converged. The final free density
function is given by the last free density function &P e &, for which a descrease
of the goal value could be obtained. The final free density defines a corresponding
final density function p,¥) € Cj,, which is given by

o =Y, (fh(L)) :

This final density function p,") is returned by the algorithm.

By construction the final density function p,) is G-symmetric. Due to the
definition of the funnel operator Y}, however, ph(L) is always a function in C,, \ Cp.
Hence, the optimization algorithm is not capable to return admissible density
functions. In numerical experiments we found, however, that the final density
function was almost two-valued, attaining function values close to puin and pmax
at most quadrature points. We remark that an admissible function can always be
obtained from a final density function p,™, by applying the so-called threshold
operator Hj, : Cp, — Cp to it. The threshold operator is defined by

. min + max
Pmin if ph(m) < P 92 P 5
Hy(pn)(x) = for all x € &),. (7.25)
Pmax  €lse

and for all p, € C,. We used Algorithm 7.1 to solve several photonic band gap
maximization problems. Some of the results are presented in Chapter 9.

7.6 Choosing Descent Directions

A crucial step each iteration of the generalized gradient method, which is given by
Algorithm 7.1, is the choice of the descent directions —v, "1, As we mentioned in
the previous section, this choice is usually accomplished through a specific choice
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strategy. In this section we briefly comment on possible choice strategies and de-
velop a specific choice strategy for the band gap functionals defined in Section 5.5.

In certain situations, the choice of a descent direction is trivial. Suppose, for
example, that the set T';, (&) is a singleton. Then, the set T'j, oy, o5, (€2 7Y) is
also a singleton and the functional J, o Y}, o Sg is hence strictly differentiable at
&,V In this case the set —I'J,0v;,08¢ (fh(l_l)) contains the negative strict gradient
of J,oY;, 0S¢ at fh(l_l) as the only element, which constitutes a descent direction.
Furthermore, when —I'j, oy, 05, (fh(lfl)) is known to be equal to the negative of the
generalized gradient of J, o Y} o S at f}(f_l), one can choose the element with
minimal norm as a descent direction according to Lemma 7.1. In the general case,
however, the set T'J, oy, 05, (€, ") is strictly larger than the generalized gradient.

We now turn to the specific case, where the goal functional Jj, is given by a
discretized gap width functional Jjp : D — R for some fixed index j € N. We
assume that the J;, is given by

Jin(pn) = max win(pjn, k) — ,?2}3 wWit+1,n(Pjn, E) for all pj, € Dy,

where K, denotes a finite set of quasimomentum vectors in the first Brillouin zone
B, and where w;;(pn, k) denotes the square-root of the j-th smallest eigenvalue
Njn(pn, k) of the generalized matrix eigenvalue problem (7.3) on page 131 for all
pn € Dy and all k € K;,. We also define the discretized band edge functionals
10,515 Jupjih : P — R by

S, (pn) = max w; ,(pn, k) for all p,, € Dy,
keKy,

Jup,jn(pn) = min wiy n(pn, k), for all p,, € Dy,
keKh

In the following we assume that every eigenvalue A;j(pp, k) is simple. We
remark that this assumption is usually fulfilled due to numerical errors. Then, by
a similar result to that of Theorem 6.16 on page 121, we then have that

3&kaXm)={p€%

ZMQ:LJMﬂVH@MuM%MW}

where w;p,(pn, k) denotes an eigenvalue corresponding to A;(pn, k), and where
(V +ik), x denotes a modified curl operator, which is defined appropriately on
the finite element space W,. Recall that Z; denotes the interpolation operator
with image space &), (see Section 7.2).

Since the generalized differential OA;(-,k)(pr) is a singleton, we have by
Proposition 6.7(d) on page 114 that the functional A; (-, k) is strictly differen-
tiable in a neighbourhood of p;, for every vector k € K.
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We further assume that

argKmaX Nin(Pin, - ) = {kzl(i), ce kl(évb)}, (7.26)

h

argKmin Nit1h(pjn, ) = {kflg, Ce kfg“p) (7.27)
h

for small numbers Ny, Ny, € N. For convenience, we define the functionals
o @l(fg : &, — R by

lo»

O = win (- ki) o Vio Sa i=1,...,Np,
&1(12 = wj+1,h('>k1(f;))) oY) 05¢ i=1,..., Nyp,

where Y}, and Sg are the funnel operator (see (7.15) in Section 7.3) and the sym-
metrization operator (see (7.22) in Section 7.4) in Algorithm 7.1. Given a fixed
@ @)

Uup G gh by

function &, € &, we define the functions v,

@__&{Wo&ﬂnﬁv+m@hxumwmaﬁﬂﬁ

lo "

2w 1(pny K1)

/ 1.7 2
w%:&%@o&M%ﬂv+mg%XUﬁm@MMH) 1N

v 2%‘+l,h(ﬂh, ffffg)

(4

Then, we have that generalized differentials of the functionals @10) and &ffg at &,

are given by

o5 (&) = {p e

p(nh) ::/ Ul(cl;)nh} 2.21,...,]\/107
Q.h

oiye = {pe i v = [ ) =1
Q,h

Since the generalized differentials 8551(2) (&) are singletons, we have that the func-

tional functionals @1(;) are strictly differentiable at &, for all e = 1,..., N,. By the
same argument, we have that the functionals @Efg are also strictly differentiable at

Epforall i =1,..., Nyp. In particular, we have that

SO En+m) = B0 (&) + / hvfz;’nh +o(nlle,) asmp—0  i=1,..., N,

B (& +mn) = B (&) +/ v +o(nlle,) asmn—0  i=1,..., Ny,
Qh
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For convience we define the functionals .J. , jlo, jup : &, — R by

j;: Jj,h o Yh O SG,
jio = Jlo,j,h oY} 0S¢,

Jup = Jup,jh © Yn 0 S¢-

Clearly, we then have that

J = Jio — Jup.
We also define the sets flo, fup, [ e &, as

_ (Nio)
Flo : conv{vup see s Unp'© },
T — (Nup)
Ly = conv{vup see e Unp™® },

=TIy, — Fup

According to (7.26)—(7.27) and Proposition 6.15 on page 119, we have that

p(nn) = / UpMh, Up € flo}
Q.h

WMZ/TmeEﬂ%.
Q,h

Hence, we obtain by Proposition 6.9 and Proposition 6.10 on page 116 the following
inclusion relation for the generalized differential of .J at &,

p(nn) :/ UpMh, Up € f}
Q.h

From this, we deduce that the set Tisa superset of the generalized gradient of J at
&n. We remark that the set I' reduces to a singleton, if and only if N, = Ny, = 1.

aﬁ@wg{pe&

614@>g{pe&

aﬂ&)g{peq

__ Our aim now is to indentify a descent direction —vy, € —T for the goal functional
J at &,. To this end we derive a linear program, whose solution determines a good
candidate for such a descent direction. Note that by definition of the functionals

wl( and w wup we have that

To(&n) = 0P (&) = - = T (&),
jup(fh) = wup (&) == @S]IY“")(&)-

Under the assumption that the function identities

Jo = max{wlo yoe wlo “’)}
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5 (Nup)
Jup = mln{wup, L Wyp P }

hold in some neighbourhood of ,, we obtain by (7.28) and (7.29) the following
asymptotic behaviour of J at &,

T +m) — T (&)
= Jio(&n + 1) = Jo(P(&)) = Jup(&n + ) + Jup(&n)
= maxc{T) (& +m) — DY (En) - T (& +m) — T (6)}
—min{@) (& +m) — DG (&), - - DN (& + ) — B (&) }
_ max{ / e / ) Ungnh} _ mm{ / o / ) <Nup>nh}
ollmlle,) as m — 0.

This asymptotic behaviour implies, that a direction 7, € &, which minimizes

max{/ UI(O)T]h, e ,/ Ul((f\/“’)nh} — min{/ vf&?nh, o 7/ (Nup)rr]h}
Qh Qh h Qh

is a good candidate for a descent direction of J at &n- Now, suppose that the
direction 7y, is chosen from the set —T. Then by definition of the sets I, F10 and

Fup, there exists non-negative numbers 010 e Ql(év 1o) 9,(&,,.. Q(N“p) € R, such
that
0<o? <1  i=1,..., N, (7.30)
0<6¥) <1 i=1,..., Nup, (7.31)
Nlo )
ooy =1, (7.32)
i=1
Nup
> o0 =1 (7.33)
i=1

and such that

= — Z Hl(f)vl(f) + Z 91(1?1)1(1?. (7.34)
=1 =1
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It follows that

Nlo NUP

(), _ (0 (@), (0 ) @), (0 L
Vo . = — 90/ Uiy V) + eu / Uy Vup Z_la'--aNloa
/Q,h : ; © Jon ! ; P Jon 0
(7.35)
Nlo Nup
@y — N O / (1), (0 0 / OO
UapTlh = o v + 0y 0y Ve Uy i=1,..., Ny
/Q,h P ; © o ; PJan T ’
(7.36)

We can now formulate a minimization problem, which is given by a linear program.
To this end we define the functions fi,, fu, : =I' = R by

fio(np) == max{/ Ul(j)nh, o ,/ Ufé\h")nh} for all ny, € T,

Q,h Q,h
Jup(nn) == min{/ S}nh, o ,/ Uflg“p)nh} for all ny, € -T
Q.h Q,h
and consider the minimization problem
minimize (f10(77h) - fup(nh))- (7.37)
npe-T

By introducing the formal variables (i, and (up for fio(m,) and for fu,(m), we
obtain from (7.35)—(7.36) the contraints

Nlo NUP

_Zel(f)/ Ulo +Zeup/ Ul((z) u C <0 ﬁ:l,,,,leo’
=1 2,k
Nlo NHP

Zel(f)/g Ulo Ulo Zeup/ Ul(o up+<up<0 6217"'7Nup'
(=1

Recall that the coefficients 61(? and 6% have to obey the constraints (7.30)—(7.33).
By defining the unknown vector & € RNotNuw+2 55

T = (91‘;),...,efj“o),egy,..., N QO,Cup) 7 (7.38)

the minimization problem (7.37) can be formulated as a linear program according

to
minimize f - x
T

subject to Ax <0, Cx=d, l<x<u.
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_N10+Nup+2

The vector f € RV°+N"+2 and the vectors I, u € R are given by
0 0 1
0 0 1
f = 0 s l = 0 s u = 1
0 0 1
1 —00 00
—1 —00 00

The matrix A € RO HN"™)X(N+N"+2) ig oiven as a block matrix by
A= _Alo,lo Alo,up _]-Nlml ONlo,l
. Aup,lo _Aup,up ONup,l 1Nup,1 .

ere, we denote an or given numbers m,n ose m X n
Here, denote by 0,,, and 1,,, f b ,n € N th X
matrices with components equal to zero and one, respectively. The matrices
Nyup X N, Nup X N, Nup X N,
Alo,lo € RNuprupv Alo,up € RV ) Aup,lo € RV w and Aup,up € R up

are given by

[Aoo)ie = /th BRI i=1,...,No, £=1,..., N,
[Alo )i :/ uu) i=1,...,No, {=1,... Ny,
Q.h
[Aupio)ic = /Q’h v i=1,..., N, L=1,..., Ny,
[Aupplic = /Q,h vl i=1,...,Ny, £=1,..., Nyp.

Finally, the matrix C' € R2XWV"+N"+2) and the vector d € R? are given by

_(Lin, Oin, 0O (1
C = (0% L O) Cd= (1) |
By solving the linear program (7.37) we obtain an optimal vector @, which defines
a corresponding direction 7,, € —I via (7.34) and (7.38). The element 7, is
expected to define a descent direction for the goal functional J = JpjoYyoSa
at &,. The choice strategy hence consists in choosing —uvy, := 1, . for the update
(7.24) of Algorithm 7.1.

We remark that linear programs of the form (7.37) can be solved e.g. by the
MATLAB function linprog, which is provided by MATLAB’s Optimization Tool-
box. We also used the C++ function library Ip_solve, which is available under a
GNU Lesser General Public License (cf. Ipsolve.sourceforge.net/5.5/).
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7.7 Remarks

In Section 7.3 and Section 7.4 we discussed, that a photonic band structure opti-
mization problems is, in fact, a constrained minimization problem. The so-called
box constraint (7.14) arises from the definition of the extended admissible set Cp,
and the symmetry constraint (7.21) arises from the assumption that approximate
band structure computations can be restricted to quasimomentum vectors lying
inside an irreducible zone of the first Brillouin zone. Algorithm 7.1 ensures both
constraints by defining an alternative minimization, which is posed on the uncon-
strained space &,. In essence, this was accomplished through a parametrization of
a subset of C by virtue of the operator Y}, o S¢.

We also tested other methods for to ensure the optimization constraints. A
simple way for ensuring the box constraint is to use a so-called projective generalized
gradient method. Such a method was used e.g. by Cox and Dobson (cf. [29],
[30]). A projective generalized gradient method constructs a minimizing sequence
on @ ppM p, ) ete. in Cp, by choosing in each iteration a descent direction
—u 7 € —T; (¢-Y) and by applying the update rule

ph(l) = Ph(ph(l_l) — 5 vh(l_l)) foril=1,2,...,
where the projection operator Py, : &, — Cy, is given by

Pmin lf £h<$) < Pmin
Ph(fh) ((E) = { Pmax if fh(.’B) > Pmax;, for all fh € gh, x € X
En(x)  else

We found that certain problems can occur for this approach: The choice strategies
for the descent directions are usually based on a linear program similar to that in
Section 7.6. Such linear programs, in essence, stem from a local linearization of the
goal functional .J,. However, these linearizations cannot take into accout the effect
of the non-linear operator P,. Therefore, it can happen that a descent direction
for the functional .J, is chosen, which is not a descent direction for .J, o P,. In such
cases the optimization algorithm stops prematurely.

We also tested a so-called penalty approach, which consists in devising a strictly
convex functional ¢ : &, — [0,00), such that g(&,) = 0 is satisfied if and only if
& € C. Choosing a penalty parameter a > 0, one then considers the minimization
problem for the functional J;, + ag. We tested with different choices for a and g
but could not obtain good results with this approach, so far.



Chapter 8
A Level-Set Method

In the previous chapter we developed an optimization algorithm for photonic band
structure optimization problems. The algorithm was based on a so-called gradient
method. We discussed that this method is not guaranteed to converge to an admis-
sible solution. In this section we describe another algorithm, which is based on a
so-called level set method. In Section 8.1 we introduce some preliminary concepts.
In Section 8.1 we motivate an approach for a level set method for photonic band
structure optimization problems. In Section 8.3 we describe a concrete optimiza-
tion algorithm for such problems. In Section 8.4 we make some general remarks
about this algorithm.

8.1 Basic Concepts

In this section we introduce some fundamental concepts of shape optimization, such
as shape functionals, shape derivatives and level set methods. Here, we only give
a brief overview of the most important concepts leaving out any mathematically
rigorous derivations. For more details on shape optimization the reader can refer
to the book of Sokolowski and Zolesio [70]. Level set methods are discussed in
detail in the standard textbook of Osher and Fedkiw [58].

Suppose that €2 is a simply-connected, open domain in R™ for some space
dimension n € N, which is bounded by a Lipschitz smooth boundary curve 9€2. In
order to simplify notations, we define the linear function spaces

H = H;er(Q,R), (
V= Whe(Q,R). (

oo

1)
2)

oo

Here, W1>(Q, R) denotes the Sobolev space that consist of all functions in L>(£2, R),
which admit weak first partial derivatives in L>(Q2, R).

148
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Let J : H — P(Q) be the mapping, which is densely defined by

J(p) ={x € Q| p(x) <0} for all p € C*(Q, R).

Here, P(2) denotes the power set of 2. We then define the system
S:={5SC Q|3 ¢ e Hsuch that S = T(p)}. (8.3)

A set S € S is called an admissible shape in €). By definition, every admissible
shape is an open subset of 2. Furthermore, the boundary 95 of each admissible
shape S € S coincides with the zero level set of a function in H.
A function f : § — R is called a shape functional, and a minimization problem
of the form
minimize f(S) (8.4)

is called a shape optimization problem. Problems of this type typically arise in
structural optimization (see e.g. [3], [2]).

A level set method is an optimization method for shape optimization problems.
The basic idea of a level set method is to represent an initial, admissible shape
S0 ¢ S by a function ¢© € H through

SO — j(gp(o))_

By definition of S, such a function ¢© always exists. Now, suppose that 1 €
CY(R,H) is a function that satisfies the first-order, parabolic initial boundary
value problem

: (8.5)

U(t, )4 v(t, ) - Vip(t, -) =0 in Q for all t € (0, 7],
(0, ) = .

for a given function v € C*(R, V") and a given positive number 7" > 0. Here,
¥ (t) denotes the derivative of ¢ with respect to the first variable, and Vi(t, -)
denotes the gradient of the function ¢ (t, -) € H for all t € R. Note that the initial
boundary value problem is a diffusion-convection-type problem. Therefore, the
function v in (8.5) is commonly referred to as a wvelocity field. With the solution
Y of (8.5) at hand, one can define a family {S (t)}te[oﬂ of admissible shapes by

SO =g, ), telo,T] (8.6)

For every “point in time” ¢ € [0, 7] the function p® := (¢, -) is called the level
set function of S®. The initial boundary value problem (8.5) is commonly known
as the level set equation for the family of level set functions {w(t)}te[o,T].
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For a sufficiently small 7" > 0 the velocity field v in (8.5) uniquely defines a
vector field T, € C*([0,T], V™) as the solution of the initial value problem

T,(t,x)= 'v(t,Tv(t,az)) forallt € I,x € (),
T,0,z)==x for all x € Q,

such that T, (¢, - ) ist a Wh>-diffeomorphism for all ¢ € [0, 7] (see Theorem 2.16
in [70]). Furthermore, one can show (see Section 2.9 in [70]) that

SO =1,t,8)  forallte|0,T],

where S® coincides with the admissible shape defined by (8.6).

Given a shape optimization problem of the form (8.4) and an initial admissible
shape S € S, the basic idea of a level set method is to construct a velocity field
v € C'(R, V"), such that f(S®) = f(T(t,5?)) converges to a local minimum of
f as t tends to co. In order to construct such a velocity field, one needs to obtain
some information about the local behaviour of f(S®) for a given point in time
t € R with respect to small perturbations in t. Such information is provided by
the concept of shape differentiability.

Given a shape functional f : & — R and a velocity field v € C*(R, V"), the
shape functional f is said to be directionally shape differentiable at a shape S € S
in direction v, if the limit

f’(S"U) — lim f(T'v(t> S)) - f(S)

t—o00 t

exists. The limit f/(S;v) is then called the directional shape derivative of f at S
in direction v. If f/(S; -) is a continuous, linear functional on C*(R, V"), then f
is called shape differentiable at S. The shape differential

Df(S) € [C'(R,V")]"
of f at S is then defined by
Df(S)[v] := f(S;v)  forall v € CH(R, V™).

We remark that D f(.S)[v] is often referred to as the shape derivative of f at S.

8.2 Motivation

In this section we motivate a level set method for photonic band structure op-
timization problems, which involve the TE band structures of two-dimensional
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photonic crystals. The motivation we present here is by no means mathematically
rigorous. It is only meant to provide an intuitive understanding of how level set
methods for photonic band structure optimization problems can be constructed.

In the following, we assume that €2 is a primitive domain of a Bravais lattice
A C R? of rank 2. By B we denote the first Brillouin zone of A. Given an
index 7 € N, a coefficient p € D and a vector k € B, the non-negative real
number )\;PE(p, k) was defined as the j-th smallest eigenvalue of the corresponding
eigenvalue problem (4.94) on page 87. The function u]"(p,k) € V was defined as
the corresponding eigenfunction. Without loss of generality, we assume that

mTE(ujTE(p, k),u;"(p.k)) =1 forallj e N, peD, keB.

]
Then, the j-th smallest TE eigenvalue )\;-FE(p, k) can be characterized as
A (po k) = ag,"(p) (uj " (p. ), uj " (p, k)
= / p|(V +ik)ul™(p, k:)}2 foralljeN, peD, keB.
Q
For the purpose of this section we assume that every TE eigenvalue )\jTE (p, k) is a
geometrically simple eigenvalue, i.e., we assume that the eigenspace of every TE
eigenvalue is one-dimensional.

We assume that the system & of admissible shapes in €2 is defined according
to (8.3). Then, we define the function set

5:: {pmin + (pmax - pmin)XS ‘ S e S}
Clearly, C is a subset of the admissible set C. Next, we define the mapping R :

S — C by
R(S) := pmin + (Pmax — Pmin) X5 forall S € S.

Gien an index j € N and a quasimomentum vector k € B, we define the shape
functional \T*(-, k) : S — R and the mapping u;"(-, k) : S — V by

One easily verifies that the shape functional XJTE( -, k) is given by
NS K) = puin [ (V-4 ) 1(S. R

+ (Pmax — Pmin) /\(V + k)i (S, k:)f for all S € S.
S
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It can be shown that XJTE( -, k) is shape differentiable at an admissible shape S € S,
provided that /\EE(ﬁ, k) is a geometrically simple eigenvalue for all coefficients p
in a neighbourhood of R(S). The shape differential is given by

DX;FE( ) ki)(S)[’U] = (pmax - pmin) /(;S Vg - U(O, : )|(V + 1k:)ﬂjTE(S, k)}Z

for all v € V, where vg : S — S' denotes the outer unit normal field on the
boundary of S. B

In the following, we aim at constructing a minimizer S, € S for A\J®(-, k). We
want to construct the minimizer with a level set method. Therefore, we choose an
arbitrary initial admissible shape Sy € S, which is given by Sy = J(¢?) for some
initial function level set function () € H. Given a velocity field v € C1(R, V?),
we can construct a family {S®},co 7] of admissible shapes by solving the level set
equation

in Q for all ¢ € (0,77, ®.7)

for ¢» € C'([0,T], H), and by setting S® := F(3(t, -)) for all t € [0, T]. Clearly,
this specific family of admissible shapes is completely determined by the initial
level set function ¢(©) and by the velocity field v. Furthermore, one can show that
the shape differential of \"(-, k) satisfies

DX;FE( T k)(S(t))[’U] = (pmax - pmin) / Vg - ’U(t, : )|(V + ik)&JjTE<S(t)v k)|2
9s(®)

+ o(?). (8.8)

Recall that every shape S® is determined by its corresponding level set function
@) = )(t, -). Provided that the gradient Vi does not vanish on S® for any
t € [0,T], we can represent the outer unit normal fields vgu) : 9S® — S! on the
boundaries of the admissible shapes S by

for all ¢ € [0, 7.
Vo@Dl 5s0

Under the further assumption that V® does not vanish almost everywhere on {2
for any t € [0, T], we can define continuous extensions v® : Q — S! of the outer
unit normal fields v g by

© _ vgp(t)
V)]

for all t € [0,T].
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Now, suppose that for every ¢ € [0, 7] the velocity field v(t, - ) is normal to S®,
i.e., that v(t, - ) is given by

v(t, ) =c(t, )W  forallte|0,T] (8.9)

for some function ¢ € C*(R,V). Then,(8.8) can be rewritten as

DX;PE( - k)(S(t))[v] = (Pmax — Pmin) /as(t> c(t, - )|(v + ik)&’jTE<‘S«(t)7 k)|2

+ o(t?). (8.10)

Furthermore, the level set equation (8.7) reduces to a so-called Hamilton—Jacobi-
type system, which reads

D(t, ) +elt, )|V(t, )| =0 in Q for all t € (0,77,
$(0, -) = ¢©.

The function ¢ in (8.11) is commonly referred to as the speed field.

Recall that, for every t € [0,T], the shape differential DX}E(-,k)(S(t)) is
a linearization of the shape functional X]TE(,k) at the admissible shape S®
with respect to perturbations of S that are generated by velocity fields v €
C'(R, V?). Hence, a negative sign of the integral in (8.10) indicates, that the value
of XJTE(S ) k) is likely to decrease, if the shape S® is perturbed by the velocity v,
which is defined in (8.9). Clearly, a negative sign of the integral can be guaranteed
by setting

(8.11)

ety -) = ~(pmax — puin) | (V + iK)TTE(SO k)" for all € [0, 7).

Now, let J™® : D — R be a given TE goal functional. We then define a
corresponding shape functional JT® : & — R by J™ := JTE o R and consider the

minimization problem

minimize JTE(S).

Ses
Suppose that the goal functional JTF is strictly differentiable at some density
function p = R(S), where S € S is an admissible shape, and that the strict

differential of J™® at p is given by

D.J E(p)[n] = /9777 foralln e & (8.12)

for some uniquely defined function v € L'(2). Then, one can show that the shape
differential of J™® at the admissible shape S is given by

DT () [6] = (Puax — Prin) / sal0) forallve CRYY)
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Starting off with an initial admissible shape S© € S, one can attempt to construct
a family {S®},cj07 of admissible shapes, such that J™E(S®) < JTE(SO) for
some 17" > 0. Using a level set method, this family is constructed by choosing an
initial level set function ¢, such that S© = J(¢®). The level set function is
then evolved by solving the Hamilton—Jacobi equation (8.11). According to the
discussion above, it is reasonable to choose the speed field ¢ € C'(R, V), such that

C(t7 ) - _(pmax - pmin) V(t) for all ¢ < [0, T],

where v € L*(Q,R) is the function that determines the strict derivative of JT®
at p® = R(S®) according to (8.12).

If the goal functional JTF is not strictly differentiable but only locally Lipschitz
continuous, it is necessary to adapt the construction principle for the level set
method presented above. We hence construct the family {S®};cj0.7) of admissible
shapes as follows: Given a family member S® and a corresponding density function
p) = R(SW), we compute a convex set of functions I'(p®) c L'(Q, R), such that

DJTE(pM) ¢ {p et

p(n) = /QW), v€ F(p“))}-

The speed field ¢ € C'(R, V) is then chosen, such that
c(t, ) € —(pmax — Prmin)T(p™) for all t € [0, T].

To the best of our knowledge there is no conclusive evidence that this approach
is justified in all cases. Nevertheless, we were able to develop an optimization
algorithm based on this approach, which performed quite well. We decribed this
algorithm in the next section.

8.3 The Algorithm

Based on the assumptions in the previous section, we implemented a level set
algorithm for photonic band structure optimization problems. In this section we
describe this algorithm, which is also listed in pseudo-code as Algorithm 8.1.

Under the assumptions of Section 7.2, we further assume that the Hilbert space
‘H is discretized by a conforming finite element ansatz on the underlying mesh 7j,.
We denote the corresponding finite element space by Hj. We then define the
so-called interpretation operator ©y, : ' H — Cj according to

for all x € A&),.

Pmin if ()Oh(m> > 07
© =
(o) (@) {pm S,
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Algorithm 8.1 Level-Set Method

Input:
Jn :Dp — R Goal functional
G Group of orthogonal transformations (Point group)
or® € Hy, Initial level set function
Parameters:
tmin > 0 Minimal time step
tmax > tmin Mazimal step size
Apin >0 Minimal decrease
Algorithm:

0 = O (@)
compute 2o := Jy,(pn )
to = tmax
for [ =1,2,... do
compute I'j, (p, (V)
choose a descent direction —7;,™ € —(pmax — Pmin) s, (oY)
D = 50D D)
1 = min{2t;_1, toax t
forp=1,2,... do
on®?) = Un (g, =70, 1)
P = 0y, (7))
compute 2z, := J(pnV)
if Zl-1 — Zp > Amin then
on ) = ooy )

oD = p,(t»)
21 = Zp
tl = tl,p
break

end if

tpr1 o= tip/2

if tl,p+1 < tmin then
return p,(V

end if

end for
end for
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Here, the understanding is that the function ¢, represents the level set function of
a shape S € §. The shape S itself is understood to represent the area inside the
primitive domain of a photonic crystal with optical density pmax-

For convenience, we define the so-called evolution operator ¥ : Hx VxR — H
as follows. Given a level set function ¢ € H, a speed field ¢ € V, and a positive
number T > 0, let ¢» € C([0,T], H) be the solution of the initial boundary value
problem

d%oa') = $.
Then, we define V(p,c,T) := 9(t, -). In practice, the evolution operator ¥ is
realized by a discretized evolution operator W, : H, x &, x R — Hy. Such a
discretized evolution operator is evaluated by solving the above initial boundary
value problem numerically. In two space dimensions we implemented a second-
order, semi-discrete central evolution scheme for Hamilton-Jacobi equations, which
was proposed by Kurganov and Tadmor (see [51]).
Given a discretized band structure optimization problem of the form

{zﬁ(t, N+ Vot, ) =0  inQforallte (0,7],

minimize J(pp),
PrECH

we assume that the inital density function pgzo) is determined by an initial level set

function ¢, which we require as an input parameter for the algorithm. In every
iteration, a superset I';, (ph(lfl)) of the generalized gradient of .J, at ph(lfl) is com-
puted. A descent direction —7;,("Y) is then chosen from the set —T'j, (p,~Y). The
choice is accomplished through a suitable choice strategy. We found that a choice
strategy similar to that developed in Section 7.6 is suitable, if the goal functional
Jp, is given by a gap width functional as defined in Section 5.5. A new discretized
level set function gph(l) is obtained as the result of \I/h(gph(lfl), —p =D, tip)-

The “time step” t;, of the level set evolution is determined adaptively by a
trial-and-error approach. Whenever an evolution by a given time step fails to
produce a level set function that yields a prescribed minimal decrease A, of the
goal value, the step size is divided by two. In order to avoid excessively small
step sizes, the step size is doubled at the beginning of each iteration, without
exceeding a prescribed maximal time step t.;,, however. If the time step drops
below a prescribed minimal time step t,,;,, the algorithm terminates. In this case
the discretized level set function of the previous time step is chosen as the final
level set function ¢,'Y. Through p, ) := ©,,(p,™) a final density function p;, "
is determined, which is then returned by the algorithm. By construction, this final
density function belongs to the admissible set Cp,.

We conducted a series of numerical experiments on photonic band gap max-
imization problems for two-dimensional photonic crystals using Algorithm 8.1.
Some of the results are presented in Chapter 9.
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8.4 Remarks

From a algorithmic point of view the generalized gradient method as given by
Algorithm 7.1 and the level set method as given by Algorithm 8.1 are very sim-
ilar. In both methods descent directions are chosen from a superset of the goal
functional’s generalized gradient. The methods only differ in how they use this
descent direction to construct new density functions. In the generalized gradient
method the descent directions are simply added to the current density functions.
In contrast to this, the level method uses the descent direction as a speed function
in a Hamilton—Jacobi equation by which the level set is evolved.

In the literature, it is often discussed that the level set functions can develop
slopes, which are either very steep or very flat. Both cases are known to cause
problems for the convergence of a level set method. It is often proposed to restart
the level set method periodically. Another method consists in regularizing the level
set function after several iterations by solving the problem

U(t, ) + sgn(@)(|[V(t, -)|—=1) =0 in Q for all t > 0,
%D(Oa ) = ®.

This problem is known to converge to a so-called signed distance function for the
zero level set of ¢ (see e.g. Section 7.4 in [58]). In our numerical experiments we
did not implement either of the above techniques as convergence was not found to
be a problem.



Chapter 9

Numerical Results

In this chapter we demonstrate the performance of the optimization algorithms
developed in Chapter 7 and Chapter 8. In Section 9.1 and Section 9.2 we present
numerical experiments on photonic band gap maximization problems (PBGMPs)
for two-dimensional photonic crystals. Numerical experiment on PBGMPs for
three-dimensional photonic crystals are presented in Section 9.3.

9.1 Maximizing TM Band Gaps

In this section we present some numerical solutions of photonic band gap maxi-
mization problems (PBGMPs) involving TE band gaps of two-dimensional pho-
tonic crystals. Each problem was given by a minimization problem of the form

Ce T™
minimize Ji N (p),

where J;"™ denotes the TM band gap functional defined by (5.14) for a given index
j € N. Throughout this section, we only consider photonic crystals, whose medium
structures are periodic with respect to a square lattice aZ?, where a > 0 denotes the
lattice constant (see Section 3.2). Furthermore, we assume that the point group
of each crystal is isomorphic to the orthogonal group Os(Z). In all numerical
experiments the computational domain € was given by the square (—a/2,a/2)%.

The photonic crystals that were considered consisted of exactly two different
materials with relative electric permittivities &, min = 1 and &, max = 9. Hence, the
admissible set was given by

Ci={pe&|p=1+8xs, S€M()}.

We discretized the computational domain €2 by a 100 x 100, rectangular, struc-
tured mesh. The approximate band structures were computed through an H'-
conforming, bilinear finite element ansatz. The density functions were discretized
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quadrature-point-wise as described in Section 7.2. We used a custom-built MAT-
LAB toolbox to implement the finite element ansatz. This toolbox is briefly de-
scribed in the Appendix Chapter A. The toolbox uses Lobatto-type shape functions
(cf. in [73]) and Gauss-type quadrature rules. We used a rule of consistency or-
der 7, which gave 12 quadrature points on each mesh element (cf. Table 4.40 in
[73]). The finite element mesh as well as the quadrature rule were chosen such that
such that the set of quadrature points X}, was Oy(Z)-symmetric, which facilitated
the implementation of symmetrization operations. All eigenvalue problems were
solved using MATLAB’s eigs function.

9.1.1 Results of the Generalized Gradient Method

In the following examples we applied the generalized gradient method as given
by Algorithm 7.1 to various PBGMPs. The parameters of Algorithm 7.1 were
chosen as Syin = 1079, spax = 1, and A = 1078, The funnel operator V), was
given as defined by (7.15) and (7.20) with » = 4. When applied to an admissible
density function in p, € C, this funnel operator returns a two-valued function
with function values of approximately 1.1439 and 7.8679. The descent directions
where chosen by solving linear programs, as explained in Section 7.6. The linear
programs were solved using the MATLAB function 1inprog, which is provided by
the MATLAB Optimization Toolbox.

Since the generalized gradient method is not guaranteed to converge to an
admissible, two-valued solution, we always comment on whether or not a solution
can be considered to be close to an admissible solution. To make this notion
precise, define for every positive number § > 0 the set

E((S) = [Er,miny Er,min + 5) U (gr,max - 57 Er,max]-

With this, a discretized permittivity function ¢, € &, with function values in
the interval [, min, €rmax] 1S considered to be close to an admissible permittivity
function, if there exists a small number § > 0, such that e takes function values
in Z(0) at most quadrature points. Recall that the discrete function space &, was
defined by (7.5) on page 131. In order to obtain admissible permittivity functions,
we subjected each solution of Algorithm 7.1 to the so-called threshold operator H hs
which is defined by

5r,min + 67”,max

if
if p(z) < 9 ’ for all e, € &, @ € &}, (9.1)

7 5r,min
Hh6h($) =
Ermax €lse .

We also remind the reader that I, was defined as the interpolation operator, which
projects suitable functions onto the discrete function space &, (see Section 7.2).
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Figure 9.1: Results of Example 9.1. (a) Initial permittivity. (b) Initial band
structure. (c) Final permittivity after 117 iterations. (d) Final band structure.

Example 9.1. In our first example we attempted to maximize a band gap in the
TM band structure of a two-dimensional photonic crystal. The crystal consisted
of a periodic arrangement of cylindrical rods. The radius of each rod was given by
0.38a, where a denotes the lattice constant. The relative electric permittivity of
the rods was given by €, max = 9, that of the ambient medium by &, i, = 1. This
medium structure is represented by the relative electric permittivity function ¢,,
whose restriction to € is given by

E?"‘Q =1+ 8XB0,3ga(0)7

where B,(x) denotes the open ball in R? with radius r > 0 and center point
x € R?2. The TM band structure of the photonic crystal exhibited a band gap
between the third and the fourth band. We computed an approximate gap width
of ws ), = 0.0444 - 2m¢y /a, where ¢y denotes the speed of light.

Choosing f}(LO) := Zner|q as the initial free density function, we obtained an
initial permittivity function gnh(o), which yielded a smaller gap width of approx-
imately ws;,® = 0.0374 - 27cy/a (see Figure 9.1(a) and (b)). After 117 itera-
tions, however, the algorithm converged to a final permittivity function &, 117,
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Figure 9.2: The evolution of the discretized permittivity function (a) and the
corresponding gap width (b) in Example 9.1.

which represented a periodic arrangement of hollow rods with flower-shaped cross-
sections (see Figure 9.1(c)). The width of the band gap increased to ws ;M7 =
0.1307 - 2mcp/a (see Figure 9.1(d)).

We found that the minimal and maximal function values of ¢, ,1'") were given
by 1.0000 and 8.9998, respectively. Moreover, &,;,17 took function values in
2(107%) at 54.% of all quadrature points. Function values in Z(107%) and in
Z(1072) were attained by e,,7 at 93.5% and 99.3% of all quadrature points,
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Figure 9.3: Results of Example 9.2. (a) Initial permittivity. (b) Initial band
structure. (c) Final permittivity after 133 iterations. (d) Final band structure.

respectively. The results indicate that the final permittivity function in reasonably
close to an admissible, two-valued function. By applying the threshold operator
Hj, to &,,1'7) | we obtained such a function &, ;,, which yielded a slightly larger gap
width of ws ) = 0.1308 - 27cy/a.

Figure 9.2(a) shows the evolution of the permittivity function. From left to
right and from top to bottom the images in Figure 9.2(a) show the discretized
permittivity functions after every tenth iteration, starting with the initial permit-
tivity function. Figure 9.2(b) shows the corresponding evolution of the gap width.
The solid squares indicate points on the graph, which correspond to images in
Figure 9.2(a).

We remark that the results in this example correspond well to results published
by Cox and Dobson (cf. Figure 5.1 in [29]). Using a different generalized gradient
method and a different goal functional, Cox and Dobson found a final permittivity
function similar to ours, which yielded an approximate gap width of 0.128 - 27¢g/a.
In contrast to our generalized gradient method, the algorithm by Cox and Dobson
needed a total of 1620 iterations to converge.
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Example 9.2. In this example we maximize the band gap between the second
and the third TM band of a two-dimensional photonic crystal. The crystal we
start off with is composed of a staggered arrangement of cylindrical rods with two
different radii. Each rod with a larger radius of 0.2a is surrounded by four rods
with a smaller radius of 0.1a. This medium structure is represented by a relative
electric permittivity function, which satisfies

€T|Q = 1 + 8XBO.2a(O) + Z XBo,la(.’L'le(l)+:E26(2)) N
z1,02€6{—a/2,a/2}

where e and e® denote the standard basis vectors in R%2. The width of the
band gap between the second and third TM band is approximately equal to wy ) =
0.0732 - 27¢y/ a.

As in the previous example, we chose Zj¢,|q as the initial free density £(). The
corresponding initial gap width was given by th(O) = 0.0634 - 2mcy/a (see Fig-
ure 9.3(a) and (b)). After 133 iterations Algorithm 7.1 converged to a final permit-
tivity function 85,71}?3) representing a two-dimensional photonic crystal consisting of
a periodic arrangement of identical cylindrical rods. The radius of each rod was ap-
proximately equal to 0.125a. The gap width increased to w27h(133) = 0.1725 - 27¢o /a
(see Figure 9.3(c) and (d)). This result corresponds well to a result published by
Koa, Osher, and Santosa (cf. Figure 3 in [59]), who used a level set method and a
different value for €, max.

The minimal and maximal function values of the final relative permittivity
function &, ;3% were 1.0000 and 9.0000. Remarkably, the function ¢, ;1% was
virtually two-valued in the sense that it took function values in Z(107%) at 99.75%
of all quadrature points. We applied the threshold operator H, to &,,13) and
found that the resulting two-valued permittivity function yielded a gap width w, ,
which satisfied |w ), — wy 33| /1y, < 1075,

9.1.2 Results of the Level Set Method

Here, we present results obtained by the level set method as given by Algorithm 8.1.
The parameters for this algorithm were chosen as t,;, = 0.01, tax = 0.1, Ay =
1078, Descent direction were chosen by a choice strategy similar to that described
in Section 7.6.

Example 9.3. In this example we maximize the band gap between the first and
the second TM band of a two-dimensional photonic crystal, which is composed of
periodically placed, square rods. The cross-section of each square rod has an side
length of 0.6a. The TM band structure of this photonic crystal exhibits a band
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Figure 9.4: Results of Example 9.3. (a) Initial permittivity. (b) Initial band
structure. (c) Final permittivity after 117 iterations. (d) Final band structure.

gap with a width of approximately w;;, = 0.0145 - 27c/a between the first and
the second band (see Figure 9.4(a) and (b)).

We represented the crystal’s medium structure in the primitive domain € by
an inital level set function ¢, which was given by

©O(x) == 0.3a — |z|o for all € Q.

Here, |- |o denotes the surpremum norm in R?. We remark that ¢© is a signed
distance function for the boundary of the rod’s cross-section. After only 14 itera-
tions Algorithm 8.1 converged to a final level set function (!, which represented
the medium structure of a photonic crystal consisting of a periodic arrangement
of cylindrical rods. The radius of each rod was approximately equal to 0.19a.
We computed an approximate gap width of ws,f) = 0.1219 - 27¢g/a for this final
medium structure (see Figure 9.4(c) and (d)). A similar optimal medium structure
was also found by Kao, Osher, and Yablonovitch, though for a different relative
electric permittivity of the rods (cf. Figure 2 in [44]).

In Figure 9.5(a) we depicted the permittivity functions after every second it-
eration of Algorithm 8.1. Figure 9.5 shows the evolution of the gap width. Each
solid square corresponds to a permittivity function in Figure 9.5(a). Notice how
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Figure 9.5: The evolution of the permittivity function (a) and the corre-
sponding gap width (b) in Example 9.3.

fast the level set algorithm changes the rod’s cross-section to a circle-like shape in
the first few iterations. We compared the performance of Algorithm 8.1 to that of
Algorithm 7.1, the generalized gradient method, and found that the latter needed
141 iterations to converge to the same final permittivity function.
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Figure 9.6: Results of Example 9.4. (a) Initial permittivity. (b) Initial band
structure. (c) Final permittivity after 6 iterations. (d) Final band structure.

Example 9.4. In this example we start off with a photonic crystal, whose medium
structure is given by a square lattice framework. The width of the framework is
given by 0.2a. The crystal’s TM band structure exhibits a band gap between the
third and the fourth band with an approximate gap width of ws ;, = 0.0145 - 27¢o/a
(see Figure 9.6(a) and (b)). We represented the medium structure by an inital level
set function ¢©, given by

©O(x) == |x|oo — 0.4a  for all x € R?.

Only 6 iterations were needed to widen the band gap to an approximate gap
width of w;,® = 0.1723 - 27mcp/a (see Figure 9.6(c) and (d)). This gap width
is even larger than the one found in Example 9.1. We remark that our final
medium structure corresponds well to optimal structures found by Kao, Osher,
and Yablonovitch (cf. Figure 4 in [44]), as well as by Cox and Dobson (cf. Figure 3
in [29]).

Example 9.5. In this example we demonstrate that the level set method given
by Algorithm 8.1 can also be used to open band gaps between separated photonic
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Figure 9.7: Results of Example 9.5. (a) Initial permittivity. (b) Initial band
structure. (c) Final permittivity after 17 iterations. (d) Final band structure.

bands. By separated we mean that the bands do not intersect in any point. We
considered a two-dimensional photonic crystal with a checkerboard-like medium
structure. We chose the computational domain €2, such that it contained a 5 x 5
portion of the checkerboard pattern (see Figure 9.7(a)). The TM band structure
of the photonic crystal does not exhibit any band gap betwenn the first 5 bands.
One notices, however, that the first and the second band are separated (see Fig-
ure 9.7). We therefore applied Algorithm 8.1 with the gap width functional J™.
We represented the initial medium structure by a level set function ¢®, which was

given by
5 5
P (z) = Cos( le) cos( ch) for all z € R?.
a a

In the course of 17 iterations Algorithm 8.1 opened up a band gap between the first
and the second TM band. The final level set function £(!®) represented the same
optimized medium structure as in Example 9.3. It is therefore not surprising the
final width of the band gap was approximately equal to w; ;,!" = 0.1219 - 27¢y/a.

In Figure 9.8 we depicted the change of the crystal’s permittivity function
during the first 7 iterations of the level set method. As one can see, the level
set method had no trouble changing the medium structure’s topology. The final




168 CHAPTER 9. NUMERICAL RESULTS

Figure 9.8: The evolution of the permittivity over the first 7 iterations in
Example 9.5.

topology is already attained after the fourth iteration.

9.2 Maximizing TE Band Gaps

Here, we present numerical solutions of photonic band gap maximization problems
involving the TE band structures of two-dimensional photonic crystals. Each such
problem is given by a minimization problem

minimize J; = (p),
pECTE J

where JJT E denotes the TM band gap functional defined by (5.14) for a given index
j € N. In the following experiments the same type of photonic crystals were
considered. With the two permittivities €, min = 1 and €, max = 9, the admissible
is given by

1 8
CTE .= {peg‘p:§+§x5, SEM(Q)}

The problems were discretized as described in the previous section.

9.2.1 Results of the Generalized Gradient Method

The results in the following examples were obtain by the Algorithm 7.1. The
algorithm parameters where chosen as Syin = 1075, spa = 1071, and A, = 1078,
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Figure 9.9: Results of Example 9.6. (a) Initial permittivity. (b) Initial band
structure. (c) Final permittivity after 58 iterations. (d) Final band structure.

The funnel operator Y}, was given as defined by (7.15) and (7.20) with » = 4. When
applied to an admissible density function in C*®, this funnel operator yields a two-
valued density function, which represents a two-value permittivity function with
function values of approximately 7.8679 and 1.0162. The descent directions where
chosen as described in Section 7.6.

Example 9.6. In this example we maximize the band gap between the first and
second TE band of a two-dimensional photonic crystal consisting of a periodic
arrangement of cylindrical holes drilled into a material with relative electric per-
mittivity €, max = 9. The medium structure is represented by the relative electric
permittivity function e,, which satisfies

grla =9 — 8Bo.33.(0),

where a denotes the lattice constant, and we computed an approximate gap width
of wy, = 0.0158 - 2m¢y /a for this medium structure.

Choosing é}(LO) := In(1/er|q), the approximate initial gap width was given by
w4 = 0.0110 - 27cp/a (see Figure 9.9(a) and (b)). Over the course of 58 iter-
ations the gap width increased to a value of wl,h(58) = 0.0771 - 2m¢g/a. The final
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Figure 9.10: Results of Example 9.7. (a) Initial permittivity. (b) Initial band
structure. (c) Final permittivity after 87 iterations. (d) Final band structure.

discrete permittivity ¢,,®® and TE band structure are depicted in Figure 9.9(c)
and (d). The maximal and minimal function values of the final discrete permit-
tivity sr,h(‘r’g) were equal to 9 and 1, respectively. We also found that the range of
.1 was a subset of Z(107°), and that ¢, ,® took values in Z(1075) at 99.9%
of all quadrature points. Compared to the Examples 1 and 2, this result is sig-
nificantly better. Moreover, we found that |, — wy ,®¥|/w; < 1079, where w0,
denotes the approximate gap width for the two-valued relative electric permittivity
Ern = Hp(e,p09).

Example 9.7. As can be seen in Figure 9.9, the initial TE band structure of
the photonic crystal studied in Example 9.6 also exhibits a band gap between the
second and third band with an approximate gap width of ws ) = 0.0243 - 27¢/a.
By initializing Algorithm 7.1 exactly as in Example 9.6, we obtain a reduced
initial gap width of wy;® = 0.0126 - 2wcy/a (see Figure 9.10(a) and (b)). After
only 87 iterations the algorithm converged to a final discrete permittivity 5T7h(87),
which yielded a gap width of w,;,®" = 0.1174 - 27cy/a (see Figure 9.10(c) and
(d)). We found the maximal and minimal function values of &,,®" to be 9 and
1, respectively. Moreover, ¢,,®7 took function values in Z(107%) at 99.9% of
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Figure 9.11: Results of Example 9.8. (a) Initial permittivity. (b) Initial band
structure. (c) Final permittivity after 4 iterations. (d) Final band structure.

all quadrature points. In view of these results, one is surprised to find that the
two-valued permittivity &, = Hj(g,,®7) yields a smaller gap width of w, =
0.1170 - 2mcy/a. We attribute this rather large deviation to fact that the final
photonic crystal structure in some parts shows cusp-like medium interfaces, which
cannot be resolved properly by a uniform finite element mesh.

9.2.2 Results of the Level Set Method

Here we also present some results obtained by Algorithm 8.1. The algorithm
parameters were chosen as tpin = 0.01, tmax = 0.1, Ain = 1078, Descent directions
were chosen by a choice strategy similar to that described in Section 7.6.

Example 9.8. In our first example we start off with an initial photonic crystal
which is similar to that in Example 9.6. The medium structure of this crystal is
described by the initial level set function

0 (x) == |x| — 0.4a,

where a denotes the lattice constant. Our aim is to maximize the band gap be-
tween the first and the second TE band. We computed an approximate initial gap
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Figure 9.12: Results of Example 9.9. (a) Initial permittivity. (b) Initial band
structure. (c) Final permittivity after 4 iterations. (d) Final band structure.

width of wy 4, ¥ = 0.0201-27¢y/a (see Figure 9.11(a) and (b)). The level set method
stopped after only 4 iterations yielding a band gap on w17h(4) = 0.0726-27cy/a (see
Figure 9.11(c) and (d)) . When we compare this result to the result found by the
generalized gradient method in Example 9.6, where a gapwidth of 0.0771 - 27w¢y/a
was achieved, we are lead to conclude that the level set method stopped prema-
turely. By comparing the final medium structures, we notice that the optimal
structure exhibits cusp-shaped material interfaces. We belief that these interfaces
present a problem to the level set method.

Example 9.9. In this last example of a band gap maximization problem for two
dimensional crystals, we start with the same initial photonic crystal as in the
previous example, but aim at maximizing the band gap between the second and
the third TE band. The initial gap width is given by ’U)gyh(o) = 0.0334 - 27¢o/a
(see Figure 9.12(a) and (b)). As in the previous example the level set method
stopped after 4 iterations failing to converge to an optimal solution. The gap is
only widened to a final gap width of wy,® = 0.0517 - 27¢y/a (see Figure 9.12(c)
and (d)). Compared to the result in Example 9.7, where a final gap width of
0.1174 - 2mcp/a could be achieved, the result of the level set method is far from
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optimal. When comparing the final medium structures, one notices that they
obviously have different topologies. Apparenty, the level set method was not able
to change the medium structure’s topology and thus converged to a less optimal
result.

9.3 Maximizing Band Gaps
of a 3D Photonic Crystal

In this section we present numerical solutions of photonic band gap maximization
problems for three-dimensional photonic crystals. The results we present here are
novel and, to the best of our knowledge, no similar results have been published
yet. The results present in this section were obtained by the generalized gradient
method as given by Algorithm 7.1.

The band gap maximization problems in the examples below are given by the
minimization problem

minimize J2(p),

i.e., we aim at maximizing the band gap between the second and the third photonic
bands. In both examples the initial medium structure of the photonic crystal is
given by a scaffold-like structure. The crystallographic space group of this structure
is isomorphic to the semidirect product Z* x O3(Z). The crystal’s Bravais lattice
is the simple cubic lattice aZ?, where a denotes the lattice constant. The width of
the scaffold beams is given by 0.25a.

The relative electric permittivity of the beams was given by €, max = 13, that
of the ambient medium by &, ymin = 1. The admissible set was hence given by

1 12
C:= {peﬁ‘p:E—i—l—ng, SEM(Q)}

The problems were discretized by an H (curl)-conformating finite element ansatz
on a hexahedral mesh. We used a quadrature rule with 9 quadrature points on
each element. The finite element discretization was implemented in C++ using
the parallel finite element library M++ developed by Wieners (cf. [76], [77]). The
approximate band structures were computed using a parallel, iterative eigenvalue
solver developed by A. Buloyatov (cf. [17]). We used the C++ library Ip_solve to
solve the linear programs arising from the choice strategy for the descent directions
(see Section 7.6).

Example 9.10. In this first example the primitive domain ) was discretized by a
32 x 32 x 32 mesh. We computed an initial gap width of wz,h(o) = 0.0953 - 27mcy /a
(see Figure 9.13(a) and (b)). The generalized gradient method stopped after 26
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Figure 9.13: Results of Example 9.10. (a) Initial permittivity. (b) Initial band
structure. (c) Final permittivity after 26 iterations. (d) Final band structure.

iterations. The final gap width was given by wy ,?®) = 0.1721-27¢p/a. The minimal
and maximal function values of the final discretized relative electric permittivity
5T7h(26) were given by 1.0137 and 12.8821. However, snh(%) was not not close to a
two-valued, admissible permittivity function.

Example 9.11. In this second example the primitive domain €2 was discretized by
a 64 x 64 x 64 mesh. We computed an approximate initial gap width of wg,h(o)
0.0907 - 2mcy/a (see Figure 9.14(a) and (b)). After 32 iterations, the generalized
gradient method had widened the band gap to a final width of wgyh(o) = 0.1674 -
27mcy/a. The minimal and maximal function values of the final discretized relative
electric permittivity ¢, ,®? were given by 1.0137 and 12.8794. As in the previous
example, however, 5r,h(32) was not close to an admissible permittivity function.
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Figure 9.14: Results of Example 9.11. (a) Initial permittivity. (b) Initial band
structure. (c) Final permittivity after 32 iterations. (d) Final band structure.



Chapter 10

Summary, Conclusions
and Outlook

10.1 Summary

In this dissertation we studied mathematical aspects related to photonic band
structure optimization problems and developed optimization algorithms for these
problems. The performance of the optimization algorithms was demonstrated by
several numerical experiments, included a band gap maximization problem for a
three-dimensional photonic crystal.

Based on Maxwell’s equations and the Bloch ansatz we derived a family of
constrained eigenvalue problems, which determine the existence of so-called Bloch
modes in a three-dimensional photonic crystal. Each eigenvalue problem in this
family is identified by the so-called quasimomentum vector of the corresponding
Bloch modes. The medium structure of the photonic crystal is represented by a
coefficient in the eigenvalue equations, which is typically discontinuous. For this
reason, we established a weak formulation of the eigenvalue problems. This weak
formulation was posed for functions, which belong to certain Sobolev spaces, and
which satisfy so-called periodic boundary conditions. The corresponding spec-
tral theory showed that for every photonic crystal and for every quasimomentum
vector there exists an increasing, unbounded sequence of non-negative, real eigen-
values. The sequence of corresponding eigenfunctions forms a complete system of
the underlying Sobolev space, which is orthogonal in the L2-sense.

Given a specific quasimomentum vector, each eigensolution of the correspond-
ing eigenvalue problem determines a Bloch mode, which is able to propagate in the
photonic crystal. The eigenvalue determines the phase frequency of such a Bloch
mode. We showed that the Bloch mode frequencies depend continuously on the
quasimomentum vector. The graphs of the Bloch mode frequencies with respect to

176



10.1. SUMMARY 177

the quasimomentum vector are called the photonic bands of the photonic crystals.
The union of all photonic bands is referred to as the photonic band structure of the
photonic crystal. We discussed how symmetries in the crystal’s medium structure
relate to symmetries in its band structure. For certain medium structures, the
band structure can exhibit so-called band gaps. In essence, a band gap is a range
of frequencies with the property that there exists no Bloch mode, whose phase
frequency is in that range.

For certain applications it is desirable that the width of a band gap is large.
From this the question arises, how the medium structure of a photonic crystal
should be designed, such that its band structure exhibits a band gap with maximal
width. The emerging optimization problem is called a photonic band gap maxi-
mization problem (PBGMP). More generally, one can formulate so-called photonic
band structure optimization problems (PBSOPs), which consist in finding optimal
medium structures of a photonic crystal in view of certain features of its band
structure. We devised a formal setting for a certain class of PBSOPs. This setting
allowed us to treat PBSOPs as minimization problems over an admissible set of
two-valued functions. Each function of this admissible set represents a specific
medium structure of a photonic crystal. The PBSOP is characterized by a goal
functional, which is to be minimized. We showed that the goal functionals are lo-
cally Lipschitz continuous. The existence of optimal solutions could only be proved
for PBSOPs involving so-called TM band structures of two-dimensional photonic
crystals.

In order to devise optimization algorithms for PBSOPs we reviewed the con-
cept of generalized differentials, which extend the concept of differentiability to
functionals, which are only locally Lipschitz continuous. By employing known re-
sults from nonsmooth analysis, we were able to establish inclusion relations for the
generalized differentials of those goal functionals, which define PBGMPs. We were
also able to identify supersets of the corresponding generalized gradients.

After commenting on suitable discretization schemes for PBSOPs we devel-
oped an iterative optimization algorithm based on the generalized gradients of the
discretized goal functionals. The algorithm was designed such that certain opti-
mization constraints, which are inherent to all PBSOPs, are satisfied in each itera-
tion. This was achieved by solving a modified minimization problem on an uncon-
strained, open admissible set. The performance of the algorithm was demonstrated
by several numerical experiments on PBGMPs for two- and three-dimensional pho-
tonic crystals. We described a second optimization method, which is based on a
level set method. In contrast to the generalized gradient algorithm, the level set
algorithm is guaranteed to converge to an admissible, optimal medium structure.
We also conducted numerical experiments with the level set algorithm, though
only on PBGMPs for two-dimensional photonic crystals.
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10.2 Comparison of the
Optimization Algorithms

In Chapter 7 and Chapter 8 we developed two optimization algorithms for photonic
band structure optimization problems (PBSOPs). One algorithm was based on a
generalized gradient method, the other algorithm was based on a level set method.
The performance of both algorithms was demonstrated by several numerical ex-
periments on photonic band gap maximization problems (PBGMPs) in Chapter 9.
Both algorithms were capable to find optimal medium structures, which maxi-
mized certain band gaps in the TM and TE band structures of two-dimensional
photonic crystals. The generalized gradient method could also maximize a band
gap in the band structure of a three-dimensional photonic crystal. In our exper-
iments we found that the level set method has some significant advantages over
the generalized gradient method. One advantage is, that the level set method is
by construction guaranteed to converge to a two-valued, optimal solution. In gen-
eral, the generalized gradient method does not converge to a two-valued solution.
Nevertheless, we observed in many experiments that this method converged to an
almost two-valued solution. The second clear advantage of the level set method is,
that it usually needs less iterations than the generalized gradient method in order
to converge to an optimal solution. The computation time needed for a single iter-
ation is about the same for both algorithms. Although level set methods generally
cannot be expected to change to topology of a medium structure, we observed
that topology changes did occur in some examples. We noticed, however, that the
level set method was not able to converge to medium structures with cusp-shaped
material interfaces. In that respect, the generalized gradient method performed
slightly better.

10.3 Open Problems

In this work we already mentioned some problems, which are still open to the best
of our knowledge. Let us briefly review these problems. In Section 5.3, we showed
that photonic band structure optimization problems (PBSOPs) involving the TM
band structure of a two-dimensional photonic crystal admit an optimal solution
within an extended admissible set of functions, which are essentially bounded from
above and below. Our numerical experiments suggest that the optimal solutions
of photonic band gap maximization problems (PBGMPs) are indeed two-valued
functions. However, we could not prove that this is generally the case. We mention
here the works of Cox and MacLaughlin [31] and [32], which might be helpful to
establish a proof, that optimal solutions of TM PBGMPs are always attained for
two-valued relative electric permittivity functions.
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For the TE setting, as well as in for three-dimensional setting the existence of
optimal solutions could not be proved, either. As we discussed in Section 5.4, one
would have to consider the optimization problems on admissible sets, which also
contain anisotropic density functions, in order to prove the existence of optimal
solutions by standard homogenization methods. The concepts of H-convergence
and G-compactness would be central to such a proof. However, we could find
conclusive evidence in the literature that these concepts can be transferred to
PBSOPs. The question as to whether or not there exist isotropic or two-valued
optimal solutions also remained unanswered so far.

Furthermore, we could not verify that the concept of generalized gradient meth-
ods can be extended to infinite-dimensional Hilbert spaces, or even to certain Ba-
nach spaces such as L>-spaces. The numerical algorithms developed in Chapter 7
mainly rely on the fact that the optimization problems are, in essence, posed on
RY for some N € N. This is due to the discretization of PBSOPs. Notice however,
that the discretization acts as a regularization operation. Therefore, the gener-
alized gradient method in Chapter 7 only solves regularized versions of PBSOPs.
We do not know to what extent the solution of a regularized PBSOP may differ
from the solution of an unregularized PBSOP.

10.4 Final Remarks and Outlook

One of the aims of this dissertation was to solve photonic band gap maximization
problems for three-dimensional photonic crystal. As was shown by the numerical
experiments presented in Section 9.3, the generalized gradient method is able to
widen the band gap in a three-dimensional photonic crystal. The main problem
with this method is, however, that it does not converge to two-valued density
functions in general. In contrast to this, the level set method is guaranteed to
converge to two-valued solutions. Therefore, we plan to implement and test this
method also for three-dimensional photonic crystals.



Appendix A
A FEM Toolbox for MATLAB

In the course of our research project we developed a finite element toolbox for
MATLAB. This toolbox, which we shall refer to as the FEM Toolbox hereafter,
was used to discretize all photonic band gap maximization problems (PBGMPs)
involving TM and TE band structures of two-dimensional photonic crystals. In
this appendix chapter we give a brief overview over this toolbox. In Section A.1 we
comment on general aspects related to the FEM Toolbox, such as design principles
and intended use. In Section A.2 we briefly describe some fundamental data struc-
tures and algorithms which are provided by the FEM Toolbox. In Section A.3 we
present some features of the FEM Toolbox, which were designed specifically for the
numerical solution of PBGMPs. The chapter is completed with an implementation
example in Section A .4.

A.1 General Remarks

The FEM Toolbox was developed with the intent to provide an easy-to-use and
easy-to-adapt MATLAB function library, which can be used to implement finite
element methods in one and two space dimensions. The FEM Toolbox can be used
either as a tool for numerical computations or as a basic framework for research
and education related to finite element methods. Since MATLAB provides a wide
range of standard numerical algorithms and advanced visualization capabilities,
we chose to implement the FEM Toolbox entirely in the MATLAB programming
language. Wherever possible, mathematical entities are represented by MATLAB
arrays or by MATLAB structure arrays. Object-oriented programming concepts,
such as MATLAB classes, are not used due to their slower performance.

The development of the FEM Toolbox was mostly motivated by our research on
photonic crystals. In order to compute band structures of one and two-dimensional
photonic crystals, we needed a finite element software, which supported H!-con-
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forming one-dimensional and preferably quadrilateral elements, and which could
handle periodic boundary conditions. We also required that the software could
easily be adapted to the algorithmic requirements of band structure optimization
algorithms.

In its current version the FEM Toolbox is capable to discretize boundary values
problems, which are of the form

—V - - (kVu)+~ -Vu+puu=f inQ,
u—o(uoe)=r only, (A1)
—v-(kVu)+nu=g only

for the unknown function u € H(). Here, 2 denotes a computational domain in
R™, where n € {1,2}, which is bounded by a Lipschitz smooth curve I' = 9€2. The
boundary I' is partitioned into two part Iy and I';, where either boundary part
can be empty. In the above system of equations, v denotes the outer unit normal
field on I'y. The mapping ¢ : I'g — I'y identifies certain points on I'y.

In the partial differential equation kK : Q@ - R™" v :Q - R and p: Q — R
are given coefficients. The right-hand side of the equation is given by a function
f Q2 — R. The equation posed on I'y is referred to as the essential boundary
condition of the problem. Depending on the choice of 0 : ' = R and r : I’y — R,
the essential boundary condition is a Dirichlet-type condition (for o = 0), periodic
boundary condition (for ¢ = 1 and r = 0) or a quasi-periodic boundary condition
(for r = 0), provided that ¢ is chosen appropriately. The equation posed on I'y is
referred to as the natural boundary condition of the problem. Depending on the
choice of n : 'y — R and g : I'y — R, this condition is a Neumann-type condition
(for n = 0) or a Robin-type condition (for n # 0). In the next section we briefly
describe, how the different entities are represented by the FEM Toolbox, and how
the discretization of a boundary value problem of the above form (A.1) is realized.
We remark that the FEM Toolbox was solely used to produce the numerical results
presented in Chapter 9 in this work, as well as the numerical results presented in
(36].

It should be noted that MATLAB’s Partial Differential Equations Toolbox also
provides data structures and algorithms for the implementation of finite element
methods. In particular, this toolbox provides sophisticated concepts to describe
the geometry of computational domains, as well as a mesh generator. Moreover,
it features a graphical user interface which can be used to define and solve various
types of elliptic boundary value problems. The reason why we did not use this tool-
box was that it only provides data structures and algorithms for H'-conforming,
linear finite elements on triangular meshes. Furthermore, the Partial Differential
Equations Toolbox is not able to handle periodic boundary conditions.
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(a) s (b) e (c)

Figure A.1: Finite element meshes returned by the functions femsquarem
(a), femcheckerm (b), and femlshapem (c). Different shades of gray indicate
different subdomains.

A.2 Data Structures and Algorithms

In this section we describe some important data structures and algorithms, which
are provided by the FEM Toolbox. The section does not give a complete account
of the toolbox’s functionalities and only introduces the most basic concepts.

The fundamental data structure of the FEM Toolbox is a MATLAB structure
array, which describes the mesh of a finite element discretization. This mesh struc-
ture is capable to represent one-dimensional, triangular, quadrilateral or hybrid,
triangular-quadrilateral meshes. The mesh structure stores information about the
mesh’s vertices, edges and faces. In addition to that, the mesh structure also
stores information about boundary vertices and boundary edges. In particular,
the mesh structure stores information about boundary identifications, which were
represented by the mapping ¢ in the previous section. Furthermore, the mesh
structure stores a subdomain index for every mesh element, and a boundary part
index for every boundary edge or vertex. With this, a computational domain can
be subdivided into several subdomains, and its boundary can be subdivided into
several boundary parts.

The FEM Toolbox provides a collection of MATLAB functions that create
mesh structures representing specific finite element meshes. Here, we only men-
tion the functions femintervm, femsquarem, femcheckerm and femlshapem, which
create mesh structures that represent finite element meshes on an interval, on a
square, on a 2 X 2 checkerboard, and on an L-shaped domain, respectively (see
Figure A.1). The different “fields” of the checkerboard are distinguished by the
subdomain indices mentioned above. As a convention, all MATLAB functions of
the FEM Toolbox begin with the letters “fem”. The FEM Toolbox provides a num-
ber of functions, which can be used to retrieve informations about a given mesh.
Given a mesh structure msh, the function call femnelems (msh), for example, re-
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turns the number of elements in mesh. Other functions, such as femnsubdoms,
femnbparts, or femhmax return the number of different subdomains, the number
of different boundary parts, or the maximal element diameter in a mesh. One-
dimensional and triangular meshes can also be refined, either globally or locally,
by the function femrefine.

Finite element spaces are represented by so-called space structures. A space
structure is a MATLAB structure array, which stores the degrees of freedoms on
every node in a finite element mesh. Here, the term “node” refers to a vertex, an
edge, or a face in a finite element mesh. The space structure also stores informa-
tions about the shape functions of the finite element space. In the current version
of the FEM Toolbox, space structures are used to represent higher-order H'- and
L?-conforming finite element spaces. We implemented Lobatto-type finitie element
shape functions, as defined in [73].

Finite element spaces can be created on given meshes by specific MATLAB
functions, which are provided by the FEM Toolbox. Given a mesh structure msh,
the function call femh1(msh), for example creates a space structure, which rep-
resents a linear, H!'-conforming finite element space on the mesh, which is repre-
sented by msh. Other MATLAB functions provided by the FEM Toolbox retrieve
informations about finite element spaces. Given a space structure spc, the function
call femndofs (spc), for example, returns the number of degrees of freedom in the
finite element space represented by spc. Finite element spaces can be h-refined or
p-refined by the functions femhrefine, femprefine. Both function can be used
to perform either global or local refinements. The function feminterp interpo-
lates a MATLAB function on a finite element space and returns the corresponding
coefficient vector.

The partial differential equation

—V - - (kVu)+~-Vu+pu=f onQ

of a boudary value problem of the form (A.1) is represented by a MATLAB struc-
ture array, which is called the PDFE structure. A PDE structure is typically gener-
ated by the FEM Toolbox function fempde, whose arguments define the coefficients
K, 7, 1, as well as the right-hand side f of an elliptic partial differential equation.
The coefficients and the right-hand side can each be specified subdomain-wise,
element-wise or quadrature-point-wise.

Boundary conditions of the form

u—o(uoe)=r on g,
—v-(kVu)+nu=g onl,

are represented by so-called boundary condition structures. These MATLAB struc-
ture arrays, in essence, store informations about the type of boundary condition,
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as well as the boundary data. The boundary data r, o, r, , and g can be specified
boundary-part-wise. Several standard boundary conditions can be defined for a
given finite element space by MATLAB functions, which are also provided by the
FEM Toolbox. Given a mesh structure msh and a space structure spc, such that
spc represents a finite element space on the mesh which is represented by msh,
the function call femperiodic(msh,spc) generates a boundary condition struc-
ture representing periodic boundary conditions. Other functions, which generate
boundary condition structures are femdirichlet or femneumann.

After defining a mesh, a finite element space on the mesh, and a partical differ-
ential equation, one can assemble the corresponding finite element matrices using
the function femassemble. This function returns sparse matrices K, C, and M, as
well as a vector £, which are the stiffness matriz, the damping matriz, the mass
matriz, and the load vector.

In order to incorporate the boundary conditions, one also needs to assemble the
matrices E and H, as well as the vectors r and g using the function femassembcs.
The matrix E and the vector r represent essential boundary conditions. Recall
that essential boundary conditions reduce the number of degrees of freedom in a
finite element space and thus give rise to a constrained finite element space. The
matrix E realizes the identical embedding from the constrained finite element space
into the unconstrained finite element space. The vector r represents the boundary
data. Given a coefficient vector u in the constrained finite element space, one
obtains the corresponding coefficient vector v in the unconstrained space by

v=E=xu+r;

The matrix H and the vector g represent natural boundary conditions. Natural
boundary conditions modify the left-hand side, as well as the right-hand side in
the linear system associated with the boundary value problem. In order to obtain
this linear system, one needs to compute system matriz A and the right-hand side
vector b according to

A=E x (A+H * E;
b=E x (f+g- (A+H *r1);

The matrices A and E, as well as the vectors b and r can also be computed di-
rectly by the FEM Toolbox function femassembvp. The coefficient vector u of an
approximate solution of the boundary value problem can then be computed using
MATLAB’s standard solver routines such as the MATLAB backslash \, pcg, or
bicg.

Eigenvalue problems can be discretized in a similar way. After assembling the
matrices K, M, and E mentioned above one obtains the left-hand side matrix A
and the right-hand side matrix B of the associated generalized matrix eigenvalue
problem by
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A
B

E’ x K x E;
E’ x M x E;

Alternatively, one can assemble the matrices A, B, and E directly by using the
FEM toolbox function femassemevp. In order to obtain approximate eigenvalues
as well as the coefficient vectors of approximate eigenfunctions, one can solve the
generalized matrix eigenvalue problem by using MATLAB’s eigs function.

Most of the FEM Toolbox’s functionalities are illustrated by a number of demo
programs. These demo programs are MATLAB scripts which can be started
through the commands femdemoO, femdemol, ..., femdemo12 (in the current ver-
sion). In particular, the demo program femdemoO provides a “crash course” for
users, who simply want to use the FEM Toolbox in order to solve a standard el-
liptic boundary value problem numerically. All functions in the FEM Toolbox are
documented according to MATLAB conventions. A user manual is not available
yet.

A.3 Some Customized Features

In this section we present some features of the FEM Toolbox, which were developed
specifically for the optimization algorithms introduced in Chapter 7 and Chapter 8.

In the generalized gradient method, as well as in the level set method, one
often needs to evaluate the approximate eigenfunctions at the quadrature points
in the mesh. Clearly, point evaluations are linear operations and can therefore be
represented by matrices. We hence added a function named femgdelta to the FEM
Toolbox. This function assembles a sparse matrix D, which evaluates finite element
functions at all quadrature points in the corresponding finite element mesh. Given
a coefficient vector u, one obtains by

y =D * u;

a vector y, which contains the function values of the finite element function rep-
resented by u at the quadrature points in the mesh. Thus, point evaluations at
quadrature points can be performed by a single matrix-vector product. As long
as the finite element mesh remains unchanged, which was the case for the above
mentioned optimization algorithms, the matrix D does not need to be reassembled.

We found that the matrix D could also be used to speed up reassemblations
of finite element matrices. Recall that the discretized density function p changed
in each iteration of the optimization algorithms for photonic band structure opti-
mization problems. As a consequence, certain finite element matrices needed to be
reassembled in order to compute the band structure for the new medium structure.
In the TM setting, the mass matrix M depends on the coefficient p and needs to



186 APPENDIX A. A FEM TOOLBOX FOR MATLAB

be reassembled after every iteration. In order to speed up this reassemblation, we
devised the function fempreassem, which in particular returns a sparse diagonal
matrix W, such that the mass matrix for the coefficient equal to 1 can be computed
by

M =D’ x W *x D;

The matrix product on the right-hand side realizes the assemblation process for
the mass matrix M. The elements on the diagonal of W are precisely the weights of
the quadrature rule, which is used during the assemblation. A fast reassemblation
of the mass matrix can now be performed as follows. Suppose that rho is a vector,
which contains the function values of the discretized density function p at all
quadrature points in the mesh. One can then construct a sparse diagonal matrix
Rho with the elements of rho on the diagonal. By

Mrho = D’ * W *x Rho * D;

one obtains the mass matrix Mrho for the coefficient p. As we expected, evaluating
the above matrix product was significantly faster than a standard matrix assem-
blation. The function fempreassem returns further matrices, which can be used to
assemble the stiffness and the damping matrix also by evaluating specific matrix
products.

A.4 Implementation Examples

In this final section, we demonstrate the use of the FEM Toolbox through small
implementation examples. In the first example, our aim is to compute approxima-
tions of the four smallest eigenvalues Ay, ..., A4 of the Laplace eigenvalue problem

—Au = Au in 2,
u=0 on 09,
where Q denotes the square (0,7)% Clearly, the eigenvalues of the above prob-
lem are given by \™™ := m? + n2? where m,n € N. Hence, the four smallest
eigenvalues are given by A\ := A3 =2, Xy := A®D =5 )3 := A\12 = 5 and
A\ = A22) =8 Notice that the number 5 is a double eigenvalue.

The MATLAB code listed as Program A.1 demonstrates, how this problem can
be discretized with the FEM Toolbox. At first, a mesh structure msh is created.
The mesh structure represents a 20 x 20 structured, quadrilateral mesh on 2. Next,
an H!-conforming, bilinear finite element space is created on the mesh. The finite
element space is represented by the space structure spc. The PDE structures 1sh
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Program A.1 Approximation of the four smallest Laplace eigenvalues

% Create a 20-by-20 rectangular structured mesh
% on a square with side lengths equal to 2*pi.
n = 20;

msh = femsquarem(n,0,0,pi,’ ’rectangular’);

% Create an Hl-conforming, linear finite element
% space on the above mesh.

p=1;

spc = femhl (msh,p);

% Define the left-hand side and the right-hand side

% operators of the standard Laplace eigenvalue equation.
lhs = fempde(msh,spc,1);

rhs = fempde(msh,spc,0,0,1);

% Define homogeneous Dirichlet conditioms.
bcs = femdirichlet (msh,spc);

% Assemble the finite element matrices for the generalized
% matrix eigenvalue problem A * v = lambda * M * v.
[A,B,E] = femassemevp(msh,spc,bcs,lhs,rhs);

% Compute the four smallest eigenvalues
k = 4;

s = 0;

[V,Lambda] = eigs(A,B,k,s);

% Realize the boundary conditions
U=E* V;

% Plot the eigenfunction
for i = 1:4

figure(i);

femplot (msh,spc,U(:,5-1));
end

and rhs represent the operator —A (k =1, 4 = 0, x = 0) and the identity oper-
ator (k =0, v = 0, p = 1), respectively. The boundary condition structure bcs
represents the homogeneous Dirichlet boundary conditions imposed on 0f2. The
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Figure A.2: Figenfunctions corresponding to the four smallest Laplace eigen-
values. The plots (b) and (c¢) show eigenfunctions that correspond to the double
eigenvalue As.

finite element matrices are assembled using the function femassemevp. Approxi-
mations for the four smallest eigenvalues are then computed by MATLAB’s eigs
function. The function eigs also returns the coefficient vectors of the correspond-
ing approximate eigenfunctions. However, these coefficent vectors only determine
the eigenfunction’s interior degrees of freedoms. The degrees of freedom at the
boundary are realized by virtue of the boundary conditions. In the code, this is
realization is accomplished by applying the embedding matrix E to the coefficient
vectors. Finally, the eigenfunctions are plotted. The plots are shown in Figure A.2.

In our second example we investigate the convergence properties of the eigen-
value approximations with respect to the mesh width hy,.y, i.e., with respect to the
largest element diameter in the finite element mesh. Consider the MATLAB code
listed as Program A.2. At first, a coarse triangular mesh on the computational
domain € is created. An H'-conforming finite element space on the mesh is cre-
ated next. Notice that this space consists of linear finite elements, only (p = 1;).
In the following loop the mesh, as well as finite element space are repeatedly glob-
ally refined. The refinement is accomplished by a newest-node bisection algorithm
(see e.g. Chapter 3 in [68]). In Figure A.3(a) we depicted the first three refined
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Program A.2 Convergence analysis of the four smallest Laplace eigenvalues

% Define a coarse finite element discretization
p=1;

msh = femsquarem(4,0,0,pi,’criss’);

spc = femhl (msh,p);

% Allocate memory
hmax = zeros(1,6);
error = zeros(4,6);

for j = 1:8
% Refine the finite element space
[msh,spc] = femhrefine(msh,spc);

% Mesh witdh and number of DOFs
hmax(j) = femhmax(msh);

% Solve the boundary value problem
lhs = fempde(msh,spc,1);

rhs = fempde(msh,spc,0,0,1);
femdirichlet (msh,spc);

bcs

% Compute the four smallest eigenvalues
[A,B] = femassemevp(msh,spc,bcs,lhs,rhs);
lambda = eigs(A,B,4,0);

% Determine the errors
error(:,j) = abs([8; 5; 5; 2] - lambda);
end

meshes. After every refinement, the current mesh size hy,. is stored in the array
hmax. Then, approximations of the smallest four Laplace eigenvalues on {2 are
computed. The absolute approximation errors are then stored in the columns of
the matrix error.

First, we ran Program A.2 as listed with linear finite element spaces. After-
wards, we ran the same program with quadratic finite element spaces, i.e., we
replaced the statement p = 1; by p = 2;. The results of both program runs are
displayed in Figure A.3(b) and (c). As expected, we observed an experimental
order of convergence (EOC) of approximately 2 for linear finite elements, and an
EOC of approximately 4 for quadratic finite elements. We remark that the EOCs
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Figure A.3: The first three refined mesh generated in Program A.2 (a) and the
absolute approximation errors for linear elements (b) and for quadratic elements
(¢). Round markers (e) indicate errors for the eigenvalue A1, triangular markers
(A) indicate errors for the eigenvalue Ay = A3, and square markers (M) indicate
errors for the eigenvalue 4.

can be computed with the function femheoc, wich is also provided by the FEM
Toolbox.



Frequently Used Symbols

Ar(p)
ax(p)
ai”(p)

g

B

The conjugate-linear operator induced by ag(p), see (4.43) on page 65
Sesquilinear form on W x W see (4.33) on page 60

Sesquilinear form on V' x V| see (4.92) on page 87

Sesquilinear form on V' x V' see (4.81) on page 85

The first Brillouin zone of A, see (3.34) on page 38

The admissible set, see (5.2) on page 91

The extended admissible set, see (5.4) on page 95

Discretization of C, see (7.8) on page 132

Discretization of C, see (7.9) on page 132

The subset of essentially positive functions in &, see (4.32) on page 59
Discretization of D, see (7.7) on page 132

The real Banach space L*(£2,R), see (4.31) on page 59
Discretization of &, see (7.5) on page 131

The Green solution operator for Lg(p), see (4.51) on page 66

The real Hilbert space H,,. (€2, R), see (8.1) on page 148

The generic goal functional, see (5.3) on page 92

The generic TE goal functional, see (5.8) on page 104

The generic TM goal functional, see (5.6) on page 97

The conjugate-linear operator induced by m, see (4.44) on page 65
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m Sesquilinear form on Z x Z, see (4.35) on page 60
mTE Sesquilinear form on Z x Z, see (4.93) on page 87
m™(p) Sesquilinear form on Z x Z, see (4.82) on page 85

Q The complex Hilbert space H! (), see (4.29) on page 59

per

uj(p,k)  The j-th eigenfunction, see (4.53) on page 68

H The real Banach space W1*°(2,R), see (8.2) on page 148

Vv The complex Hilbert space H}.(2), see (4.79) on page 84

Vi Linear subspace of W, see (4.36) on page 60

w The complex Hilbert space H e, (curl; §2), see (4.28) on page 59
X, The set of quadrature points, see (7.4) on page 131

Z The complex Hilbert space L?*(£2), see (4.80) on page 84

The complex Hilbert space L*(€2)3, see (4.30) on page 59
11, The interpolation operator from &£ to &, see (7.6) on page 132
A Bravais lattice, see (3.32) on page 38
Ai(p, k) The j-th smallest eigenvalue of Ag(p), see (4.60) on page 70
wi(p, k) The j-th largest eigenvalue of G(p), see (4.52) on page 68
Q Primitive cell of A, see (3.36) on page 39
w;(p, k) The j-th smallest eigenfrequency, see (4.74) on page 80
ijE(p, k) The j-th smallest TE eigenfrequency, see (4.96) on page 87
ijM(p, k) The j-th smallest TM eigenfrequency, see (4.95) on page 87
Prmax Essential upper bound for the functions in C, see (5.1) on page 91

Prmin Essential lower bound for the functions in C, see (5.1) on page 91
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