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Chapter 1

Introduction and Outline

In the focus of this thesis is the analysis of group stationary spatial stochastic processes.
These processes may conveniently be described as group stationary random measures on an
appropriate space, where group stationarity refers to a distributional invariance property
with respect to a group acting on this space. This property represents a requirement,
which is weak enough to allow the construction of reasonable and well-fitting models for
a large variety of natural real-world phenomena such as e.g. cell growth processes, the
development of forest fires, rain-drop models, the arrival and handling of phone calls in
a call center or the development of cracks in certain materials. At the same time, it
represents a requirement strong enough to allow a reasonable mathematical investigation
of these models. Here, a random measure is nothing but a random element in the space
of all measures on a certain fixed space and this rich class of objects will be of major
interest to us (introductions to the subject may be found in [14, 15, 28, 29]). Random
measures are in the focus of many researchers since the 1950s and the field developed
rapidly since then. It all started with the inspection of integer valued random measures
(so called point processes) on the real line as a model for the arriving phone calls in a call
center. Conrad Palm, a Swedish engineer, was the first who investigated such a model. A
central object for the examination of stationary random measures has been named after
him - the Palm measure. It has been defined so far for random measures living on a
space on which a certain group acts transitively and with respect to which the measure is
stationary. The transitivity together with the stationarity enforce a complete statistical
spatial homogeneity of the process. Loosely speaking, no matter in which point of space an
observer decides to measure the random mass configuration around him, he will never be
able to tell from his (repeated) measurements where he sits (no matter which arbitrarily
sophisticated statistical toolbox he employs).

The analysis of random measures on R? that are stationary with respect to the group
of all translations (i.e. with respect to R itself) is by now a classical domain of random
measure theory and became an indispensable pillar for the realm of Stochastic Geome-
try (see [64, 66] for comprehensive introductions). Stationary particle processes, k-flat
processes, cluster processes, random partitions or tessellations on R? have under the sta-
tionarity assumption a spatial homogeneity property. This property allows in spite of the
fact that they consist realization wise of a discrete set of infinitely many objects (which
makes it impossible to average over these objects in the naive sense in such a way that each
object receives the same weight), the extraction of meaningful distributions associated to
the collection of objects the process consists of. A random element that is distributed
according to such a distribution is interpreted as a typical object of the relevant process.
For the above processes, one speaks of the distribution of a typical particle, of a typical flat,
a typical cluster or a typical cell. The derivation of all these distributions is the result of
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a more sophisticated fair averaging procedure, both over the underlying probability space
and over the space on which the process lives.

All these distributions may be interpreted as distributions of suitable random objects
under the Palm measure, which explains the central role of this measure. It allows an
elegant and unified treatment of all the above mentioned distributions. Mecke was the
first who used Palm methods in Stochastic Geometry in his seminal paper [47]. Kallenberg
contributed in [30] important results on which some of the central results in this thesis
are based and that are already published in [21]. We have marked the relevant theorems.
Some of these were also independently found by Kallenberg in [31].

This brings us to the first main result of this thesis, namely the derivation of such a
Palm measure even for processes (living on some abstract space, possibly different from
R?) which are stationary with respect to arbitrary, possibly non-transitive, group actions.
The operating group needs not even be unimodular. As mentioned above, this generalized
Palm measure (which we shall call for good reasons the cumulative Palm measure) will
help us to identify typical objects even for processes, that are not completely stationary,
i.e. where the underlying group action is not transitive. This is not only interesting from a
theoretical viewpoint. Many real-world phenomena exhibit spatial inhomogeneities, such
that the assumption of a complete spatial homogeneity is untenable. Our cumulative
Palm measure will allow the mathematical exploration of more adequate, non-transitive
models. The reader may think of e.g. a material consisting of different layers with different
properties.

A second main part of this thesis is devoted to the extension of an important deter-
ministic principle, the mass-transport principle. It constitutes a mass-conservation law
for certain transportation rules. Again, this principle has been found for special tran-
sitive group actions [24, 6, 7] and has been substantially extended in our paper [21] to
the possibly non-transitive and possibly non-unimodular case. As we shall show, it may
be interpreted as an identity between cumulative Palm measures which establishes the
link to random measure theory, and contributes a valuable intuitive understanding for the
transformation of one cumulative Palm measure into another one.

The third main tool that we shall develop for two special types of group stationary
processes where the underlying operation in non-transitive, are ergodic theorems. We note
here, that Meijering [49] seems to be the first who investigated a random geometric model
under ergodicity assumptions. The two classes are, first, random measures on R? that are
stationary with respect to the operation of a discrete grid, identified by Z%, and second
the case where we have stationarity with respect to the action of a fixed lower dimensional
linear subspace of R?. As it will turn out, the cumulative Palm measure naturally arises
under ergodicity assumptions in the limit of certain a.s. and LP-convergence results, which
again shows the relevance of the cumulative Palm measure and establishes the link to
Palm theory.

We finally show how this extended toolbox may be used for the inspection of group
stationary random processes, where the underlying group action is not necessarily tran-
sitive. This includes a result on graph automorphism-stationary random subgraphs of
quasi-transitive, possibly non-unimodular deterministic graphs (e.g. a bond percolation
model) as well as random partitions on orientable Riemannian manifolds stationary with
respect to the natural action of the respective isometry group. It also includes the identifi-
cation and structural analysis of typical Cox Delaunay cells. A Cox-Delaunay tessellation
is a special random tessellation of R?, where the randomness stems from a Cox point
process (which is a randomized Poisson process).

The thesis is organized as follows:

In Chapter 2 we provide the reader with necessary background in measure theory



and also present some recent developments concerning the existence of invariant disin-
tegrations. This chapter already contains some new results. Most notably, we derive a
technically elaborate result on the existence of invariant kernels disintegrating any kernel
from some measurable space to a product space, exhibiting a certain invariance property.

We then proceed in Chapter 3 with the construction of an important kernel, which
is associated to any ‘well-behaving’ group action. This inversion kernel will lead us to
the construction of the ‘general’ Palm measure for arbitrary group actions, the cumulative
Palm measure. 1t is derived by factoring out the Haar measure of the operating group
from another measure which is naturally associated to the random measure of interest.
This cumulative Palm measure is an interesting object of study on its own right, and we
shall derive some important theorems around this measure in Chapter 4.

Chapter 5 contains our extension of the mass-transport principle to non-transitive
group actions, as well as an important consequence for random measures and transports.
In particular, we show that there is a close link between a transport theorem for cumulative
Palm measures and a version of the mass-transport principle for random transports. We
also give a first application of this principle to automorphism-stationary subgraphs of a
quasi-transitive, possibly non-unimodular graph.

Our convergence results are the content of Chapter 6. As mentioned above we treat
grid-stationarity and subspace-stationarity separately, and we show in the end of that
chapter how the cumulative Palm measure naturally arises in the limit under ergodicity
assumptions.

The final Chapter 7 will illustrate the usefulness of our developed tools. We give
structurally quite explicit formulas for the distribution of typical Cox-Delaunay cells, where
the underlying Cox process is assumed to be stationary with respect to a subspace of
R?. This clearly includes the completely stationary case, where the subspace is R? itself,
and even this special case seems to be new. We also introduce random partitions on
Riemannian manifolds and suitably define the notion of typical cell and 0-cell. We derive
a relation between these objects which may be paraphrased by the intuitively appealing
statement that the 0-cell is a volume-weighted version of the typical cell, a fact well-
known for completely stationary tessellations in R%. We also illustrate the use of our
ergodic theorems by deriving some quite general convergence results for grid- or subspace-
stationary random tessellations of R? and we illustrate these by giving some examples.
These examples include for instance R-stationary tessellations on the infinite cylinder
R x S! (where the action of R on R x S* is understood to affect the first component only
via translation).

More detailed references to relevant literature may be found in the introductions to
each chapter as well as throughout the thesis.
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Chapter 2

Fundamentals and recent
developments in measure theory

In this introductory chapter we try to familiarize the reader with some basic concepts
used in this thesis. These are some elementary as well as some more advanced notions of
measure theory in Section 2.1, the notion of Haar measure and group invariant measures in
Section 2.2, some recent developments in the theory of invariant disintegrations of jointly
invariant measures on product spaces in Section 2.3 and finally the concept of random
measures in Section 2.4. Along the lines we also present some new results. These include
in Section 2.3 the existence of invariant disintegrations of kernels where each kernel member
itself is a jointly invariant measure on a product space. This was established by Gentner
and Last [21]. In Chapter 3 this result will be a key ingredient in our existence proof
of the inversion kernel for even non-transitive group operations, recently independently
constructed by Gentner and Last [21] and Kallenberg [31].

2.1 Some notions from measure theory

We shall mainly recall the concepts of universal measurability and kernels in this section.
We also fix our basic notation used throughout this thesis. S, T" and R shall always denote
measurable spaces with respective o-algebras S, 7 and R. Given two o-algebras S and
T their product o-algebra will always be denoted by S ® 7. For a measure v on S and
a measurable function f : S — [—o0,00] we denote the integral [ fdv by vf = v(f)
whenever it is well-defined. Further, whenever (S, S) is a measurable space we denote by
S the space of S-measurable [0, co]-valued functions on S. For f € Sy we often write f-v
for the measure A — v(14-f) on S. The power set of a set S is denoted by P(.S) and given
a system of subsets &€ C P(S) of S the smallest o-algebra containing £ will be denoted
by o(€). If p and v are measures on S the relation y < v means that u is absolutely
continuous with respect to v. The relation ~ denotes mutual absolute continuity between
measures and evidently represents an equivalence relation on the space of all measures on
a given space. Given a probability space (2, A, P) the distribution of a random element 7
in a measurable space S (also called the law of 7) is denoted by L(7).

2.1.1 Regularity properties and u-measurability

In many situations one has to require a measure p to be o-finite, i.e. to ask for the
existence of a measurable partition By, Bo,... that splits it into finite pieces, or at least
to require it to be s-finite, relaxing the above condition by only requiring the existence
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of a sequence (u,) of finite measures that approximates it setwise from below such that
n(A) T (A), A€S.

The concept of s-finiteness was introduced by Kallenberg [30] who noted that it simpli-
fies many arguments, mostly since the class of s-finite measures is closed under projections:
an s-finite measure M on a product S x T" induces s-finite measures M (- xT') and M (S x -).
Note that the analogue statement with s-finiteness replaced by o-finiteness is wrong: the
2-dimensional Lebesgue measure A\? on R? is o-finite, unlike its projection A2(- x R). In
addition s-finiteness is not only preserved under most basic operations that also preserve
o-finiteness - it is sometimes even easier to verify than a possible o-finiteness property.
Finally most computational rules such as Fubini’s Theorem are still valid for s-finite mea-
sures.

There are many reasons that make both of these regularity concepts necessary but two
particularly important ones are the following two.

First, a measure p # 0 on some space S is o-finite if and only if there is a strictly
positive function f : S — (0,00) such that uf < oco. This gives rise to an in the sense
of mutual absolute continuity equivalent finite measure v := f - u which may clearly be
assumed to be a probability measure. Then most spaces possess topological or measure
theoretical properties that allow us to identify them with Borel subsets of the reals R.
Such spaces are called Borel spaces. For a precise definition, a bijective map f : S — T
between measurable spaces S and T is called a Borel isomorphism if both f and f~! are
measurable (i.e. the Borel isomorphisms are the isomorphisms in the category of mea-
surable spaces). Now a Borel space is a measurable space Borel isomorphic to a Borel
subset of R. Hence o-finite measures on Borel spaces may for some purposes be treated as
probability measures on R, where we may use their distribution functions to investigate
their properties. As a particularly important example where this observation bears fruits
we mention Kallenberg’s [30] elegant proof concerning the existence of disintegrations for
o-finite measures on product spaces where the second factor is Borel. It will be essential
for our discussions in Subsection 2.3.2.

Second, integration of universally measurable functions that are not measurable with
respect to the given o-algebra is meaningful only if the integrating measure can be approx-
imated by finite measures. Let us quickly repeat the concept of universally measurable
sets and functions here. If p is a measure on (5,S) then we denote by S# the completion
of § with respect to p. The universal completion of a o-algebra S is then defined as

St=(s"
I

where the intersection is taken over the class of all probability measures on (5, S) (clearly
one may equivalently take the class of all finite measures on (5,S) here). The elements
of this o-algebra are called universally measurable sets and a map f : S — T is called
universally measurable (u-measurable in short) if it is S*/T-measurable. Noting that we
may decompose any set A € S* for an arbitrary finite measure p into A = BUC with B € §
and C C N € § with u(N) = 0, it is natural to define pu(A) := pu(B). This way p(A) is
clearly well-defined and thus this definition yields a natural extention of y to S“. In a next
step, we may approximate a given u-measurable function f : S — [0, 00] by u-measurable
step functions which defines the integral uf in the obvious way. From integration with
respect to finite measures to o-finite or even more generally s-finite measures is a small
step: just note that any such measure p may be written as a countable sum of finite
measures which yields the desired extension.

Recall that a measurable space is Borel by definition if it is isomorphic to a Borel subset
of R in the category of measurable spaces, where isomorphisms are bijections between
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measurable spaces that are measurable in both directions. As indicated above this is a
huge class of spaces: For instance any Polish (i.e. completely metrizable and separable)
space is Borel (see [28, Theorem A1.2] and [11, Theorem A.47]) which is again a huge class
even containing any topological space whose topology is locally compact, second-countable
and Hausdorff (see e.g. [59, Sétze 8.15, 10.15, 13.17]). For u-measurable functions and sets
we have powerful projection and section theorems at our disposal:

Theorem 2.1 (projections and sections). Let S be a measurable space, T a Borel space
and AeSQT.

(i) The projection of A on S, i.e. the set
prg A:={se€ S:(s,t) € A for somet €T}
s u-measurable.

(ii) There is a u-measurable function f : S — T such that (s, f(s)) € A for all s €
prg(A).

Proof. See [16, p. 252] or [18, p. 392]. O

The next lemma highlights the advantages of u-measurability even further.

Lemma 2.2 (range and weak inverse). Let S and T be Borel spaces and f : S — T be
measurable.

(i) The image f(S) of f is u-measurable;
(ii) There is a u-measurable function g : T — S satisfying fogo f = f.

Proof. The following proofs are taken from [31, Lemma 2.5].

(i) The graph of f is the set Graph(f) := {(s, f(s)) : s € S}. It is a measurable subset
of § x T since it is the preimage of the (measurable) diagonal {(¢,t) : t € T} C T? under
®:8xT — T2 ®(s,t) = (f(s),t). Hence we may apply the Projection Theorem 2.1 (i)
to the T-projection of Graph(f) and it remains to note that pry(Graph(f)) = f(5).

(ii) Since T is Borel, the Section Theorem 2.1 (ii) yields a u-measurable function
g : T — S such that (g(t),t) € Graph(f),t € f(S). Hence for t € f(S) put s := g(t) and
note that ¢ = f(s), which implies f o g(t) =t for all such ¢ - hence fogo f = f. O

2.1.2 Kernels and their regularity properties

A fundamental object for probability and measure theory is the following: If (S,S) and
(T, T) are measurable spaces, a kernel from S to T'is a map p: S x T — [0, 00] with the
properties

(1) w(s,-) is a measure on (T, T) for any fixed s € S,
(2) (-, A) is a measurable map for any fixed A € T.

We sometimes write ps(-) instead of u(s,-). Similarly a map g : S x T — [0,00] sat-
isfying (1) and the modified property (2) where ‘measurable’ is replaced by ‘universally
measurable’ is called u-kernel from S to T'. A kernel p is called Markovian or stochastic if
wus(T) =1,s € S, and finite if ps(T) < 0o, s € S. We call a kernel p from S to T s-finite,
if there is a sequence of finite kernels u,, with u, T p. A Kkernel u is pointwise o-finite
if for each s € S the measure p(s,-) is a o-finite measure on 7' and uniformly o-finite if
there is a partition Bj, Bo,... of T which simultaneously splits the us into finite pieces,
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ie. u(s,B;) < oo,s € S,i € N. In between these two concepts, we call a kernel p from
S to T' o-finite if for each s € S there is a measurable partition Bf,B5,... of T such
that (s,t) — 1{t € B/} is measurable for all i € N and u(s, Bf) < oo,s € S. Clearly, a
uniformly o-finite kernel is o-finite and any such kernel in turn is pointwise o-finite. Just
as there is a functional characterization of o-finiteness of measures we have the following
functional characterizations of the latter two types of kernels.

Lemma 2.3 (regularity properties of kernels). Let p be a kernel from S to T. The fol-
lowing holds:

(1) p is o-finite iff there exists a measurable map f: SxT — (0,00) such that psf(s,-) <
00,8 € S (in this case f may be chosen such that psf(s,-) <1,s € S).

(ii) w is pointwise o-finite iff there exists a map f: S x T — (0,00) such that the maps
f(s,-),s € S, are measurable and pusf(s,:) < oo,s € S.

Proof. (i) Let o be a o-finite kernel from S to T, i.e. for each s € S there is a partition

Bf, Bs, ... of T such that (s,t) — 1{t € B/} is measurable for any i € N and ps(B}) < oo.
Then we define

1 1

0 t) = _——

>0

1{te B/} <1

and note that
s, B} 1
wusf(s,) = uis, BY) — <1

- 1L (e RS
Sl w(s, Bf) 2

Conversely, fix f > 0on S x T with usf(s,:) < oco. Define

1 1
Bl :=<teT: < t - ;€ N
; {6 z+1_f<s’)<i}’ ieN,

and note that indeed since 0 < f < oo this defines a partition of T' for every s € S. In
addition

w(s, Bf)

(¢+1)/1{i+11 < f(st) < E}Hllu(s,dt)

< (i+ 1)/1 {z—i—ll < f(s,t) < 1} f(s,t)u(s,dt)

< (i+ D f(s, ) < oo.

(ii) Use the same construction as in part (a) (which boils down to proving the well-known
criterion for o-finite measures for every fixed s € S). O

2.2 Haar and invariant measures

In this section we summarize some basic facts concerning topological groups, Haar measure
and invariance of measures and sets under group operations. We will also present some
quickly accessible new results in Lemma 2.6, 2.8, 2.9 and 2.12.
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2.2.1 Haar measure and modular function

By G we denote a group with neutral element e. Elements of a group G will usually
be denoted by g or h. If G carries a o-algebra G such that the maps (g,h) — gh and
g — g~ ! are measurable, then we call G a measurable group. Similarly, if G carries
a topology O such that the above maps are continuous we call it a topological group.
Clearly, any topological group becomes a measurable one when endowed with the Borel-
o-algebra B(O) := o(0O). It is clear that left- or right-shifts on G' are homeomorphisms
in the topological and Borel isomorphisms in the measurable setting, such that translates
gA :={ga :a € A} for g € G and A € G are again measurable. A measure A defined on
G is left-invariant if

AMgA) =A(4), geG,Aecqg,

(right-invariance is defined with the obvious modification). In the topological setting, a
classical result is that whenever the group carries a locally compact Hausdorff topology,
then there is an up to constant multiples uniquely determined left-invariant Radon measure
A # 0 defined on its Borel o-algebra. Here the Radon property means that A is locally
finite in the sense that it assigns finite values to compact sets, is outer regular on all Borel
sets, meaning

AA) =inf{\(U) : U D A,U open}, A€ B(O),

and inner regular on all open sets, meaning
AA) =sup{\(K): K C A, K compact}, AecO.

Such a measure A is called a (left) Haar measure on the group G with respect to the
topology O. The following theorem constitutes a cornerstone of measure theory on groups
and harmonic analysis. A proof may be found in [20, Theorems 11.8, 11.9].

Theorem 2.4 (existence and uniqueness of Haar measure). Any locally compact Haus-
dorff group G possesses an up to positive multiples uniquely determined Haar measure.

It is crucial to note at this point that the Radon condition enforces an intimate and
important relation between topology and measure. As an example, consider the reals R
on the one hand with the natural metric topology generated by d(z,y) := |z —vy|,z,y € R,
and on the other hand equipped with the discrete topology such that any subset A C R is
open. Both topologies are locally compact and Hausdorff but the respective Haar measures
differ and are given as (multiples of) Lebesgue measure in the first case and (multiples of)
counting measure in the second.

The above example R with discrete topology and hence counting measure on its power
set as corresponding Haar measure also shows that Haar measures need not be o-finite in
general. To enforce o-finiteness of a Haar measure \ it is enough, for instance, to require
the topology on G to be second-countable. Then, there is a countable partition of G into
relatively compact subsets, on each of which A is finite by definition.

If the topology on G is assumed to be second-countable in addition, then one may
drop the inner and outer regularity conditions of Haar measure stated above - they will be
implied by the local finiteness. In fact many authors consider Haar measure and Radon
measures only in this more specific second-countable setting, e.g. [28, p. 36, p. 41].

In this thesis A will always denote a o-finite Haar measure on a group G, which in
turn is always assumed to be locally compact, Hausdorff and second-countable, to ensure
the existence of such a A. We will abbreviate these conditions by saying that G is lcsc, the
‘Hausdorff’ condition being understood to be contained in the ‘locally compact’ condition.
We now fix a left Haar measure A on a lcsc group G. The left-invariance property may be
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rephrased using the usual tandem consisting of step functions and monotone convergence
by writing

/ f(hg)\(dg) = / f(@9)Mdg), heG.feGy

For fixed h € G the measure A\, : A — A(Ah) is by associativity of group multiplication
again left-invariant, clearly non-zero and locally finite (note that left- and right-shifts on G
are homeomorphisms). Hence, by uniqueness of Haar measure, there is a unique positive
constant, which we call A(h), such that A\, = A(h)A. The map A : G — (0,00), h — A(h)
is called the modular function (though A\ was needed in the construction of A here it is
clear that A does not depend on the choice of normalization of \). It even constitutes a
continuous (in particular measurable) homomorphism A : G — (0,00) (see e.g. [20, Prop.
11.10]) satisfying

/ F(gh)A\(dg) = A(hY) / f(9)Mdg), heG.febs. (2.1)

and has the additional property that

/ f(g~H)A(dg) = / Alg)F(9)Adg), | € Gy (2.2)

A group G is called unimodularif A(g) =1 for all g € G. By (2.1) G is unimodular if and
only if X is right-invariant. Two examples of classes of unimodular groups are the Abelian
groups and the compact groups (while the Abelian case is immediate note for compact G
that the continuity and homomorphism property of A imply that the set A(G) must be a
compact multiplicative subgroup of (0, c0) - the only such subgroup evidently being {1}).

Remark 2.5. For many results in this thesis topological requirements are subordinate
and we might as well just assume G to be measurable and such that it carries a left-
invariant o-finite measure A # 0. Kallenberg chooses this consequent and more natural
setting in this recent paper [31] and in particular proves the existence of a measurable,
topology-free variant of the modular function satisfying (2.1) and (2.2) ([31, Lemma 2.3)).
As the existence of left-invariant o-finite measures A # 0 is still open without topological
extra assumptions we shall always consider topological groups in this thesis.

2.2.2 Group operations and invariance

Let G be a group and S a set. An operation of G on S is given by amap ¢ : G X S — S,
which we abbreviate by gs := ¢(g,$),9 € G, s € S, satisfying both es = s,s € S, where e
denotes the neutral element of G, and g(hs) = (gh)s,g,h € G,s € S. If such an operation
along with the relevant map is given without risk of confusion then we omit the map and
simply say that G operates or acts on S. In this case we also write G — S.

Whenever the group G is measurable with g-algebra G and the set S is a measurable
space carrying a o-algebra S we naturally require an operation of G on .S to be measurable,
in the sense that the underlying map G x S — S is § ® §/S-measurable. This condition
implies the measurability of the projections 7w, : G — S,s € S, and shiftst, : S — S,g € G,
given by

ms(9) =04(s) =gs, geG,seS.
Whenever G and S are topological spaces, we call an operation G < S continuous when-

ever the underlying map from G x S to S is. Clearly, continuous operations are measurable
with respect to Borel o-fields and the continuity passes on to projections and shifts.
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For fixed s € S the set m5(G) = G's is called the orbit of s and whenever S = G's for
some s € S (and hence for all s € S) the operation is called transitive and possesses only
one orbit. Note that transitivity may be rephrased by saying that for any s,¢ € S there is
always a g € G with t = gs.

We now consider a measurable operation G — S where G is lcsc with o-finite Haar
measure A. It is interesting to note the following measurability property of the orbits,
which holds in large generality.

Lemma 2.6 (u-measurability of orbits). Given any measurable operation G — S where
G is Borel, the orbits are u-measurable subsets of S.

Proof. Consider the Borel isomorphism ¢ : G x S — G x S given by (g, s) = (g, gs) and
the measurable sets A := (G x {s}), s € S. Since G is Borel the projection of A5 on S
is a u-measurable set in S according to Theorem 2.1 (i). These projections are clearly the
orbits of the operation. O

A subset A C S is called G-invariant if gA = A, g € G, and similarly a measure y on
S G-invariant, if

n(gA) = p(4), geG,AE€S.

If p lives on a product space S x T with given operations G — S and G — T', we call it
jointly G-invariant if it is invariant with respect to the diagonal operation

g(s,t) :=(gs,gt), g€ G,seSteT.
Furthermore, for s € S,

Gss ={9e€G:g9s=s}= 73 Y ({s})

denotes the stabilizer of s and, taking a second ¢ € S,

Ger:={g€G:gs=t} =m'({t}),

is either empty (if ¢ € G's) or otherwise a left coset of G s since Gy = gs+Gs s, Where g,
is a fixed group element satisfying gs:s = t. These subsets of G are measurable if the one
point sets {t},t € S, are measurable. This is the case, for instance, if S is Borel.

2.2.3 Proper operations

The set of all o-finite G-invariant measures on S is a convex cone in the sense that for any
such p, v and a,b > 0 the measure ap + bv is again o-finite and G-invariant. The prime
examples for G-invariant measures are the pushforwards Aow; !, s € S, of the Haar measure
A under projections. But without further regularity assumptions on the operation, they
need not be o-finite. To enforce this, we assume that G operates properly on S in the
sense that the operation is both measurable and such that the set of all pushforwards

ps:=Xom;t, s€S,
is even uniformly o-finite. We recall that this requires the existence of a measurable
partition By, Ba,... of S such that us(B,) < oo, s € S, n € N. This concept was
introduced by Kallenberg in [30] and generalizes the classical notion of a topologically
proper operation (i.e. a continuous operation such that 7;1(K) C G is compact whenever
K C S is) of a lesc group on a lesc space. He also showed (see [30, Lemma 2.1]) that
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properness is equivalent to the existence of a measurable function k£ : S — (0,00) such
that

psk = /k(t),us(dt) <oo, seb. (2.3)

As indicated earlier topologically proper operations are proper in this more general
sense.

Examples. (i) Trivially, compact groups operate properly on any measurable space if
the operation is measurable. If they operate continuously on a topological space
then the action is clearly topologically proper.

(ii) One readily proves that for 1 < u < d any u-dimensional linear subspace L of RY
operates on R? via translation topologically proper.

(iii) Z< operates on R? via translation topologically proper.

(iv) R operates on the cylinder Z := Rx S!, S* denoting the 1-dimensional unit circle, via
translation in the first component. This operation is trivially topologically proper.

(v) The group of rigid motions Ggq operates topologically proper on R% but acts not
(even) properly on the affine Grassmannian A(d, k), the space of all k-dimensional
affine subspaces of R?. The problem here is that the stabilizer of a k-dimensional
affine space E contains all translations with vectors contained in F, i.e. cannot be
compact. As we will show in Corollary 3.10, proper operations with (even only
locally) closed stabilizers automatically have compact stabilizers.

(vi) Given a graph I' = (V, E') with countable set of vertices V' and edge set E C V X
V' its automorphism group G = Aut(I'), endowed with a suitable topology, acts
topologically proper on V in the canonical way

Aut(T) x V=V, (p,s) — @(s).
We postpone the details to Subsection 5.4.1.

(vii) Given a Riemannian manifold M, its isometry group G = I(M), endowed with a
suitable topology, acts topologically proper on M in the canonical way

I(M)x M — M, (¢,s)— @(s).

This is also true for closed subgroups of G (an example is (iv)). Again, details are
postponed, in this case to Subsection 7.2.2.

2.2.4 Notions related to invariance of measures

The convex cone of all o-finite (resp. s-finite) G-invariant measures on a Borel space S,
where G — S is proper, has a striking structure that has been illuminated by Kallenberg
in [30, Theorem 2.4] (resp. [31, Theorem 4.2]). We consider the o-finite case first. As
noted before the projection measures us, s € S, are invariant measures on S. They have
the additional property that

Hgs = A(gil)ﬂ& geG,s€S, (2.4)
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which means that the properness condition upon the operation enforces
Alg)=1, geG,s,s€8. (2.5)

Note that by (2.1) this means nothing but right G s-invariance of A. Choosing a system
O of representatives of the orbits Gs, s € S, the space S splits into the disjoint union

S={Jan,

beO

and we may consider the choice function (in Kallenberg’s related paper [31] called orbit
selector) B : S — S where 3(s) denotes the previously fixed representative of Gs. In order
to establish measurability of 5, Gentner and Last [21] had to require measurability of O.
The argument is the following:

Lemma 2.8 (u-measurability of selectors). If O € S, then 3 is u-measurable.

Proof. Note that for B ¢ S we have 371(B) = G(B N O). Hence, recalling the Borel-
Isomorphism ¢ : G x S — G x S, (g9,8) = (g,gs), we have 3~Y(B) = G(BNO) =
prg(p(G x (BN O))) and for B,O € S this implies together with Theorem 2.1 (i) that
B~1(B) is u-measurable since G is Borel. O

Kallenberg instead required S to be Borel and the operation to be proper (note that
the above argument does not need any of these assumptions) and proved the existence of a
u-measurable choice function without previously fixing a system of representatives of the
orbits (which is then clearly given by the image of the choice function). The argument he
gave in [31, Theorem 2.4] relies on Lemma 2.2 (ii), an invariant labeling of the orbits by
a suitable kernel and the crucial Borel property of the space of probability measures on S
which is inherited from S. It seems to be an open problem if the space of all o-finite or
even s-finite measures on a Borel space also inherits the Borel property.

Instead of using the function & from (2.3) some calculations simplify when £ is replaced
by the following normalized version w:

Lemma 2.9. (existence of a G-symmetric function) Let G operate properly on S and
assume that there is a measurable system of orbit representatives, such that we may fix
one and call it O. Then there is a u-measurable function w : S — (0,00) on S such that

ww =1, beO. (2.6)

Proof. Since G — S is proper we may choose by [30, Lemma 2.1 (i)] a strictly positive
measurable function & : S — (0, 00) such that puy(k) < 0o,b € O. Now

w(s) = (s)

=——— s€ES,
HB(s) (k)

is u-measurable by Lemma 2.8 and Fubini’s theorem and, in addition,

k
Upw = /(s)ub(ds) =1, beO. O
pok
Note that if G is not unimodular it would not be consistent to require pus;w = 1 for all
s € S by (2.4) which makes the restriction to O in (2.6) necessary. We now reformulate a
result of Kallenberg [30, Theorem 2.4].
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Theorem 2.10 (ergodic decomposition of invariant measures, Kallenberg). Suppose G
operates properly on the Borel space S and fiz a measurable system O of orbit represen-
tatives. Then for any o-finite, G-invariant measure v on S there is a unique measure v*
concentrated on O satisfying

v() = / uy(-)* (db). (2.7)

Proof. Choosing k as in (2.3) the measures ¢4 := us/pusk, s € S are G-invariant, uniformly
normalized in the sense that ok =1, s € 5, and even constant on orbits, i.e.

Pgs = Ps, SE S,g€@. (2.8)

In other words, the map s — ¢, is a labeling of the orbits which is in addition measurable
by Fubini’s theorem, i.e. ¢ is a kernel on S. Kallenberg proved that this kernel can be used
as a (normalized) extremal generator of the convex cone of all o-finite invariant measures
on S since any such measure v on S may be written as (cf. [30, Theorem 2.4])

v() = / s()(s)0(ds). (2.9)

We now search a representation as in (2.9) which does not depend on the choice of k. As
in Gentner and Last [21] we note, using (2.8) and (2.9), that

v() = / s (V(s)(ds) = / ) (Ve (6) ke (s)(ds)
:/Mb<.)y*(db)7 (2.10)

where v* := (ug(k) " 'k-v)o B! is a o-finite measure on S concentrated on O, in the sense
that any measurable B C S being disjoint with O has v*(B) = 0. In spite of its definition
v* is independent of k since v* is already uniquely determined by v: To see this suppose
vi,v5 both satisfy (2.10) and are concentrated on O. Then

[ semaswian = [[ somassa). 1es..

and putting f(s) := w(s)h(B(s)) where w is as in (2.6) and h € S, is arbitrary yields
vih =v3h,h € S;, and hence v} = v3. O

Example 2.11 (countable S). Let G operate properly on the countable space S. Our
Lemma 3.8 states that this is the case if and only if

0 < A(Gs5) <00, seS.

Take a G-invariant measure v on S and fix a (countable) system O of orbit representatives.
Since by left-invariance of A

o = Z AGhs)ds = Z AMGhrp)ds, be O,
seGb seGb

it follows from (2.7) that (with respect to O)

. (o)
T l;) A(Gb,b)éb' (2.11)
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Turning to the convex cone of s-finite G-invariant measures, Kallenberg proved in
[31, Theorem 4.2] a version of the above theorem using the above mentioned existent u-
measurable orbit selector and the associated inversion kernel (which we will construct in
Subsection 3.1.1). A technical feature of his stream of arguments is that he needs not
require the existence of a measurable system of orbit representatives and derives the exis-
tence of an orbit selector in a non-constructive way. From an application viewpoint, this
can be both blessing and curse: an advantage is that the existence of a measurable system
of orbit representatives O needs not be checked. On the downside, one is left without
any information about the range ((S), i.e. the induced system of representatives. Our
approach has the advantage that it gives full flexibility to choose a particularly convenient
one among the in applications usually plenty existing and easily accessible measurable ones
and this will turn out to be useful in later applications. After fixing O € S the associated
choice function is then simply given by Lemma 2.8.

Given an operation G — S two classes of subsets of S will play a special role at
several places in this thesis. The first class consists of the G-invariant sets A € S, where
G-invariance means

gA=A, geG.

These sets form a g-algebra which we denote by Z. The second class is the collection of
G-symmetric sets B € §, where G-symmetry refers to the property

0< upB=p.B <oo, bceO.

The latter collection is not even closed with respect to N, U or €. The use of the defining
property of its members, namely that they consist of finite and non-zero pieces of each orbit
will become apparent once we use them in the following chapters. Given a G-symmetric
set B C S we may define its width as

§(B) := upB (2.12)
where b € O is fixed (and arbitrary). We note here a simple property of these objects.

Lemma 2.12 (invariant measures on symmetric intersections). Given a G-invariant
measure v on S, a G-invariant set A C S and a G-symmetric set B C S the relation

v(ANB) =v*(A)d(B) (2.13)
holds.

Proof. The decomposition (2.7) implies

AN B) = [ [ 1agh)1n(g)r gy (@)
and since A is G-invariant this means
vANB) = [ [ 14010 (@) = 5(B) [ 140 (@),
where we used the G-symmetry of B in the last step. O

Remarks and Examples. (i) It is evident that any G-invariant set is a union of orbits
and that any such union is G-invariant.
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(ii) There are two important extreme situations: The first are transitive operations: If
G — S is transitive then Z = {), S} and a set B € S is G-symmetric if and only
if 0 < pe(B) < oo for one ¢ € S (and then in this case for all ¢ € S). In the
case that G — G via left-translation this means nothing but 0 < A(B) < oco. The
other extreme case is when G = {e} < S. This operation is totally non-transitive
in the sense that each point is its own orbit. Here the roles of G-invariant and G-
symmetric sets are reversed compared to the transitive case: the only G-symmetric
set is S (the empty set is excluded for technical reasons) while any subset A C S is
now G-invariant.

It will be important for applications later to keep these extreme situations in mind.

(iii) SO(d) — R Here SO(d)-invariant sets are given by all possible different unions
of any of the concentric circles around the origin with arbitrary radii. Examples of
G-symmetric sets are drafted in the following Figure 2.1.

Figure 2.1: Examples of SO(2)-symmetric subsets B of R?.

\J

(iv) L = R? where L is a fixed k-dimensional linear subspace of R? where k € {1, ...,d}:
L-invariant sets are unions of parallel translates of L. Examples of L-symmetric sets
are drafted in Figure 2.2.

1<
N
/ K

Figure 2.2: Examples of L-symmetric subsets B of R? where L = {(z,0) : z € R}.
(v) Z% — R? Any Z%invariant set A may be represented by means of a uniquely
determined subset Ag C [0,1)¢ such that
A=Ay +7%
The collection of G-symmetric sets is given by the collection of all finite unions of

the integer translates z + [0,1)¢, z € Z?. The width of such a set is just the number
of translates the set consists of.
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2.3 Disintegration

Disintegrations emerge at many different places in Analysis, Probability Theory and es-
pecially in Stochastic Geometry. There are numerous examples, and among these are
Cavalieri’s principle, the calculus of conditional expectations and probabilities and the
classical Palm formalism that leads to the notion of e.g. typical objects of stationary par-
ticle processes and many other meaningful objects. In this section we summarize the state
of the art concerning existence of (invariant) disintegrations in the most general form
known to the author. New is Lemma 2.15 and the elaborate existence result in Lemma
2.17 establishing measurably labeled invariant disintegrations of measurably labeled jointly
invariant measures on product spaces.

2.3.1 Kernels and invariance

If G operates on both S and T and p is a kernel from S to T then u is G-invariant if
wu(gs,gA) = pu(s,A), se€S,AecT,ge. (2.14)

The covariance property

/f(t)u(gs,dt) = /f(gt)u(s,dt), geG, feTy,

is equivalent to (2.14) which is the reason why ‘invariance’ of kernels is sometimes referred
to as ‘covariance’ or ‘equivariance’ in the literature. Given measures vq and 15 on S and
T respectively their product measure on S x T is denoted by v1 ® v5. Conversely, given a
measure M on S x T, M is usually not a product measure. Still, for a large class of such
measures a similar decomposition, called disintegration, is possible - either from S to T in
terms of one measure v on S and a kernel p from S to T' or vice versa from 7" to S where
the measure lives on T' and the kernel is from T to S. A disintegration of M from S to T
then reads, given v and u,

M = [[ 166 0uts.divias) = o wf. fe (ST

2.3.2 Disintegration on product spaces

In Probability Theory disintegrations arise for instance whenever a joint distribution of
two random elements 7 and 7 is conditioned on one variable. Then

L(n,7) = L(n) @P(1 € -In =) = L(n) © L(7]n =),

hence v := L(n) and pu(s,-) := P(r € :|n = s) is a valid disintegration as above with a
probability measure v and a Markovian kernel p. Kallenberg [30] derived the existence of
disintegrations for o-finite measures M on product spaces using the procedure mentioned
in Subsection 2.1.1:

Lemma 2.14. (disintegration of o-finite measures) A measure M on S x T, where T is
Borel is o-finite iff there is a o-finite measure v on S and a o-finite kernel p from S to T
such that

M=v®pu.

Here i may be chosen Markovian iff M (- x T) is o-finite.
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Proof. See [30, Lemma 3.1] for the implication that a o-finite M admits such a disinte-
gration. The converse is most easily seen by invoking Lemma 2.3. The last assertion is
trivial as we may choose v = M (- x T') in this case. O

We may even extend this result slightly to the s-finite case: note that any s-finite
measure M on S x T where T is Borel may be disintegrated by means of a probability
measure v on S and an s-finite kernel p from S to T. Here an s-finite kernel is a kernel
that admits a sequence of finite kernels p, with u, 1T ¢ or equivalently may be written as
a countable sum of finite kernels.

Lemma 2.15 (disintegration of s-finite measures). Let M be an s-finite measure on S X
T. Then M = v ® p for a finite measure v on S and an s-finite kernel p from S to T.
Here M is o-finite iff p may be chosen o-finite. Further given a o-finite measure U on S
such that M (- x T') < v there is a suitable s-finite kernel i from S to T with M = v ® [i.
As above M and [i are simultaneously o-finite.

Proof. The case M = 0 is trivial such that we may assume M # 0. If M =5 ., M,
with finite non-zero measures M, on S x T we have disintegrations M,, = v, ® u, with
finite non-zero measures v, and finite kernels u, by Lemma 2.14 (or simply, after obvi-
ous modifications, the existence of conditional distributions). Now define the probability
measure .

vi= — V.

r; 2ny,(S) "

Since v, < v, n € N, and each measure under consideration is finite, there are Radon-
Nikodym densities f,, : S — [0, 00) with v,, = f,,-v. Using these, we may define the s-finite
kernel p from S to T via

l5,) = D Sul)pals. ).

n>1

Then the monotone convergence theorem yields

V®/~L:ZV®fn/~Ln:Z(fn'y)@)ﬂn:ZVn@un:ZMn:M'

n>1 n>1 n>1 n>1

If M is o-finite, then Lemma 2.14 yields a disintegration M = v ® p with o-finite v and
o-finite p. Using a function f > 0 on S with vf < co we may rewrite this disintegration
viae M =veu=(fv)e® (%,u) which yields the desired disintegration. The converse
implications are trivial.

For the last assertion, fix i with the stated properties and consider a fixed disinte-
gration M = v ® p. Here v and p may be chosen such that u(s,T) > 0,s € S, since
A:={se€ S:u(s,T) > 0} is measurable and we may form 14 - v and redefine p outside
of A suitably. Then clearly v ~ M(- x T') < © and the Radon-Nikodym Theorem yields a
measurable function f > 0 on S with v = f - D. Putting ji(s,-) := f(s)u(s,:),s € S, yields

PRQLp=vQ(fu)=(f-7)@u=vepu=D»M. O

2.3.3 Invariant disintegration of jointly invariant measures

Note that if G operates on both S and T and the disintegration M = v ® p consists
of a G-invariant measure v on S and a G-invariant kernel p from S to T, then M is
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jointly G-invariant, in the sense that M is invariant with respect to the diagonal operation
g(s,t) :=(gs,gt),g € G,s € S;t €T, of Gon S xT,ie.

/ flgs, g M(d(s.8)) = Mf, geG.fe(SeT),.

Conversely, it is natural to ask if a o-finite, jointly G-invariant measure M on S x T admits
such an invariant disintegration where both v and p are G-invariant. This is in fact a
problem that has been in the focus of many authors since the 1960’s. Two main approaches
were successful in different contexts: the skew factorization approach of Matthes [45]
(1963) and the combined regularization and perfection approach which appeared first in
the paper [61] by Ryll-Nardzewski in 1961. The classical skew factorization of a jointly
invariant measure on a product space requires one of the two factors, say S, to be the
group G. Then the bijective skew-shift ¥(g,t) := (g, gt) transforms the jointly invariant
measure M on G x T into the measure M o1} on G x T which is invariant with respect
to shifts in the first component (only). It is then only a small step to deduce that any
such measure is a product measure of the form A ® p with a o-finite measure p on T,
and reversing the skew shift then gives the desired disintegration. Kallenberg significantly
generalized this approach in [31] by showing how this technique may be even applied in
the general setting for jointly invariant measures on S x T' by using the inversion kernel.
We shall give a short summary of his ideas in Subsection 3.2.1 for two reasons: First these
nicely support the relevance of the inversion kernel which is part of this thesis and second
we shall need them to establish Theorem 3.9 (which seems new in this generality and will
be needed in this form later).

On the other hand the regularization and perfection approach is more elaborate: one
first needs to identify an invariant supporting measure v on S, i.e. a o-finite invariant
measure satisfying M (- x T') < v. This is difficult since it may happen that M (- x T) is
not o-finite. Then a complicated construction follows (see our Lemma 2.17 which contains
this as a special case) which comprehends the regularization of a family of Radon-Nikodym
densities as well as an averaging procedure over GG smoothing the resulting kernel into an
invariant one. Gentner and Last used this technique to construct the inversion kernel in
[21] and we shall present this construction in Subsection 3.1.1.

In his 2007 paper [30, Section 3| Kallenberg extended and compared both methods
and gave some applications to Palm (and related) kernels. Using the regularization and
perfection approach he proves in [30] the following theorem:

Theorem 2.16. (invariant disintegrations of o-finite invariant measures, Kallenberg)

(i) A o-finite measure M on S x T, where T is Borel, is jointly G-invariant if and only
if it admits an invariant disintegration from S to T.

(ii) If M as in (i) is jointly G-invariant and v > M (- x T') is o-finite and G-invariant
then there is a o-finite and G-invariant kernel p from S to T with M = v ® p.

(iii) If in (ii) M (- x T) is o-finite, then we may choose v := M (- x T') and the associated
G-invariant u is stochastic.

Proof. (i) A proof of the implication that any jointly G-invariant M admits such a disinte-
gration may be found in [30, Corollary 3.6]. The converse follows from a simple calculation.
(ii) is [30, Theorem 3.5] and (iii) is trivial. O

We will also give a complete proof of an extension of this result to measurably labeled
families of jointly invariant measures on product spaces in Lemma 2.17. In addition we
will further extend this theorem to the case of s-finite M in Theorem 3.9.
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2.3.4 Disintegration of kernels with invariance properties

Given measurable spaces R, S and T and operations GG < S and G < T, our aim in this
subsection is to prove a measurable and invariant decomposition of measurably labeled
families of jointly G-invariant measures { M, },cr on S x T in an invariant and measurable
way. For this we need the following lemma which is a crucial extension of known results
on the existence of disintegrations of measures on product spaces (see e.g. [28, Theorem
6.3]) and their respective G-invariant versions for jointly G-invariant measures found by
Kallenberg in [30]. Though the proof is a straightforward adaption of arguments found in
[28, p. 107] and the regularization and perfection arguments in [30, Theorem 3.5] it will
serve as our main tool in the construction of the inversion kernel in Subsection 3.1.1.

Lemma 2.17 (invariant disintegrations of kernels). Let R,S,T be measurable spaces
where S and T are Borel, M a o-finite kernel from R to SxT and let G operate measurably
on both S and T.

(i) There is a stochastic kernel v from R to S and a o-finite kernel k from R x S to T
such that, writing rk, := k(r,-,-),

M, =v,®K,, 7TER.

(i1) If V' is a o-finite kernel from R to S with M,(- x T) < v.,r € R, then there is a
o-finite kernel k' from R x S to T such that

M,=v,®k,, r€R.

(iii) If M is such that M, is jointly G-invariant for each v € R and v is a o-finite
kernel from R to S such that each v.,r € R, is a G-invariant measure on S with
M,(- xT) < v, forr € R, then there is a o-finite kernel k from R x S to T with
the invariance property, writing ki, := k(r,-,+),

kr(gs, A) = HT(S,9;1A), AeT,seS geG,reR,

such that
M, =v,®kKk,, 71 E€R.

Proof. (i) We may assume that M, (S xT) > 0,7 € R. Since M is o-finite we may choose
by Lemma 2.3 a measurable function f > 0 on R x S x T such that M,.f. =1, r € R,
and define the stochastic kernel P from R to S x T as P, := f, - M,, r € R. Then [28,
Proposition 7.26] yields a stochastic kernel & from R x S to T such that together with the
stochastic kernel v, := P.(- x T)

P.=v,®k,, r€R,
c.f. Dellacherie/Meyer [16, 5.58]. This is clearly equivalent to
M, =v,®Kk,, 7T ER,

where r(r,s, A) := [14(t)f(r,s,t) " &(r, s,dt), A € T, and thus proves the first assertion.
(ii) If v/ is a given kernel from R to S with the property M, (- x T) < v.,r € R, then

vy from above satisfies v, ~ M, (- x T') < v}, r € R, and by Dellacherie/Meyer [16, 5.58]

we may choose a measurable function f : R x S — [0, oo| such that

_ dyy

f(rv ‘9) - dl/

/
T

(s), vi-ae. s€S.
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Then
M,=v,®&k,, r€R,

where k'(r, s,-) := f(r,s)k(r, s, ), which proves the second statement.
(iii) From (ii) we get a kernel x from R x S to T with M, = v, ® k,,7 € R. Invariance
of M, and v, imply for any f € (S® T)4 that

//f(s,t)ﬁr,gs(dt)vr(ds) = //f(sjt)ﬁm o 9;1(dt)yr(ds), JeCreR

Since T' is Borel it admits in particular a countable measure determining class which gives
Krgs = Krs O 6;1, ve-a.e. s€ S,ge G,r € R.
Fixing some right Haar measure A on G Fubini’s theorem yields in particular
Krgs = Krs O 9;1, A-a.e. g€ G,v-ae. s€S,reR. (2.15)

Let [ > 0 be some measurable function on G with Al = 1. Then we may define

Frai= [ (a0 001 2. (2.16)
A similar calculation as in [30, Theorem 3.5] shows that on the sets
A :={S €5 : Kyps 00y = Fygs 00y, Mae.(p,q) € G?, reR,
we have
Rrs = FRrpsobp, heG,s€A.,reR. (2.17)

We now show that the map (r,s) — 14,(s) is measurable. For this take a countable
measure determining class C of 7 and define for each B € C the measurable map

mp(r,p,q) = min{k, ps 0 0,(B), krgs 0 04(B)}, 7€ R,p,q€G.

Then also
2p(rs) = / / L)) (s © By — Forgs © 0g) (B)[1{ms (-, p. g) < 00} 2(d(p, )

is measurable by Fubini’s Theorem. Further we clearly have s € A, iff for each B € C the
terms zp(r, s) are zero. Hence we may write

14,(s) =1—1{sup zp(r,s) > 0},
BeC

which reveals the desired measurability. Further one can easily check that A, is G-invariant
and (2.15) implies that v,.(AS) = 0. Finally we define

Rrs:=14,(5)Frs, s€8,reR. (2.18)
Then by invariance of A, and (2.17)

Rrgs(A) = f%m(g*lA), geG,seS,AeT,r€R,
and since Ry s = Ky s = K, Vp-a.€. s € S, the required disintegrations
M, =v, ®Fk,, 71€R,

hold indeed. O

Remark 2.18. Here the smoothing of the kernel  in (2.16) is referred to as regularization
while the selection of ‘nice’ kernel members in (2.18) is called perfection of the kernel.
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2.4 Random measures and stationarity

In Subsection 2.4.1 we first define random measures in a very general (non-topological)
framework following Kallenberg in [31] and present some of their properties. Then, in
Subsection 2.4.2 we define and discuss group stationarity of random elements.

2.4.1 Random measures and Palm pairs

Let (S,S) be a measurable space and M(SS) the space of all o-finite measures on S. We
endow M(S) with the smallest o-field M(S) rendering the mappings p +— p(B) for all
B € S measurable. Let (2, A,P) be a o-finite measure space. We use probabilistic
notations even though P need not be a probability measure. In particular, we denote
by E integration with respect to P. A random measure on S is a measurable mapping
€ : Q — M(S) that is o-finite in the sense that for each w € Q there is a countable
partition BY, BY,... of S such that {(w, BY) < oo P-a.e. w € Q for any ¢ € N and such
that (w,s) — 1{s € B} is measurable for i € N, i.e. { is nothing but a o-finite kernel from
2 to S using the kernel notation &(w, B) := £{(w)(B). A point process on S is a random
measure on S which charges all measurable sets with values in NU {0, co}. We denote the
identity map on 2 by 6. in order to be consistent with (2.26).

If £ is a random measure on S then the Campbell measure C¢ of £ with respect to IP is
the measure on 2 x § satisfying

Cef =E [ £(0.,9)6(ds), f e (A0S, (2.19)

Further if n is a random element in a Borel space 1" then

Cenf :E/f(ms)f(ds), fe(T®8)y, (2.20)

is called the Campbell measure of the pair (§,m). These measures have the following
properties.

Lemma 2.19 (properties of Campbell measures). (i) Given a random measure £ on a
measurable space S its Campbell measure Cg is o-finite.
(ii) Given random measures & and & on a Borel space S, then

¢ :E P-a.e. & Cg = Cé'

(iii) Given in addition a random element n in a Borel space T the Campbell measure
of the pair (&,m) is s-finite and it is o-finite whenever £ is n-measurable or E is o-finite.

Proof. (i) is evident in view of Lemma 2.3.
(i) One implication of the equivalence is trivial. To see the other, suppose C¢ = Cg
ie.
Cef =Cef, [fe(A®S)4.
Since S is Borel there is a countable measure determining class C C §. For B € C the
special choice f(w,s) = g(w)1p(s) for an arbitrary g € A, yields £(B) = £(B) P-a.e., and
since C is countable this yields

§(B) = £~(B), B e (C,P-a.e..

As C is measure determining this yields the assertion.
(iii) The s-finiteness is proved in [30, Lemma 4.2] as well as the o-finiteness in the case

when ¢ is n-measurable. The case when E¢ is o-finite is immediate as we may chose a
function f > 0 on S such that E{f < oo such that also [ f(s)Ce,(d(t,s)) = EEf < co. O
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The o-finiteness of C¢ does not necessarily carry over to the intensity measure E& of £
defined via (E£)(A) := E£(A),A € S. Note that E§ = C¢(2 x -) and that o-finiteness
is usually not preserved under projections. But E¢ is s-finite, since the class of s-finite
measures is closed under projections - a key observation of Kallenberg in [30]. This makes
sometimes the use of supporting measures of € necessary. These are o-finite measures
equivalent to [E¢ in the sense of mutual absolute continuity.

Lemma 2.20 (s-finiteness and its use, Kallenberg).

(i) Any s-finite measure on a product space S X T has s-finite projections M (- x T) and
M(S x -).

(ii) Given a random measure £ its intensity measure EE is s-finite.
(iii) For any s-finite measure v there is a finite measure v ~ v.

(iv) Any random measure £ possesses a finite supporting measure.

Proof. (i) If M,, T M is an approximating sequence of finite measures then M, (- x T') and
M, (S x -) are approximating sequences of finite measures for M (- x T) and M (S x -),
respectively. Now (ii) follows since C¢ is o-finite, in particular s-finite, and E{ = C¢(£2 x
-). For (iii) we take a sequence of finite non-zero measures v, T v and note that 7 :=
> 27" (S) "y, has the desired property. Now (iv) follows from (ii) and (iii). O

Note that the definition of E£ together with the monotone convergence theorem yields

E/f@&%%=/ﬂ$MM@,f€S+

This identity will be used frequently and is called Campbell’s Theorem in some parts of the
literature. If €2 is Borel then Lemma 2.14 yields a o-finite measure v on S and a o-finite
kernel () from S to ) disintegrating C¢ as follows:

Cef = [[ 1w s)Quawptds), fe (A0S (2.21)

We call any pair (v, Q) satisfying (2.21) a Palm pair of £ (see [21]). The kernel @ is the
v-associated Palm kernel of €. To make the dependence on £ explicit, we sometimes write
(vg, Qe) :== (1, Q). @ may be chosen to be stochastic if and only if E{ is o-finite in which
case the measures Qs are probability measures on €2, the Palm probability measures on €.
Since structural requirements on {2 are not desirable one may consider instead a random
element 7 in a Borel space T and form similar to (2.21) by means of Lemma 2.15 (together
with the fact that C¢, is always s-finite according to Lemma 2.19 (iii)) a disintegration of
the form

Cenf = / / F(t, s)Py(dt)v(ds), fe(A®S)s. (2.22)

Given a disintegration as in (2.22) we call the P-kernel members v-associated Palm
(pseudo) distributions Ps,s € S, of . Whenever a v-associated Palm kernel @ exists
then clearly

P, =Qs(ne-) v-ae.

It is clear from the construction that Ps contains less information on the underlying
stochastic experiment than (s which makes it sometimes preferable to work directly on
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Q instead on T, see Subsection 2.4.2. If E¢ is o-finite such that Qs and Ps are E&-a.e.
stochastic then P is also called the Palm distribution of n with respect to £ at s € S and
we shall write, following Kallenberg [32, 33], in this case

P(n € -[[§)s :=Ps(-), s€S.

Of particular importance is the case when 1 = £. If there is a fixed partition of S into
measurable sets P := {By, Bs,...} such that £(B;) < oo P-a.e. then ¢ € MP(S) P-a.s.
where

MP(S) == {u e M(S) : u(B;) < 00,i € N} (2.23)

is a measurable subset of M(S). It can be shown that M (S) is Borel whenever S is
by following similar arguments as in [28, pp. 561, 564]. It seems to be an open problem
whether or not the corresponding statement for M(.S) is true. Again, if E{ is o-finite and
¢ takes P-a.s. values in a Borel space, then we may choose v = E{ and (2.22) reads

E / F(&,5)6(ds) = // F S)P(E € dul€)o(EE)(ds), [ e (M(S)2S)y.  (2.24)

In contrast to our work [21] we will rarely use Palm pairs in this thesis (and only some-
times the Palm (pseudo)-distributions). Their existence is only insured if €2 is Borel and
we shall not impose any such regularity conditions on our underlying abstract probability
space. The better object to look at will be a certain measure Q on 2 x O that we will
introduce in Section 4.1.1 and whose existence does not depend on structural properties
of Q.

Replacing in (2.22) ¢ by its n-fold random product measure " = { ® --- ® & yields,
under the assumption that EE™ is o-finite, the nth-order Palm distributions P(n € -||£™)s
of m with respect to €. In addition, if £ is a point process on the Borel space S we may
write £ = ), 0, where the sum is taken either over a finite set of the form {1,...,n} for
some n € N, or over N itself with a corresponding (finite or infinite) sequence of random
elements 7; in S. In either case we may form the random measures

f(n) = Z 5(71-1,...,71-”)7 neN

(i1y00nvin)

on S™ respectively, where the sum is taken over all (i1, ...,4,) € N with pairwise different
components. Their intensity measures are called the factorial moment measures of £ (of
order n respectively). We finally mention a technical lemma here.

Lemma 2.21 (transformations of random measures). Let & denote a random measure on
S, f: QxS — [0,00) a measurable function and vy a o-finite kernel from Q x S to T.
Then

(i) n(w,-) = /1{5 € -} f(w, s)é(w,ds) is a random measure on S,

(i) (@7 (w,-):= // 1{(s,t) € -}v(w, s,dt)é(w,ds) is a random measure on S x T.

(iii) &" is a random measure on S™.

(iv) If S is Borel and £ is a point process, then ¢ is a point process on S™.
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Proof. (i) We need to show that 7 is a o-finite kernel from € to S. Choose h: Q2 x § —
(0, 00) such that &(w, h(w,-)) < co and let A := {(w, s) : f(w,s) > 0}. Then put

=
~

(w,s
(w,s)

and observe that ng(w) = [1{(w,s) € A}h(w, s)é(w, ds) < co. The assertion now follows
from Lemma 2.3 (i).

(ii) Again we need to check measurable o-finiteness. Choose fs: Q2 x S x T — (0, 00)
with d(w, s, f5(w,s,)) < L,w € Q,5s € S, and fe : @ x5 — (0,00) with &(w, fe(w,-)) <
1,w € Q. Putting f := f5f¢ the assertion follows again from Lemma 2.3 (i).

For (iii) choose by Lemma 2.3 (i) a measurable function f : 2 x .S — (0, 00) such that
&(w, f(w,-)) <1 and define g : 2 x S™ — (0,00) by

g(w,s) :=14e(w, s) + 1a(w,s) >0, we,sebl,

~

g(w,s1,...,8,) = fw,s1) ... f(w,sn)

then clearly £"(w, g(w,-)) < 1. The assertion now follows from Lemma 2.3 (i).
(iv) now follows from (iii) since &™) (w, f(w,-)) < €"(w, f(w,-)) together with the fact
that £ takes values in NU {0, oo}. O

The next lemma is due to Mecke [46].

Lemma 2.22 (taming of random measures). Let & be a random measure on the measur-
able space S.

(i) There is a function h : Q x S — (0, 00) such that
[ o). ds) = 1{e@) 20}, wes

(ii) If ¢ is uniformly o-finite with respect to a partition P, there is a function A : M’ (S) x
S — (0,00) such that

/ h(E(w), $)E(w, ds) = 1{E(w) £ 0}, we Q.

Proof. (i) Choose by means of Lemma 2.3 a measurable f : Q@ x S — (0,00) such that
&(w, f(w,+)) < 0o. Then

h(w,s) == 1{e(w) # 0}ff(j(‘t“;’§i] ot HEW) =0} weases

has the desired property.
(ii) If P = {By, Ba, ...} then we may put

a(p, s) = 22_i1—i—/1(l3i)13i(8)’ peMP(S), ses,
and note that if y # 0 we have
0< /a(u,s),u(ds) < 1.
We may then define
B ) 1= 1{u # mm F1{p=0}, peMP(S)ses,

t)p(dt)
which has the desired properties. O
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The last lemma in this subsection will be needed for our discussion of Cox-Delauney
mosaics in Chapter 7.

Lemma 2.23 (conditioning with respect to an integrating measure). Let £ denote a ran-
dom element in a Borel space T' and let n denote a uniformly o-finite random measure n
on a measurable space S. Then for any n € N

E/&@$MM$=E[/me@eﬁwwww fe(Tos).,

where P[€ € -|n] denotes a regular version of the conditional distribution of & given 1.

Proof. As the uniform o-finiteness of 1 clearly carries over to the random measure 1", say
with respect to the partition P of S™, we choose by means of Lemma 2.22 (ii) a function
h: MP(S™) x S™ — (0, 00) with

[ ) . ds) = 1) £ 0} = L) £0}, w e
We first show that for any f € (T @ 8")4+
B [ 7 mtr (i) =E [ [ 1. 9)p( € dehhtr sprds). (229
Both sides are measures in f and by monotone convergence, it is enough to show that
B [ 1((6.5) € AP s(ds) =E [ [ 1((t:5) € AVB(E € dtlphlo sy (),

for all A € T ® 8™. As both sides are finite (!) measures in A, we may, by a monotone
class argument (or a uniqueness result such as [28, Lemma 1.17] which is essentially the
same), further reduce to the case when A = B x C where B € T and C' € §". Starting
left, we obtain by conditioning on 7 that

]E/l{£ € B,s € CYh(y™, s)y™(ds)
— [[ 1t By [ 14s € Chniur s (@)B(6 € dtly = PG < d)
— [B(ee Bly=p) [ 115 € Chhiu (@B € dp)
—5 |Ple e Blal [ 1(s € om0 (as)].
We may proceed via
B [1(¢ € B.s € Yl )" (ds) = B [ 1(s € CYB(E € Blph(u’ s} (ds)
—E [ Plc € B.s € Cla (" 9)n"(d9)

and thus we proved (2.25). Applying (2.25) to the random variable £ := (£,7) in the Borel
space T' x M (S) yields for any measurable f : T x M (S) x ™ — [0, 00)

E/&@m@mwm@wu@:E/Yfmuﬁm«amedwmmmmm@mww
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Choosing here finally

f(t,,u,,s):M teT,ueMP(S),ses,

h(pm,s)’

for arbitrary f € (T ® S)4 yields
E [ &) =& [ [ D pen) € dtemlnnir. s
—& [[ 1t 9B(€n) € dit. i (ds)
—2 [[ 192 € dely"(ds),

which is the assertion. O

2.4.2 The canonical framework for stationarity

(Partial) Stationarity of a random measure refers to invariance of its distribution with
respect to an operating group. To capture this description precisely, consider an operation
G — S of some lcsc group G on some measurable space S. This operation induces an
action G — M(S) of G on the space of all o-finite measures on S via

gu(-) ==po b () =pulg™"), g€ G, peM(OS).

The reason for defining the shift of a measure in terms of a shift by g~! rather than a shift
by ¢ is that this choice leads to the covariance property

/&@wmu@:/ﬂwmwﬂ geG.fES,.

by using monotone convergence. Now, a (G-stationary random measure ¢ is a random
measure whose law £(§) is a G-invariant probability measure on M(.S) with respect to the
induced operation G — M(S), i.e.

PegA)=PEeA), geG Aec M(S).

Evidently this is equivalent to saying that g¢ has the same distribution as ¢ for each
g € G. Stationarity is a purely distributional property and is independent of the concrete
functional representation of ¢ as a random element of M(S). Still, among the many
possible representations of £ as a map from a space 2 to M(S) there is one that is
particularly useful and convenient for Palm calculus: Choosing the canonical setting ) :=
M(S) the identity map £(w) := w becomes a random measure with distribution P. Hence,
G-stationarity of £ is nothing but G-invariance of PP in this setting. Evidently the relation

{(gw) = gw = gé(w)

holds in addition. Hence stationarity may (without any loss of generality) be represented
by the following mathematical framework.

Assume that G operates measurably on €2 (we do not need to require any further
regularity conditions here and in fact e.g. assuming properness here leads to heavy incon-
sistencies: the operation G — M(S) is far from proper for non-compact G) and write
Oyw = gw. The reason for this sudden change of notation is that it enables us to distin-
guish between group elements themselves and actual shifts on 2, which become Q-valued
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random variables in this setting. The family {6, : g € G} is referred to as flow on € in
the literature, and the induced structural properties of this flow

few=w, wel), and Oy00, =104, g,hcG, (2.26)

are often called flow-properties. The canonical setting mentioned above motivates the
following assumption and definition: We assume that P is invariant under the flow and a
G-stationary random measure on S is a random element £ : Q — M(S) satisfying

g(egw) = gg(w)7 g € Gaw € Qv
which means set wise
€0y, B) = gé(w,B) = &(w,g7'B), g€ G,weN,BES. (2.27)

Note that a G-stationary random measure is in this frame nothing but a G-invariant
kernel, which is the reason why some authors call stationary random measures invariant
random Mmeasures.

Some additional words seem adequate to highlight the advantages of the above frame-
work. In Palm Theory the underlying stochastic experiment is usually a G-stationary quite
complicated random element, e.g. a stationary random set, tessellation, particle process
or random measure. The random measure ¢ with respect to which the Palm measure
is then formed is a derivate of this ‘underlying stochastic experiment’ which is entirely
captured by w but not by £(w) since information might be lost. For instance w might
live in the space of tessellations of R?, while &(w) is the point process of the vertices of
this tessellation. In probability theory only the distribution of a random element is of
interest, usually not the functional representation in terms of a specific space 2. Choosing
the canonical setting means to restrict oneself to such a functional representation but the
shifts on 2 itself have the huge advantage, that they happen at the level where all the
information about the stochastic experiment is available. This simplifies formalities when
looking at two or more derived ‘typical’ objects of a stationary process.

Similarly to stationarity of random measures we may define stationarity of random
elements. If G operates measurably on a space T" and 7 is a random element in 7', then 7
is G-stationary if £(7) is a G-invariant measure. By similar arguments as above we may
choose 2 such that 7 satisfies

T(Ogw) = g7(w), we,geqG,

and P to be G-invariant. Joint G-invariance of several random elements 71, ..., 7, is defined
as invariance of their joint distribution with respect to the diagonal operation of G on the
product of the spaces, where these random elements live. Again, we may choose 2 such
that

(T1(Ogw), - .., Tn(Ogw)) = g(T1(w), ..., Tm(w)), we,geaq,

and choose P to be G-invariant.



Chapter 3

Inversion kernel and applications

This chapter is devoted to the construction of an important kernel in Section 3.1 and
to further constructions and conclusions based on this kernel in Section 3.2.

3.1 Inversion kernel

We will give a construction of the inversion kernel in Subsection 3.1.1 which is taken
from our paper [21] and thus constitutes an original part of this thesis. This kernel first
appeared in a paper by Rother and Zahle [60] established in the setting of homogeneous
spaces, i.e. transitive operations of topological groups on topological spaces with some
topological regularity assumptions. In [31] Kallenberg (independently of Gentner and
Last) established the existence of the inversion kernel for possibly non-transitive group
actions at about the same time as well. Kallenberg’s approach for constructing this kernel
is very different from ours and the interested reader might wish to read more about his
elegant construction in [31, Theorem 3.1].

We shall then give examples of operations and respective inversion kernels in Subsec-
tion 3.1.2.

3.1.1 Construction of the inversion kernel

In the following Theorem 3.1 we introduce a kernel x from S x S to G that will enable us
to handle stabilizers and their cosets within G in integrals with respect to Haar measure
A on G. This kernel satisfies

/ F(g5, 9)Mdg) = // F(t 9)rasd)us(dl), fE(S@G)rses.  (31)

In particular x disintegrates the Haar measure A on G along each orbit via

/ f(9)A(dg) = / / F(@)ss(dg)us(dt), fEGys€S. (3.2)

Theorem 3.1 (inversion kernel). If G operates properly on the Borel space S there is a
unique kernel k from S x S to G satisfying (3.1) and with the properties

(1) Kegt = Kst O 9;1, geG,s,te s,
(i) Ksy is concentrated on Gy :={g € G:gs =1t} fort € Gs,s € S,

(iii) ks+(G) =1, te€Gs,seS.
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Proof. Consider the kernel

M, = / 1{(gs,g) € FA\(dg), s€8,

from S to S x G which is clearly measurably o-finite by the properness of G — S and has
the property that every Mg is a jointly G-invariant measure on S x G. Further it is clear
that pus = Ao, 1 = M(- x G) and since the p; are o-finite G-invariant measures we may
apply Lemma 2.17 with R := S,T := G and v, := us to the kernel M to obtain a kernel
k from S x S to G such that (3.1) and the invariance property (i) are fulfilled. It remains
to show that « fulfills (ii) and (iii): For (ii) note that for s € S by (3.1) (and the Borel
property of S which insures measurability of the relevant indicators)

[[ 1195 # neatdgatan = [ 1igs # gs}r(dg) =0,

This means that
kst(Gsy) =0, ps-ae t€S,s€S,

and since ps # 0 for each s € S we may pick some ¢ € G's such that k(G5 ;) = 0 holds.
But then by (i) r,(GS;) = 0 for all t € Gs (if £ € Gs then ¢ = ht for some h € G). For
(iii) choose k as in (2.3) and note that setting f(¢,g) := k(¢) in (3.1) yields

sk = /k(t)/$87t(G)u5(dt) = Ks,s(G)usk, s€S, (3.3)

where we applied (i) in the last step. Again by (i) this implies ks+(G) =1 for t € Gs.
To prove uniqueness of x suppose there is another kernel £ with the desired properties.
Then in particular

/ / F(t, 9)ras(dg)ua(dt) = / / F(t, )ar(dgua(dt), fE(S®G)y.5€8.

Since G is Borel (in particular G is countably generated) this implies
Kst = Rst, Ms-a.e. t€ S, seS,

and the invariance property (i) of both x and kK yields ks = Rs¢,t € G's,s € S. Finally,
by (ii) we may conclude x = & since G5+ = () for all ¢t & Gs. O

In this thesis we will use the inversion kernel in the following form exclusively.

Corollary 3.2 (one-parametric version). Let G < S be proper and assume that a mea-
surable system of orbit representatives exists. Fixing such a system O with associated
u-measurable choice function B the map

(5,B) = kps),s(B), s€S,Beg,
s a u-kernel from S to G.

Proof. Just note that the map (s,t) — k,(B) is measurable according to Theorem 3.1
while s — (B(s), s) is u-measurable by Lemma 2.8 and elementary properties of the product
o-algebra. O
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3.1.2 Special operations and respective inversion kernels

We will investigate special cases and examples of proper operations along with their re-
spective inversion kernels in this section.

Example 3.3 (transitive case). A first step of specialization is to assume that the opera-
tion G < S is transitive. Here ¢ := (3(s),s € S, is just one single representative and since
Ges # 0 for all s € S the corresponding measure kg := ks is never 0. If in addition the
stabilizer G, is locally compact (which is inherited from G for instance if G.. is locally
closed, i.e. the intersection of an open and a closed subset of G, see also [10, 1.65]), then
ke is nothing but Haar measure with total mass 1 on G.. and ks is a translate of this
measure representing the from G, . uniformly distributed mass shifted onto the coset G ;.
Note that this implies that necessarily a proper transitive operation which is topologically
well-behaving in the sense that stabilizers are at least locally closed, must have compact
stabilizers as these carry a finite Haar measure. We refer to the following Corollary 3.10 for
a detailed proof of a generalization of this statement in the general non-transitive setting.

Example 3.4 (group case). Assume the lcsc G operates on itself via left-translation. This
is clearly a transitive operation which is even continuous. It is clearly topologically proper
as for compact K C G the sets m; }(K) = Ks™! are trivially again compact. Also the
sets Ges = {s}, s € G, are compact. Here we have s = A(s7 1)\, s € G. Further we may
choose O = {e}, B(g) = e,g € G, and since G. s = {s},s € G, we have

Ks = Ke,s = 05, S €S,

Example 3.5 (trivial operation). Consider the trivial operation G = {e} < S where S
is an arbitrary measurable space. This operation is clearly proper since {e} is compact
and we have O = S (there is only this choice) A\ = d¢, 8(s) = s, and ps = ds, s € S. Further
Gp(s),s = Gs,s = {e} = G and the inversion kernel reduces to

KB(s),s = Ks,s = dey, SES.
It is clear that any measure or kernel is invariant with respect to this operation.

Example 3.6 (countable G). Consider the measurable operation G < S where G is a
countable group endowed with the discrete topology and S an arbitrary measurable space.
Here the Haar measures are all constant multiples of counting measure (which is clearly
also right-invariant, hence any such G is unimodular). Choosing A as counting measure
on G, we get

Hs = /1{95 € })\ dg Zégs = Z |Gs,t|5t = |Gs,s| Z oy, s€S8
geG teGs teGs

Here we used in the last step left-invariance of counting. As we may clearly find a function
k > 0 on S such that ), ., k(t) < oo,s € S, this means that G — S is proper iff
|Gs 5| < 00,5 € S (note that 0 < |Gs4|,s € S, since e € G ). In this setting evidently
the inversion kernel is given by

Z dg, s€S8

9€Ga(s),s

e !Gﬁ ().8(5)]
Note that the mass of kg, on a point g € G is either 1/|Gg) 5| = 1/|Ga(s) 55| if
g € Gg(s),s and 0 otherwise. When s varies within a fixed orbit these point masses wander
from one coset to the next, but the masses themselves do not change. But they may
change when s jumps from one orbit to another since the number of elements in the cosets
may vary.
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Example 3.7 (countable S). Consider the measurable operation G — S where G is lcsc
and S is a countable space with the power set as respective o-algebra. Here the following
lemma characterizes properness. As before, the cardinality of a set A is denoted by |A|.

Lemma 3.8 (proper operations on countable sets). G operates properly on a countable
set S if and only if

0 < A(Gs5) <00, se.

In this case

ANGis) _ |GusB(s)
MGs(s),805))  1GB(s),8(5)5]

s €S, (3.4)

and either all orbits are infinite or all orbits are finite.

Proof. The countability of S implies 0 < A(Gss), s € S5, since A(Gs) = 0 for some s

enforces
NG = D MGsr) = D MGis) =0

teGs teGs

by left-invariance of A\ which is impossible. For any k : S — [0,00) on S we have by
left-invariance of A

sk = / K(gs) 3 1{gs = t1A(dg) = A(Gss) S k(t), s€S. (3.5)

teGs teGs

Hence if G < S is proper then choosing k > 0 as in (2.3) shows that A(G, ) < oo for any
s € S. Equation (3.5) also shows the converse since we may always choose k& > 0 on S
such that ), . k(t) < oo, s € S.

Now assume that G < S is proper. By left-invariance of Haar measure we have

A(Gs,s) = )\(Gs,s N Gt,t)|Gs,st’a

which implies, since 0 < A(Gss) < oo that 0 < |G st|, A\(Gs sNGyryr) < 00,s,t € S. Putting
t = B(s) and dividing the resulting equality with the same equality where s and ((s) are
interchanged yields (3.4). To see the last assertion note that for any orbit Gs we have
AG) = |Gs|A\(Gs,s) and hence if |Gt| = oo for some ¢ € S, then necessarily A\(G) = co and
thus for any other orbit Gs also |G's| = oo by properness. O

3.2 Consequences and applications

In order to illustrate the usefulness of the inversion kernel we will present some conse-
quences for proper operations from its existence and some applications in this section. For
our purposes Kallenberg’s idea in [31] to combine the skew factorization approach with the
inversion kernel in order to derive invariant disintegrations of jointly invariant measures
will be very useful to extend Theorem 2.16 to the s-finite case in Theorem 3.9. Besides
the pure sake of generality there is the following reason to do this: intensity measures
of random measures are not necessarily o-finite, but they must be s-finite according to
Lemma 2.20. Having established Theorem 2.16 in this generality will allow us to drop
technical extra assumptions such as o-finiteness of certain intensity measures in later the-
orems. In particular, this extension will be helpful for proving the stochastic version of
the mass-transport principle in Theorem 5.5 in a shorter and more transparent way as we
did in [21].
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3.2.1 Disintegration revisited

We have derived the existence of the inversion kernel using Lemma 2.17. This lemma
clearly contains the existence of invariant disintegrations of jointly invariant measures on
product spaces: it is enough to specialize R to be a one point set. In [31] Kallenberg also
makes heavy use of this result in his existence proof of the inversion kernel though his
argumentation does not use something similar to our Lemma 2.17. Instead of purely con-
sidering (3.1), he integrated (3.1) against an arbitrary probability measure v, and derived
by the ordinary existence of invariant disintegrations a v-associated inversion kernel .
Then he proves in an interesting second step that 7" is essentially independent of v, see
[31, Theorem 3.1]. Even though both constructions in [21] and [31] of the inversion kernel
use the existence of invariant disintegration of jointly invariant measures, it is interesting
to inspect invariant disintegrations again using the inversion kernel as this sheds some
additional light on them.

What follows is a quick summary of Kallenberg’s ideas in [31] where he combined the
skew-factorization technique with the inversion kernel to derive invariant disintegrations:

Consider a jointly invariant measure M on a product space S x T where both factors
are Borel. Then

Nf = / / £(9: B(5), )ris0e).s(dg) M (d(s, 1)) (3.6)

defines a measure on G x .S x T', which is concentrated on G x O x T'. This transformation
is a bijection between jointly invariant measures on S x T and measures on G x O x T
that are invariant with respect to joint shifts in G and 7" only. Now using the bijective
skew-shift

(g, s,t) == (g,5,9t)

we may consider the measure M o9 on the same space, which is now invariant with respect
to shifts in G (only). Hence, the well-known factorization for such measures (see e.g. [31,
Lemma 2.2]) yields a measure p on S x T (more precisely on O x T') such that Mo® = A®p.
Now the point is that an arbitrary (!) disintegration p = ¥ ® i with a measure © on O
and a kernel fi from O to T yields an invariant disintegration M = v ® pu where

V() = // 1{gb € -} A(dg)i(db) (3.7)
and
(s, i= [ [ 1lat & Vs (@0nsio (o) (358)

This may be verified by direct calculation: First note that v is a G-invariant measure, p
is a G-invariant kernel (as follows from Theorem 3.1 (i)) and that

J[ st tmts.aiwias) = [[[ g utab,dorag(an
— [[[ b gtmts.anragyo(an
_ / / / / £ (g, ght) (b, dt)ry»(dh)A(dg)(db)
~ [[] b gtyi.apriagoia)
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where we used Fubini and right Gy, j-invariance of A (note that A(h™1) =1 for h € Gpp)
in the last step. Since A ® 7 ® ji = M o9 we may proceed

[[ st tnts.atias) = [ siab, gt o vtata.b,0)) = [ sigbit)rd(g..1)
and by definition of M we arrive at
/ f(s,t)u(s, dt)v(ds) / f(gB(s),t)kp(s),s(dg) M (d(s,t)) = M f.

Kallenberg’s complete result in [31] says that the correspondence M <> M establishes a
bijection between jointly invariant o-finite measures M on S x T and o-finite measures
M on G x O x T invariant with respect to joint shifts in the first and last component.
Using these insights together with Lemma 2.15 we may establish the existence of invariant
disintegrations even for jointly G-invariant s-finite measures:

Theorem 3.9 (invariant disintegrations of s-finite measures). Let M be an s-finite
jointly G-invariant measure on S X T. Then there is a o-finite G-invariant measure v
on S and an s-finite G-invariant kernel p from S to T with M = v ® pu. In addition,
given a fized G-invariant o-finite measure v on S such that M(- x T) < v there is a
suitable G-invariant s-finite kernel i from S to T with M = v ® fi. M and p, resp. fi,
are simultaneously o-finite. If M (- x T) is o-finite, then the v := M (- x T)-associated
1s stochastic.

Proof. Define the s-finite measure M on G x O x T by (3.6). The measure M o is
G-invariant with respect to shifts in G' (only) and Lemma 2.2 in [31] yields M o9 = A® p
with an s-finite measure p on O x T'. Take a disintegration p = 7 ® ji by means of Lemma
2.15 with a finite measure © on .S and an s-finite kernel ji from O to T'. Define the o-finite
v as in (3.7) and the s-finite 1 as in (3.8). Exactly the same calculation as above shows
that M = v ® pu. For the last assertion, fix i with the stated properties and consider
a fixed invariant disintegration M = v ® u. Here v and p may be chosen such that
p(s,T) > 0,s € S,since A:={s € S:u(s,T) >0} is G-invariant, and 14 - v is thus again
G-invariant. Then clearly v ~ M (- x T') < U and [30, Lemma 2.3] yields a measurable
G-invariant function f > 0 on S with v = f- 0. Putting f(s,-) := f(s)u(s,:),s € S, yields

POi=0®(fu)=(f D) Op=vou=M.

The rest is evident in view of Lemma 2.15. O

3.2.2 Disproving properness

In order to be able to apply parts of the theory in this thesis one needs to check properness
for the concrete operation G < S which is of interest. If it is indeed proper then it is usu-
ally not hard to determine a suitable partition that splits the u into finite pieces or to find
a simultaneously ps-integrable function £ > 0 on S and thus to actually prove properness.
Conversely if all these efforts fail one might be tempted to guess that properness does not
hold. But it seems hard to ensure this without further tools. The inversion kernel x now
actually represents an appropriate tool that will enable us to reject properness in certain
cases. Say that a subset L C G is locally closed if it is the intersection of an open and a
closed set. It is well known that such sets inherit local-compactness from G with respect
to the inherited topology, see [10, 1.65].
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Corollary 3.10 (properness and stabilizers). Let G operate properly on the Borel space
S such that G, s locally closed in G for all s € S. Then G, is compact in G for all
sefs.

Proof. The assumption that G s is locally closed in G implies that G s is a locally compact
subgroup of GG and for each s we may choose some left Haar measure Ag on G 5. Consider
the kernel s from Theorem 3.1. For any s € S, the measure k,, is concentrated on G s
and for any g € G, s we have by invariance

-1 _ .
Ks,.s © 99 = KRs,gs = Ks,s-

)

Hence ks is a left G s-invariant finite non-zero measure on G, . The uniqueness result
[30, Corollary 2.6] now implies A\ = ¢ - ks s for some ¢ € [0,00), hence Ay is finite, which,
by a well-known theorem (see e.g. [20, Proposition 11.4 (d)] or [19, Satz 3.15 (b)]), implies
compactness of G ;. O

Examples (non-proper operations). By means of the above Corollary 3.10 it is straight-
forward to see that R? does not operate properly on the Grassmanian A(k,d) via trans-
lation. Similarly the operation of R% on F? - the space of closed subsets of R? - via
translation is not proper (note that e.g. k-dimensional linear subspaces have closed but
non-compact stabilizers).

For a last example consider the group Gy of rigid motions on R?. It operates transi-
tively on A(d, k) in the canonical way and this operation is, as G4 contains the translations,
also not proper. If properness is needed one might instead consider the proper (and also
transitive) operation R™% x SO(d) — A(d, k) defined via (x,9, E) — 9L (z) + E),
where for any E € A(d, k) the map .1 is a fixed vector space isomorphism from R?~* to
Et.

3.2.3 Projecting functions from groups to other spaces

Given a proper operation G — S, our fixed choice of a system of orbit representatives O C
S (which induces the choice function ) allows for the following canonical transformation
of any measurable function f defined on G into a u-measurable function f* defined on S:

[i(s) = /f(g_l)lfﬂ(s),s(dg), seS.

It maps s € S to the mean of f on the coset G, g(5). This is particularly convenient
if f itself is constant on these cosets such that no functional information on f is lost
when forming f*. An important example is the modular function A on G which may be
projected to any space S on which it operates properly via

A*(s) := /A(g_l)liﬁ(s)’s(dg), se s, (3.9)

without any loss of information from A, since by (2.5) A is constant on the cosets of the
stabilizers: If g, h € Gy, s then g th e Ga(s),8(s) 80 that (2.5) implies 1 = A(g™th), i.e.
A(g~1) = A(h™!). The important point of the above construction is that it automatically
gives u-measurability in s. There are other possible ways for introducing A*:

Lemma 3.12. (A* and A) Let G — S be proper and choose w as in (2.6). Further for
any fized s € S let g5 denote some element of Ggs) . Then

A*(s) = psw = A(gy ).
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Proof. The first equality follows from Fubini’s Theorem since

uﬂﬂ=//w@m%$MM$4WﬂM@)Z/VMHJmeAWUZAWQ- (3.10)

The other follows from the definition of A* in (3.9) and the fact that A is constant on
cosets of stabilizers. O

As seen in various examples in Subsection 3.1.2 and also in the large generality of
Corollary 3.10, properness imposes restrictions on the size of stabilizers which lead to
explicit formulas when computing A* in special cases. Besides the trivial case where G is
unimodular and hence A* = 1 another computable (non-trivial) case is that of countable S
which is of independent interest for applications (e.g. for percolation on countable graphs,
see [6],[44]), also see Subsection 5.4.2.

Lemma 3.13. (A* for countable S) If G operates properly on a countable set S then

)\<Gs 5) ’GS 5/8(8)‘
A*(S) _ ) — ) 7
MGps),85))  1GB(s),8(5)5]

ses. (3.11)

Proof. Choose k > 0 on S such that > -y k(s) = > cop k(s) < o0, b,0" € O. Then it
follows that

A*(S) — Msk — )\(G575) ZtGGS k(t) _ )‘(Gs,s) scS.

sk MNGas) pis) 2tecpis) F(E)  MGps)aes)

The second equality in (3.11) follows from Lemma 3.8. O

In other cases the following derivate of the modular function will be useful. Let G
operate properly on Borel spaces S and T. We consider the associated uniquely determined
inversion kernels % and 7. In addition, assuming their existence, we fix in each of these
spaces measurable systems Og resp. O of orbit representatives. Then we may define

~ Alg
A(S,t) = ﬁ AEI’L;FLE(S)’S(dg)K/g(t)’t(dh)’ S € S,t c T. (312)
Note that A has the properties

3 Alg) -~
A(gs, ht) = A§;3A<S’t)’ g, heGseSteT,

(in particular A is jointly G-invariant) and

A(b,c) =1, be Og,c€Or. (3.13)

For later considerations it will be important to note the following representation of A
using functions w® on S and w” on T as in (2.6) as well as the connection to A*:

Lemma 3.14. (A and A*) Let G operate on the Borel spaces S and T properly. Then

T *
X _omw” AT(Y)
A(Sﬂt) - ,Lbsws - A*(S),

seSteT, (3.14)

where w® and wT are any functions on S and T respectively satisfying (2.6).
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Proof. Using (2.6) we may write

//A ws K5 (0.5 (d9)K ) 4 (dh)
// Php(t) “B(s S(dg)rfy (dh)

Mﬂ(ws

where we used (2.4) and the homomorphism property of A in the second step. The first
equality now follows, the second is then clear by Lemma 3.12. U

We quickly mention the special form that A takes when S is countable.

Lemma 3.15. (A for countable S) Assume that the operations G < S and G — T are
proper and both S and T are countable. Then for any s € S andt e T

MGri) MGse).50)) _ 1GeaBO)]  |Gais)0095]
MGss) MGpwysw)  1Gsw.swtl  1GssB(s)]

A(s,t) =

Proof. Apply Lemma 3.13 and Lemma 3.14. ]

Remark 3.16 (countable transitive case). Note that when S = T is countable and G —
S is transitive (this is e.g. the case for a countable transitive graph (V, E) where V' is the
set of vertices, E C V x V the set of edges and G := Aut((V, E)) the group of graph
automorphisms operating on V') then

)\(Gt,t) . |Gt7t8|

A — —
) = X(Gon) ~ [Gostl

(3.15)

(use Lemma 3.15 for the first equality and Lemma 3.8 for the second).

Finally the following lemma is sometimes helpful.

Lemma 3.17 (unimodularity). Let G = S and G — T be proper where S, T are Borel,
A* defined on S as in (3.9) and A defined on S x T as in (3.12). Then the following
statements are equivalent:

(i) G is unimodular,

(i) A* =1,

(iii) A=1.

Proof. (i) = (ii) follows from (3.9) and (ii) = (iii) from (3.14). Now assume (iii). Then
(3.14) implies psw® = 1,s € S, and since G < S is proper this implies (i) by (2.4) and
(2.5). O



38 Chapter 3: Inversion kernel and applications

3.2.4 Transforming stationary random measures

Given an operation G < S we write here Z for the invariant o-algebra on M(S) with
respect to the induced operation and for any random measure £ on S we put

I :=¢ (D) ={{¢ eI} 1 €T},

which is a o-algebra on 2. Given a random measure 1 on S and a measurable function
h:Q xS —[0,00) with

/ (0 w, B(8))kp(s),s(dg) <00, weEQ,s€S, (3.16)

we may define another random measure (by Lemma 2.21 (i)) £ on S via

/ / 10(5)h(057, B(5) sy« (dg)n(ds). (3.17)

We call ¢ the h-transform of n for given h and 7 as above. The important feature of this
transformation is that if 7 is G-stationary then £ inherits the G-stationarity.

Lemma 3.18. (h-transform preserves stationarity) Given any h € (A® S)4 and a G-
stationary random measure n on the Borel space S, then its h-transform & is also G-
stationary and further I C I,,.

Proof. As n is G-stationary we have for [ € G
e / / 1{s € CYh(0; 01, B(5))pe).o(dg)1 (01, ds)
_ / / 1{ls € CYh(8; 61, B(5)) (e 1s(dg)n(ds)
— / / 1{ls € CYh(0;,' 01, B(5))kp(s).s (dg)n(ds)
- / / 1{ls € CYh(8;", B(s))rp(s).o(dg)n(ds)

and by definition of ¢ this equals £(I71C). Thus ¢ is G-stationary. To establish the second
assertion note that & = f(n) where

£5M(S) > M), Fl) = [ 1 € I8, 5(5) s o(dg)n(ds)
is G-covariant in the sense that

fOgp) = 04(f(1), g €G.

This readily implies that f~!(I) is G-invariant whenever this is true for I € M(S). Hence

{cen={fmely=mef '} e,

for any such I. O

A second useful transformation of a G-stationary random measure & on S is the fol-
lowing. We define the G-transform of £ as

&= [ [ 1106.505)) € Yai. o dg)é(as).
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We show that é is a random measure. Since £ is a random measure we may choose
h:Q xS — (0,00) such that {(w,h(w,:)) < co. Then f(w,g,s) := h(w, gs) is strictly
positive and we have

J(f) = / w0, 9B(5)) 000 (d0)E (@, ) = €(w, B, ) < oo,

which gives the assertion. It is clear that £ may be recovered from f as its image under
m:GxO0 — S, (g,b) — gb. Tt is also evident from the construction that £ is G-stationary
if and only if f is G-stationary with respect to the operation G — G x O given by
(h,(g,b)) — (hg,b). If G — S is transitive, then O consists of one element and G x O
may be identified with G. Hence in this important special case the G-transform turns
G-stationary random measures on S into G-stationary random measures on G. Last [38]
used this special form of the above introduced G-transform to extend Palm Calculus from
stationary random measures on groups to stationary random measures on homogeneous
spaces.

3.2.5 Invariant Palm kernels

Given operations G — S and G < T on Borel spaces S and T together with a random
measure £ on S and a random element 7 in T such that (£,7) is a jointly G-stationary
pair in the sense that

d
(9&,gn) = (&n), g€G,
it is straightforward to check that the Campbell measure

Cenf =E / f(n,9)E(ds), [ e (T®8)s,

of (&,n) is jointly G-invariant. As it is s-finite by Lemma 2.19 and since T is Borel,
Theorem 3.9 yields invariant disintegrations of the form

0,7_/ £t ) Po(dt(ds), fe(ToS)s. (3.18)

Also, given a fixed o-finite G-invariant measure # > M(- x T') on S Theorem 3.9 yields
a suitable invariant kernel of Palm pseudo distributions P; (pseudo refers to the fact that
the Ps may not be stochastic) such that

/fts Vio(ds), e (TwS)s. (3.19)

Let us recall that Theorem 3.9 also gives that C¢, and P are simultaneously o-finite and
that Lemma 2.19 (iii) contains sufficient conditions for this. Hence it is always possible
to choose invariant versions of our Palm pseudo distributions of n with respect to &.
These insights (besides our slight extension to s-finite Campbell measures) all stem in this
generality from [30] and go back to [61, 45].
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Chapter 4

Palm Theory

Classically, Palm theory was developed for completely stationary random measures
on RY, i.e. random measures stationary with respect to all translations. In our language
this means stationarity with respect to the operation of R? on itself via translation, which
we shall always denote by R? < R%.  As explained in Subsection 2.4.2 we may model
a stationary random measure £ without loss of generality by assuming the existence of
an abstract measurable flow {, : * € R%} on €, requiring the underlying measure P on
(©,.A) to be invariant with respect to shifts induced by this flow and by requiring & to be
adapted to this flow in the sense that

E(Opw, x4+ A) = E(w, A), we, AecBYRY. (4.1)

Given such a R%stationary random measure on R?, its Palm measure Q on  with respect
to O = {0} is defined as

Q()=E / 1{0:0 € -} 100 (2)E(dar).

Evidently it combines a spatial averaging over [0, 1]% with respect to ¢ and a phase aver-
aging over ) with respect to P. If £ # 0 has finite intensity

0 < 7 = E£[0,1]7 = Q(Q) < o0,

we may normalize QQ to a probability measure Py via

1
Po(") %Q( ).

This measure plays a prominent role in Stochastic Geometry, since it allows the extraction
of meaningful distributions of objects derived from spatially unbounded, stationary pro-
cesses. Examples are the notions of typical grain of a stationary particle process, typical
cell of a stationary tessellation or partition, or the directional distribution of a k-flat pro-
cess. All these objects may be interpreted as the distributions of suitable random objects
under the Palm probability measure. In the cases of G-stationary random subgraphs,
tessellations and partitions, we shall construct analogues objects even for non-transitive
operations using the tools developed in this chapter later in Chapters 5 and 7.

If £ is a simple point process, then clearly Q, and thus Py, is concentrated on all
configurations w € 2 having &(w, {0}) = 1. In fact, in this case Py may be interpreted as
the conditional probability derived from PP, given the information that £ has a point in the
origin, see [28, Theorem 11.5]. Thus, under the Palm measure, £ has a point at the origin
and this point in the origin then receives the interpretation of a typical point of £. It should
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be mentioned now, that the ambiguous word typical leaves space for interpretations and

in fact there are other possibilities to formalize other ideas for typical. As should be clear

from its definition, the Palm measure favors configurations £ with a high sample intensity
2 . &(rB)

=1
¢ oo \i(rB)’

and thus the word typical, even though often used in an informal manner in many places
in the relevant literature, has to be read with great care. Under ergodicity assumptions on
&, this sample intensity is constant, and the interpretation of the origin as a typical point
of £ is more accurate. In any case, it is interesting to inspect derived random objects from
a stationary random measure under this Palm measure. We shall do so in Chapter 7.

Here, in Chapter 4, we shall introduce an analogue of the above Palm measure Q for
a random measure £ on a measurable space S, on which a general lcsc group G acts in
some way. We neither require G to be unimodular nor the action G < S to be transitive.
This analogue, the cumulative Palm measure will be constructed in Section 4.1. We shall
then proceed in Section 4.2 by explicitly computing the cumulative Palm measure for
G-stationary Cox processes and even characterize G-stationary Cox processes in terms of
their cumulative Palm measures in a Slivnyak-type manner [65], cf. [29, Corollary 2.35].
We then proceed in Section 4.3 with an illustration on how probability measures may
be derived from the cumulative Palm measure and how these probability measures relate
to each other via conditioning. The final Section 4.4 contains two main results about
cumulative Palm measures, namely a Neveu exchange type formula for transport kernels
(referred to as transport theorem) and an intrinsic characterization of a cumulative Palm
measure of £ (generalizing a result of Mecke [46]), both independently proved in [21] and
Kallenberg [31]. In this section, we also characterize balancing weighted transport kernels
between random measures in terms of a transport equation between their cumulative Palm
measures.

4.1 The cumulative Palm measure

We consider a lcsc group G with Haar measure A operating properly on a Borel space (S, S)
together with a random measure £ on S which is G-stationary. We are not assuming
transitivity of the group operation. In Subsection 4.1.1 we introduce the fundamental
object of interest in this general mathematical frame: the cumulative Palm measure of &.

4.1.1 Construction of the cumulative Palm measure

In this section we will construct and define a central object of this thesis. Recall the
function w from (2.6) which exists if G < S is proper. The following theorem makes crucial
use of the inversion kernel and is even new in the transitive classical setting R? — R¢
(even though the inversion kernel doesn’t play a real role in this setting since trivially
KB(s),s = K0,s = 0s, 8 € R?). Assume that ¢ is a G-stationary random measure on S. Then
it is easy to see that the Campbell measure of ¢ is jointly G-invariant. If (€, .A) is Borel,
Theorem 2.16 (see also Corollary 3.5 in [30]) implies that there is a G-invariant Palm pair
(v, Q) of &, meaning that both v and @ are G-invariant. In probability theory it is not
common to put extra technical requirements upon the underlying space (€2, .4). As we will
see in the following Theorem 4.1, there is a single and more natural object to look at when
investigating partially stationary random measures. Its construction does not depend on
Palm pairs and its existence may be derived without technical assumptions on €.
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Theorem 4.1 (existence and uniqueness). Let G operate properly on the Borel space S
and fix a system of representatives O € S. Further let & be a G-stationary random measure
on S. Then there is a unique measure Q on  x S concentrated on 2 x O satisfying both
the refined Campbell equation

E / £(6e, $)E(ds) = / / (0,0, N AQd(w, D), [€(ADS),  (42)
and the stabilizer invariance condition
[ 16w bmatane.) = [ fwn0uws). e @os);. 13

In addition Q is o-finite and for any function w : S — [0,00) with pyw = 1,b € O, it is
given by

// [(6,1,5(5)) € -} mage).o(dg)ul(s)€(ds). (4.4)

Proof. To prove the existence of Q, we fix an arbitrary w : S — [0, 00) satisfying pw =
1,b € O, e.g. by means of Lemma 2.6 (as we may since G < S is proper). Then we define
Q as in (4.4) and compute

J[ 10 ardn.0) =E [[ [ 16,6, 986)Mdg)ac o (@6 (ds)
=& [[ [ £6,0-1.90 979 s (d)w(5)¢(ds)
=& [[ [ 80165997 dg)nso ldmyu(o)s(ds).

Using Fubini, G-invariance of P and G-stationarity of & we arrive at

[[ 1699900 = [ [[ A0 65 (g 5 300 e SN)
—& [ [ [ Mg hyuls )M dg) s (dh) £0, )5 (ds).

Then, using property (2.2) of the modular function we proceed as follows:
[[ 16, a9d90dw,0) = E [ [ [ Amyutgsirdging dn) .. )as)
=& [ [ [ wloh™ 9 dgnso ()00, 5)5(d)
—& [ [ w(oB(s) o) 6., 5)¢(d
—E [ 1(6..5)¢(ds).

Hence this Q satisfies (4.2). Tt also satisfies (4.3) since the left-hand side of (4.3) equals
B ([ 1676, 5550500 (@0 ldg)u(s)6(ds)
=5 [ [ | 16,0 805) 300,00 ()30 g s)€ )
=2 [ [ | 161 806) a0 (@) dg)us)€ )

=2 [ [ 1685 ) us)E )
=Qf.
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To establish uniqueness let Q and Q satisfy both (4.2) and (4.3). Then in particular
J[ 10w = [[ Hopgbrdg@wb), e Ao,

and choosing f(w,s) := w(s) [ f(0; ‘w, B(s 8))ka(s),s(dh) for arbitrary fe(A®S8), this
becomes

/ / F(85 0550, b g1 (dh ) (gb) A(dg) Q(d(w, b))
/ / / F(05 0,0, b g (dR)w(gb) A (dg) Dl d(w, b)),

which means (since [w(gb)A(dg) = 1)
[ 76w bmataneae. ) = [ [ 767w bmosldn) @, b)

and hence Q = Q by (4.3). Finally we note that Q must be o-finite: Since C¢ is o-finite
we may choose a measurable function f: € xS — (0,00) such that C¢f < oo. Then

glw.t) = [ 1O, gNdg). weRbeEO,
is strictly positive, and by (4.2) Qg = C¢f < oo. O

This theorem gives rise to the following definition:

Definition 4.2 (cumulative Palm measure). Given a random measure { on the Borel
space S the unique measure Q satisfying both (4.2) and (4.3) in Theorem 4.1 is called
the cumulative Palm measure of & with respect to O. We may sometimes write Q¢ := Q
to make the dependence on £ explicit.

The word cumulative indicates the fact that Q is a superposition of ordinary Palm
measures, as we shall see in Theorems 4.10 and 4.12. Instead of using the function w from
Lemma 2.9 we may clearly use G-symmetric sets instead whenever they exist.

Corollary 4.3 (cumulative Palm measure and symmetric sets). If B is a G-symmetric
set then

= 5™ [ 1506 € S 1 5(060). (4.5
Proof. Tt is enough to note that w(s) := 15(s)/d(B) has the property ppyw =1,b € O. O
Example 4.4 (classical setting). Considering the classical setting R? — R? equation

(4.3) is trivially always fulfilled and may be omitted. Choosing O = {0} and identifying
Q2 x {0} with © the refined Campbell equation reduces to

E / F(6e. 5)E(ds) = / / F(6y, 9)Mdg)Qdw), [ € (A®S),.

Hence the cumulative Palm measure Q with respect to £ and O = {0} is nothing but the
ordinary Palm measure of £ at 0 (see [14, 15, 38, 28, 29]).
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Example 4.5 (transitive setting). Considering the transitive situation as in Example 3.3
we may fix some ¢ € S which serves as representative for the single orbit, i.e. O = {c}
and # = c¢. Then the cumulative Palm measure of a G-stationary random measure £ on S
with respect to {c} is given by

Q() =E//1{(eg—1,c) € Yhes(dg)w(s)E(ds).

Identifying Q x {c¢} with Q, this is exactly the ordinary Palm measure of stationary random
measures on homogenous spaces, compare e.g. in [38] the equations (3.12), (3.8) and (3.5).
In the further special case S = GG of Example 3.4 we may take ¢ = e and the cumulative
Palm measure further simplifies to

Q()=E / {05, ¢) € Ju(g)E(dg). (4.6)

Under the same identification as above this is the ordinary Palm measure for random
measures on groups, see e.g. [46], [39] or [68].

Example 4.6 (completely non-stationary setting). As noted in Example 3.5 the case
where no stationarity or invariance assumptions are made may be treated as a special
case of our framework, namely by choosing G = {e} where A = ., O = S and for any
ses

/8(8) =S, Hs= 55, and KB(s),s = Ks,s = de.

First, note that (4.3) reduces to a condition which is always satisfied. In view of (4.2) it
is then clear that

Q:C£7

i.e. Q is the Campbell measure of £ in this case. Since the only possible choice for w as in
(2.6) is given by w = 1 in this situation this is also consistent with (4.4).

Example 4.7 (cumulative Palm measure of deterministic measures). A deterministic
measure v on a measurable space S is G-stationary with respect to an operating group

G if and only if it is G-invariant. We now compute the cumulative Palm measure of a
G-invariant measure v on S. By (4.4) we have

Q' =E / / {01, B(s)) € }risge)(dg)u(s)v(ds)

and Fubini and G-invariance of P yield

@ = [ B(6..5(5)) € Yulsh(ds).
Using the orbital decomposition of v from (2.7) yields

Q=P (4.7)

4.1.2 Basic properties of the cumulative Palm measure

It is important to note a basic support property of the cumulative Palm measure in the
case when £ is a point process:
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Lemma 4.8 (concentration property). Let Q be the cumulative Palm measure of a G-
stationary point process & on a Borel space S with respect to a fired measurable system of
orbit representatives O. Then

QU{(w,b) €2 x 0 (w, {b}) = 0}) = 0.
Proof. By (4.4) the left side equals

E / / L{E(0; ", {B(5)}) = Obsagay.« (dg)w(s)E(ds)

which by (2.27) may be written as

B [[ 186 (98(5))) = 0o o(dg)w(s)€(d) = E [ 1{g(w, () = 0)u(s)é(ds)
This last expression is clearly 0 as £ is a point process. U

We emphasize here that the cumulative Palm measure Q of a random measure £ on
a Borel space S with respect to a system O of orbit representatives in S emerged by
factoring out the Haar measure A from the Campbell measure C¢ of £, see (4.2). As C¢
clearly contains all information about P outside of 1{{ = 0}, the same must be true for
Q, and the following lemma makes this precise. In the special case of random measures
on groups it reduces to a formula found by Mecke [46], while for random measures on a
homogeneous space the formula can be found in [60].

Lemma 4.9 (inversion formula). Given a random measure & on a Borel space S the un-
derlying measure P on Q may be reconstructed from the cumulative Palm measure Q of &
with respect to a fized measurable system O of orbit representatives via

E[f-1{¢ #0}] = / / F(0,) (B0, gh)Mdg)Qd(w, b)), | € Ay

where h is a fivzed measurable function h: Q x S — (0,00) satisfying

/h(w,s)ﬁ(w,ds) =1{{(w) #0}, we.

Proof. Choosing h as in Lemma 2.22 (i) and replacing f(w, s) in (4.2) by f(w)h(w,s) for
arbitrary f € A4 yields the assertion. O

The earlier announced connection between Q and any possibly existing Palm pair (v, Q)
is the following. Here, b : O — O denotes the identity map on O, i.e. b(b) = b,b € O.
Recall the *-operator from (2.7).

Theorem 4.10 (link to Palm pairs). Let £ be a G-stationary random measure on the
Borel space S and let G — S be proper. If a G-invariant Palm pair (v, Q) of £ exists, then
it is related to the cumulative Palm measure Q of & via

Q() = / / 1{(w,5) € JQy(de)* (db). (4.8)
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Proof. Assume a G-invariant Palm pair (v, Q) of ¢ is given. Then we may define Q :=
v* ® @ and note that

E [ 100 9)5(ds) = [ [ f09)@udow(as)
— [[] 1w s1Quptds) @)

_ / / / 1 (85, gb)A(dg) Qs (dew)* (db)
//f 0, OA(dg) Q(d(w, b)).

Thus Q satisfies (4.2). It also satisfies (4.3) since by Fubini’s theorem

/ F(0, w, b)rkpp(dh)Q(d(w, b)) // F(0, w, b)Qp(dw)kip p(dh)v* (db)
= // f(w, b)Qp-14(dw)kp p(dh)v* (db)
— [[ rw v @)

- / £(w, 0)Q(d(w, ).

The uniqueness assertion in Theorem 4.1 now implies equation (4.8). O

The use of this theorem hinges on the existence of Palm pairs. These exist e.g. if € is
Borel. But in the important special case when S is countable they exist even without
the Borel assumption upon 2. For convenience we formulate this result only for simple
point processes on S even though (partial) extensions to random measures with o-finite
intensity measure are not hard to obtain. We identify simple point processes with their
support.

Theorem 4.11. (Palm pairs for countable S) Let £ be a G-stationary simple point process
on the countable space S with P(s € §) > 0,s € V, where G < S is proper. Then

(E, (P(-|s € £))ses)

1s a G-invariant Palm pair of &, and fizing a complete system of orbit representatives O

= Abeg (4.9)

beO

Proof. Putting P(s,-) :=P(-|{{s} = 1) we have for C € A

P(0,C N {¢{gs} = 1})
P(g{gst =1)

Here {£(gs) = 1} = 64,{&(s) = 1} which implies invariance of P. Further for A € A and
BCS

P(stegc) = P(ch‘f{gs} =1)=

(B¢ @ P)(B x A) = S Eé{s} Amg‘ﬁs} . Wi eny.
ses
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As ¢ is simple we have E{{s} = P(¢{s} = 1) and since 1{{{s} = 1} = &{s} we conclude

(BE® P)(B x A) =) P(ANn{{s} =1})1{s € B}

ses

— [ 1ts € By1fw € ), {shP()

seS

_ IE/ 1{(6.,5) € A x B}E(ds).

A monotone class argument yields E{ ® P = C¢ and thus (E, P) is a Palm pair of .
Equation (4.9) readily follows from (2.11), since £ is simple. d

It is clear that combining Theorems 4.10 and 4.11 yields for a simple point process £ on a
countable space S the explicit formula

A P((0c,b) € |€{b} = 1). (4.10)
beO

The next theorem shows how certain important pushforwards of the cumulative Palm
measure are related to the (always existent!) invariant disintegrations as in (3.18). We
denote the identity map on O by b, i.e. b(b) = b,b € O.

Theorem 4.12 (pushforwards of the cumulative Palm measure). Let £ be a random
measure on the Borel space S and 1 a random element in the Borel space T such that
(&, m) is jointly G-stationary. Then any invariant disintegration (v, P) of Cg  as in (3.18)
satisfies

Q*((mb)e)=v*®P.
Proof. By (4.4) we have
(1) € ) =B [ [ 1{(0(6,):5(6)) € s ldg)ul)(ds)
:E//l{g— 1, B(5)) € -} ey (dg)(5)E(ds).

Applying (3.18) yields

Qb)) = [[[ 1{{a74.5) € -} mago.o(dg)u(s) Pdeyu(as
///1{ ) € }P (dt)/ig(s)@(dg)w(s)y(ds)

where we used Fubini and G-invariance of P. But this clearly equals

//1{ (t,B(5)) € -} Pa(s) (dt)w(s)v(ds) ///1{ (t,0) € -} Py(dt)w(s)pup(ds)v* (db)

where we used the decomposition of v from (2.7). By (2.6) this yields the assertion. [

Slightly rewriting the first of its two defining equations (4.2) and combining it with the
second (4.3) yields the following identity for the cumulative Palm measure of a random
measure &, which will be useful later:
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Lemma 4.13 (refined Campbell formula). For a G-stationary random measure & on S
the following holds:

E / / F(07 9. B(5)) a0 (dg)E(ds) = / / F(w, 9, HA(dg)Qd(w, ). (4.11)

Proof. Starting on the right side we have by (4.3), Fubini and right G j-invariance of

[ ssranaie.n) = [[[ 167w, gh b, ).

Using invariance of k we arrive at

] 161000000 @A dg) 0. 1)
and finally by (4.2) at the left side of the assertion. O

Example 4.14 (intensity measure of the h-transform). Given a G-stationary random
measure 77 on S and a measurable function h € (A ® S); we recall the h-transform &
of n defined in (3.17) via

£(C) = / / 1{s € CYA(B; ", B(5) s (d)(ds).

Lemma 4.13 reveals its intensity measure, since

EE(C) = E / / 1{gB(s) € CHh(0; L, B(3))rs(s).5(dg)1(ds)
_ / / 1{gb € C}h(w, b)A(dg)Q" (d(w,b))
:/Mb(C)h(w,b)Q"(d(wab))'

4.2 Cumulative Palm measure of Cox processes

The aims of this section are first to present a multivariate Slivnyak-Mecke-type formula
for Cox process in Subsection 4.2.2, to calculate the cumulative Palm measure of a G-
stationary Cox process on an arbitrary space S in Subsection 4.2.3 and to characterize
G-stationary Cox processes in terms of their cumulative Palm measure in the spirit of
Slivnyak’s [65] famous theorem for Poisson processes (see e.g. [29, Corollary 2.35] and
also [34, 35]). As Cox processes are (important) generalizations of Poisson processes the
calculation of the cumulative Palm measures of G-stationary Poisson processes is included
thereby. In Subsection 4.2.1 we first summarize well-known properties of Poisson processes
and extend these in Subsection 4.2.2 to Cox processes. Here Theorem 4.18 characterizes
Cox processes in terms of equation (4.14). The multivariate Cox Formula in Theorem 4.19
generalizes the multivariate Mecke-Slivnyak formula for Poisson processes and slightly
generalizes results of Kallenberg in [33, Theorem 4.2], see Remark 4.20.
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4.2.1 Some classical results for Poisson processes

Given a measurable space S and a o-finite measure p on S, a Poisson process on S based
on p is a random measure ¢ on S such that for any n € N and disjoint By, ..., B, € S the
random variables £(By), ..., &(B,,) are independent (this property is often paraphrased by
saying that £ has independent increments, a term motivated by the 1-dimensional situation
of a Poisson process on the line) and such that for any B € S the random variable £(B)
is Poisson distributed with mean pu(B) if u(B) < co. As u is o-finite there is a partition
of S into measurable sets By, Ba, ... such that u(B;) < co. Putting P := {Bj, B, ...} we
have P(¢ € M?(S)) = 1 where M (S) is defined as in (2.23). As mentioned in Subsection
2.4.1, MP(S) is Borel whenever S is which we shall assume in this section, such that we
may interpret £ as a random element in a Borel space.

It is well-known that a ‘completely’ stationary (i.e. homogeneous) Poisson process in
R? with finite intensity possesses a very simple Palm distribution (its distribution under
its Palm probability measure at 0), namely the distribution of £+ Jy under P. Conversely a
stationary point process in R? with finite intensity whose Palm distribution at 0 is given by
P(£ + &g € -) is a stationary Poisson process. This equivalence is also known as Slivnyak’s
Theorem, see [63, Satz 3.3.6] for the first stated implication. Slivnyak’s result may be
stated similarly without stationarity assumptions by invoking the complete kernel of Palm
distributions (see (2.24)) instead. A proof of the following result may be found in [29,
Theorem 2.34].

Theorem 4.15 (Poisson criterion, Slivnyak). A point process & on a Borel space S with
o-finite intensity measure is Poisson if and only if its Palm distributions P(§ € -||€)s
(defined via (2.24)) are given by P(§ + 5 € -) for E€-a.e. s € S.

Note that & is neither required to be simple nor that E{ is atom-free. This criterion
may be equivalently stated in form of the Slivnyak-Mecke-equation (4.12) due to Mecke
[46, Satz 3.1]. It constitutes an integrated version of Theorem 4.15 and the derivation of
either theorem from the other is a trivial consequence of (2.24).

Theorem 4.16 (Poisson criterion, Mecke). A point process & on a Borel space S with
o-finite intensity measure is Poisson if and only if

E / F(€,$)E(ds) = / EF(€ + 6, 5)(E)(ds) (4.12)

for all measurable functions f : M(S) x S — [0, 0].

Theorem 4.16 even holds without Borel assumption on S, see [46, Satz 3.1]. It is this
beautiful criterion that leads to the fundamental and in Stochastic Geometry frequently
used multivariate Slivnyak-Mecke formula by a simple induction. Here a point s € S™ is
written as (s, ..., Sp)-

Theorem 4.17 (multivariate Slivnyak-Mecke formula). Let £ be a Poisson process on a
Borel space S with intensity measure . Let n € N and f : M(S) x S™ — [0,00] be a
measurable function. Then

E / F(&,5)EM (ds) = / Ef (5 + Z%s) p"(ds). (4.13)

i=1



4.2 Cumulative Palm measure of Cox processes 51

4.2.2 Cox processes

Let (2, A,P) denote a basic probability space. A uniformly o-finite random measure n on
a Borel space S is a random measure on S such that there is a partition P := (By, Ba,...)
of S where n(B;) < oo P-a.e. for each i € N. Given such a uniformly o-finite random
measure 7, a Coz process & directed by n may be defined as the random measure derived
by the following 2-step stochastic experiment. In the first step we realize the a.s. o-finite
n and in the second step construct £ as a Poisson process with respect to the previously
generated 7. It is now a simple consequence, that £ is uniformly o-finite: by the Poisson
property the uniform o-finiteness of 7 directly carries over to £ and one may even use the
same partition for & as for 1. Thus both n and & may be interpreted as random elements
in the Borel space M (S) and hence even the random pair (&,7) is essentially a random
element in a Borel space. This will be crucial for us in the next theorems since it allows us
to condition (£,7n) on arbitrary random elements, in particular on 7 itself. We note that a
uniformly o-finite random measure is Cox driven by 7 if and only if conditional on 7 it is a
Poisson process with intensity measure n and in this case we clearly have E[£(-)|n] = n(+)
and thus trivially EE(-) = En(-).

We first derive by a simple conditioning procedure the following extension of Mecke’s
characterization to Cox processes.

Theorem 4.18 (characterization of Cox-processes). Consider a point process & and a
uniformly o-finite random measure n on a Borel space S. Then £ is a Coz process driven

by n if and only if
B [ f(en96(ds) = E [ (€ +0.m5(ds). e (M(S)7 @ 8)s (4.14)

Proof. First assume that ¢ is Cox driven by 7. Then from what has been said above the
theorem we may condition the left side of (4.14) on 7 which gives

e [ sl 5)(as) [[/f&m @ﬂ}]

Since conditional on 7 the point process £ is Poisson with intensity measure n, Theorem

4.16 gives
[ s st = [E | [ 16+ snsntas)]|

and this clearly reduces to the right side of (4.14). Conversely, if (4.14) holds then in
particular

E/@Wﬁ@ﬁk@@zE/QWV@+&wmwﬁ

for arbitrary g € (M(S))+ and f € (M(S) ® S)4+. Thus conditioning on 7 yields

o | [ s(eeas]a) | =& o | [ 6+ b.omas)n]].

and since all factors are n-measurable and g was arbitrary, it follows that

[/f& (ds)| } Uf5+5s, $)n (ds)” P-a.c.

Theorem 4.16 now implies that a.s. £ is conditional on 1 a Poisson process with (condi-
tional) intensity measure 1 and thus that it is Cox driven by 7. ]
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It is a small step to extend the argument used in the previous proof to the multivariate
case.

Theorem 4.19 (multivariate Cox formula). A Cox process & on a Borel space driven by
n satisfies for any n € N

E/f(fﬂ% s)EM™ (ds) =E/f <£+Z5Si,n,8> '(ds), fe(M(S)?@8");. (4.15)
i=1

Proof. Tt is enough to condition the left side of (4.15) on 7 and to apply Theorem 4.17.00
Remark 4.20. We note that Theorem 4.19 yields in particular the relation
E¢™ = En",

which allows us to choose a o-finite supporting measure v, ~ E&M™ = En™ for both.
Applying the Palm disintegration (2.22) with this same v, on both sides of equation
(4.15) yields

P ((5,77) € ~H§(”)>S =P ((f + znjési,n> €- H n") , Up-a.e. s€S", (4.16)
i=1

s

where v-a.e. means evidently the same as E¢(™-a.e. or En™-a.e. This slightly extends [33,
Theorem 4.2 (ii), (iii)] which contains the two statements that one gets from (4.16) by
forming the two marginals.

4.2.3 Partially stationary Cox processes

Considering a fixed group action G — S and assuming the existence of a fixed measurable
system O of orbit representatives in S we may formulate a Slivnyak-type result for general
G-stationary Cox processes on S by using the cumulative Palm measure of £ with respect to
0. Clearly the characterizing equation (4.14) also applies in this case, but the stationarity
allows us to drop, intuitively speaking, all but one of the Palm distributions from each
orbit respectively. Even though this is basically known from the transitive case, the
non-transitive case seems to be at least technically new (the results of Kallenberg [30]
already suggest the following result on an intuitive level since Palm kernels may be chosen
to be G-invariant, i.e. no information is lost when dropping all but one Palm measure
in every single orbit) and the neat statement using the cumulative Palm measure is of
independent interest to us. We recall that Theorem 4.10 establishes the link to Palm pairs
and emphasize that it makes the above stated intuitive reduction of Palm kernel members
precise. The identity map on O shall be denoted by b, i.e. b(b) =b,b € O.

Theorem 4.21. (cumulative Palm measure and G-stationary Cox Processes) Let £ be a
G-stationary point process and n a G-stationary random measure with o-finite intensity
measure both living on a Borel space S. Then & is Coz driven by n if and only if

Q° ((¢,m,b) € ) = Q" ((€ + 0b,n,b) € -). (4.17)

Proof. Assume first that £ is Cox driven by 7. Then in particular E¢ = En is o-finite.
Since by (4.4)

Q* ((¢,m,b) €)= E//l {(£(6;1) ,n(6,1),8(s)) € -} kps),s(dg)w(s)E(ds)
= E//l {(g7'¢. 970, B(s)) € -} Kp(s),s(dg)w(s)E(ds),
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equation (4.14) implies that Q¢((¢,n,b) € -) equals

//1{ €+5 g 77 B(s )E }”‘,8(5 s(dg)w(s)n(ds).

Noting that g~1s(:) = ds(g:) = 6,-15() = dp(s)(*) for g € Ggs)s and using the G-
stationarity of £ and n gives that the above equals

B [ 146051+ G005 11.506)) €} o dg)utsm(as)

and this equals the right side of (4.17) by (4.4).
Conversely if (4.17) holds, then

/ F(9€(@).gm(w), gb)M(dg)QE (d(w, b))
// F(9(EW) + 8), gn(w), gb)A(dg)Q (d(w, b))

which means

/ / F(E(8y0)1(Bytw), g (dg)QE (d(w, b))
- / / F(E050) + 98), 1(09), gb) M (dg) Q" (d(c0, b)).

Applying (4.2) on the left side with respect to £ and on the right side with respect to n
yields (4.14) and thus by Theorem 4.18, £ is Cox driven by 7. O

The special case when ¢ is Poisson (i.e. when n = pu is deterministic) deserves a separate
formulation as the argument 1 may be dropped and the right side simplifies a bit:

Corollary 4.22. (cumulative Palm measure and G-stationary Poisson Processes) Let &
be a G-stationary point process on the Borel space S with o-finite intensity measure. Then
& is a Poisson process if and only if

Q%((&,b) € 1) = Q®((¢ + 0b, b) € -). (4.18)

In addition
Q (€ + 6p,b) € ) = / P((€ + 8y, b) € -)(E£)*(db). (4.19)

Proof. Everything besides (4.19) follows from Theorem 4.21 and to see that last assertion
we note that from (4.4) and Fubini’s theorem

Q™ ((¢ + db,b) € ) = /P((ﬁ(%l) + 0(s), B(5)) € *)rg(s),s(dg)w(s)(EE)(ds).

It remains to use G-invariance of P and to use the decomposition of E{ as in (2.7). O
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4.3 Cumulative Palm Probability measures

Given a G-stationary random measure on the Borel space S the cumulative Palm measure
of & with respect to an arbitrary fixed system of orbit representatives O is usually not a
finite measure. To see this we note that by (4.4) it carries total mass

Q% 5) = Q2 x 0) = E [ w(s)s(ds) = (E€)"(0) (4.20)

where w is such that pgpyw = 1,b € O (and besides that arbitrary). This is infinite for
a large class of operations G — S. Still it will be possible to extract meaningful and
interesting probability measures from it by restricting it to certain subsets. This will be
the content of Subsection 4.3.1.

4.3.1 Cumulative Palm probability measures

We note that for any jointly G-invariant measurable subset I C xS the restriction Q(-NI)
of Q to I is by (4.4) equal to the cumulative Palm measure of the random measure

£1(w, ) ;:/1{5 € 1, (w, $)E(w, ds)

and carries again by (4.4) the total mass

Q1) =E [ 116, )u(s)s(ds).
As we will see in plenty of examples later, I may often be chosen such that 0 < Q(I) < oc.
In any such case we may define the following probability measure.

Definition 4.23 (cumulative Palm probability measure). Given a G-stationary random
measure ¢ on the Borel space S and a jointly G-invariant measurable set I C 2 x S with
0 < Q(I) < oo we define the I-averaged Palm probability measure P! on Q x S via

rey._ L
PO=am

It is clearly concentrated on I := (2 x O) N I and thus

Q(-N1). (4.21)

(f, (A S|, ]P’I) (4.22)

may be considered as an underlying basic probability space, where the expression in the
middle denotes the trace of A®S on I. Since Q(-NI) is the cumulative Palm measure of
& we may interpret P! as follows in many special cases. Namely, if E¢; is o-finite and
is Borel, Theorem 4.10 yields the disintegration

P i [ M) € B e, By @),
It follows that the finite and non-zero number Q([I) is given by
Q1) = (E&n)™(0), (4.23)

which means

(E¢r)*(db)

&) (0) (4.24)

PI() = / / 1{(w,b) € Y (dul 1), (dw)
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Thus P! governs a 2-step stochastic experiment. First a random orbit (representative) b
is chosen according to

(E&r)* ()
(E&r)*(0)

and then the configuration w is picked according to the Palm probability measure

PGy =P (- e,

at b with respect to &7. P! is the joint law of these two random elements. Even the case
without stationarity (G = {e}) is interesting. Here O = S, (E&;)* = E&7, w = 1 and
the joint G-invariance requirement upon I C §2 x S represents a condition that is always
fulfilled. Hence 0 < Q(I) < oo holds if and only if 0 < E£;(S) < oo and in this case b is
chosen according to

(E&r)(-)

(Er)(S)

If in this case I = Q2 x A where A € S is arbitrary, then b is chosen according to

(EH(NA)
(ES)(A)

If n is a random element in a Borel space T such that (7,£) is jointly G-stationary
then the distribution of (1, &) under P! gets a similar interpretation, where it suffices now
to require E&; to be o-finite (2 need not be Borel). Here Theorem 4.12 yields with similar
steps as above

B () €)= [[ 1160 €yt e anle), m (4.25)

Example 4.24 (I = Q x A where A invariant). If the jointly G-invariant set I is of the
special form I = Q x A where A € S is G-invariant then (E&;)* = (E£)*|A and (4.23)
simplifies to

Q1) = (E&)"(A).

Hence, if £ and A are such that the finite height condition 0 < (E£)*(A) < oo is satisfied
then P! is defined and may be written as

A B e e, .
PAC) = P1() = ey [ M) € HabQdw.). (4.26)

The equations (4.24) and (4.25) reduce to

PI() = // 1{(w.b) € }P (de{)bW,
and

e | L4 (0) (BE)* (ab)
P9 €)= [[1(eb) € P e drle), MG
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4.3.2 Conditional cumulative Palm measures

The defining equation (4.21) already suggests a close link between cumulative Palm prob-
ability measures and ordinary conditional probabilities.

Lemma 4.25 (conditioning on jointly invariant subsets). Suppose I, s € ARS are both
jointly G-invariant such that Iy C Iy and 0 < Q(I1),Q(l2) < oo. Then for any G-
stationary random measure £ on the Borel space S

B() = P2(-|Iy).

Proof. By definition and I; C Is we have

Q(-nh) Q(-NnhLnlk) P:-nI)

Iy — — —
P'O="0m) ~ amnk) - PR

=P2(.|L). O

Example 4.26 (partially stationary tessellations). We consider the operation L < R? of
a fixed linear subspace L of dimension 0 < u < d of R on R? via translation together
with an L-stationary simple point process ¢ in R?. This point process induces a random
Voronoi tessellation of R? defined as the collection of Voronoi cells

Clw,s):={z R :[jz — 5| < |lz —yll,y €£(W)}, s€&(w),we
and C(w,s) :=0 if s € {(w). Clearly
COw,l+s)=1+C(w,s), leL,seSweq,

and we naturally interpret s € {(w) as the center of the cell C(w,s) in configuration w.
Fixing an L-invariant subset A of R? we may consider the following three different jointly
L-invariant subsets I1, Is and I3 of ) x S defined via

I == {(w,5): 0 # C(w,s) C A},
Iy = {(w,s):0 # C(w,s),s € A},

and

Iy = {(w,5) : Clw, 5) N A # 0}
Clearly Iy C Is C I3 and Lemma 4.25 applies. This gives

Ph(-) =P2(|L) =P(|I) and P2(:) = PP(|Iz).
Here a random polyhedral set Z

(1) with distribution P/*(C(f.,b) € -) may be interpreted as the typical cell of the
Voronoi tessellation under all cells contained in A,

(2) with distribution P2(C(,,b) € -) may be interpreted as the typical cell of the
Voronoi tessellation under all cells with center in A,

(3) with distribution P/3(C(f.,b) € -) may be interpreted as the typical cell of the
Voronoi tessellation under all cells intersecting A.

Clearly we did not use any special property of Vorono: tessellations here and it should be
clear how to extend these notions to general L-stationary tessellations. We shall inspect
these notions in more detail for Cox-Voronoi mosaics in Section 7.1.
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4.4 Properties of cumulative Palm measures

This sections contains first two results from [21] that have been also proved independently
by Kallenberg [31]: the Transport Theorem 4.27, generalizing [39, Theorem 3.6], [37,
Theorem 3.15] and [38, Theorem 4.1] to non-transitive underlying group actions, and the
Characterization Theorem 4.33, generalizing Mecke’s [46] famous characterization of the
classical Palm measure to a characterization of our cumulative Palm measure for possibly
non-transitive group actions. Second, we extend [38, Theorem 5.1] of Last in Theorem
4.31 which characterizes balancing G-invariant transports between G-stationary random
measures ¢ and 7 in terms of a transport relation between their respective cumulative
Palm measures.

4.4.1 The Transport Theorem

As before we consider a lcsc group G operating measurably on 2 and properly on the
Borel spaces (S,S) and (T, 7). For the sake of generality we shall allow P to be a o-
finite measure on (2, A4). Our aim is to derive a fundamental transport property of Palm
measures. In the special case where G = .5 =T is an Abelian group the result boils down
to Theorem 3.6 in [39]. Other special cases will be discussed below. Recall the function
A* defined as in (3.9). We consider two G-stationary random measures £ on S and n on T,
together with invariant kernels v from Q x S to T and § from Q x T to S. Here invariance
is to be interpreted with respect to the diagonal operation whenever product spaces come
into play, i.e. we require e.g. v to satisfy

(040,95, B) = v(w,s,g7'B), g€G,s€S,weQ,BES. (4.27)

Consider the balance equation

//1{(s,t) € Jy(w, s, dt)E(w, ds) = // 1{(5,8) € 16(w, £, ds)(w, dt), P-ae. w € 9.

Intuitively the applications of the random kernel « to the random measure £ on S should be
interpreted as lifting £ to a random measure I on S X T" where I'(- x T') is a possibly resized
version of ¢ while I'(S x -) is a possibly resized version of . Further, the application of 4 to
1 must lift to the very same I' for P-a.e. w € ). Given fixed systems of orbit representatives
Os C S and Op C T we denote the corresponding choice functions by 3% and 7. We
will skip the upper indices whenever there is no risk of confusion. The following theorem
has been proved independently by Gentner and Last [21] and Kallenberg [31].

Theorem 4.27 (Transport theorem). Consider two invariant random measures & and n
on S and T respectively, let v and 0 be invariant kernels from Q x S to T and from Q x T
to S respectively satisfying

[ 10 € hwsdnew.ds = [[ 1160 € Yot dsintdy @)
for P-a.e. w € Q, and let Q% and Q" be the cumulative Palm measures of & and n respec-

tively, with respect to fived systems of orbit representatives Og and Or. Then we have for
any measurable function f € (AQGRS®T)y that

/ / / £ (@,,b, BT (6)) (0.0 (dg )y (w0, b, dE)QE (d(w, b))
- / / / F(07 0,974, B5(5), D) A ()ka() 5 (d9)6(w, b, dS) QT (d(w, b)) (4.29)
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Proof. Let w: S — (0,00) be as in (2.6). Then for any b € Og and g € G

/w(glhb)A(dh) =

Take f € (A®G®S ® T)+ and denote the left-hand side of (4.29) by I. By Fubini’s
theorem,

L= / / / Fw, g,b, B(t)w(g ™ hb) kg (r) £ (dg)7y(w, b, dE)A(dR)Q (d(w, b)).

Applying the refined Campbell theorem (4.11) gives that I equals
B [[[[ £06:"9.505). 8065 h3() s, g (05 B dtys o dhIE(DS)
=& [[[[ 167" 9.505), 86057 )51 dg (BB, At o dIE(DS)
=B [[[[ #6595 8O0l 5)30,1014(dg 3000 (dh)1 5. )€ ),

where we used invariance (4.27) of v and 8 and the fact that kg, is concentrated on
G3(s),s (see Theorem 3.1 (ii)). By Theorem 3.1 (i) and (4.28)

I=E / / / 07 h1g, B(s), BE))w(g™ hs)rsis) o (d)S(E, ds e o (dg)(de).

Using invariance of § and k, we obtain that I equals

E /// 07 0 01 1, B(s), B(1)w(hgs)rage ()30, B(), ds)rse o (dg)(de),

where we have used that H;hl = 9,;1 ) 9;1 and that g~'t = B(t) for t,g as in the above
integral. At this stage we can use the refined Campbell Formula (4.11) for 7 to obtain
that I equals

][ 16007 b 505 nag o dm)s(e, d)Nd) Q).

Now take h € G and s € S with hf3(s) = s. Then

/ w(hgs)A\(dg) = / w(ghB(s)Mdg) = A(h~Y) = A*(s),

where we used Lemma 3.12. Hence we obain from Fubini’s theorem that I equals the
right-hand side of (4.29). O

An immediate consequence of Theorem 4.27 is the following exchange formula for
cumulative Palm measures. A first version of this fundamental and very useful formula
was obtained by Neveu (see e.g. [56]) for ordinary Palm measures of random measures on
Abelian groups.

Corollary 4.28 (exchange formula). Let & and n be G-invariant random measures on S
and T respectively. Then for any f € (AQGRSRT)+

/ / F(w, 9,0, B(t))ra(0) 4 (dg)i(eo, dt)QE (d(w, b))

// F(0; w0, g7, B(5), D) A () 500)0 (g€ (w, d5)Q(d(w, B)).
(4.30)
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Proof. Specialize y(w, s, dt) := n(w,dt) and §(w,t,ds) := &(w, ds). O

Another consequence is the following formula that arises when using integrands of a
special form in (4.28).

Corollary 4.29 (special integrands). Under the hypothesis of Theorem 4.27 we have for
any f e (ARS®T)+

J[ s 0nw.b a0t
= [[[ 16;10.5%(5).57 08" (9 )30, ds) Q). (431)
Proof. For arbitrary f € (A® S ® T)4 we may take f(w,g,s,t) := f(w, s, gt) in (4.28).0

4.4.2 Transport properties of the cumulative Palm measure

We consider Borel spaces S and T" and an lcsc group G operating on each of them properly.
According to Lemma 2.21 a o-finite kernel 7 from 2 x S to T' may be used to transform a
random measure § on S (i.e. intuitively speaking a random ‘mass distribution’ on S) into
a random measure on 1" by forming

/T(w, 8, )¢ (w, ds).

This underlying intuition for 7 of resizing and redistributing one random mass configura-
tion into another one in a random way is the reason why such kernels 7 are sometimes
referred to as weighted transport kernels ([37, 38, 39]). Fixing another random measure n
on T we say, following Last [37, 38] and Last and Thorisson [39], that 7 is (£, 7)-balancing
if

/T(w, s, )€(ds) = n(w,-), w €,

and P-a.e. (§,n)-balancing if the above holds only for P-a.e. w.

In view of the Transport Theorem 4.27 it is of interest to know whether or not for a
(&, n)-balancing G-invariant transport 7 a G-invariant inverse transport kernel exists. This
is a kernel 7, that for given &, and 7 := 7 satisfies (4.28) when putting 6 := 7*. The
answer is positive and may be derived by a straightforward adaption of arguments found
in Last [37, 38].

Lemma 4.30 (existence of inverse transports). Let & and n denote G-stationary random
measures on the Borel spaces S and T respectively and let T denote a (&,m)-balancing
weighted transport kernel. Then there is a G-invariant Markovian transport kernel 7*
from Q x T to S such that (4.28) holds P-a.s., i.e. a stochastic inverse transport kernel.

Proof. The measure M on €2 x S x T defined by

M o= /// (w,5,4) € Jr(w, 5, db)E (w, ds)P(dw)

is o-finite, since it is the Campbell measure of the random measure { ® 7 (see Lemma 2.21
(ii) and Lemma 2.19 (i)) and jointly G-invariant, as is easy to check. Moreover

[ H(.t) € M5, 1) = o)
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since 7 is P-a.e. (§,n)-balancing, which is again o-finite by Lemma 2.19 (i) and jointly
G-invariant. Thus Theorem 2.16 yields a stochastic G-invariant kernel 7* from 2 x T to
S with

M=C,®T".

This means

/// {(w,s,t) € }7(w, s, dt)¢(w, ds)P(dw)
- /// H(w,s,1) € }77(w, 1, ds)n(w, dt)P(dw),

which implies the assertion since S ® 7 is countably generated. O

The next theorem clarifies how the cumulative Palm measure transforms under such
transport kernels under invariance assumptions and represents a modest extension of re-
sults of Last in [38] and [37] from the case of random measures on one homogeneous space
to the case of possibly non-transitive group operations on two possibly different spaces.

Theorem 4.31 (cumulative Palm measure and balancing transports). Let G operate
properly on the Borel spaces S and T and consider G-stationary random measures & and
n on S and T respectively. Then an invariant weighted transport kernel T from  x S to
T is P-a.e. (&,m)-balancing if and only if

// F(0; Y, BT(0)A* ()50 £ (dg) 7 (w, b, d)QE(d(w, b)) = QT (4.32)

for any measurable f : Q x Op — [0,00).

Proof. Assume first that 7 is P-a.e. (£, n)-balancing. Then Lemma 4.30 yields a stochastic
invariant kernel 7* from Q x T to S satisfying

// 1{(s,t) € }7(w, 5, dt)E(w, ds) = // 1{(s,) € }7*(w. t, ds)n(w, dt).
The Transport Theorem 4.27 gives for any f € (A® G ® S ® T), that
][ #6505 0.5 @A Ol dg) o, )0 )
— [[] #60.9.8%(5). Dinago o (de)r* (. b, d5) Q7 o, ).
Dropping the second and third argument of f yields (4.32).

Conversely if (4.32) holds for all measurable functions f : Q@ x Op — [0,00) then, in
view of Lemma 2.19, it is enough to prove

/fﬁe,t (s,dt)é(ds) /fﬁe,t (dt) (4.33)

for all measurable functions f € (A® T ). Starting with the right-hand side we have first
by (4.2)

E / F(6.. tyn(dt) = / / £ (650, b)Mdg)Q"(d(w, ).

By (4.32) the right side may be written as

/ / / F(0,07 w0, 98T ()M (dg) A" (£ 0y (d)7(w0, b, dt)QE (d(w, b)),
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where by Lemma 3.12 the term A*(t) may be replaced by A(h~!) . Using property (2.1)
of the modular function this turns into

////f o, ghBL (£)N(dg) kg +(dh)T(w, b, dt)Q (d(w, b)),

which, using the properties of x, Fubini and invariance of 7, reduces to

(AU}wwwwwwyaﬁMwm@www»

and thus to the left-hand side of (4.33) by using (4.2) again. O

4.4.3 Characterization of cumulative Palm measures

In this subsection we ask which measures on 2 x S actually are cumulative Palm measures.
The answer will substantially extend Mecke’s famous characterization of Palm measures
and has been derived (essentially) in Gentner and Last [21] in a different version using
Palm pairs and also independently in Kallenberg [31].

We start with the special case where no stationarity or invariance assumptions are
made. In view of Example 4.6 the question reads in this case: Which measures on 2 x S
can be Campbell measures of a given fixed random measure £7 Note that in contrast to
previous sections we do not fix an underlying measure P on (€2,.A) here. The answer is
given by the following general proposition. Note that we neither have to require a Borel
structure on S nor properness or other regularity assumptions on the operation G — S
in part (ii).

Proposition 4.32. (characterization of Campbell measures)

(i) A measure C on Q x S is the Campbell measure of a random measure & with respect
to some underlying o-finite measure on (2, A) iff C is o-finite, C({{ =0} x S) =0
and

/ Flw, 5, (w, d)C(d(w, 5)) = / Flst, )€, d)C(d(w,s))  (4.34)

forany fe(ARS®S),.

(ii) If & is G-stationary and C is jointly G-invariant then the same characterization
holds and in addition the corresponding underlying measure P on ) may be chosen
G-invariant.

Proof. (i) First, assume that C actually is the Campbell measure of ¢ with respect to
some o-finite measure P on ). As we have seen earlier, every Campbell measure is o-
finite. Further

/&&@ozmcwwﬁan/&&:oﬁw$=a

which yields the second property. To see (4.34) note that

[ ssgwdnciw.s) = [[[ e sg.dee, ase)

Hence it is enough to invoke Fubini’s Theorem and to interchange the roles of s and t.
To prove the converse assume the three conditions on C'. By o-finiteness we may
choose a measurable function ¢’ > 0 on  x S such that C¢’ < oo. Since £ is measurably
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o-finite, we may choose by Lemma 2.3 (a) a function § > 0 on Q x S with 0 < £(g) < oo
on {€ # 0}. Now set g := ¢’ A g and h(w,s) = g(w,s)/(£g9)(w), where h(w,s) := 0 if
&(g) = 0. Define the measure P by

P(A) := // 14(w)h(w,s)C(d(w,s)), A€ A (4.35)

By the second assumption we have P(§ = 0) = 0. Note that w — &(g)(w) is finite and
positive on {§ # 0}. Furthermore,

78)
(w)

As by the second assumption on C' we have P({ = 0) = 0 it follows that P is o-finite. It

remains to prove that indeed C' is the Campbell measure of ¢ with respect to this P. We
have for f € (A® S)+ by definition of P

B(gie £ 0} = [[ (o)) (“";g“; e # 00w s) < [[ o)l 5)) < o

E / £(6e. DE(dE) = / / f(@, t)h(w, $)E(w, dt)C(d(w, 5))
- / / £, 5)h(w, DE(w, d)C(d(w, 5)),

where we have used (4.34) to get the second identity. Since C({{ = 0} x S) = 0 this may
be written as

/ / 1{€ # 0} f(w, 5)h(w, DE(w, dD)C(d(w, 5))

and since £(h) = 1 on {& # 0} by definition of h this reduces to C'f (again using the
assumption C({{ =0} x §) = 0).

(ii) It is enough to show that the measure P defined in (4.35) is invariant for jointly
G-invariant C and G-stationary £. Take f € A, and g € G. By the joint G-invariance of
C

Bf o8, = [[ 1600w, 5)C(dw.s)
= [[ Hmie; o5 90w, ).
Since C is the Campbell measure of the G-stationary & with respect to P we may proceed:
Bf o0, = E [ F0)h(6,"9 56(ds)
= [[ oy o, 91606, o, ds)Pld) = By,

where we have used in the last step that fh(@;lw,s)f(eg_lw,ds) = 1 for P-a.e. w since
{€ # 0} is G-invariant and has a complement of P-measure 0. O

Having characterized Campbell measures which are the cumulative Palm measures of
random measures £ with respect to the trivial operation {e} < S, we may proceed now
with the general case, independently established by Gentner and Last [21] and Kallenberg
[31]. In the transitive special case of Example 4.5 the result has been derived in [60] and
[38]. Note that in order to ensure the existence of the cumulative Palm measure we have to
require S to be Borel and G < S to be proper now (in contrast to the previous theorem).
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Theorem 4.33 (characterization of cumulative Palm measures). Consider the proper
operation G — S where S is Borel together with a fized measurable system O = [(S)
of orbit representatives. Let £ be a G-stationary random measure on S and Q a measure
on Q2 x S. Then Q is the cumulative Palm measure of & with respect to O and some in-
variant o-finite measure on (Q, A) iff Q satisfies the stabilizer condition (4.3), is o-finite,
satisfies Q({€ =0} x S) =0 and for any f € (ARSRS)+

/ / / F(07 1w, B(5), g~ 0) A () 5(0).0 (dg) € (w, d5) Q(d(w, 1))
_ / / P, b, $)E(w, ds)Q(d(w, b)), (4.36)

Proof. 1f Q is the cumulative Palm measure of £ with respect to some O = 3(.S) then (4.3)
is fulfilled by definition and o-finiteness of Q has been proved in Theorem 4.1.1. Further
the third property follows from (4.4) and the G-invariance of {{ = 0} since

Q((e = 0)x8) =E [ 1166;") = 0hsioo(dg)u(s)¢(ds) = E [ 1{¢ = 0pu(s)¢(ds) =
Equation (4.36) is the special case T := S and 7 := 0 :=n := £ of (4.31).

Conversely assume the regularity conditions and (4.36). We need to verify (4.2) in

order to prove that Q is indeed the cumulative Palm measure of ¢ with respect to O and

some P. In order to show the existence of a o-finite P such that (4.2) holds we may use
Proposition 4.32: Consider the measure

Ci= [[11(8,0,98) € IAdg)QdLw.B)

which is evidently o-finite by o-finiteness of A and Q. It also satisfies

Clte =0} < 9) = [[ 1466 = opgeti.h) = [[ 14 = 0}0d(w. ) =0

by the second property of Q. Hence it remains to show that C satisfies (4.34) (then (4.2)
follows for some o-finite P by Proposition 4.32). We have by G-stationarity of £ and by
definition of C

/ F(,5,1E(w, d)C(d(w, 5)) = / / / F (B0, gb, DE By, AN (dg) Q(d(w, b))
- / / / £(0y0, gb, g1)€ (w, dE)A (dg)Qd(w, b)).

Using the stochastic kernel  this last expression can be written as (replacing g by h for
better comparability later)

/ / / £ (Bho, hb, hgB()) s 500 o (dg )€ (w, AYA(AR)Q(d(w, b)),

and this equals

/ / / £ (Bng-100, hg b, RB(E)A(dR) A ) s 500y (dg)E(w, dE)Q(d(w, b)),

by Fubini’s theorem and the characteristic property (2.1) of the modular function. Now
apply (4.36) to the function (w, s, t) — [ f(Opw, hs, ht)A(dh) to write this as

// F(On, ht, REA(R)E (w0, dE)Q(d(w, b)) = // F(Onst, BB R)E(Onw, dt)Q(d(w, b)),
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and by Fubini’s theorem and the definition of C' this is just

[[ st oganciae..

Hence Q satisfies (4.2) and since it also satisfies (4.3) by assumption the uniqueness from
Theorem 4.1 implies that Q must be the Palm measure of £ with respect to O and P. [

The striking feature of the above Theorem 4.33 is that it is entirely intrinsic, i.e. no
other objects than &, O and Q are needed in order to check whether Q is the cumulative
Palm measure of £ with respect to O. In view of (4.2) it seems surprising at first sight
that P does not play a role at all in this characterization. But the fact that P may be
reconstructed in large parts only by means of Q (see Lemma 4.9) makes it plausible that
an intrinsic characterization of Q as above is possible.



Chapter 5

The Mass-Transport Principle

The Mass-Transport Principle (MTP) is a simple (deterministic) statement about
jointly G-invariant measures on a product space S x T and has been successfully employed
in various stationary models in Probability Theory. Early versions have been used by
Liggett [43], Adams [1] and van den Berg and Meester [70]. Haggstrom [24] was the first
who successfully applied it in percolation theory. It then became an indispensable tool in
this field, see [6, 7] and also [44]. Last and Thorisson [39] and Last [37, 38| derived an
MTP for a special class of jointly G-stationary random measures on G X G by specializing
Neveu'’s classical exchange formula in [56] (see our generalization here in Theorem 4.27).
Before introducing it in its greatest generality in Section 5.2, we will first give motivations
in special cases in Section 5.1. These will clarify necessary ingredients in the fully general
(possibly non-transitive and possibly non-unimodular) case. In Section 5.3 we shall then
show how this deterministic principle may be applied to produce results about random
measures and transports. The final Section 5.4 is devoted to an application of our general
MTP to automorphism-stationary random subgraphs (e.g. subgraphs resulting from an
automorphism invariant percolation model) of possibly non-unimodular and non-transitive
graphs. We shall relate the distributions of various typical clusters with the distributions
of various 0-clusters. Later, in Chapter 7, we shall also give applications of our new form
of the MTP to spatial processes on manifolds and to the approximation of Borel sets.

5.1 Motivations

In this section we consider a lcsc group GG with Haar measure A operating measurably on
a measurable space S and investigate properties of jointly G-invariant measures on the
product space S? = S x S in various special cases before proceeding with the most general
situation in Section 5.2. By Mass-Transport Principle we mean an equality of the type

M(B x S) = M(S x B), (5.1)

where the intuition of transporting mass comes from the fact that for C,D C S the
quantity M (C x D) may be interpreted as mass transported out of the region C into the
region D. The reader should convince herself at this point that the defining properties of
a measure M on a product space really mean nothing but the physical realizability of a
transportation plan where M (C x D) gives the information how much mass is transported
out of C' C S into D C S. It will turn out that the mass conservation law (5.1), suitably
modified if the operating group G is not unimodular, holds for certain sets B C S as
a consequence of the joint G-stationary by a simple change in the order of summation
resp. integration. As this idea becomes most transparent in the simplest possible setting,
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namely that of a discrete group operating on itself, we shall focus our attention on this
special case first.

5.1.1 A transitive unimodular case

Consider Z? operating on itself via translation and a jointly Z2-invariant measure M on
7?2 x 7Z?. As we work in a discrete setting the joint Z2-invariance may be equivalently
rephrased by the pointwise property

M{(g+s,g+t)}=M{(s,t)}, g,stcZ.

This means that the amount of mass transported from s to t is the same as that transported
from g + s to g + t for arbitrary g € Z? (see Figure 5.1).

T

[ o o

Figure 5.1: Identifying the mass transported from s to ¢ by a pointer starting in s and ending
in t the red pointers represent transports with identical masses just as the blue pointers do. The
transported mass represented by a red pointer may differ from that represented by a blue pointer.

Fixing a point b € Z? the term M (Z? x {b}) then denotes the total mass transported
into b while M ({b} x Z?) represents the total mass transported out of b. Now we may

write M(Z? x {b}) as
> M(z,0)

Z€72
and use the joint invariance of M to replace M (z,b) by M (b,2b— z) (simply add b — z in
both components). Since z + 2b — z is clearly a bijection on Z? the sum equals (changing
the order of summation) > ;. M(b, z). We thus proved the conservation law

M({b} x Z?) = M(Z? x {b}), beZ?

(see Figure 5.2 for an illustration of a more general statement) which clearly extends to
arbitrary subsets B C Z? by o-additivity of M:

M(B x Z?) = M(Z*> x B), B CZ.

Hence for any subset B C Z? the total mass transported out of B equals the total mass
transported into B. Note that no extra requirements on the set B are necessary here.
This changes completely in a non-transitive setting as we shall see in Subsection 5.1.3. In
addition it should be clear from the above arguments and Figure 5.2 that even

M(B x 7% =M(Z* xC), B,C cCZ?

whenever |B| = |C|. Note that in this setting |B| is nothing but the width §(B) of B
defined as in (2.12).
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Figure 5.2: The total mass transported out of a point b € Z? equals the total mass transported
into a possibly different point b’ € Z2.

5.1.2 A transitive non-unimodular case

Of particular interest to us are automorphism groups of graphs. Comprehensive treatments
of Graph Theory may be found e.g. in [8, 17]. We only recall very few basic notions from
this realm here with an emphasis on the topological properties of graph automorphism
groups.

A graph is a pair I' := (V, E) where V is any set and E any symmetric subset of
V x V, where symmetry means that (z,y) € E < (y,z) € E. (More precisely these are
the unoriented or undirected graphs). If V' is countable, then I' is also called countable. An
element v € V is called vertex while e € F is called an edge, where we abbreviate an edge
(z,y) by xy. A neighbor of a vertex v is another vertex w € V such that vw € E. The
degree deg(v) of a vertex v is the number of its different neighbors. A path is a non-empty
graph P = (Vp, Ep) of the form

Vp = {Io,l‘l,l‘g, .. } and Ep = {xoazl,xlxz, . },

where the x; are all distinct. Paths may have finite of infinite length. We write a path
P of length k > 1 as P =: xgx1...xg, i.e. in terms of its sequence of vertices. A ray is a
path which starts in a given vertex z and is infinite in the other direction. Two rays are
equivalent if they share all but finitely many vertices. If

P = (Vp = {1‘0,1‘1, Ce ,.’L‘k},Ep = {.%'0331,3311‘2, . ,.’L‘kfll'k})

is a path then C := (Vp, Ep U {x)xz0}) is called a cycle. A forest is a graph that does not
contain cycles, while a tree is a connected graph without cycles. Two graphs I' = (V| E)



68 Chapter 5: The Mass-Transport Principle

and IV = (V' E') are called isomorphic if there is a bijection ¢ : V' — V' satisfying
ryeE & ox)p(y) e E.

Such a ¢ is called isomorphism between I and I, If ' = I" then ¢ is called autormorphism
of I'. The set of these automorphisms clearly forms a group which we denote by Aut(T").
It is easy to see that a map ¢ : V' — V is a graph automorphism of I" if and only if it is an
isometry with respect to the natural discrete metric d : V' x V' — [0, 00) which measures
the distance between x,y € V in terms of the number of edges a shortest path connecting
x and y has.

The automorphism group G := Aut(I') of a countable graph I' = (V| E) is endowed
with the topology of pointwise convergence, where V is given the discrete topology. Thus

Gop,—9€eG <& Foreachz eV :p,(zr)=p(z) for all but finitely many n € N.

With this topology the stabilizers G,z € V, are both open and compact [69, 73] and
the family of (also open and compact) sets G, x,y € V, is a (countable) subbase of the
topology on G [69, 73|, thus G is second countable. It is easy to see that this topology
is Hausdorff (and totally disconnected). In addition, as any ¢ evidently lies in some G
for suitable x,y € V the group G is locally compact. Summarizing, GG is lcsc with this
topology and thus carries a o-finite Haar measure A\. The natural operation of G on V'
given by

(p,z) = ()

will be denoted by G — V and is continuous as the preimage of a vertex y € V under the
above map (V carries the discrete topology) equals

{(p.2) : () =y} = | J (Gay x {})

zeV

which is clearly open in G x V. In particular G — V is measurable. Further since
7y, ({w}) = Gyw,v,w € V, is compact also 7, 1(K),v € V, is compact for any compact
(i.e. finite) K C V. Thus G — V is topologically proper, as claimed in Subsection 2.2.3.
In particular it is proper in the wider sense which is also compatible with Lemma 3.8 since
0 # Gs s is open and compact and thus 0 < A\(Gs ) < 0o0,s € V.

A countable graph T' is called (vertex) transitive if Aut(I') — V is transitive and
quasi-transitive if there are at most finitely many orbits. Further, I' is called unimodular
if Aut(T") is unimodular.

Turning to the promised example, we denote for n > 2 the up to isomorphy unique
countable tree in which each vertex has degree n by T, , see Figure 5.3 for a picture of
T3. It is clear from Lemma 3.17 in combination with Lemma 3.13 that 7}, is unimodular.
An end of a tree is an equivalence class of rays. The following construction (essentially)
stems from Trofimov [69]. Let n > 3. Given an end & in the n-regular tree T,, = (V, E)
then for each x € V' there is clearly a unique ray ¢ of the form zxzixz... (i.e. starting in
x) lying in the equivalence class £ (also drafted in Figure 5.3). In this situation xo =: £(x)
is called &-grandparent of . Note that in the case of T3 each vertex is the £-grandfather
of 4 different vertices which generalizes to T, where each vertex is the £-grandfather of
(n — 1)? different vertices (its grandchildren). Adding new edges between &(z) and each
of its grandchildren gives the graph indicated in Figure 5.4 on the left, and repeating this
step for each vertex finally gives the &-grandparent graph on T, (i.e. after adding an edge
between each vertex = and its grandparent £(x)). We call it £(77,) .
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Figure 5.3: Scheme of T3 and a ray z¢ € £ starting in x.

\
~
N Te i Te
T W

Figure 5.4: Left: £(x) connected by an edge with each of its grandchildren, right: £(7T3).

It is easy to see that £(T),) is transitive and that each ¢ € Aut(£(7,)) fixes £ in the
sense that for each ray p € £ again ¢(p) € £ (where ¢(p) is defined in the obvious way).
Thus the map

m(s,t) :=1{t =£&(s)}, s, teV,

is jointly Aut(¢(7},))-invariant which is then also true for the measure

M() =Y (1) € J1{t = &(s5))

s,teVvV

on V xV (M governs the transport in which each vertex sends mass 1 to its grandparent).
Here a conservation law of the type (5.1) fails for any subset B C V since for any vertex

oeV

M({o} x V)= Ht=¢(0)}=1<(n-1)%*=) 1{o=¢&(s)} = M(V x {o}).

teV seV

This reasoning is taken from [44, p. 206]. The crucial difference to the transitive unimod-
ular situation in Subsection 5.1.1 is that £(7},) is not unimodular (i.e. the operating group
Aut(&(Ty)) is not). This readily follows from Lemma 3.17 in combination with Lemma
3.13, since for any v € V evidently |Gy ,§(v)| = 1, while |G¢(y) ¢(vyv| = 4. In this context,
we also note that we shall compute the non-trivial functions A* with respect to a fixed
representative o, and A in Subsection 5.4.2. As this example shows, the topology of the
graph, i.e. that of the operating group of automorphisms has an effect. As we show in
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Section 5.2, this effect only stems from the non-trivial modular function of the operating
group and we shall provide a suitable counterbalancing density that rescues a conservation
law even in a possibly non-unimodular and even a possibly non-transitive setting. The
differences arising from non-transitivity are motivated in the next subsection.

5.1.3 A non-transitive case

Exemplarily we consider here the evidently non-transitive operation SO(2) < R? where
the orbit of a point b € R? is the circle around the origin containing b. Since SO(2) is
compact we may normalize Haar measure on SO(2) to a probability measure which we call
A. We choose an arbitrary but fixed measurable system O of representatives of the orbits,
e.g. O = {(2,0) : z > 0}. Then for b € O the orbital pushforward ;4 = Ao, ' is the
uniform distribution on the circle around the origin through b. In this setting the above
conservation law fails in general for arbitrary subsets B € B(R?). Consider for instance
the jointly SO(2)-invariant measure M = ju;, ® 1. for b, ¢ € R? not lying in the same orbit.
Here clearly (since A(SO(2)) = 1)

M(B xR*) =M(R*>x B) < m(B) = u(B),

and hence if

M(B x R?) = M(R? x B)
is to be satisfied for all jointly G-invariant measures M then sending (b,c) through all
different pairs of orbit representatives, we get as a necessary condition on B that

po(B) = pe(B),  b,c € 0.

Thus, B must be SO(2)-symmetric (recall the examples in Figure 2.1). It turns out that
this necessary condition on B is already sufficient for a mass-conservation law of the above
form (see Corollary 5.4) such that

M(B x R?*) = M(R? x B)

holds for all jointly SO(2)-invariant measures M on R? x R? if and only if B is SO(2)-
symmetric.

5.2 The Mass-Transport Principle (MTP)

In this section we state and prove two forms of the mass-transport principle for possibly
non-unimodular operating groups and possibly non-transitive operations. The first form
is given in Subsection 5.2.1 and represents a mass-conservation law on systems of orbit
representatives. This first version is then needed in Subsection 5.2.2 in the proof of the
second, ‘integrated’ version in Theorem 5.2, which we simply call the Mass-Transport
Principle.

5.2.1 MTP on systems of orbit representatives

We consider the proper action of an lcsc group G on a Borel space S and a Borel space
T. Similarly as before we ask for necessary and sufficient conditions on subsets B and
C' such that a mass-conservation law (suitably modified in the non-unimodular case) is
fulfilled for all jointly G-invariant o-finite (or s-finite) measures M on S x T'. Similarly as
in the discrete transitive example of Subsection 5.1.1 we first need to establish an MTP
on a system of representatives before integrating it to a version on G-symmetric sets.
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Lemma 5.1 (MTP on representatives). Let G operate properly on the Borel spaces S and
T, let p and v denote G-invariant o-finite measures on S and T respectively, and let ~y
and & denote G-invariant s-finite kernels from S to T and T to S respectively. If

// 1{(s,t) € -}vy(s,dt)u(ds) = // 1{(s,t) € -}o(t,ds)v(dt) (5.2)
holds, then we have for any jointly G-invariant function m : S x T — [0, 00] that
/ / m(s, b)3(b, ds)v* (db) / / (b, ) A" (£)y(b, db) i (db). (5.3)

Proof. Choose w : S — (0,00) as in (2.6). Then the left-hand side may be written as

/msb (b, ds)v* (db) // m(s, B(0)5(B(2), ds)w(E)us(dt)v* (db)

which equals by (2.7)
[ mis. sy, aspia)

Using the inversion kernel s of the operation G — T we may write this as
// m(s, h_lt)w(t)é(h_lt,ds)ﬁﬁ(t),t(dh)u(dt)
= /// m(h~ts, h 1) w(t)s(t, ds)kge ¢ (dh)v(dt).

By the joint invariance of m and (5.2) this reduces to

/mst o(t, ds)v(dt) /mst v(s, dt)p(ds).

We now reverse the above steps. Applying (2.7) yields

// m(s,t)w(t)y(s,dt)us(ds)p* (db) // m(gb, t)w(t)y(gb, dt)\(dg)u* (db)

and using invariance of v and joint invariance of m we arrive again by (2.6) at

/ / (b, tyw(gt)y (b, dE)M(dg) " (db) = / (b, e () (b, dby* ().

This yields the assertion since p(w) = A*(t) by Lemma 3.12. O

5.2.2 Integrated version

Lemma 5.1 will be needed to derive the following theorem. Recall the definition of A in
(3.12) and its properties from Lemma 3.14.

Theorem 5.2 (Mass-Transport Principle). Let G operate properly on the Borel spaces S
and T and consider non-negative functions k% on S and kT on T. Then

[ @A M) = [ K@M ) (5.4)
for all o-finite jointly G-invariant measures M on S X T if and only if
k® = pck®, be Og,ce Or. (5.5)

Here the word o-finite may be replaced by s-finite.
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Proof. First assume that &%, k7' fulfill (5.5) and take a o-finite jointly G-invariant measure
M on S xT. Then by Theorem 2.16 there exist both an invariant disintegration from S
to T

M(d(s,1)) = +(s, dt)u(ds)

and an invariant disintegration from 7" to S
M(d(s,t)) = 0(t,ds)v(dt).

Then (5.4) may be written as

/ As, )k (5)7(s, dt)u(ds) = / / KT (1)8(t, ds)w(dt)

and employing (2.7) an equivalent statement is

/ / A(gh, 1)k (gb)(gb, dt) A(dg)u* (db) = / / / K (ge)d(ge, ds) A(dg)v* (de).

Using invariance of the respective kernels this may be stated equivalently as

/ / A(gb, gt)kS (gb)y(b, dt)A(dg)u* (db) = / / / K (ge)d(c, ds)A(dg)v* (de).

Since A is jointly G-invariant we may cancel by (5.5) the identical constants ppk® = pck”
on both sides and arrive, since A(b,t) = A*(¢), at (5.3) in its form for m = 1, which is
true by Lemma 5.1.

Conversely, assume (5.4) for all jointly G-invariant M. Consider for fixed b € Og, ¢ €
Or the jointly G-invariant o-finite measure

M= /1{(hb, he) € IA(dh),
which admits the following two disintegrations in opposite directions
M = [[1{s.90) € Ynatdgyntas) = [ [ 11(gbit) € Yrealdgpctat)

(this may be checked by direct calculation, each disintegration reduces to the definition of
M by using right Gy p-invariance of A, i.e. (2.5)). Using the left disintegration on the left
side of (5.4) and the right disintegration on the right side of (5.4) yields

J[ @56 gomtdgmas) = [ [ K @nerldgucta).

While the right side clearly equals .k, the left side requires a bit of manipulation. First
[ E 056 gmdgmds) = [ [ 15005 nb,ge)smldg) M)
= / / kS (hb) A(hb, hgc)kyp(dg) A(dh)
and using joint G-invariance of A this reduces to

ik / A(b, ge)rpp(dg).
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Again by joint G-invariance of A this equals

kS / Ay, Yy (dg),

which clearly reduces to upkSA(b,c). Here A(b,¢) = 1 by (3.13) which yields the asser-
tion. ]

The special case S = T and k¥ = kT have been treated in [21] by specializing a version
of the Transport Theorem 4.27 for S = T'. Instead of using the Transport Theorem 4.27
in order to derive Lemma 5.1 we chose to give direct proofs here because of the resulting
increase of transparency about how the joint invariance is used. Using G-symmetric sets
(i.e. sets B with 0 < up(B) = pe(B) < 00,b,¢ € O) in both spaces S and T the Mass-
Transport Theorem 5.2 may be stated as follows:

Theorem 5.3 (Mass-Transport Principle on sets). Let G operate properly on the Borel
spaces S and T and consider sets B € S and C € T. Then

/ 15(5)A (s, )M (d(s, 1)) = M(S x C) (5.6)

for all o-finite jointly G-invariant measures M on S x T if and only if B and C are both
G-symmetric and have the same width, i.e.

d(B) =0(C). (5.7)
Here the word o-finite may be replaced by s-finite.

We will mainly use this ‘set formulation’ of the MTP and again mainly in the further
specialization S =T, B = C"

Corollary 5.4 (Mass-Transport Principle on one set). Let G operate properly on the
Borel space S and consider a set B € S. Then

/ 15(s)A(s, ) M(d(s,1)) = M(S x B) (5.8)

for all o-finite jointly G-invariant measures M on S x T if and only if B is G-symmetric.
Here the word o-finite may be replaced by s-finite.

5.3 MTP’s for stationary random measures

We will mostly use the above Mass-Transport Principle in order to relate distributions of
certain suitably invariant random elements. In this section we show the relation between
G-stationary random elements and the deterministic MTP.

5.3.1 The MTP applied to stationary random measures

Consider a random measure ¢ on S x 7. Similarly as in the deterministic case, where we
interpreted M (C x D) as mass transported out of C' into D, we may interpret ((C x D)
as random mass transported out of C into D. Note that the intensity measure of C' x D,
E((C x D), may be interpreted as the expected transported mass from C' to D. Since
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we introduced random measures as o-finite kernels, [EC is s-finite by Lemma 2.20. If in
addition ( is G-stationary, then E( is jointly G-invariant:

/fgsgt /fst (04, d(s,t)) /fst d(s,t)), fe(ST)+.

Here we used G-invariance of P, which we may and will assume without loss of generality,
see Subsection 2.4.2. An application of one direction of the set version of the deterministic
MTP (Theorem 5.3) yields

Theorem 5.5 (MTP for random transports). Let ( denote a G-stationary random mea-
sure on S X T and let B € S and C € T denote G-symmetric sets with the same width.
Then

IE/ 15(5)A(s,t)¢C(d(s, 1) = EC(S x C). (5.9)

and for any jointly G-invariant m : Q x S x T — [0, 00)

IE/IB(S)A(s,t)m(Qe,s,t)((d(s,t)) :E/1C(t)m(t9€,s,t)g“(d(s,t)). (5.10)

Proof. The first equation is clear after what has been said above the theorem. To prove
the second we may simply apply (5.9) to the G-stationary random measure

¢(w,d(s,t)) == m(w,s,t)C(w,d(s,1)),
and refer to Lemma 2.21 (i). O

Note that if £ is a G-stationary random measure on S and « a G-invariant kernel from
Q x S to T then

((w,) = (@) (W)

is a suitable choice for ¢ in the above theorem. The same remark applies to the product
of a G-stationary random measure 17 on 7' and a G-invariant kernel ¢ from Q x T to S.
Clearly if ¢ ® v = n ® ¢ P-a.e. then

// 15(s (0, 5, )7 (s, d)E //10 m(0e, 5, )0(t, ds)n(dt).  (5.11)

For random transports ¢ in this form and the special choice of S = T, B = C Theorem
5.5 has been shown in [21, Theorem 5] by using a special form of the Transport Theorem
4.27. The next section will clarify the link between MTP and Transport Formula.

5.3.2 Palm Mass-Transport Principle

There is a close link between the MTP in the form of (5.11) and the Transport Theorem
in the special form of equation (4.31). Equation (5.11) may be rewritten by means of the
cumulative Palm measures of £ and n by applying (4.2) in its respective form on either of
the two sides of (5.11). This yields

/ / / 15(gb)A (gb, t)m(Bge, gb, £)7(8,0, gb, dt) A(dg) QS (d(w, b))
- / / / 16(gb)m (B, 5. gb)3 (940, gb, ds)N(dg) Q" (d(w, b)),
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and using invariance of v and 4, joint invariance of m and A and Fubini we arrive at
/ / / 15(gb)A(dg)A (b, t)m(w, b, )y (w, b, dt)QE (d(w, b))
_ / / / 1(gb)A(dg)m(w, 5, b)3(w, b, ds)Q7 (d(w, b)).

Canceling the identical constants 0(B) = §(C) on both sides yields

Theorem 5.6 (Palm MTP). Let { and n denote G-stationary random measures on S and
T respectively and let v and 0 be G-invariant kernels from Q x S to T resp. QA x T to S
such that

/ / 1{(s,1) € Yy (s, dt)(ds) = / / 1(s,1) € Yo(t, ds)n(dt) P-a.e. (5.12)

Then we have for any jointly G-invariant m : Q x S x T'— [0, 00) that

/ A*(t)m(w, b, t)y(w, b, dt)Q% (d(w, b)) / m(w, s, b)d6(w,b,ds)Q"(d(w,b)). (5.13)

If only the weaker condition

// 1{(5,1) € (s, dD)e(ds) // 1{(s,1) € Yo(t, ds)n(dt) (5.14)

holds, then

/A* (w0, b, d)QE (d(w, b)) /5wbds@’7 d(w, b)), (5.15)

Remark 5.7. Note that the existence of G-symmetric subsets B and C' is open in this
generality. Theorem 5.6 is still valid as we may repeat the same calculation using the
(existent) functions w® and w” as in (2.6) this time starting with the obvious variant
of (5.11) using symmetric functions instead of sets. Another possibility is to specialize
(4.31). Replacing f := m and using its joint G-invariance clearly immediately yields
Theorem 5.6. Thus there is an intimate link between the Transport Theorem 4.27 and the
Mass Transport principle in the form of Theorem 5.6. Instead of going this shorter way
we chose to give the above proof using the MTP since the intuition of transporting mass
behind the MTP is useful in applications.

5.4 An application: Stationary subgraphs

Most results derived from the Mass-Transport Principle are qualitative. As an illustration
of how the MTP works in its most general form we decided to work here in a setting which
is not necessarily transitive nor necessarily unimodular. For the time being, we want our
system of orbit representatives O to be compact since then there are good chances that
0 < (E€)*(0) < oo is fulfilled which according to Subsection 4.3.1 will allow probabilis-
tic interpretations without further modifications (such as introducing invariant sets with
‘finite height’). Thus a suitable setting certainly is a quasi-transitive not necessarily uni-
modular graph I' and a suitable random object is an Aut(I')-stationary random subgraph,
e.g. the result of an Aut(I')-stationary bond percolation, see e.g. [9, 22]. Such models are
discussed in Subsection 5.4.1. The result obtained there will be made more explicit in a
special transitive case, namely on £(7},) in Subsection 5.4.2.
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5.4.1 Stationary subgraphs in quasi-transitive graphs

Let I' = (V, E') denote a quasi-transitive possibly non-unimodular graph and G := Aut(T")
the lesc group of automorphisms (see Subsection 5.1.2) on I'' with a fixed left Haar measure
A. We consider the continuous and topologically proper (again see Subsection 5.1.2) nat-
ural operation G — V given by (¢,v) — ¢(v) and O shall denote a fixed (finite) complete
system of orbit representatives. We denote by = the set of all nonempty subgraphs of '
and endow = with the o-algebra generated by the evaluation maps

pp:Z2—1{0,1}, py(H):=1{veV(H)}, vevV,

and
pe: =2 —{0,1}, p.(H):=1{e€ E(H)}, e€E.

The operation G — V induces naturally an operation G — = such that we may write
for H = (V', E’) the shifted graph (p(V’), ¢(E’)), where (V') := {¢(v) : v € V'} and
e(E") = {p(v1)p(ve) : vive € E'}, simply as ¢H. Then a random subgraph ¥ of T is a
random element in = defined on an underlying probability space (€2,.4,P). As explained
in Subsection 2.4.2 we may model stationarity without loss of generality by equipping €2
with a flow € indexed by Aut(I'), by assuming that P is invariant with respect to this
flow, and by adapting our G-stationary random elements to this flow. Thus, a random
subgraph ¢ of I' is G = Aut(I")-stationary, if

Y(l,ow) = ¥(w), we eed.

A cluster in a subgraph of I' is a connected component in this graph and we write C(w, v)
for the cluster in ¥(w) that contains v. Let P(v,w) denote the countable set of all paths
in I' connecting the vertices v and w. Since for fixed v € V the maps

pwo Cv) = 1{w € C(v)} = 1{v,w € V(ﬁ)}P sPu(p | [[1{ecEW)}, veV,
ervw) e p

are measurable and since similarly the maps p. o C(v), e € E, are measurable, we conclude
that C'(v) is a random element in = for each v € V. Thus we may investigate distributional
properties of such clusters. Further |H| denotes the number of vertices of a subgraph H.
Since H — |H| =), oy, 1{w € H} is evidently measurable we have that |C(v)] is for each
v € V an NU {oo}-valued random variable. We make the assumption that

E|IC(v)| < o0, velV. (5.16)

Remark 5.8. Equation (5.16) is e.g. satisfied if 9 is the random subgraph resulting
from independent Bernoulli(p)-bond percolation on I" whenever p < 1/(r — 1) where
r = max,co deg(v) (see [71, Theorem 6.2]).

Let Cy denote the space of all finite subgraphs of I', endowed with the o-field inherited
from =Z. We assume the existence of a measurable map

T:QAxCr =V, (w,0)—7(w,C)
such that

T(w,C)eC, weQCecCly, (5.17)
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and
(0w, pC) = p(r(w,C)), ¢eG,wef,CeCy. (5.18)

Since our focus lies on illustrating the use of Theorem 5.6 we shall not be concerned with
the construction of this map in this full generality. Instead we will construct such a map
for the special case of I' = £(7,) in Subsection 5.4.2, as it is readily available in this special
case.

Open problem 5.9. Derive the existence of a map w: QxCy — V satisfying both (5.17)
and (5.18).

We call such a function center function. We shall fix such a function in the following
and interpret for v € V' the random vertex w — 7(w,C(w,v)) as the center of C(v) in
configuration w. We abbreviate

m(w,v) == 7(w,C(w,v)), weQuveV.

By 1 we denote the deterministic counting measure on V', which is clearly G-invariant
since automorphisms are bijections on V. Further we put C(9) := {C : C is a cluster of ¥}
and define

£:= Y b (5.19)
)

cec(¥

It is trivial to show that £ is a G-stationary and by (5.17) £ is a simple point process on
V. Evidently £ represents a natural mean to count the clusters of ©¥. We clearly have

= MGhp) > 6y, bEO,
veGD

and thus a suitable function w in (4.4) is w(v) = 1{v € O}/NGa()sw))- It is easy to
derive from (4.4) (using Fubini, invariance of P and (2.7) for n) or simply from (4.10) that

Q" =P &7 (5.20)

Further we note that (4.9) holds for £ as well as for 7 which implies

=) Méb’b)éb- (5.21)

The Mass-Transport Principle in the form of Theorem 5.6 yields, suitably applied, the
following result for G-stationary random subgraphs 1 that contain a.s. all vertices, i.e.

Pvoed)=1, veV. (5.22)
This is e.g. the case for bond percolation models (see [9, 22]).

Theorem 5.10 (typical clusters). Let ¥ denote an Aut(I')-stationary random subgraph
of a countable quasi-transitive graph T' satisfying (5.22) such that each of its clusters
satisfies (5.16) and let C(w,v) denote the cluster of v € V in ¥(w), w € Q. Let further
m:Q xCr — V denote a center function, £ be defined as in (5.19), n denote counting
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measure on 'V and O denote a complete (finite) system of orbit representatives. Then the
equations

=5 s ® [ & 6O [ 1 CE0) € I an(ae)]| . (529

beO

/1{C(w’b) € }|C(w, b)|Q* (d(w, b))
= Z )\(Gl'bb)E |:A*(7T(b)) / 1{90710(71'(())) S ‘}Kﬁ(ﬂ‘(b)),ﬂ'(b)(dw)] , (524)

beO

Jucwne) ¥ A Q)

veC(w,b)

1
= l; 7)\(Gb,b)E [/ e 'O(x(b) € -}ra(n())m(v) (dw)] , (5.25)
/l{C(w,b) €} > AMGuw)Q(d(w,b))
veC(w,b)

~YE [ [1te o) € ~}mﬂ<w(b»,w<m<d¢>} , (5.26)

beO

hold, where A*(v) = /\((;‘;(szi 5= |C|T,GB’(J’:§E”3L|,U €V, and where all sides of the equations

are finite.

Proof. We define the G-invariant kernels v and § from 2 x V to V respectively via

Yw,s,) = > &(), seViweq
veC(w,s)

and
5(w,t, ) = 57r(w,t)(')’ teV,we.

Then clearly [[1{t € -}v(w, s, dt)&(w,ds) = n(-), which also means that for w €

// 1{(s,1) € Iy(w, 5, d1)€(w, ds) = // H{(m(w,1),t) € - }y(w, s, dt)¢(w, ds)
_ /1{(7r(w,t),t) € Jn(dt)
— // 1{(s,t) € -}(w, t, ds)n(dt).
Thus €,7,7 and § satisfy (5.12) and the MTP in the form of Theorem 5.6 yields
[ B tymie bty 0,5, 4008w, ) = [ [ w5050, d)@dw.8) - (G21)

for any jointly G-invariant measurable m : @ x V x V — [0,00]. We note that for any
measurable D C = the map

mp(w, s,1) = A(t, s) / 1o C(w, 5) € D}ig(e).s(d)
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is jointly G-invariant. Applying (5.27) to such an m yields (omitting D)

/Z /1{901 (w,b) € -}ripp(dp)Q* (d(w, b))

veC(w,b)
= [[[ 1671005) € FA0 10,0 0010y (@) Q1)

and thus using covariance of C' and (5.20) the equation
[ 1cwvinie; v e pruldo)edew. )
= [[[ 1o 0w.5) € YA 53,0 d)orony (@), ).

Here the left-hand side reduces to
[ 16 BI{Cb) € 10k dw.b)

after replacing |C(w,b)| by |C(0,'w,b)| (= |¢~'C(w,b)| since ¢ € Gyp) and using (4.3).
The right-hand side may be written by (5.20) as

/ / 1{pLC(w, 7(w,)) € A, 7(, b)) (a0 m(oty () (D).

Using Fubini and (5.21) yields
—1
Z A be [ (b, (e, b))/m” Cw, (@, 0)) € 385 (n(w,0)),m(w) (d0) | -

Thus we proved (5.24) since by Lemma 3.9 A(b, s) = A*(s). Equation (5.23) follows from
a similar calculation, this time using in (5.27) for any measurable D C =

mp(w5.t) = At o [ 10w 5) € Dy ().

The third equation (5.25) follows from using instead

mp(w, s,t) := /1{¢_1C(w,s) € D}rgs),s(dp),

while the forth equation (5.26) stems from using

mp(w, s,t) := ‘C(wl’s)’/l{cplC(w,s) € D}rgs),s(dep).

The assertion about A* is clear in view of Lemma 3.13. We now show the finiteness of all
above terms. As O is finite we may conclude from (4.10) that

@f(on):ZP(b€§)<oo,

=5 MGhp)

which shows finiteness of the left side of (5.23). Since by Theorem 4.11
P(-[[€)y = P(-[€{b} = 1), beO,
it is evident from (5.16) that
/\C(w,b)]IP(de{)b < .

Thus from (4.10) the finiteness of the left side of (5.24) follows. The finiteness of the right
side of (5.25) is evident just as that of the right side of (5.26). O
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We now turn to probabilistic interpretations of these results. Fixing in I' a (finite)
complete system O of orbit representatives we denote by Q¢ the cumulative Palm measure
of & with respect to O. As 0 < Q%(Q x O) = (E£)*(O) < oo we may similarly as in
Definition 4.23 put .

§ . 3
= QE( x O)Q
where we decided to make the dependence on £ rather than the dependence on I = 2 x O
(cf. Subsection 4.3.1) explicit. E¢ denotes integration with respect to P¢. The finiteness
of all expressions in the previous theorem allows us to define the following probability
measures on =.

Definition 5.11 (various typical clusters). In the situation of Theorem 5.10 we interpret
(w,b) = C(w,b) as a random subgraph of T' defined on the space (2 x O, A® P(0),P%).
A random subgraph with distribution

(i) PS(C € -) is called typical cluster of 10,

1
(ii) EEC| / 1{C(w,b) € -}|C(w, b)|[P*(d(w, b)) is called cluster-size-weighted typical clus-

ter of 4,

(iii) L /I{C(w, b) € -} Z A*(0)P*(d(w, b)) is called A-cluster-size-
B3 e A*(v) OB
weighted typical cluster of 9.

(iv) L /l{C(w, b) € -} Z MGyo)PE(d(w, b)) is called stabilizer-
Ef ZUEC )\(GUJU) ’

veC(w,b)
cluster-size-weighted typical cluster of 1.

Further, let U be uniformly distributed in O and independent of 9. Then we call
(v) a random subgraph of I with the same distribution as
wi— C(w,U(w))
a 0-cluster of 19,

(vi) a random subgraph of I' with distribution

E

|é| Z / 1{p 1C(w,b) € -}Hﬁ(ﬂ(b)),ﬂ(b)(d@]

beO

a centralized 0-cluster of ¥,

(vii) a random subgraph of I" with distribution

1
E /1 AO(b) € s e (do) |
gas - MGp) {o7 Clw,b) € -} (b)) m(v) so)]

where S:= 3%, o m, a stabilizer-weighted-picked centralized 0-cluster of 19,
(viii) a random subgraph of I" with distribution
1
E —A*(n(b /1 “1C(w,b) € YEgimmnni (de) |
L;) SxEy 2 O) [ U0 b € s o w)]

where S:=E>, o A/\?(GLL(’ZS), a A-weighted-picked centralized 0-cluster of 19,
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(viii) a random subgraph of I' with distribution

1 b
B2 53 (Go) é’(()()])) / Hp ' Cw,b) € Iga(ey)mey (d9) |

where S := E} %, a A-weighted-picked centralized size-debiased 0-

cluster of ¥,

These definitions already indicate the content of the next result, which represents a
simple reformulation of Theorem 5.10.

Corollary 5.12 (probabilistic interpretations). In the situation of Theorem 5.10 let Z
denote a typical cluster, Zs a cluster-size-weighted typical cluster, ZSA a A-cluster-size-
weighted typical cluster and Z} a stabilizer-cluster-size-weighted typical cluster. Let fur-
ther N denote a centralized O-cluster, N\ a stabilizer-weighted-picked centralized 0-cluster,
NZ A-weighted-picked centralized 0-cluster and n’y a A-weighted-picked centralized size-
debiased 0-cluster. Then their distributions are related as follows.

P(Z€) =P, &), (5.28)
P(Z; € ) =P(N,' € ), (5.29)
( €)=F(Ny € ), (5.30)
€)=PNe). (5.31)
and we have the relations
Pleo) _ A*((b))
=5 MGop) Z A be 7r(b))|] (5.32)
el Z )\(be{ Z . be .
“( P € 0)
;A l;) AMGrp) ;Aabb (5.34)
Pbeg)
v;)\ o) OIg MGop) (5.35)

All sides of these equations are finite.

Proof. Rewriting all sides of the equations in Theorem 5.10 in terms of the distributions
introduced in Definition 5.11 yields the equations

P, , . _ LA @)] s
) e Rt DS vreirere=royi] RAGTAR)
bEf) _ A*(m(b)) A
‘C’ bezo )\ be E )_E bezo )\(Gb,b) ]P)<Nw € )7
y PEEO),oa, | \
%A z%c:) A(Gpp) Ce )_;A(vab)P(Nwe )
(b
U;A(GM ‘O’Z AGebf €)=P(N €.
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Plugging in = everywhere then yields the relations (5.32), (5.33), (5.34) and (5.35) and
then using these relations with the above equations again finally yields (5.28), (5.29),
(5.30) and (5.31). O

5.4.2 Transitive possibly non-unimodular graphs

If the underlying graph I is even transitive, then clearly the formulas in Theorem 5.10 and
Corollary 5.12 simplify since the summation over O becomes superfluous and 0-clusters
then really arise from fixing a vertex and looking at the cluster in which the fixed vertex
is contained without any further randomization on how this vertex is chosen. Also, the
distributions of the several types of typical clusters defined in Definition 5.11 simplify as
one may identify 2 x O = Q x {o} where o € V is fixed and arbitrary with Q. Further
examples of transitive non-unimodular graphs (other than £(7},)) may be found in [67, 44].
Also, Lemma 3.13 allows explicit expressions for A*. We shall carry this through here for
&(T,). Clearly, given two vertices s and ¢ in £(7},) there is a unique youngest common
§-ancestor of s and ¢ in T},. More precisely, in T},, the unique rays s¢ € § and t¢ € { starting
in s resp. t, must, since they are equivalent, intersect in a point £(s, t) and coalesce behind
this point since their remaining parts must coincide with £(s, t)¢, the unique ray starting
in £(s,t) and lying in . The vertex £(s,t) is what we called above youngest common
&-ancestor. We shall now compute A for & (T},) as well as A* with respect to an arbitrary
fixed vertex o serving as our single orbit representative.
We define

Le(v,w) :=d(v, (v, w)) — d(w, (v, w)), v,w eV, (5.36)

where d(v, w) denotes the graph distance in 7}, (not in (7},)!). Note that L¢(v, w) measures
the relative {-age of v and w. It is reasonable to say that v is older than w if L¢(v, w) > 0,
that v is younger than w if L¢(v, w) < 0 and that v and w are of the same generation if
Le¢(v,w) = 0. Clearly, L¢ is jointly Aut(§(75,))-invariant.

Lemma 5.13. (A and A* for &(T,)) For Aut(&(T},)) < V we have

Aw,w) = (n— )W 4 wev, (5.37)
and with respect to a fized vertex o serving as orbit representative

A*(w) = (n—Dkelew) eV (5.38)
Here Le¢ is defined as in (5.36).

Proof. We first compute A. Equation (3.15) shows that A does not depend on the choice
of our single orbit representative 0. Thus we may choose a particular convenient one in
Lemma 3.14. For given v,w € V we choose O = {£(v,w)} in Lemma 3.14, where £(v, w)
is the unique youngest common &-ancestor of v and w. Thus

~ A% (W)
A(v,w) = 76*( )
At ()
where A%, stands for A* with respect to O = {¢(v,w)}. By Lemma 3.13

By l) = (Gt
’ |G£(v,w),§(v,w)w‘
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Here |Gy wé(v,w)| = 1 since any automorphism fixing w must clearly fix any &-ancestor
of w as well. To evaluate the denominator let £ denote the length of the unique path in
T,, connecting w and &(v,w). There are evidently (n — 1) ¢-descendants of &(v,w) that
are exactly k generations younger than (v, w). The set of these descendants equals the
set Ge(v,w),¢(v,w)W, Since first, the relation ‘s is exactly k generations younger than ¢’ is
jointly Aut(&(T),))-invariant, and second, any such two descendants may be mapped to
each other by means of a ¢ € Ge(y ) ¢(vw)- Thus

. (w) 1 1 d(w,€(v,w))
Eww) (W= (n—1)F (n— 1>

and since an analogues equality holds for v we receive

Av,w) =

- < 1 ) d(w7§(vvw))_d(v7§(vvw))

n—1
and thus (5.37). Equation (5.38) is now a special case. O

Figure 5.5 shows some values of A* with respect to a fixed o € V. Clearly A* induces
a partial ordering on V where v < w if and only if v is younger than or of the same
generation as w. This ordering may be used to derive the existence of a center function
in this special case, even as a deterministic function of the configuration ¥(w). Namely,
every cluster C' of any subgraph of £(7;,) has a unique oldest vertex 7(C'), as is easy to
see, and clearly 7(¢C) = ¢n(C) and 7(C) € C. Thus this 7 satisfies (5.17) and (5.18).
Clearly, for I' = £(T,,) and with respect to this 7 and O = {0}, both the distributions
in (5.28), (5.29),(5.30) and (5.31) as well as the formulas (5.32), (5.33),(5.34) and (5.35)
become completely explicit by using our formula for A* from (5.38).

I
~ =

\H
,
\
el
.
N

Figure 5.5: Some values of A* with respect to the fixed vertex o.



84

Chapter 5: The Mass-Transport Principle




Chapter 6

Ergodic Theory

For historical information on the development of Ergodic Theory, we refer to [28, p.
576]. In this chapter we shall not prove a fundamentally new result in ergodic theory, but
yet, we shall adapt two results from this field such that they may serve for the inspection
of either Z%stationary random measures or L-stationary random measures in R?. More
precisely, we consider the actions Z¢ — R? and L — R¢ where L is a k-dimensional
(0 < k < d) linear subspace of R? and both actions are via translation. In either case, if
G denotes the respective group, we investigate a G-stationary random measure & on R?
and investigate a.s.- and LP-convergence of random sequences of the form

§(AN By)

N(@AnB,) "N

where A is a G-invariant set, B, a sequence of nested increasing G-symmetric sets and
A% denotes d-dimensional Lebesgue measure on R?. This will be done by applying two
classical (multivariate) ergodic theorems, the first obtained by Zygmund [74] and the
second by Wiener [72]. The first case Z¢ < R? will be treated in Section 6.1, while the
second case L — R will be treated in Section 6.2. We fix counting measure as Haar
measure on Z¢ and u-dimensional Lebesgue measure A7, as Haar measure on L. We recall
(see the examples in the end of Subsection 2.2.4) that in the case Z? < R? a Z%invariant
set is derived by taking a certain pattern within the half-open unit cube and extending
this pattern Z%periodically on all of R?, since the orbits are given by the translates
q+ 7% q € [0,1)% On the other hand Z%-symmetric subsets of R? are non-empty finite
unions of the translates z + [0,1)%,z € Z%. Each such set B has the property §(B) € N.
In the other case L-invariant subsets of R? are unions of translates of L while the prime
examples of L-symmetric subsets of R? are unions of translates of L+ (note that there
are many other possibilities to construct L-symmetric subsets of R?). See Figure 6.1 for
illustrations.

Our ergodic theorems will enable us to define analogues of the classical sample intensity
of a completely stationary random measure on R also for G-stationary random measures,
where G is either a finitely generated additive subgroup of R¢ or any proper linear subspace.
These analogues are in fact a family of random measures indexed by the o-algebra of G-
invariant sets, and they come out naturally as limits of the above described sequences.

After we derived these ergodic theorems for Z?-stationary resp. L-stationary random
measures on R?, we show in Section 6.3 how the cumulative Palm measure naturally
arises in the limit of certain sequences of the above type under an ergodicity assumption.
Ergodicity with respect to an operating group may be defined in a completely general
framework. Consider a G-stationary random element £ in a measurable space S, defined
on an underlying probability space (£2,.4,P), where the group G acts on S in some way.
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B
7

£ &£ £ £
£ £ £ £
£ £ £ £
II"//

Figure 6.1: Left: Z¢ — R?, right: L < R? where L := {(z,0) : z € R}
As before, we may assume without loss of generality the existence of a measurable flow 6
indexed by G on €2 and such that
§(gw) = g¢(w), weged.
The symbol Z denotes the o-algebra of G-invariant measurable subsets of .S and we put
Ie={{{ € A} : A1}
Now ¢ is called G-ergodic, if Z¢ is P-trivial, i.e.
P(ce A)e{0,1}, AecT.

The importance of this notion will become clear when we state the two classical ergodic
theorems announced above. B denotes the Borel o-algebra in R,

6.1 Grid-stationary random measures

We treat the case of Z%stationary random measures first, since this is easier to handle
than the L-stationary case.

6.1.1 An ergodic theorem for lattice-actions

The aim of this subsection is to provide the necessary tool needed to derive an ergodic
theorem for Z?-stationary random measures on R?. Given a measure x on a space S, and
amap 1T : S — S, we call T u-preserving, or, changing perspective, u T -invariant, if

poT =p.

We further define, given a measure space (S, S, i), the classes

piog” £(n)i= { £ € Su s [ 1F 1087 f9)Dlas) <o, m >0,

where for a given function g : R — R its positive part g4 is defined as x — max{g(z),0}.
Given a g-algebra J on , we write E7[-] := E[|J]. The following theorem, literally
taken from [28, Theorem 10.12], has been derived by Zygmund [74]. It represents a
discrete multivariate ergodic theorem even for possibly non-commuting transformations.
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Theorem 6.1 (Zygmund’s multivariate ergodic theorem). Let £ denote a random ele-
ment in a space S with distribution w, T1,..., Ty be p-preserving maps on S with in-
variant o-fields T, . .., Iy and put Jy, := £ 1Ty,. Then for any f € Llog®! L(p) we have
as ni,...,Ng — 00

1
e Y D @) S BB ), as.
Lo M (4 e

The convergence holds in LP for a p > 1, whenever f € LP(u).

We now slightly modify this theorem such that it applies to Z%actions. To this end
consider an operation Z¢ < S and denote the associated shift operators by 6.,z € Z%.
We define a box B in Z% as a set of the form

Bi=(—ki, k1] x - x (=ka,ka) N 2%, k; € Nji € {1,....d},

and note that a box of this form has 2¢ - k; - ... - kg elements. An increasing sequence of
boxes B,, is a sequence of boxes where for all i € {1,...,d} we have k;(n) 1 oo for n — oc.
Then Zygmund’s ergodic theorem may be used to prove:

Theorem 6.2 (ergodic theorem for Z%-actions). Let ¢ denote a Z%-stationary random el-
ement in a space S with distribution u and B, an increasing sequence of boxes. Then for
any f € Llog? Y L(p) it holds for n — oo

Z £(0:6) = E[f(O)|Z] as.

zeB

where I = 71T, T denoting the o-algebra of Z%-invariant measurable sets in S. The
same convergence holds in LP for a p > 1 whenever f € LP(u).

Proof. Denote by e, the k-th standard unit vector in Z% and let T}, denote the shift on S
induced by ej. Note that these T} are invertible and hence 77" makes sense for all n € Z.
By the commutativity of Z? there are unique k;(2),...,kq(2) for each z € Z? such that
0, = lel(z) 0...0 T:d(z), where 6, denotes the shift on S induced by z € Z¢. Also, since
the T), commute we have, writing Z, for the Tj-invariant o-algebra on S and Jj, := £ 74,

E7 . BT f(€) = E[f(€)|Z¢]

by [28, Corollary 10.13], since evidently ", Jx = &' Zx = £'Z = I. Any d-
dimensional orthant of R% will in the following be interpreted as a product of length d and
of the factors (—oo, 0] and (0, 00) exclusively to ensure that they are disjoint. Label each
of the 27 d-dimensional orthants by the unique d-tuple (ay,...,aq), where a; € {—1,1},
lying inside of it. It remains to split each box into the 2¢ different sections with the disjoint
orthants @1, ..., Q4. In the orthant labeled with (a,...,as) we may apply Zygmund’s
multivariate ergodic theorem to the transformations 77", ..., T ;‘i and the random element

T@2, Tcgaﬁl)/ >¢ which yields

> f(0:) S E[f(OITe] a.s. ie{l,...,27,

|B le 2€EBnNQ;

and in LP under the respective condition. Here we also used the obvious fact that

E (£ (0:) 7] = Ef©OIZ] as. zez”
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Finally, since
1B, NQil/|Bn| = 1/2¢, ie{1,...,2%,

we may proceed via

B.nQl 1
Z Bl Bona] 2 100

z€BnNQ;

2dZ\B ~ ol > f60:9)

2€BnNQ;

ZGBTL

and the assertion follows. O

6.1.2 Sample intensity for grid-stationary random measures

Classically, sample intensities of random measures have been defined for ‘completely’ sta-
tionary random measures such as random measures on groups stationary with respect to
the canonical action of the group on itself via left-translations or on homogeneous spaces.
Here we show how to introduce such an object for Z%-stationary random measures on R
As it turns out, the relevant object will be a collection of random variables, indexed by the
collection of Z%invariant measurable subsets A of R? that satisfy the reasonable condition
that A(AN[0,1)9) > 0. We call such Z%invariant sets admissible. As usual A% denotes
d-dimensional Lebesgue measure on R% and we define

£, . BlE@An[0.))/Z
AT TNI(ANT0, 1))

for any admissible A. The following theorem shows that we may interpret the quantity
€4(w) as the intensity of the sample {(w) on A.

Theorem 6.3 (sample intensity for Z%stationary random measures). Let ¢ denote a Z2-
stationary random measure on R?, let A be a Z%-invariant admissible measurable subset
of R® and B,, a sequence of Z%-symmetric subsets of R* such that B, NZ% is an increasing
sequence of boxzes. Then, if £([0,1)% N A) € Llog?™! L(P), we have

§ANB) -
m — §A7 a.s.

The same convergence holds in LP for some p > 1 whenever £(AN[0,1)%) € LP.

Proof. Consider the function f : M(S) — R U {oo}, f(v) := v([0,1)? N A). Since by
Z%-invariance of A

AN B,) = | B, N ZYAAND, 1)),

some manipulation yields

E(ANBy,) B 1 1
NANB,)  MAN, 1)) B, NZd| Ze;ZdE((z +10,1)%) N A)
1 1
= XN BNz 2 TN
1
[

1 _
0,1)9) B, N 2] >, J6:19)

2€B,NZ4
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Here we may apply Theorem 6.2 to the operation éz,u = 9;1/@2 € 74, and since the
associated invariant o-algebra I clearly coincides with Z, i.e. Z; = Z¢, this yields the
respective assertions. O

Remark 6.4. We note that £4(w) is far from being a measure in A - it is not even
finitely additive. Also, the method of the above proof, namely to consider the induced Z4-
stationary random measure 1({z}) := &((z+[0,1)?)N A), 2 € Z4, on Z% raises the question
if Z?-ergodicity of ¢ implies that of 1. This is true: since n = f(¢) with Z?-covariant (!)
[+ M(S) — M(S) it follows that 7, C Z¢ and hence P-triviality of Z¢ implies that of Z,,.

Remark 6.5. Theorem 6.3 sheds light on the notion of G-ergodicity of a random measure,
as defined in the end of the introduction to this chapter. It says that

E(ANB,) -
MN(ANB,) A

either a.s. or in L? under respective mild conditions on £(AN[0, 1)?). Now if ¢ is Z%-ergodic,
then this limit equals by P-triviality of Z¢

£ _ Elg(An[o0,1)%)]
AT N(AN[0, 1))

and is thus constant. The important message is the following intuition about G-ergodicity.
While G-stationarity enforces a spatial homogeneity of the random measure along each
orbit, G-ergodicity enforces a uniformity in w €  on every single orbit (sometimes () is
in this context also called phase space with the intuition that an ergodic process is always
in the same phase or modus, while the phases of non-ergodic processes may change). The
above theorem shows that Z%-ergodicity must show simultaneously on every single fixed
union of Z%-orbits. The same intuition will apply to ergodicity with respect to an operating
linear subspace in the next section.

a.s.

6.2 Partially stationary random measures

In this section, we consider L-stationary random measures on R?, where L is a fixed linear
subspace of R? that acts on R? via translation. The induced shifts on M(R?) and the
abstract flow on Q are both (abusing notation) denoted by 6. The appropriate ergodic
theorem that we will work with will be stated in the following Subsection 6.2.1 along with
some further lemmas that we will need later. We then derive a result similar to that in
Theorem 6.3 in Subsection 6.2.2.

6.2.1 Wiener’s ergodic theorem and further preparations

For convex sets B C R? we denote by r(B) the inner radius of B, i.e. the radius of the
largest open ball contained in B. We recall the following classical spatial (also called
multivariate) ergodic theorem by Wiener [72]. A convenient reference for a streamlined
and thoroughly worked out proof is again [28, Theorem 10.14].

Theorem 6.6 (spatial ergodic theorem, Wiener). Let £ be a random element in a mea-
surable space S with distribution pu and assume that p is R:-invariant, i.e. 0-invariant.
Fiz some bounded, convex measurable sets B C By C ... with r(By,) — oo. Then for any
fedsy

1
ST J,, TN ) BT as
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If f € LP(n) for some p > 1 then the same convergence holds in LP(u).

Nguyen and Zessin [57] proved the following result on sample intensities of completely
stationary random measures in R, It may be derived as a consequence of Theorem 6.6,
cf. [28, Corollary 10.19].

Theorem 6.7 (completely stationary case, Nguyen, Zessin). Let & be a stationary ran-
dom measure on R? and fiz some bounded conver sets By C By C ... with r(B,) — oc.

Then £(B)
)\d(Bnn) — & as.

where for some fired C € B* with 0 < \*(C) < oo

¢ . EEC)IT
NI(C)

The same convergence also holds in LP for some p > 1 whenever £([0,1]¢) € LP.

This also implies that ¢ is well-defined indeed, i.e. does not depend on C a.s. since the
approximating sequence is independent of C'. We shall also need the following result on
convex sets, taken from [28, Lemma 10.15 (ii)] (but stated there without proof, which is
why we provide one here). For a set K € R? and £ > 0 let 9.K denote the e-neighborhood
of 0K, and B¢ the open unit ball in R¢.

Lemma 6.8 (convex sets). If B C RY is convex and bounded with r(B) > 0, then for any

e>0 .
A(0.B) < 2 ((1 + T(;)> - 1) A(B).

Proof. Fix a convex set B and ¢ > 0 and put 97 B := 9.B N B® and 9. B := 0.B N B.
Then 0.B = 07 B U J- B and since B is convex we have

OfB = (B +eBY)\ B.

It is enough to show that

A(EB) < (1+ c )d—l A(B).
== \U T

The assertion for 9 B may be seen as follows. Take an open ball contained in B with
center z and radius p. Then since x + pB¢ C B it follows that e B¢ C (B —x). Thus

A\(9FB) = M (B +eB) — \(B) < \? (B + %(B - x)) - \4(B)

d
=\ ((1 + E) B - %) - \(B) = <1 + E) 2(B) — A\(B)
p p p
and we are done. The respective assertion for 07 B then follows from the inequality

(07 B) < \YoF B). (6.1)



6.2 Partially stationary random measures 91

To prove (6.1), take a 1-Lipschitz measurable map
F:97B —R?

with the property that - B C F(9F B). The existence of such a map will be insured by the
next Lemma 6.9. Since 1-Lipschitz maps cannot increase Lebesgue measure (which is most
easily seen by invoking the well-known equality of Lebesgue measure with d-dimensional
Hausdorff measure up to constant, the advantage being here that the latter is defined in
terms of diameters where the 1-Lipschitz property may be applied directly) we have

X(0FB) > X(F(9F B)) = A0 B),
and we are done. O

In the above proof we used the following lemma. The metric projection p(A,x) of a
point € R? on a closed convex subset A of R? is defined as the unique closest point in
A to x.

Lemma 6.9 (existence of 1-Lipschitz map with out-in-property). Given a conver set B
and € > 0 the map

F:0B—RY z—2+2pB,z)—z)=2pB,z) -z,
where p(B, x) denotes the metric projection of x € R? on the closure of B, satisfies
0B C F(01 B)
and is 1-Lipschitz.

Proof. To prove the inclusion take x € 07 B = 0.B N B. Let I(z) denote the open ball
with center = and radius d(x,0B) < . Choose any y € 0B N 0I(x) and put z := 2y — x.
Then z = y+ (y —x) € X B since y € dB, ||y — z|| < € and z € B° since B is convex.
Clearly p(B, z) = y and hence

F(z)=2p(B,z) —2=2y —z = .

To prove the 1-Lipschitz continuity fix z,y € R%. Then since the metric projection onto
convex sets itself has this property (cf. [62, Theorem 1.2.2]) we have

Ip(B,2) = p(B, )|l < |lz — yll.

We put a := y — p(B,y), b :== 2 — p(B,z) and ¢ := p(B,y) — p(B,z). Then by a
simple geometric consideration involving the two hyperplanes with common normal vector
p(B,x) — p(B,y) through p(B, z) resp. p(B,y) and the above inequality we find that

(a,¢) >0 and (b,c) <O0. (6.2)
Then since
1E(2) = FW)IP? = lly — = +2(p(B, ) = p(B,y)II* = |la — b~ c|]?
={a—b+c—2c,a—b+c—2c)
=(a—b4+ca—b+c)—4{a—b+c,c)+ 4|
= lz =yl +4(|lel* — (a —b+¢,c))

it remains to show that ||c||> < (@ — b+ ¢, c). But this means nothing but 0 < (a — b, ¢)
which holds by (6.2). O
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Lemma 6.8 leads to the following lemma on special sequences of L-symmetric convex
sets. For any convex set B and a > 0 define B (a) := B+aB% and B~ (a) := (B°+aB%)°.

Lemma 6.10 (vanishing thickening/thinning in the limit). Let By C By C ... denote a
nested sequence of conver L-symmetric and L -invariant subsets of R% with §(B,) — oc.

Then for any fized a > 0
3(By (a))

5(B,) —1, n—oo.

Proof. Fix a > 0 and let B denote an arbitrary bounded convex set first. Then on one
side
M(B) = X(0aB) _ A(B) = X0, B) _ M(B\9, B) _ X(B(a))

NB) S (B B B
and on the other
| < X(Bt(a)) < X(BUJ,B) < M(B) + X0, B)
T oMB) T M(B) T A4(B)
Hence Lemma 6.8 yields that for fixed a > 0
d(p+
)\ﬁ\f(B(;L)) —1, r(B)— oo. (6.3)

If B is in addition L-symmetric and L -invariant then it is easy to see that B* is again
L-symmetric and since

§(B*) = A (LN BY)
we may apply the convergence in (6.3) to the space L which yields the lemma. g

We shall also need the following monotonicity properties of convolutions with respect
to thinning and thickening. We recall here that given two functions f,g : R® — [0, 00],
their convolution is defined as a new function from R? to [0, oc] via

(% g)(s) = / £(s — )g()\(dr) = / F(g(s — )NUdr), s € R

Lemma 6.11 (thickening and thinning in convolutions). For any measurable C, D C R?
with C C aB? for some a > 0, we have

]—C * 1D*(a) S )\d(C)]_D S 1C * 1D+(a)' (64)

Proof. First, we prove the left inequality. For all € R¢
1o # 1 (o) = / 16(5)1 (o (2 — $)AU(ds) < / 1o (s)A%(ds) = A9(C).
Further, if ¢ D, i.e. if x € D then C C x — (D¢ + aB%) = (z — D7)¢ and hence
C N (z— D7) =0. This implies
1o+ 1p (o) = [ Lol b (&Nds) =0

To prove the right inequality take z € D. Then C C aB? C x — (D + aB?) = x — D*(a)
and

Lo # e () = / 10(5)1y_p (o) (5)AY(ds) = / 1o(s)A%(ds) = X(C).
The case x & D is trivial. O
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In addition, we note the following exchangeability property involving convolutions of
subsets of R? with symmetry properties (also see Figure 6.2 for a ‘proof by a picture’ in
dimension 2).

Lemma 6.12 (exchangeability property). Let A C R? be L-invariant and B,C C R? both
L-symmetric and L*-invariant. Then

1lanp*x1oc =1 x14n0. (6.5)

Proof. The orbital decomposition of A? for O = L' yields for fixed € R?
lanp x1o(x) = /1AQB(S)1C(x —s)A(ds) = // 1anp(s)lo(x — s)up(ds)N*(db)
= // 14(g+b)1p(g+b)1lc(x — g — b)AL(dg)A*(db).
Since A is L-invariant and both B and C are O = L'-invariant, we have
Lins * 10(e) = [ [ 140)1a()1c(o - )AL (dg) N (@)

Now there are unique z;, € L and z' € Lt such that x = x7 + 2. Hence, again by
L+-invariance of C

L * Lo(z) = / 1.4(0) / 15(9)1c(xr — g)A(dg)\* (db) = / 14(6) (1 1, 1) ()N (db),

where *7, denotes convolution in L. By the commutativity property of a convolution, the
right-hand side is invariant with respect to interchanging B and C. Hence this must also

be true for the left-hand side, which gives the assertion. O
B C
neC
A ANB
(0]
¢ / t
—(ANB)
YYe)

Figure 6.2: A geometric proof of 1 4np * 1¢ = 15 * 1 gn¢ in dimension 2.
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6.2.2 Sample intensity

In the following, we will extend Theorem 6.7 to the case of L-stationary random measures
on R%, where L is a k-dimensional subspace of R%. Let A; denote Haar measure on
L, normalized such that a k-dimensional unit cube has measure 1, i.e. k-dimensional
Lebesgue measure on L. We shall interpret this measure as a measure on all of R¢ by
putting A (R?\ L) := 0. As a measurable system of representatives of the orbits, we
choose O := L+, the advantage being here that O = L+ c R? is also a group that acts on
R? in the natural way. As usual, if v is a o-finite L-invariant measure on R?, v* denotes
the unique measure concentrated on O = L' satisfying

[ t@wian = [[ s @), e 5.

For fixed b € O = L, the measure j, = A, 0 T, 1'is k-dimensional Hausdorff measure on
the affine k-flat L + b. Further, for any measure x on R% and U € B¢ we write

po = p(UN>)

for the restriction of i to the set U. Analogously to the Z%stationary case we now define
the sample intensity of ¢ on admissible L-invariant subsets A of R¢. Here admissible
means that there is an L-symmetric and L*-invariant set B such that A N B is bounded
and A\(AN B) > 0. In this case, changing perspective, we say that B is A-regular and we
may define

A N(ANB)
The following announced generalization of Theorem 6.7 shows that this quantity does not

depend on the choice of B, which justifies as in the Z?-stationary case our notation. We
denote by B(0,a) the open ball around the origin with radius a > 0.

weNAecT.

Theorem 6.13 (sample intensity). Let L denote a fized k-dimensional linear subspace of
R?, where 1 < k < d. Let further & denote an L-stationary random measure on R,

A C RY an admissible L-invariant set and By C By C ... a nested sequence of convex
L-symmetric and L*-invariant sets in R? with §(B,,) — co. Then

E(ANBy) =

— < .S.

N(ANB,) O ef

The same convergence also holds in LP for given p > 1 whenever (AN B) € LP for at
least one A-reqular set B.

Proof. We modify the proof given by Kallenberg in [28, Corollary 10.19]. Let B denote a
fixed A-regular subset of R?. Fix a > 0 such that AN B C B(0,a) and for any C C R?
put C* := C + B(0,a) and C~ := (C°+ B(0,a))°. Then by (6.4)

Lanp * 1y <A(ANB)1, <lanp*lgs, neN
and hence (recall that £4 := (AN +)), it follows that

MANB;)§a(lans *15-)

- = <NANB

MANB,) MANBp) ( )
Here, using (2.13) and Lemma 6.10

M(ANBE)  §(BE)
)\d(AﬁBn)_5(Bn)—>1’ n — oo. (6.7)

€a(Bn) _ MANB)8a(ans * 1p;)
MANB,) ~ MANB,) MNANBY)

. (6.6)
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Fubini’s Theorem implies for any C, D € B¢

/( S (C)A(ds) //10 (t — s)1p(s)A(ds)éa(dt) = €4(1¢ * 1p). (6.8)
By (6.5), (2.13) and (6.8)

§a(Lans * 13?5) §a(1p * ]‘AmBi) B 1 -
ANAN By) NANBE) /AOB%(HS Le)(B)A(ds).  (6.9)

X*(A)8(Br)
Here, using the orbital decomposition A(ds) = up(ds)\*(db), we obtain

[ etenmns) = [[ s € An BEHO € Bn(ds) X (@)
ANBg
_ //1{9 +bE A g+be BENO; 07 16a) (B) A (dg) X (db)

= [[10be Ag e BEYO, ) BIALMEN (@),
where we used L-invariance of A and L-+-invariance of B,, and B. Hence
| e snmnis) = x(4) [ 1{g € BEYO; 0 BIAo)
NBx

From (6.9) we conclude

§a(lanp *1p:) 1 - - 1 )
A(AmB?f) = 5(35) /B,?(ag 1£A>(B))‘L(d9) = )‘L(B%:QL)/B%mL(Hg 1§A)(B))\L(dg)
1 _
= BT oo, 0 OAN BAL)
1 —
= READ) Jogos 1 P10

where we have put f(u) := u(A N B). Here, we may apply the spatial ergodic Theorem
6.6 to the flow 6, := 071,z € Z%, by replacing R? by the k-dimensional space L and to
the above function f, since either of the sequences (B;" N L) consists of bounded, convex
subsets of L with the property that (B N L) — oo, r1,(BEf N L) denoting the radius of
the largest k-dimensional ball contained in B N L. This gives

§a(lanp * 15+)
MAN By
In addition, Theorem 6.6 also yields convergence in LP whenever f(§) = (AN B) € LP.
The inequalities in (6.6) yield together with (6.7) and (6.10) that

(AN By) E[&(AOB)IId:g—A, n - oo,

EE(ANB)|Z¢], n— oo a.s. (6.10)

AMANBy) AMANB)
in the respective sense under the corresponding condition. Since the approximating se-
quence is independent of B, this also holds for the limit. O

6.3 Ergodicity and Cumulative Palm measure

The aim of this section is to show that the Cumulative Palm measure naturally arises in
the limit of spatial averaging procedures under ergodicity assumptions. To accomplish
that we shall use our two ergodic Theorems 6.3 and 6.13. We shall treat the case Z¢ < R?
in Subsection 6.3.1 and the case L < R? in Subsection 6.3.2.



96 Chapter 6: Ergodic Theory

6.3.1 The grid-stationary case

For the action of Z¢ on R? we naturally choose the system of orbit representatives O =
[0,1)% such that B(zx) denotes the fractional part of 2 € RY. We note that the inversion
kernel x (see Theorem 3.1) of this action is given by

KB(z)e = Oz—B(z), T € R?.

We note that any measurable function h : Q x R? — [0,00) satisfies condition (3.16) in
this setting, since

[ 106,80, B oo dg) = B8, 5(0) < 0, @ € R w e,

Thus, given a Z%stationary random measure 7 in R we may form the h-transform & of 7
defined as in (3.17) via

= [[ 110 € 3100, Y 50 s o (),

and note that £ reduces to

) = [ 1o € IOy 0. B@)(do).
Applying Theorem 6.2 to this h-transform yields the following result.

Corollary 6.14. (h-transform convergence for Z%) Let 1 denote a Z%-stationary random
measure in R?, A a Z%invariant measurable subset of R? and B, a sequence of Z°%-
symmetric subsets of R such that B, N Z% is an increasing sequence of bozes. Then,
for any measurable h : Q x R? — [0,00) satisfying

| b6 Bt € Llog' L(P)
[0,1)4NA

its holds that a.s.

1 1 .
A(AﬂBn)/AQB (0, 50 B(x))n(dw) — WWE[/Am[o,1> (0, 5y B(@))n(d )‘z

for a o-algebra T C T, = {n~'A: A € M(RY}.

Proof. We may apply Theorem 6.3 to the Z%-stationary (see Lemma 3.18) random measure
€)= [ 1w € 0o,y B)(do)

Then it remains to note that Z := I¢ is contained in 7, by Lemma 3.18. g

This leads to the following ergodic theorem exhibiting integrals with respect to the
Cumulative Palm measure of a Z%stationary and Z%ergodic random measure 7 in R¢ as
a.s. limits of spatial integrals with respect to n over Z%symmetrically increasing domains.

Theorem 6.15 (cumulative Palm measure and Z9-ergodicity). Let 7 denote a Z°%-
stationary and Z%-ergodic random measure in R?. Then for a set A and a sequence (By,)
as in Theorem 6.3 and any measurable h : Q x S — [0,00) as in Corollary 6.14 it holds
that

5(2:;”) /AmBn (0, 5, B(x))n(de) —>/h(w,b)1A(b)Qn(d(w7b)) s,

where B and the cumulative Palm measure Q" are both with respect to O = [0, 1)d.
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Proof. By the above Corollary 6.14 and (2.13) it holds a.s.

| . E [ fangonye 105 oy B)n(dn)| 2
N (A)3(B,) /AmBn MO, ey Bl m(de) — XA 0. 1))

and since 7 is ergodic, this random limit equals a.s.

1 —
WE [/AmB h(eao—lﬁ(m)wB(ﬂf))ﬁ(de)] :

By Lemma 4.13 and the calculation in Example 4.14 we may write this as

W/h(w,b)l{b € A}Q(d(w, b)),

which yields the assertion after multiplying with \*(A4) = A4(AN[0,1)%). O

6.3.2 The subspace-stationary case

To emphasize the analogy with the results in the previous section, we decided to formulate
all results and proofs in this subsection in a copy-paste manner. We consider now the action
of a k-dimensional subspace L of R? (0 < k < d) on R? via translation, and write in short
L — R for this operation. Note that the inversion kernel x of this operation with respect
to any chosen system of orbital representatives is nothing but

d
Ka(a)a = Oe—plx), 2 € R

Any measurable function 4 : Q x R? — [0, 00) satisfies condition (3.16) in this setting as
/h(og_lwaﬁ($))”6(z),:c(d9) = h(9;_15(x)w,5($)) <00, TE Rdaw € Q.

Thus, given an L-stationary random measure 7 in R?, we may h-transform 7 into the
L-stationary random measure £ defined as in (3.17) via

£(C) = / / 1{z € CYh(6;", B(@))s(ey.olde)n(de),
which reduces to
€0) = [ 1o € Ol 0 BD(do)

Using this transformation we derive:

Corollary 6.16. (h-transform convergence for linear subspaces) Consider an L-
stationary random measure n in R%. Then if A C R? is L-invariant and admissible and
B C By C ... is a nested sequence of convex L-symmetric and L--invariant sets in R?
with 6(By) — oo, then for any measurable h : Q x S — [0,00) it holds a.s.

W /AmBn MOy, @y Pr(@)n(d) = )\(AlﬂB)E [ /Am . h(B, P (2))n(dx) ‘I}

for a o-algebra T C I, = {n~'A : A € M(RY)}, where pr(x) and p,.(x) denote the
orthogonal projections of x on L and L+ respectively.
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Proof. We may apply Theorem 6.13 to the L-stationary (see Lemma 3.18) random measure
€0) = [ 1w € 067 BoD(do).

Then it remains to note that Z := T is contained in Z,) by Lemma 3.18 and that x —3(x) =
pr(z),z € RY and B(z) = py 1 (x),r € RL O

This leads to the following ergodic theorem exhibiting integrals with respect to the
Cumulative Palm measure of an L-stationary ergodic random measure n in R? as a.s.
limits of spatial integrals with respect to n over L-symmetrically increasing domains:

Theorem 6.17 (cumulative Palm measure and subspace-ergodicity). Letn denote an L-
stationary random measure on R? which is ergodic. Then for a set A and a sequence (By,)
as in Theorem 6.13 and any measurable h : @ x S — [0, 00)

1
6(Bn)

/ h(H;Ll(x),pLL(x))n(dm) — /h(w,b)l{b € A}Q(d(w,b)) a.s.,
ANBy,

where pr,(x) and py1(x) denote the orthogonal projections of x on L and L* respectively.

Proof. By the above Corollary 6.16 and (2.13) we have

1 _ 1 B 5
N(A)5(B,) /A . W0, 5y, B(a))n(dz) — WE [ /A . (O, 50y B(@))n(d) T

a.s. and since 7 is ergodic this random limit equals a.s.

T [ /| h(eglﬁ(x),ﬁu))n(dx)] -

By Lemma 4.13 and the calculation in Example 4.14 we may write this as

1
N (A) /h(w,b)l{b € A}Q(d(w, b)),

which yields the assertion after multiplying with A*(A). O



Chapter 7

On some new models in Stochastic
Geometry

In this Chapter we give several applications of the results obtained in Chapters 4, 5
and 6. It should be mentioned at this point that the use of Palm methods in Stochastic
Geometry began with the seminal paper [47] by Joseph Mecke, while Meijering [49] seems
to be the first who investigated a random geometric model under ergodicity assumptions.
He was then followed by others such as Ambartzumian [3, 4], Miles [50, 51] and Cowan [12,
13]. The mass-transport principle in the form of Theorem 5.6 has certainly been implicitly
used in the transitive unimodular special case whenever Neveu’s exchange formula was
used, but even in this special case the intuition of transporting mass seems to be new until
recently [39]. Also it seems like it has never been used in its integrated form derived here
in Theorems 5.2 and 5.5.

Section 7.1 is on random tessellations, where the central result is Theorem 7.8. It
gives a structurally quite explicit expression for the quasi-distribution of the typical cell
of a Cox-Delaunay mosaic, seen from the center of the unique ball in which all its vertices
are contained. Then, we use the Palm MTP (Theorem 5.6) to identify suitably defined
0-cells of random partitions on Riemannian manifolds as volume-weighted versions of suit-
ably defined typical cells in Section 7.2. The use of the integrated version of the MTP
(Theorem 5.5) is then illustrated in Section 7.3 where we give two applications. One is on
approximation of Borel sets with random partitions and the other on the intensity mea-
sure of the restriction of k-dimensional Hausdorff measure to the k-skeleton of a random
tessellation. Finally, in the last Section 7.4 of this thesis, we quickly illustrate the use of
our results on group ergodic random measures in Chapter 6 by giving applications.

7.1 Random tessellations

After introducing the relevant object of this section in Subsection 7.1.1, we proceed in
Subsection 7.1.2 with an investigation of several cumulative Palm measures derived from
an arbitrary random tessellation. In Subsection 7.1.3 we consider a simple Cox process £ in
R? that is stationary with respect to a subgroup G of the group of rigid motions Gy. This
includes e.g. the cases G = SO(d) or G = L where L is a k-dimensional linear subspace of
R? where 0 < k < d. Note that here k = d is the completely stationary case while u = 0
is the completely non-stationary case. This Cox process induces a (random) Delaunay
tessellation and we shall give an explicit formula for the distribution of the typical cell of
such a Cox-Delaunay tessellation under all cells lying in a fixed invariant class. Examples



100 Chapter 7: On some new models in Stochastic Geometry

of these invariant classes include the following three: Fixing a G-invariant set A C R¢ the
set of all cells contained in A does not change under shifts induces by G, just as the set
of all cells having a center in A, or all cells hitting A. These results are the content of
Subsection 7.1.4.

7.1.1 Tessellations

A tessellation or mosaic in R? (cf. [64, Section 10.1]) is a countable system m of subsets
satisfying the conditions

(i) m is a with respect to the Fell topology (see [64, Definition 2.1.1]) locally finite
system of non-empty closed sets.

(ii) The sets K € m are compact, convex and have interior points.

(i) |J K =R%

Kem
(iv) If K, K’ € m with K # K’, then int K NintK’ = ().

The elements of such a mosaic are also called cells (of m) and they are convex polytopes
([64, Lemma 10.1.1]). A face of a convex polytope P is the intersection of P with any
of its supporting hyperplanes, and if this intersection is of dimension k, the face is called
k-face. The cells themselves are consistently also called d-faces. 0-faces are also called
vertices (identifying {x} with x), 1-faces are the edges while d — 1-faces are called facets of
P. Given a mosaic m and a polytope P € m, we denote by F(P) the set of all k-faces of
P and by F(m) we denote | Jpcp, Fr(P). It is convenient to write F(P) = Uy<p<q Fr(P)
and similarly F(m) = (Jy<p<q Fr(m). We call a mosaic m face-to-face if o

PNP e (F(P)NnFP))u{d}, PP cm.

Both the set M of all mosaics and the set M* of all face-to-face mosaics are Borel subsets in
the space of all closed subsets of the space of all closed non-empty subsets of R? (each time
considering the Fell topology), see [64, Lemma 10.1.2]. A particle process in R? is a point
process in the space of all non-empty compact subsets of R%, where this space is endowed
with the trace topology resp. o-field from the surrounding space of all closed subsets of
Re. A random mosaic in R? is now a particle process X in R? satisfying P(X € M*) = 1.
Thus, random mosaics are per definition a.s. face-to-face.

Given a compact subset C in R?, we may assign a center to it in a G4-covariant manner
in several ways, where G4 denotes the group of rigid motions in R%. E.g. we may assign to
C' the center of the uniquely determined circumball of C' (the smallest ball containing C').
We may even allow for additional randomness and consider generalized center functions
7:Q x C' — R? satisfying

(0w, o(C)) = p(r(w,C)), Cel' pecGqwell

Now, given a random mosaic X in R? we may consider for any 0 < k < d the point
process

Ni(w, )= > Srup(), we, (7.1)
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of the centers of the k-faces and assume that 7 is such that N is a.s. simple for each
0 < k < d. In addition, we define the random measure

My(w, )= Y H(FN) weq, (7.2)
FeFp(X(w))

where ¥ denotes the k-dimensional Hausdorff measure in R%. Further, if ¢ is a point in
the relative interior of a k-face F' € Fj(X (w)) in configuration w € Q, we write mi(w,t) :=
m(w, F).

7.1.2 Cumulative Palm measures derived from a tessellation

Given a G-stationary random tessellation X on R¢, where G is some closed unimodular
subgroup of the group of rigid motions Gy of R? we will compare the cumulative Palm
measures of My and Nj with respect to some fixed measurable system O of orbit repre-
sentatives in this subsection. The relation is well-known for completely stationary random
mosaics, see e.g. [5].

Lemma 7.1. (cumulative Palm measures of My and Nj) Let X denote a G-stationary
random tessellation of R, where G denotes some closed unimodular subgroup of Gy. Let
further Ny and My, be defined as in (7.1) and (7.2) respectively. Then the cumulative
Palm measures QN% and QM+ with respect to an arbitrary measurable system O of orbit
representatives satisfy

[ 10 € PO )@ (dlw.b) (73
= [ 11065 . Bmu(e0) € B o o (@R (A, D),
and
[ 10070 0.8 € Y s Bt o o ()@ (1)

:/ 1{(w,0) € }QM(d(w,b)).  (T.4)

Proof. We notice that
// 1{(s,1) € J1{t € CF(w, )} (dt) Ny (ds)
_ // 1{(m(8), ) € Y1{t € C*(w, 8)}H*(dt) Ni(ds)
— [ Lmto)t) € Y ase(a)
_ / / 1{(5,) € }6r, () (ds) Mi(dt).

Thus we may put in the Palm MTP (Theorem 5.6) & = Ni, n = My, v(w,s,:) =
H*(Cr(w,s) N ) and §(w,t,-) = O (w,t) (), and receive

/ / m(w, b, ) 1{t € Cr(w, b)VHF(d)QN* (d(w, b)) = / m(w, 7 (@, B), BYQM (d(w, b)),
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for any jointly G-invariant measurable m : Q x R? x R? — [0,00). Choosing here the
jointly G-invariant

miw.sit) = [ 1{(6;.9715) € g aldg). w e Rst R,
vields
[ 116;10.5) € Yt Cule b mnld) @ (e b)
— [ 146, Bmu(0,0) € Irstesoimon (@)Q e, ).
Since

H*(Cr(w, b)) = HF (g7 Cr(w, b)) = H¥(Cr(0,'w,b)), g€ Gyp,b€O,we,

the left-hand side reduces by (4.3) to the left-hand side of (7.3)

/ 1{(w, ) € -JH* (Ch(w, b))Q™ (d(w,b)).

Equation (7.4) follows from the same arguments when using instead
1
_ k 11
e s.) = LR (Ol ) > 0} g5 [ 1400 00715) € s

where w € Q,s,t € R? (with the usual convention 0 - co = 0). O

Until the end of this subsection, X denotes a Z?-stationary tessellation. We may define
for any fixed Z%-invariant set A with (EN;)*(A) < oo for each i € {0,1,...,d} the i-cell
density on A as

YD (A) == (EN;)*(4), ie{0,1,...,d}.

We note that, introducing a G-symmetric set B of width §(B) = 1, we may write by (2.12)
v (A) =EN;(ANB), ie{0,1,...,d}.
We call
7= DR (7.5)

simply the i-cell density of X, and define similarly as in Definition 4.23 the probability
measures

PY() = QN (), i {0.....d)
v
We further define
ngj = / / 1{Cilw, b) € C;(w, )}, (w, d)BY (d(w, b)), i < j, (7.6)

and

ngj = // 1{C(w,1) € Cilw, B)IN; (w, d)BY (d(w, b)), i > j, (7.7)
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and interpret n;; as the mean number of j-faces containing the typical i-face for ¢ < j,
while for ¢ > j the quantity n;; may be interpreted as the mean number of j-faces contained
in the typical i-face.

The following result about Z%stationary tessellations X stems from a similar balancing
procedure, using N; and N; for (different) i, j € {0,1,...,d} instead of balancing Ny and
M. Tt extends aspects of [5, Proposition 2.2] and [42, Theorem 1] to a partially stationary
setting.

Lemma 7.2 (mean relations for numbers of i-faces). Let X denote a Z%-stationary ran-
dom tessellation of RY. Further assume that all YV defined in (7.5) are finite, just as the
ni; defined as in (7.6) and (7.7) for fived i,5 € {0,1,...,d}. Then

’y(i)nij = ’y(j)nji. (78)
with respect to some fixed measurable system O of orbit representatives.

Proof. By symmetry we may assume without loss of generality that ¢ < j. The assertion
clearly reduces to

/ / 1{Cilw, b) CC;(w, )N (w, dE)QN (d(w, b))
— [[ 1HCiw.9) € i}V, ds)Q (Al )

which is just the Palm MTP 5.6 when using m(w, s,t) = 1{C;(w,s) C Cj(w,t)}, £ = N;,
'y:Nj,n:NjandézMi. O

In the above proof, intuitively each i-face sends mass 1 to its adjacent j-faces. The
idea in the following result is that each i-face transports its internal angle to the d-faces in
which it is contained. Here, given a polytope P and a face F of this polytope, the internal
angle of P at F is defined by

¢ (Cone(P, F) N B¢
s(F p) o= XA OB,

Kd

where Cone(P, F) is the cone spanned by P at an arbitrary relatively interior point z of
F'. More precisely,
Cone(P, F) ={a(z —z):x € P,a > 0}.

The following result extends [64, Theorem 10.1.3].

Lemma 7.3 (transporting internal angles). Let X denote a Z%-stationary random mo-
saic on R? and let g : C' — [0,00) be Z%-invariant and measurable. Then for any

jed0,...,d}

~@) / 9(Cj(w, b))PNi (d(w, b)) = 4D / > B(F,P)g(F)PN(d(w,b)).
FeF;(Cq(w,b))
In particular
) — (@) / S B(F P)PN(d(w,b)),
FE]‘—j (Cd(w,b))

and in addition

> (=D =o. (7.9)



104 Chapter 7: On some new models in Stochastic Geometry

Proof. The first equation again follows from the Palm MTP Theorem 5.6, using £ = Nj,
’y:Nd,n:Nd,(S:Ni and

m(w, s,t) = 1{C;(w, s) C Cq(w,t)}B(Ci(w, s), Ca(w, t))g(Ci(w, s)).

The second equation is the special case ¢ = 1, and the last follows from alternatingly
summing up the second equation for j = 0,...,d and then using Fubini and Gram’s

relation (see [23])
d

Y (=)' Y B(EP) =0,

=0 FeR(P)

which holds for any d-dimensional polytope. O

Remark 7.4. Equation (7.9) is an Euler type relation for Z%-stationary random mosaics
in R%. In d = 2, we obtain together with (7.8) for (i,5) = (0,2) and (i,5) = (1,2), the
system of linear equations (using nis = 2 and ng; = ngg)

’Y(O)HOQ = ’7(2)n20

7(1)2 = 7(2)7120

4O _ A0 @) g,

It readily implies
2np2

nog = .
0= g
For a Z2-stationary normal tessellation in R? (where normal means that each vertex is
contained in 3 cells and each edge is contained in 2 cells) we have nge = 3 and the result
then implies
nop = 6.

A concrete example is a Z%stationary Poisson process whose intensity measure is abso-
lutely continuous with respect to Lebesgue measure.

7.1.3 Voronoi and Delaunay tessellations

Any locally finite set A C R? induces a Voronoi tessellation (or Voronoi mosaic) of R?
defined as the collection of Voronoi cells

C(A,s):={zeR: |z —s||<||z—yl,y € A}, seA,

and we put C(A,s) := () if s ¢ A. Tt is known that if convA = R? (‘conv’ denoting the
convex hull operator) then all Voronoi cells are bounded (the converse fails in general),
see [64, p. 471]. Further, it is known that if all Voronoi cells induced by a locally finite,
non-empty set A are bounded, then the Voronoi tessellation is a face-to-face mosaic (see
Subsection 7.3.2 for definitions and [64, Theorem 10.2.1] for a proof of this assertion).
In addition, if the points of A are in general position, i.e. no (d + 1) of them lie in a
d — 1-dimensional affine subspace of R, and if any d + 2 of them are not located on a
sphere, then the Voronoi mosaic is normal. Here, a face-to-face mosaic is called normal
if each of its k-faces is contained in the boundary of precisely d — k + 1 cells. If the
generating set A is random, e.g. given by the support of a simple point process &, the
induced tessellation is random, too. Random (or non-random) Voronoi tessellations are
of considerable interest both in theory and application. It is clear that they may be
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constructed in more general metric spaces. Comprehensive and detailed overviews on this
subject are given in [58, 66, 64, 54]. Earlier contributions in this field are [52, 53, 48] while
[55] and [27] ([27] considers instead of R? the 3-dimensional hyperbolic space) are more
recent papers.

If m denotes the Voronoi mosaic generated by some locally finite subset A of R?, then
we define for s € Fy(m)

D(s, A) :=conv{z € A:s e Fy(C(A,z))}.

The collection of all these sets, where s ranges over the vertices of m, is called the Delaunay
mosaic generated by A. Again, this mosaic is face-to-face if convA = R? (see [64, Theorem
10.2.6]). Also, if the points of A are in general position and if any d + 2 of them are not
located on a sphere, then it is simplicial in the sense that every cell of it has d + 1 vertices
(and is thus a d-simplex).

We want to consider random Delaunay mosaics, where the generating set A is the
support of a simple Cox process £. Such random mosaics will be called Cox-Delaunay
mosaics. We need to put a few regularity conditions on the Cox process &, namely we
shall assume that

(i) & is a.s. simple (which is the case if and only if 7 is a.s. diffuse, as is easy to see),

)
(ii) convé = R? a.s. (where we identify as usual ¢ with its support),
(iii) the points of £ are a.s. in general position,
(iv) no d + 2 of the points of £ lie on a sphere.

We call a Cox process & on R? regular, if it satisfies (i)-(iv). These assumptions are not
too restrictive and allow many interesting cases. For instance, any Cox process £ driven
by a random measure 7 of the form

n(w,) = /1{8 € }f(w,s)A\ds), weQ,

where f : Q x RY — [c,00) (for some ¢ > 0) is measurable and such that f(w,-) is
continuous for P-a.e. w, is regular. Another regular example is a Cox process driven by
the random measure M, (for any 0 < k < d) based on any random tessellation X of R

From what has been said, it follows that the Delaunay mosaic X based on a regular
Cox process ¢ is a random (face-to-face) mosaic, which is a.s. simplicial.

7.1.4 Typical cells of Cox-Delaunay tessellations

Let L denote a fixed k-dimensional linear subspace of R% where 1 < k < d and let £ be
a regular Cox process in R? driven by an L-stationary random measure 1 (note that the
completely stationary case k = d is included). X will denote the random Cox-Delaunay
mosaic induced by &. Let A denote the space of all d-dimensional simplices in RY,
endowed with the trace topology and c-algebra inherited from the space of all closed
subsets of RY. We may choose an arbitrary L-covariant deterministic (!) measurable
center function z : A@ — R? which we assume to be a function of the d + 1 vertices,
such that we may write z(K) = z(zo, ..., xq) = 2(z), putting = = (x0, ..., 24). Examples
are the center of the unique circumball of a cell and the center of the unique ball having
all the d + 1 vertices of the simplex in its boundary. Following [64, p. 495] we write for
K € A9 its vertices 29 = x(K), ..., 24 = 24(K) in lexicographic order and as such as
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measurable functions of K. Given such vertices zg, ..., xq we write Bd(xo, ..., xq) for the
unique open ball having these vertices in its boundary. It is not difficult to show that the
point process of centers

Ci= ) bk (7.10)

KeX

is a.s. simple. Given in configuration w a center s € ((w), it is for a.e. configuration w the
center of a unique cell for which we write C(w, s). If s € {(w), we put C(w,s) = 0.

As the Cox-Delaunay mosaic X is a deterministic function of £, whose distribution
in turn is fully determined by 7, the distributions of all objects derived from & must also
depend on 7 alone. In particular, this must be true for the expression

QL(C(0.,b) € -),
where b : O — O is the identity on O := L*.

Lemma 7.5 (Cox-Delaunay cells). Let L denote a k-dimensional linear subspace of R?
(1 < k < d) and consider its canonical action L — R? wia translation. Given a Cou-
Delaunay mosaic in R induced by a reqular Cox process driven by an L-stationary random
measure 1, we have with the above notations

Q%((C(fe,b),b) € -) = 1 ).E/l{(conv{:ro, oo xgr — z(x) + B(z(x)), B(2(x))) € -}

(d+1)!
X 1p(a(a))e P wor )yt (d),

where QC is the cumulative Palm measure of the center process ¢ with respect to O = L+
and B is any L-symmetric set with 6(B) = 1.

Proof. Choosing w = 1p in (4.4) yields

Q((C(6e,b), b / / 1{(g7C (0, 5), B(5)) € }is(s)(dg) 1 5(5)C(ds),

where we also used L-covariance of C. Let £ denote the regular Cox process driven by 7.
As Kg(s),s = 0s—p(s), S € R?, the right-hand side equals

(di 1)']E Z 1{(conv{zo,...,zq} — z(x) + B(z(x)), B(2(z)) € -}
T (20, g) @)

x 1p(2(2))H{E(B (o, - - -, wa)) = 0},
and using the multivariate Cox formula (4.15), this may be written as

1

ME/l{(conv{xo, cooxg) —z(x) + B(2(2)), B(2(x))) € }1p(2(x))

x 1{&(BY(xo, ..., x4)) = 0}n*T (dx),

since

d
(5 + Z 53,32.) (B(zo, ..., 2q)) = & (Bd(xo, . ,xd)>
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(B4 (xg,...,1q) is open and thus disjoint with its boundary). Here we may use Lemma
2.23 to write this as

(dil)!E/l{(conv{xo, oo xay —z(x) + B(=(2)), B(2(x))) € -F1p(z(x))
. /1{“(Bd(x°’ .., mq)) = 0YP(E € dpln)n™t (dw),

which is the assertion since P(§ € -|n) is a.s. the law of a Poisson process with intensity
measure 1. Il

Working in R? has the advantage that we may use the group structure of O = Lt as
well, to further simplify the above result. Namely, we may look at a centralized version of
C by considering

QC(C(Hmb) —-be ')7
which, by Lemma 7.5, equals

1

ME/ 1{conv{zy,...,zq4} — z(x) € -}13(z(:p))e_”(Bd(IOw-umd))nd“‘l(dm).

Remark 7.6 (difference to the graph setting). We note that a similar centralization
within O is not possible in the setting of typical clusters in a quasi-transitive graph -
there is simply no natural way to map one orbit representative to another one.

Further simplifications are possible if the directing random measure 7 of the regular Cox
process £ is of the special form

n(w,) = /1{8 € }flw, )\ (ds), weQ, (7.11)

where f : QxR? — [0, 00) is measurable, jointly L-invariant and such that ¢ is regular. We
may then invoke a spherical Blaschke-Petkantschin type formula. To state this formula,
we denote by o the unique SO(d)-invariant measure on the sphere

“t={zeR?:la]| =1},

with total mass 0(S%!) = d-kg, where kg = A%(B?). Further, given points zo, ...,z € R?,
we denote by
Ag(xo,...,2q)

the d-dimensional volume of the convex hull of these points. A proof of the following
theorem may be found in [64, Theorem 7.3.1] (the proof given there goes back to [54]).
The result appeared first in [52] and a different proof than the one presented in [64] may
be found in Affentranger [2].

Theorem 7.7 (spherical Blaschke-Petkantschin type formula). If f : (R — R is a
nonnegative measurable function then

/ F(@0, .-, 50) W) (d(zo, . . 74))
(Re)d+1

—d‘/ / / . f(z+rug, ...z +rug)
R gd—1 gd—1

1Ad(u0, . ug)o(dug) . .. o(dug)drad(dz).



108 Chapter 7: On some new models in Stochastic Geometry

As announced, the result in Lemma 7.5 further simplifies if 7 is of the form (7.11).
In the following result, which extends a classical result on typical cells of homogeneous
Poisson-Delaunay tessellation due to Miles [52], we fix a specific center function, namely
the function z, that assigns to a simplex K = conv{zy,...,z4} the center of the ball
B(xo, ..., xq) through its vertices. We call this center function ball center function.

Theorem 7.8. (Cox-Delaunay cells for absolutely continuous 1) Let in the setting of
Lemma 7.5 the random measure 0 be of the form (7.11) for a jointly L-invariant measurable
f:Q xR —[0,00), then

¢
Q%((C(fe,b) —b,b) d—|—1/ /Sdl.. Sdlw(ruo,.. yUdy *)

x 74 lAd(uo, cooyug)o(dug) ... o(dug)dr,

where the center process is defined with respect to the ball center function and where for
fized ug, ..., ug € S41 and r > 0 the measure Y (r, ug, . .., ug,-) equals

/ 1{(r - conv{ug,...,uq},b) € -}
L+
E [e—nw(bﬂ")) FOo,b+1ug) ... f(Oer b+ Tug)| A (db). (7.12)

Proof. By Lemma 7.5 and the assumption on 1 we have

(di 1)!E/1{(conv{:r0, comgt — 2(x), B(2(2))) € J1p(2(x))

x e 1B @0 2a) £(0, 20) ... f(Be,xq) (A (dz).

Q%((C(#.,b) —b,b) € ) =

Applying Fubini and Theorem 7.7 yields

Q%((C(6.,b) —b,b) € d+ /Rd/ /Sd 1 /Sd 1 (r - conv{ug,...,uq},B(z)) € -}
x 1p(2)E {e n(Bzr ))f(Qe,Z-i-?“uo) f(9672+7’ud)]
< 1P Ay (g, - . . ua)o(dug) . . . o(dug)drAd(dz).

Another application of Fubini yields

¢
Q%((C(b¢yb) — b, b) d—|—1/ /541“ Sdlw(ruo,.. ,Udy *)
x 74 1Ad(u0, cooyug)o(dug) ... o(dug)dr,

where we have written ¥ (r, ug, ..., ugq, ) for

/Rd 15(:)1{(r - conviuo, . .., ug},3(2)) € -}
E [e*”(B(Z’T))f(Ge, z4rug) ... f(0c,z+ rud)} M (dz).

Using the orbital decomposition A%(dz) = up(dz) AL (db) of X with respect to O = L+, as
well as L-invariance of

z—= E [efn(B(z’r))f(He, z4rug) ... f(Oe,z+ rud)] )

(which follows by joint L-invariance of f, L-invariance of n and L-invariance of P) the
measure (7, ug, . . ., Uq, -) reduces to its form given in (7.12). O
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In order to derive some probabilistic interpretations from Lemma 7.5 (or Theorem
7.8), we consider particular jointly L-invariant subsets I of Q x RY, namely those that are
of the special form

I=1I(A) = {(w,s): 0 # Cw,s) € A}, (7.13)

where A ¢ A is L-invariant with respect to the induced shifts on A@. The important
property that jointly L-invariant subsets of  x R? of this particular form have, is that 1;
is essentially a function of C'(w, s), rather than of the whole configuration w and s. Three
typical examples are, given an L-invariant set A C R%, the sets

A ={DeAY:Dc A}, (7.14)
Ay ={D e A . n(D) e A}, (7.15)
As={De A9 :DnA+). (7.16)

For the following notion the reader should recall Definition 4.23 and that for any jointly
L-invariant measurable subset I of Q x R? we have by (4.23)

QS (1) = (E¢)*(L™).

Definition 7.9 (typical I-cells). Let I denote a jointly L-invariant measurable subset of
Q2 x R? and ¢ a process of the centers of the cells, defined as in (7.10). If 0 < Q¢(I) < oo,
we call

o
(E¢r)*(L+)

the distribution of the I-typical cell. If for a given L-invariant measurable subset A of R?
the set I is of the special form

(1) {(w,8):0# Clw,s) € A},
(ii) {(w,s):0%# C(w,s) € Az},
(i) {(w.5):0# C(w,s) € A5},

we call Pé(C’ (0, b) —b € +) the distribution of the typical cell contained in A, the distribu-
tion of the typical cell with center in A and the distribution of the typical cell intersecting
A, respectively.

PL(C(0.,b) ~b e ) = /1{0(96, b) — b e }17(w,b)QS(d(w, b))

Note that, as explained in the introduction of Chapter 4, the word typical has to
be read with care in this generality. We shall only consider probabilistic interpretations
of Theorem 7.8 (Lemma 7.5 may be used analogously under the corresponding weaker
conditions), where we restricted our attention to the ball center function.

Corollary 7.10 (probabilistic interpretations). Let A ¢ Al be measurable and L-

invariant and I = I(A) be defined as in (7.13). In the situation of Lemma 7.8 the typical
I-cell has distribution

(ECI;(LJ‘) dqlt 1 /Ooo /Sd1 : "/Sd1 1{r - conv{ug,...,uq} € -}

X (r,ug, . .. ,ud)rdLlAd(uo, . ug)o(dug) . .. o(dug)dr,

where P(r, ug, . .., uq) is given by

/ 1{r - conv{ug, ..., uq} +b e AE [6_"(B(b’r))f(96, b+rug) ... f(fe,b+rug)| ApL(db).
Lt
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Proof. By definition we have for any jointly L-invariant A ¢ A(@+1)

S S L ——
EC)(LE )/1{(1(9@,6) be -0+ C0,b) € A}QS(d(w,b)),

and by Theorem 7.8 the right hand side equals

e L [t cond bed
EG IO a1 )y Jen o o r - conv{ug, ..., uq
x 1{r - conv{ug,...,uqs} +b e A}E [e*"(B(b’T))f(Ge, b+rug) ... f(0e, b+ rug)

< rE A (ug, - . ug)Ap (db)o(dug) . .. o(dua)dr,

P{(C(0e,b) —b € ) =

This yields the assertion. O

Remark 7.11. This corollary extends known results from the special case of a completely
stationary Poisson-Delaunay mosaic, established in [52] and [53], apart from the explicit
computation of the constant

(E¢r)* (L / / / / 1{r - conv{ug, ..., uq} +bec A}
d-i-l gd—1 gd-1 JrL
x E [5’7(3( ) £ (e, b+ 10) - - - f(Bes b+ Fug)

x 1" Ny (ug, . ua)Ap s (db)o(dup) . .. o (dug)dr.

A more detailed analysis of the typical (A-)cell of a Cox Delaunay mosaic and its k-faces
along the lines of Baumstark and Last [5] seems feasible for (even partially) stationary
Cox processes.

7.2 Random partitions

The object of interest in this section are random partitions of some topological space S
that are stationary with respect to an operating group GG. Random partitions were first
introduced and inspected by Last [36] in full generality and we shall follow his approach
here. To define a G-stationary random partition, let the lcsc group G operate on the
measurable space S properly. Given a G-stationary simple point process £ on S we may
define a G-stationary partition based on £ as a measurable mapping 7 : {2 x § — S that
satisfies

m(w,s) € {(w), s€8,8(w)#0D,
m(w,s)=s, s€85,&w)=0

I

and is G-covariant in the sense that
m(Qyw, gs) = gn(w,s), weN,seS,geq.
We define
C"(w,s) ={te S :m(w,t)=s}, wel,ses,

and note that C™(w, s) = () whenever s & £(w) # (). Note that for w € {£ = 0} we have
C™(w,s) = s,s € S. In addition, we remark that 7(w,s) needs not be an element of
C™(w, s) and that
U CTws) =35 & #0.
s€€(w)
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We refer for s € {(w) to C7(w,s) as the cell with center s in configuration w. Some of
these cells may very well be empty. In addition, we refer to m(w, s) as the center of s in
configuration w and then

Vi(w,s) = C"(w,m(w,s)), w €, (7.17)

is the cell containing s € S. G-covariance of 7 readily implies G-covariance of C™ and V™
in the sense that both

C™(Ogw,gs) = gC™(w,s), g€ G,we,seS,

and
VT (lyw,gs) = gV™(w,s), geG,we,ses.

We want to enable us to speak of the distribution of C™(b) under the cumulative Palm
measure of the center process and of the distribution of V™ (¢) for ¢t € S. In order to avoid
larger technical issues we restrict ourselves now to a topological setting, where S is a lcsc
topological space. In this case, we may equip the space of all closed subsets of S with the
topology of closed convergence (also called Fell topology), see [64, 28]. Instead of looking
at C™(w,s),s € S,w € Q, or V' (w, s),s € S,w € 2, we may replace them by their closures
in S, denoted by C™(w, s),s € S,w € Q, and V™ (w,s),s € S,w € . It is then enough to
require that

(w,s) = C™(w, s),

is measurable with respect to A ® S and the Borel o-field induced by the Fell topology on
the space of closed subsets of S. A random partition 7 based on a simple point process
& on S satisfying this requirement will be called a random topological partition. If & is
G-stationary, we call m G-stationary as well. The corresponding measurability of

(w,8) — V™ (w,s),

for a random topological partition then clearly follows from (7.17).

In Subsection 7.2.1 we relate the quasi-distributions of suitably defined v-weighted
0-cells and typical cells for G-stationary random topological partitions, where v is an
arbitrary G-invariant measure on the topological space S. We then apply these results in
Subsection 7.2.2 to the setting of orientable Riemannian manifolds, where the operating
group is the isometry group and v is the isometry invariant surface measure, after briefly
summarizing the most important definitions. We then conclude the section by illustrating
the theory with some examples in Subsection 7.2.3.

7.2.1 Relations between typical and 0-cells

Our task for this subsection will be to suitably define O-cells and typical cells of a G-
stationary random topological partition and to relate their distributions. Note at this point
that we neither require transitivity of the operation nor unimodularity of the operating
group. Given a measure v on S, we write (similar to a notion in Timar [67])

VA = /1{3 € JA*(s)v(ds) (7.18)

and call it the A-weighted v. We start with the following consequence of the Palm MTP,
which in parts extends results of Last [38] to a non-transitive setting.
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Theorem 7.12 (typical cells and O-cells). Let G operate properly on the lcsc space S and
let ™ denote a G-stationary random topological partition based on the simple point process
&. Let further v denote a G-invariant o-finite measure on S. Then

/E/l{g_lvw(b) € }K(r(v)),m(v) (dg)V" (dD)
= /I{C“(w,b) € WA (C™(w, b))Q(d(w, b)), (7.19)
and if 7 is such that 0 < v(C™(w, s)) < 00, s € £(w),w € Q, then
1
B [ A 01V 0) € Y a9 sy ()
:/I{C"T(Mb) € - }Q(d(w, b)). (7.20)

Proof. Putting in the Palm MTP (Theorem 5.6) n(w) = v, y(w,s,dt) = 1{t €
C™(w, s)}v(dt) and §(w,t,ds) := 0, 4)(ds) we note that

//1{(s,t) € (s, dt)E(ds) = //1{(3,75) € J1{t € C™(w, 5)}w(dt)e(ds)
/ / L{(r(8),1) € J1{t € C™(w, )} w(dt)E(ds)

and that, using Fubini, the right-hand side reduces to
/1{(71(w,t),t) € Ju(dt) = // 1{(s,1) € }5(t, ds)v(dt).

Thus Theorem 5.6 yields

/ A*(#)m(w, b, £)1{t € C™ (w, b) }w(dt)QE (d(w, b))
- / m(w,m(w,b),b)Q"(d(w, b)) (7.21)

for arbitrary jointly G-invariant m : Q x S x S — [0, 00). Putting
miw,s,t) i= [ 1{g71C07(w,) € Dyrgiso(do)

for an arbitrary, but fixed measurable subset D of the space of closed subsets of .S, the left-
hand side of (7.21) may be written, using Fubini, Gy p-invariance of A* and G-covariance
of C™ and CT, as

][ 11076, 0.0 € 387 010 € €70, bt ()OS ),
where we omitted D. Using G-invariance of v and then (4.3), this reduces to
[ HCw.b) € (7, )QE e ).
On the other hand, the right-hand side of (7.21) may be written by (4.7) as
& [ 1571 Cmn(0) € Yoot mon (o) (@)

ThlS yields (7.19) as C™(w(s)) = V™ (s), s € S, w-wise. Equation (7.20) follows from using
n (7.21)

o, 5,8) = 80,9) [ 1o™1Cw.5) € s o)y

and a similar calculation. O



7.2 Random partitions 113

7.2.2 Riemannian manifolds and their isometry group

Theorem 7.12 applies in particular to the setting where S is a k-dimensional orientable
Riemannian manifold, G is its isometry group I(.S) endowed with the compact-open topol-
ogy (see below) and v is any I(S)-invariant measure on S, e.g. its surface measure, which
we denote by pg. An introduction to the subject as well as definitions of the above notions
may be found in [41, 40], and a discussion of topological aspects on the isometry group of
a Riemannian manifold may be found in [25]. Here are some more detailed definitions.

If (S, gs) and (T, gr) are Riemannian manifolds with metric tensors gg and gr respec-
tively, then an isometry between S and T is a diffeomorphism f : S — T respecting the
given metrics in the sense that

<u,v)p = <dfp(u)adfp(v)>f(p) , U,V E TpS,p €59,

where T},S denotes the tangent space of S in the point p € S, dfy : T,S — Ty, T the
differential of f in the point p € S and (-, ->p and (-, '>f(p) the inner products in p and
f(p) induced by the respective metric tensors. A consequence of the definition is that
isometries indeed preserve distances, i.e.

dS(pa Q) = dT(f(p)v f(Q))a p,qES, (722)

where we recall that the distance function dg(p, q) is defined as the infimum over the lengths
of all paths in S connecting p € S and ¢ € S. In fact, given a map f : .S — S satisfying
(7.22) it can be shown that f is already an isometry in the sense of our above definition, cf.
[25, Theorem 11.1]. If the manifold S is orientable, there is a unique Riemannian volume
form [41], which induces a measure pg on the Borel o-algebra B(S) on S which we will
call surface measure of S. Another important consequence is, that the surface measure g
of an orientable manifold S is invariant with respect to G = I(S). The set of isometries
on S forms the isometry group I1(S). It is given the compact-open topology generated by
all sets of the form

W(C,U):={geI(S):g(C)cCU}

where C' C S is compact and U C S is open. With respect to this topology I(.S) becomes
a locally compact second countable Hausdorff topological group and the operation of I(.S)
on S is continous, cf. [25]. Also, I(S) < S is topologically proper as the following lemma
shows.

Lemma 7.13 (isometries act proper). The operation of I(S) on S is topologically proper.

Proof. Let K C S be compact and let f,, denote a sequence in 7, }(K). Then f,(s) is a
sequence in K and by compactness of K there is a subsequence f,(,y of f, with fi,,)(s) — ¢
for some fixed t € K. Now [25, Theorem 2.2] states that there is a further subsequence
fn(ny and some f € I(S) such that fy(,) converges to f in the compact-open topology.
This shows that 75 }(K) is sequentially compact. Since I(.S) is second countable it follows
that 7, !(K) is in fact compact. O

It is an important fact that isometry groups of compact manifolds are compact them-
selves (and in particular unimodular).

Lemma 7.14 (compactness). The isometry group 1(S) of a compact Riemannian mani-
fold is compact.
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Proof. Let f, denote a sequence in I(S) and s € S some fixed point. Then f,(s) is a
sequence in S and by compactness of S there is a subsequence [y, of f,, with fh(n)(s) —t
for some fixed ¢ € S. By [25, Theorem 2.2] there is a further subsequence fj,(,,) and some
f € I(S) such that fy(,) converges to f in the compact-open topology. This shows that
I(S) is sequentially compact. Since I(.S) is second-countable it follows that I(.S) is in fact
compact. ]

We may use the cumulative Palm measure to define the following random object.

Definition 7.15 (typical cells). Let S denote an orientable Riemannian manifold with
surface measure pug and let O denote a measurable system of orbit representatives. Let
further 7 denote an I(.S)-stationary random topological tessellation on S based on the
simple point process £. Let A denote an I (S)-invariant measurable subset of the space of
closed subsets of S, define the jointly I(S)-invariant set

I:={(w,s) €Qx8:C"(w,s) e A},

and let A be such that 0 < (E&;)*(S) < oco. Then a random closed subset of S with

distribution )

(E&r)*(S)
is called a typical cell of w under all cells with the property A, or in short a typical A-cell.

/1{0”(w,b) € 11{C™(w,b) € AVQE(d(w, b))

Let 7 denote an I(.S)-stationary random topological tessellation on the Riemannian
manifold S based on the simple point process £, and let O denote a measurable system of
orbit representatives. To omit difficulties arising from boundary effects when using such
I(S)-invariant sets A, we now restrict our attention to the case, when we may choose A to
be the complete space of closed subsets of S, i.e. to the case when both 0 < (E€)*(S) < oo
and 0 < p§(S) < oo. In this case, the typical cell of 7 is defined as a random closed set
with distribution

/1{Cﬂ(w,b) € VPE(d(w, b)),

where we recall that
1 QE — #
Q2 x S) (E*(S)

while a volume weighted typical cell of 7 is a random compact set with distribution

Pe = @,

1

W/I{C”(w,b) € Hus(C™(w, b))P(d(w, b)),

whenever 0 < Eéug(C™) < co. Similarly, we define the A-volume weighted typical cell as
a random closed set with distribution

1 o v
W/I{C (w,b) € }us (CT(w, b))P*(d(w, b)),

whenever 0 < E?u? (C™) < oo. Further, we call a random closed subset of S with distri-
bution

1{g 'V (b) € }rg(n(b))m(v) (dg) 1% (db)

a centralized O—cell, Whlle a random closed subset of S with distribution

1
C/ /A* N1{g V™ (b) € '}Féﬂ(n(b)),w(b)(dg)mﬂ*s(db)
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where C := /IE A*(m(b)) ws(db) is called a centralized A-picked volume de-

biased 0-cell.
What follows is a probabilistic interpretation of Theorem 7.12 in this manifold setting.

b
ps(V(b))

Corollary 7.16 (probabilistic interpretations). Let S denote an orientable Riemannian
manifold and G a closed subgroup of 1(S). Let further m denote a G-stationary random
topological partition of S based on the simple point process £ such that 0 < (E£)*(S) < oo.
Let N denote a centralized 0-cell, nl% a A-weighted-picked centralized and size-debiased
0-cell, Z a typical cell and ZSA a A-volume weighted typical cell. Then their distributions
are related via

P(N € -) =P(Z5 e ), (7.23)
P(ny €-)=P(Z € ), (7.24)

and we have the relations
p5(S) = E* [1§ (C™ (0, b))] (EE)*(S) (7.25)

* 1 * _ *
Ik [A (w(b))w} i (db) = (EE)*(S). (7.26)

Proof. Rewriting all sides of the equations in Theorem 7.12 in terms of the distributions
introduced above the corollary yields the equations

p5(S)P(N € ) = E° [ug (C™(6e,b))] (EE)*(S)P(Z§ € -)
*(r 1 * nA D — * .
J |80 | s € ) = By (s)pz €

Plugging in the space of all closed subsets of S on either side yields the assertions. ]

7.2.3 Examples
In this subsection we illustrate Corollary 7.16 by giving some examples.

Example 7.17 (Z? — R%). As Z%is unimodular, the modular function, being identically
1 (also compare Lemma 3.17), may be omitted in all formulas. We have pgs = A% and

pra = (A" =21(-n[0,1)7),
and the inversion kernel is given by

RB(S),S(‘) = 55—6(5)(') = 5\_8] ()a s € Rda

where [s] := (|s1],...,[sq]) is the component wise Gauss bracket, assigning to a real
number its integer part. The centralized O-cell has then by definition the distribution

/ (V7 (b) — (b)) € 11ya(b)AU(db),

which is obviously the distribution of a centralized cell, picked by realizing the random
partition 7, independently realizing a uniformly distributed random vector U in O = [0,1)%
and then forming the closure of the unique cell V™ (U) such that U € V™(U). Thus (7.23)

reduces to the equality

4

VT(U) = Zs,
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where Z; is a version of the ordinary volume weighted typical cell. Equation (7.24) simpli-
fies similarly and tells us that the typical cell may be interpreted as a size-debiased version
of the 0-cell. The relations (7.25), (7.26) reduce to

1= RS [Adw%,b)) E¢([0,1)9)

In particular we have

1 1
£ |:/ Wl[o»l)d(b))\d(db)} - E¢ [)\d(Cﬂ(eab))] = Ef([oa 1)d)'

Example 7.18 (infinite cylinder). We consider the non-transitive operation of R on the
infinite cylinder C' := R x S! by shifting the first coordinate. Here S' denotes the one-
dimensional unit circle in R?. Again, since R is unimodular, the modular function vanishes
in all formulas. We have for arbitrary measurable f : C' — [0, o] the equality

hef = / / £(g + )AL (dg)Ag1 (db),

and choosing Al as Haar measure on R and O := {0} x S!, we obtain uf, = Agi. The
centralized 0-cell has by definition the distribution

1 v
27T/E/l{v (b) — 2 € “}Kg(n(v)),m () (dT) Ag1 (db),

which is obviously the distribution of a centralized cell, picked by realizing the random
partition 7, independently realizing a uniformly distributed random vector U in O =
{0} x S', and then forming the closure of the unique cell V™ (U) such that U € V7 (U)
(see Figure 7.2). Thus (7.23) reduces to the equality

VT(U) - w(U) £ Z,,

where Z; is a version of the ordinary volume weighted typical cell. Equation (7.24) simpli-
fies similarly and tells us that the typical cell may be interpreted as a size-debiased version
of the 0-cell. The relations (7.25), (7.26) reduce to

1

/ B e )

In particular, we have

21 = E* [c(C™ (8, b))] (EE)* ({0} x 1)

] Nt (db) = (B€)* ({0} x 7).

1 2
. [/ mvw(b))ASl(db)} = B (O™ (0., D)

Example 7.19 (hyperbolic plane). We give a transitive, but non-unimodular example
here. We consider the upper half-plane

= (E&)* ({0} x 5.

H? := {(z,y) € R*: y > 0} ~ {2 € C : Im(2) > 0},

(Y T).
G.—{(O 1>.y>0,x€R},

and the group
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{0} x St

P

Figure 7.1: Realization of a 0-cell (orange region)

{0} x St

B (V) m0)
‘e
@

Figure 7.2: Centralized version of the above 0-cell

with respect to the usual multiplication of matrices, endowed with the metric topology of
R x Rsg with the obvious identification, which is the same as the inherited topology from
R*. We let G act on H? (identified with the complex upper half-plane to avoid conflicts
with the notation for matrix-vector multiplication) via

(g :16> zi=yz+x, zeHZzeR,y>O0.

It is straightforward to convince oneself that this gives an operation indeed, and we shall

denote it by G — H?. We now determine a left Haar measure on G (also see [19, p. 359)]).
Identifying the matrix

y

01

with the pair (z,y) € H?, we may define the measure

f(‘;;y) )\Q(d(:c,y))

on G. Tt is clearly non-zero and locally finite, and it is left-invariant: Let (a,b), (z,y) € G.
Then (a,b) - (z,y) is the product

6)69- o)
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and is thus identified with (bz +a,by) =: T, ) (7, y), where T(a,b) maps H? to itself. Then

/f ), /f ) N2da.y)

—/mn>< y) - A2 (d(z, ),
G

where we have put g(z,v) = f(z,v)/y>.

equals
b 0
0 b))’

and thus the absolute value of its determinant equals 2. Now the transformation theorem
gives

Furthermore, the Jacobian of Ti, ) at (z,y)

/Gf((a,bi)yé (Cﬂ,y)))\z(d(gg’y)):/Gg(:c,y))\Q(d(SC,y))
ﬂ;wvumw»

which is the desired left-invariance. Clearly, if A is a left Haar measure, then

M=), feGy, where fg)=flg7"), 9€G,
defines a right Haar measure. We have (z,y)"! = (=2 /y,1/y) =: T(x,y). The Jacobian
of T at (z,y) is given by
1 T
Ty Y
(0 ‘%)’
whose determinant equals 1/y® (which is positive, since y > 0). Putting now g(z,y) :=
f(z,y)/y, we have
s = [ LEEI 24,y - %
(2,y)) = GQ(T(%y)) : E)\ (d(z,y))
—Aﬂﬂ )| det DT (2, ) X2(d(z. )

and thus the transformation theorem yields

Ir_ . 2(d(z _ f(%@/)z T
Af—LM,wAM(wD—LyAM(w»

To compute the modular function, it is enough to note that from (2.2)

/A(g_l) Adg) = /f Adg) = /f

Léﬁwmlﬁﬁwvwmwzjjﬁwvw@w»
)

which means

Then a comparison yields A((z,y)~!) = y and thus

Al(z,y) = A ((g f)) =y !, zeR,y>0.
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We fix the imaginary unit ¢ as the ‘origin’ of the upper half-plane and consider the push-
forward of the left Haar measure on G' under the projection ;. Since

mi((z,y)) = (z,y) - i=y i+,

uif:A(fom):/(;sz(d(x,y)):/HQf(z)MH(dz).

Thus p; agrees with the well-known hyperbolic Riemannian surface measure uyg. Since
G — H? is an injective and transitive action, we have

2
Ki,s = 591,15, secH s

where g; s = (%’ 31x> is the unique element in G shifting i to s = (s, s,) € H? and thus

A*(s) = A <<Oy Sf)_l) _A <<1/059 Sf;/%)) s, scH

We conclude, that the A-weighted hyperbolic volume measure is given by

wo= [ W*yiye'}-w%d(x,y)) -/ ”“gjye'}‘x%dm,y)). (7.27)

Further, with respect to O := {i} we compute

figgz = p; = 0.

Figure 7.3: Realization of an euclidean Voronoi tessellation based on a homogeneous Poisson
process in hyperbolic space

Suppose we are given a G-stationary simple point process ¢ on H? of intensity Ve, along
with a G-stationary random topological partition 7 based on . E.g. ¢ might be a Poisson
process with intensity measure u;, and 7 such that the closures of the cells coincide with
a Voronoi-mosaic either with respect to the euclidean metric (see Figure 7.3), or with
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respect to the hyperbolic metric. Then by definition, the distribution of the centralized
0-cell (which might be called more accurately centralized i-cell in this setting) is given by

P <<7r(é)y W(i)z) - V(i) € ) _P (w(li)yvﬂ(i) _ 7;8: c ) _

Furthermore, the distribution of the centralized A-picked volume debiased 0-cell is given

by , .
Lo (-2 e} ]

7(i)y
where C = E | —————|.
pi (VT (i)
If 0 < (E§)*(S) < oo the distribution of the typical cell of 7 may be written as
(identifying Q x {i} with Q)

/ O™ (w, i) € -}P(dw),

while the A-volume weighted typical cell has distribution

1

Sae | MO € (7w, )P ),

whenever 0 < Eu2(C™) < oo, where uf is given by (7.27). Corollary 7.16 applies to
these distributions and gives in particular the relations

ES [ (C7 (0,.,1))] = jﬁ
A*(x(i)) ]
. LM@J =%

7.3 Applications using the integrated MTP

Two applications of the integrated versions of the MTP in the form of Theorem 5.5, more
precisely in the special form from (5.11), are given in this section. The first result gives an
idea on how to approximate Borel sets in an unbiased way, using a G-stationary random
partition. The second gives an interpretation of the intensity measure of k-dimensional
Hausdorff measure restricted to the k-skeleton of a G-stationary tessellation in R

7.3.1 Unbiased approximation of Borel sets

Consider R? with Lebesgue measure \%. It is well known that the group of rigid motions
Gy on R? becomes a locally compact, second-countable Hausdorff group that operates
continuously and topologically properly on R when endowed with a suitable topology
(see e.g. [64, Theorem 13.2.3]). It is further unimodular as the proof in [64, Theorem
13.2.10] shows. All these properties (except perhaps for the unimodularity) are inherited
from G4 by any closed subgroup G of G4 when endowed with the trace topology also
operates topologically properly on R%. We now fix a closed unimodular subgroup G of Gy.

Examples. (i) G might be a linear subspaces L of R? of dimension k where 0 < k < d,
that acts on R? via translation. Orbits of such an operation are all k-dimensional
affine subspaces parallel to L.
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(ii) G may be a discrete additive subgroup I' of R? that also act on R? via translation.
These include the additive subgroups of R¢ generated by finitely many vectors from
R?. The orbits here are the translates of the grid I

(iii) G may equal SO(d) or a lower dimensional rotation group (isomorphic to SO(k)
where 0 < k < d).

Let ¢ denote a G-stationary simple point process on R% 7 : QxR¢ — R? a G-stationary
random partition based on £. The letter A denotes a G-invariant measurable subset of R?
while B denotes any fixed G-symmetric subset of RY. We define

C™(w,B) :={z € R : n(w,z) € B}, (7.28)

i.e. C™(w, B) is the union of all cells with center in B. Note that since we did not specify
a o-algebra on the space of all subsets of R? it would not make sense to interpret C™(B)
as a random set, or to speak of its distribution. Instead of introducing such a o-algebra,
we consider A*(A N C™(B)) and note that this is by Fubini’s Theorem a random variable
since

M(ANC™(w, B)) = /l{x € A n(wz) € BIN(dz), we.

Note that in the special case G = R?, i.e. the completely stationary case, the symmetry
condition on B reduces to the condition A\?(B) > 0. The following theorem is even new
in this special case which extends results of Heveling and Reitzner [26] from homogeneous
Poisson-Voronoi tessellations to general stationary partitions.

Theorem 7.21 (approximation of symmetric sets). Consider the canonical action of a
closed unimodular subgroup G of G4 on R%. Let ¢ denote a G-stationary simple point
process in R? and let © denote a G-stationary partition based on &. Further, let A denote
a G-invariant measurable subset of R and B denote a G-symmetric subset of RY. Then

E [M(ANC™(B))| = \(AN B), (7.29)
where C™(B) is defined as in (7.28).

Proof. Clearly n(w,-) := A% is G-stationary and ¢ is G-stationary by hypothesis. Defining
the evidently G-invariant kernels y(w, s, ) = A%(:) and 6(w,t,-) = &(w,-) we clearly have
E®y =n® 4§ w-wise such that (5.11) yields for C := B

15(s)m(b., s, t) A4 (dt)E 15(t)m(be, s, t)E(ds)\(dt),
=/ -=]

where m is an arbitrary jointly G-invariant non-negative measurable function. Choosing
here the evidently jointly G-invariant

m(w,s,t) :==1{t € A,t € C™(w,s)}, s,tcRLweqQ,
E/lB(s))\d(A N C™(s))E(ds) = IEJ// 1014t € AN C™(s)}e(ds)\Y(d).

Here the left-hand side clearly equals the left-hand side of (7.29). And since for any fixed
t e R4

/1{t e ANC™(w,s)}(w,ds) =1{t € A}, weQ,

the right-hand side reduces to the right-hand side of (7.29). O
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The theorem may be interpreted as follows. If the G-symmetric set B is unknown,
but A(ANC™(B)) is known from some data, then A?(ANC™(B)) represents an unbiased
estimator for A?(A N B). In the completely stationary case where A = R? and B may be
chosen arbitrary with AY(B) > 0 (which is clearly not essential) the theorem reduces to

E[X(Cm(B)| = 2(B),

and thus gives the information that given an arbitrary Borel subset B of R?, the ‘approx-
imation” C™(B) is in mean of the same size as B. The above theorem naturally comprises
e.g. random tessellations in R?, as these may be seen as special (slightly modified) random
partitions. These are the object of interest in the next subsection.

7.3.2 Intensity measure of a random k-skeleton

Let X denote a G-stationary tessellation of R?, where again G is assumed to be a closed
unimodular subgroup of G4. We may similarly to (7.28) define for any G-symmetric subset
B C R?

C*(B) := U F. (7.30)
FeFi(X)w(F)eB
Clearly, if X is G-stationary, then all the Ny and M} are also G-stationary. Given the

configuration w and a point s € Ni(w), there is, since N is simple, a unique k-face F'
with 7(w, F') = s and we may define

Ci(w,s) = F.

Using the Mass-Transport Principle in the form of Theorem 5.5, more precisely in the
special form from (5.11), yields the following theorem (also see the examples in the previous
subsection).

Theorem 7.22. (intensity measure of M) Consider the canonical action of a closed
subgroup G of G4 on R?. Let X denote a G-stationary random mosaic of R% and let
7 denote a (generalized or not) G-covariant center function such that Ny defined as in
(7.1) is a.s. simple. Further, let My be defined as in (7.2), let A C R? be measurable and
G-invariant and B C R? be G-symmetric. Then

E [’H’“(A nckB))| = (EM) (AN B), (7.31)

where C*(B) is defined as in (7.30).

Proof. Putting £ := Ny, n := My, v(w,s,-) = Mi(w,-) and §(w,t,) = Ni(w,-) in (5.11)
for C':= B yields, using the jointly G-invariant m(w, s,t) = 1{t € AN Ck(w, s)}, that

E / / 15(s)1{t € AN Cr(w, s)} My (dt) Ni(ds)

- E// 15(8)1{t € AN Cy(w, 8)} Ni(ds)My(dt).

Here the left-hand side equals the left-hand side of (7.31) and the right-hand side equals
the right-hand side of (7.31) since for fixed w € Q and My(w, -)-a.a. t € R?

/1{t € AN Ci(w, s)}Ny(ds) = 1{t € A}. O

Note that for k = d the above theorem gives a version of Theorem 7.21 for tessellations
instead of partitions (up to the minor differences concerning the boundaries of the cells
the case k = d in Theorem 7.22 is contained in Theorem 7.21). We illustrate this case for
two different groups G in Figures 7.4 and 7.5.
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Figure 7.5: G = {(z,0) : z € R} < R%: AN C%w, B) on the left and its mean on the right.

7.4 Applications of the ergodic theorems

In this last section we quickly illustrate the use of our results in Chapter 6 by applying
the convergence Theorems 6.15 and 6.13.

7.4.1 Grid-stationary case

The following corollary is a consequence of Theorem 6.15.

Corollary 7.23 (grid-ergodic random tessellations). Let X denote a Z4-stationary tes-
sellation in R? such that for fired 0 < k < d, the point process Ny, as defined in (7.1) is
Z%-ergodic. Let A denote a Z%-invariant set and B, denote a sequence of Z¢-symmetric
subsets of R such that B, NZ% is an increasing sequence of boxes. Then, for any mea-
surable and jointly Z-invariant h : Q x C' — [0,00) satisfying

/ BB, Cio(x)) Ni(dz) € Llog?™" L(P)
[0,1)4nA

it holds that

1
6(Bn)

/ h(0., Cr(2)) Ny (dz) — / h(w, Cr(w, B)1{b € AVQN(d(w,b)) a.s. (7.32)
B,NA
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Proof. We may use the joint Z%invariance of h and Z?-covariance of C}, by writing

hw, Ck(w,x)) = h(&;l w, Cr(0 W ,B(2))), x € Ni(w),w € .

Blz)

The assertion now follows from Theorem 6.15. O

Examples. Possible choices of h are e.g.

(i) N; : Q x C" — N, where N;(w, P) is defined as the number of adjacent i-faces of
the k-face P in configuration w, if P is a k-face of X (w) and is 0 otherwise. This
includes the cases ¢« < k and ¢ > k.

(ii) V : ¢" — [0,00) where V(C) = H¥(C) if C is a k-dimensional polytope and 0

otherwise.

(iii) Even ‘arbitrarily big’ neighborhoods of the k-faces may be investigates. As an ex-
ample, fix n € N and let h(w, C) denote the k-dimensional Hausdorff measure of the
union of all k-faces of graph distance at most n from C, if C' is a k-face in configu-
ration w, and 0 otherwise. Here, ‘graph distance’ refers to the usual graph distance
in the k-skeleton of X, interpreted as a graph.

Remark 7.25. Dividing both sides of (7.32) by (ENy)*(A) = (EN.)(AN[0,1)9) yields
a probabilistic interpretation of the limit. E.g. in two dimensions, we obtain for A = R¢
and if X is such that

No(Ca(x))Na2(dx) € Llog L(P)
[0,1)4

that

1
EN3(B, N[0, 1)

/ No(Cal)) Na(dz) — /NO (Co(w, )PV (d(w, b)) a.s.

where the limit may be expressed as

2n02

see Remark 7.4.

7.4.2 Subspace-stationary case

As similar result to Corollary 7.23 is the following, which is now a consequence of Theorem
6.13.

Corollary 7.26 (subspace-ergodic random tessellations). Let X denote an L-stationary
tessellation in R such that for fized 0 < k < d, the point process Ny, as defined in (7.1) is
L-ergodic. Let A C R denote an admissible L-invariant set and By C By C ... a nested
sequence of convex L-symmetric and L -invariant sets in R? with 6(B,) — co. Then, for
any measurable and jointly L-invariant h : Q x C' — [0,00) it holds that

1
d(Bn)

/ h(0,, Ci(2)) Ni(dz) — / h(w, Ci(w, B)1{b € A3QN (d(w, b)) a.s. (7.33)
B,NA

Proof. We may use the joint L-invariance of h and L-covariance of C}, by writing

hMw, Cg(w,z)) = h(@;l w, Cr(0 W ,B(z))), x € Ni(w),w € .

Blx)

The assertion now follows from Theorem 6.17. O
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Remark 7.27. Clearly, the examples given in the previous subsection also apply in this
case. A probabilistic interpretation of the limit may be derived here by dividing both sides
of (7.33) by (ENy)*(A).

Example 7.28. We consider the infinite cylinder C = R x S! ~ R x [0,27) and consider
the action of G = R (with 1-dimensional Lebesgue measure as Haar measure) by shifting
the first component. Given an R-stationary tessellation on C, we define as in (7.5) the

quantities '
1 = BN ()

and note that these may be written by means of any G-symmetric set B of width 1 (e.g.
B =10,1] x [0,27)) as '
~0) .= (EN;)(B), i€{0,1,2}.

Exactly as in the proof of Lemma 7.3 one may prove the Euler-type relation
A0 — M 4 ~3) =g,
and as in Lemma 7.2 it holds that
'y(i)n,-j = 'y(j)nji, i,7 €40,1,2},

where the n;; are defined as in (7.6) and (7.7), now interpreted with respect to the above
action. As in Remark 7.4 we conclude that

27102

n20 = oz — 9"
We may interpret the cylinder as the subset R x [0,27) of R2. Then clearly A = C is
admissible in the sense of the above Corollary and any increasing sequence of R-symmetric
sets of the form B, = [0,¢,] x [0,27) with ¢, — oo may be replaced by the sequence
B, = [0, c,] x R, which consists of convex L-symmetric and L*-invariant subsets of R? on
which we may apply the above Corollary 7.26. We obtain

1 2n
— No(Ca(x))N2(dx) — ngo = 02
Cn JB, npz — 2

a.s.
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Nomenclature

law of a random element 7

Haar measure on a group

modular function of a group

projection from G to orbit of s € S

shift on S or flow on €2

set of group elements shifting s € S tot € S
pushforward of Haar measure onto the orbit of s € S
group of rigid motions in R¢

group of graph automorphisms of the graph I
isometry group of the Riemannian manifold M
choice function assigning to s € S the orbit representative of s
fixed G-symmetric function

orbital weight measure of p, resp. v

width of a G-symmetric set B

Campbell measure of a random measure &

Campbell measure of a pair (£, ) where £ is a random measure
and 7 a random element

intensity measure of the random measure &

Palm (sometimes pseudo-) distribution of 1 with respect to the
random measure ¢ at point s

(€ a point process on S) restriction of £" to the non-diagonal
part of S”

inversion kernel

one-parametric version of the inversion kernel

projection of f

projection of the modular function A

two-parametric projection of A on S

o-algebra of G-invariant sets on S

pullback of the g-algebra of G-invariant sets on .S on €2 via &
G-transform of &

cumulative Palm measure (with respect to some G-stationary
random measure £ and some system of orbit representatives O)
I-averaged Palm probability measure

regular n-tree

&-grandparent graph of the regular n-tree

conditional expectation given the o-algebra 7

sample intensity on the invariant set A

e-neighborhood of 0K

k-dimensional Hausdorff measure

28,

68,
113,

88,

10
10
10
11
11
12
12
12
13
13
14
15
22
22

23
24

24

29
30
35
35
36
38
38
38
44

54
68
68
86
94
90
101



128 Nomenclature

o surface measure of the sphere 107

Ag(zo, ..., xq) volume of the convex hull of xg, ..., x4 € R? 107

VA modular-weighted version of the measure v 111
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