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Referent: Prof. Dr. Martin Wegener
Korreferent: Prof. Dr. Kurt Busch





Contents

1 Introduction 1

2 Principles of Optics 5
2.1 Basics of Linear Optics . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5

2.1.1 Maxwell’s Equations . . . . . . . . . . . . . . . . . . . . . . . . . 5
2.1.2 Wave Equation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.1.3 Fourier Transformation . . . . . . . . . . . . . . . . . . . . . . . . 8
2.1.4 Transmittance, Reflectance and Absorption . . . . . . . . . . . . . 8

2.2 Linear Optics in Solid Continua . . . . . . . . . . . . . . . . . . . . . . . 11
2.2.1 Optical Properties of Dielectrics . . . . . . . . . . . . . . . . . . . 11
2.2.2 Linear Optical Properties of Metals . . . . . . . . . . . . . . . . . 13
2.2.3 Damping in Bulk vs. Thin Metallic Films and Wires . . . . . . . . 15

2.3 Wave Excitation in Nano-Scale Objects . . . . . . . . . . . . . . . . . . . 19
2.3.1 Surface Waves . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
2.3.2 Particle Plasmons . . . . . . . . . . . . . . . . . . . . . . . . . . . 22

3 The Metamaterial Concept 25
3.1 Optical Properties of Effective Media . . . . . . . . . . . . . . . . . . . . 26
3.2 Charge Density Changes in Metals . . . . . . . . . . . . . . . . . . . . . . 27

3.2.1 Diluted Metal . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
3.3 Split-Ring Resonators as Metamaterial Representatives . . . . . . . . . . . 28

3.3.1 Split-Ring Resonators as Electric Circuits . . . . . . . . . . . . . . 28
3.3.2 Geometric Variations . . . . . . . . . . . . . . . . . . . . . . . . . 31
3.3.3 Split-Ring Resonators as Plasmonic Objects . . . . . . . . . . . . . 32
3.3.4 Excitation Geometries . . . . . . . . . . . . . . . . . . . . . . . . 33

3.4 Optical Phenomena in Metamaterials . . . . . . . . . . . . . . . . . . . . . 35
3.4.1 Creating a Negative Index Metamaterial . . . . . . . . . . . . . . . 35
3.4.2 Negative Refraction . . . . . . . . . . . . . . . . . . . . . . . . . 36
3.4.3 The Perfect Lens . . . . . . . . . . . . . . . . . . . . . . . . . . . 37

4 Principles of Electrochemistry 39
4.1 Structure of Metal-Electrolyte Interfaces . . . . . . . . . . . . . . . . . . . 39

4.1.1 The Double Layer Model . . . . . . . . . . . . . . . . . . . . . . . 40
4.1.2 Chemical Surface Reactions . . . . . . . . . . . . . . . . . . . . . 41

iii



iv Contents

4.1.3 Electrochemical Voltammetry . . . . . . . . . . . . . . . . . . . . 42
4.2 Surface Modifications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43

4.2.1 Electrochemical Restructuring of Surfaces . . . . . . . . . . . . . . 44
4.2.2 Other Reconstruction Techniques . . . . . . . . . . . . . . . . . . 44

4.3 Modification of Optical Properties . . . . . . . . . . . . . . . . . . . . . . 45
4.3.1 Modification of the Electronic Properties of Metals . . . . . . . . . 45
4.3.2 Modification of the Intrinsic Damping . . . . . . . . . . . . . . . . 48

5 Fabrication 51
5.1 Electron-Beam Lithography . . . . . . . . . . . . . . . . . . . . . . . . . 51

5.1.1 Pre-Processing: Sample Preparation . . . . . . . . . . . . . . . . . 52
5.1.2 Lithography . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
5.1.3 Post-Processing . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56

5.2 Focused-Ion-Beam Lithography . . . . . . . . . . . . . . . . . . . . . . . 59
5.3 Laser-Interference Lithography . . . . . . . . . . . . . . . . . . . . . . . . 60

6 Characterization 61
6.1 Surface and Topography Characterization . . . . . . . . . . . . . . . . . . 61

6.1.1 Scanning Electron Microscopy . . . . . . . . . . . . . . . . . . . . 61
6.1.2 Atomic Force Microscopy . . . . . . . . . . . . . . . . . . . . . . 64

6.2 Optical Characterisation . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
6.2.1 Optical Transmittance Spectroscopy . . . . . . . . . . . . . . . . . 65
6.2.2 Optical Characterisation in electrolyte solution . . . . . . . . . . . 67
6.2.3 Time Resolved Optical Characterization in Electrolyte Solution . . 68

7 Electrochemical Modulation 71
7.1 Experimental Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72

7.1.1 Experimental Setup . . . . . . . . . . . . . . . . . . . . . . . . . . 73
7.1.2 Measurements and Discussion . . . . . . . . . . . . . . . . . . . . 74
7.1.3 Numerical Consistency Check . . . . . . . . . . . . . . . . . . . . 77

7.2 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80

8 Electrochemical Restructuring 81
8.1 Experimental Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82

8.1.1 Setup Description . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
8.1.2 Measurements and Discussion . . . . . . . . . . . . . . . . . . . . 83

8.2 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87

9 Conclusions and Outlook 89

A Derivation of the Potential-Profile According to the GCS Theory 93

Bibliography 96



Publications

Parts of this work have already been published in refereed scientific journals

• L.-H. Shao, M. Ruther, S. Linden, J. Weissmüller, S.Essig, K. Busch, and M. We-
gener “Electrochemical Modulation of Photonic Metamaterials,” Advanced Materials
22, 5173–5177 (2010)

• M. Ruther, L.-H. Shao, S. Linden, J. Weissmüller, and M. Wegener “Electrochemical
restructuring of plasmonic metamaterials,” Appl. Phys. Lett. 98, 013112 (2011)

Additional work on other topics has been published in refereed scientific journals

• M. Wegener, J. L.Garcia-Pomar, C. M. Soukoulis, N. Meinzer, M. Ruther, and S. Lin-
den “Toy model for plasmonic metamaterial resonances coupled to two-level system
gain,” Opt. Express 16, 19785–19798 (2008)

• M. Decker, M. Ruther, C. E. Kriegler, J. Zhou, C. M. Soukoulis, S. Linden, and M. We-
gener “Strong optical activity from twisted-cross photonic metamaterials,” Opt. Lett.
34, 2501–2503 (2009)

• N. Meinzer, M. Ruther, S. Linden, C. M. Soukoulis, G. Khitrova, J. Hendrickson, J. D.
Olitzky, H. M. Gibbs, and M. Wegener “Arrays of Ag split-ring resonators coupled to
InGaAs single-quantum-well gain,” Opt. Exp. 18, 24140–24151 (2010)

Parts of this work have already been presented on international conferences (only own
presentation)

• S. Linden, M. Ruther, L.-H. Shao, J. Weissmüller, S.Essig, K. Busch, and M. We-
gener “Electrochemical Modulation of Photonic Metamaterials,” CLEO/QELS San
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Chapter 1

Introduction

The field of metallic photonic metamaterials and plasmonics in general has become an in-
tegral part of optics over the last years. The word metamaterial is an umbrella term for
an artificially composed structure, which typically consists of periodically arranged metal-
lic building blocks as smallest functional elements, interacting with the light field and each
other. Compared to natural materials, whose optical properties for the case of a crystal, are
determined by the periodically arranged atoms and their interaction with the light field, one
obviously finds similarities.
Therfore, these kind of artificial materials can be treated as an effective material, as long as
the wavelength of the interacting light is much smaller than the dimension and the lattice con-
stants of the periodically arranged elements. The optical properties can now be controlled by
the shape and composition of the building blocks, which the metamaterial consists of. This
mighty concept offers the opportunity to design materials with desired optical properties and
even to create novel optical phenomena, which are not accessible within natural materials.
The conceptional starting point for this success story began in the year 1968, when the Rus-
sian physicist V. Veselago theoretically discussed the optical properties of a fictitious mate-
rial, which exhibits a negative magnetic- and electric response represented by the permeabil-
ity µ < 0 and permittivity ǫ < 0, as underlying optical material parameters [1]. Veselago
predicted, that a material of this kind would enable extraordinary phenomena such as nega-
tive refraction, an inverse Doppler shift or inverse Cerenkov radiation - just to give a selection
of the effects predicted. For a long time this work has only been of theoretical interest, being
due to the fact that the material described by Veselago, especially the property of a negative
permeability, had not been present in the optical regime.
This changed, after Pendry and colleagues presented a novel metamaterial design consisting
of a metallic ring geometry with a small intersection, the so-called split-ring resonator [2].
Within this resonator an oscillating ring current can be excited by an external magnetic field,
which leads to a magnetic response and a permeability µ < 0.
Another milestone, which demonstrated the experimental realization of Veselago’s vision,
has been presented by Shelby and his coworkers, who introduced a structure design consist-
ing of the split-ring concept and long metallic wires. This hybrid structure designed for the
microwave regime exhibits both, a negative magnetic permeability and electric permittivity,
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2 Chapter 1. Introduction

and fulfills the conditions Veselago predicted for a material with a negative refractive index.
Over the last years, the achievements within the field of micro- and nano-structuring have
brought the concept of metamaterials closer to the optical spectral range. Astonishing ef-
fects mediated by metallic nano-structures, exhibiting a negative permeability at frequencies
of 100 THz and structures with a negative index of refraction even in the optical spectral
range, have been presented [3, 4].
A further stimulus has been performed by the field of transformation optics, which afforded
the concept of cloaking presented by Leonhard and Pendry [5,6]. The field of transformation
optics provides the opportunity to guide light onto a desired path within a material by tailor-
ing the spatial distribution of the permeability µ(x) and permittivity ǫ(x). Works inspired
by this concept lead to remarkable improvements in the fields of photonic metamaterials and
fabrication technologies [7–11].
Beyond this, some approaches may have the potential to pave the way towards future appli-
cations. On that way, the work of Pendry has been one of the driving forces. Pendry pro-
posed, that a thin slab of a negative index metamaterial enables to perform sub-wavelength
or even perfect imaging [12]. A promising transposition has been given by Fang et al.,
who presented a design composed of a thin silver film, used for imaging a grid into a photo
resist [13]. Within this setup, Fang demonstrated the possibility to gain a sub-wavelength
image of the grid within the photo resist.
A major goal in research developments on photonic metamaterials is given by realizing the
discussed phenomena in the visible spectral range [14, 15]. Most of the effects discussed
are related to resonant excitations of metallic nano-structures. The performance of these
effects suffers from metal intrinsic losses especially for visible wavelength of light. Addi-
tionally, nano-scale metal objects typically show increased losses compared to metal films
or bulk metal properties [16]. Therefore, possible applications of metamaterials and small
metallic nano-structures in general are strongly dependent on this metal intrinsic insuffi-
ciencies. Hence, a lot of effort has been spent on compensation strategies of these losses.
Approaches on metal improvement and gain-mediated loss compensations strategies have
been presented [17, 18].
Furthermore, possible future applications of photonic structures require for a spectral tunabil-
ity and modulation of the underlying resonances to bring the desired optical properties in the
region of interest. This can be achieved by a size scaling of the underlying metal objects [19].
Concerning applications, methods providing a continuous and reversible resonance modula-
tion of plasmonic structures and its corresponding optical properties would be desirable.
Promising approaches based on field-effect metal-semiconductor composite structures have
been reported for terahertz frequencies [20, 21]. In the visible spectral range, works on
electrochemically modulating the optical properties of chemically synthesized metal nano-
crystals and influencing surface plasmon polaritons, excited within thin gold films, have been
presented [22, 23].

Beyond the established work on modulating the optical properties of metals, we present an
electrochemical approach based on metamaterial structures, being intermediate in size be-
tween gold nano-crystals and thin gold films. This is of fundamental interest, since this size
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regime is characteristic of near-infrared- and optical metamaterials.
Additionally, our electrochemical approach provides the possibility to reduce losses within
the metallic metamaterial structures. These observations are based on an electrochemically
induced metal surface improvement, making our work distinct from the present concepts of
thermal annealing or incorporating gain-materials to achieve loss reductions.
The results presented in this thesis give rise to the assumption, that our electrochemical
approach could contribute to help paving the way towards possible future applications incor-
porating photonic metamaterials.

Outline of this thesis

This work deals with two aspects of electrochemically manipulating arrays of plasmonic
nano-structures: (i) actively influencing the resonance properties of plasmonic nano-structures
by modulating the resonance position and line-widths and (ii) restructuring of plasmonic
nano-structures aiming a reduction of Ohmic losses .
Along these lines, in chapter 2 we present the basic principles of optics, giving the theoretical
framework based on linear interaction of light with matter and giving an overview about the
the loss mechanisms, especially for thin metallic films and wires, describing the constituents
a metamaterial building block typically consists of. Chapter 3 comprises the fundamental
concepts of metamaterials starting with the optical properties of effective media and intro-
ducing the split-ring resonator as a famous representative for metamaterial building blocks.
By presenting specific metamaterial effects, which are extraordinary and equally vivid, we
would like to stimulate the reader’s interest for this exciting field of research. The fab-
rication and characterization of the photonic metamaterials are discussed in chaper 5 and 6,
comprising all manufacturing steps and fabrication techniques as well as the characterization
procedure before, during and after the electrochemical treatment. In chapter 4 we introduce
the reader to the conceptual framework of the electrochemically induced phenomena, the
optical modulation and -restructuring effects are based on. The results of our experimental
investigations are summarized in chapter 7 and 8. The phenomena of surface restructuring
and electrochemical modulation are historically linked, but are seperately discussed. This is
due to the different mechanisms, these effects – especially the reversible modulations – are
based on.
The spectral modulation shows huge shifts of up to 55 THz, which is more than 18 % of the
corresponding central frequency. The observed modulation effects consist of reversible as
well as irreversible fractions, of which the reversible effets dominate. Both factors are inves-
tigated systematically and discussed in terms of spectral and line-width modulation.
For restructuring nano-sized metallic antennae we achieved a Ohmic loss reduction for thin-
metal films exceeding factors of three. Even for 30 nm thick nano-structures, we find loss
reductions up to 30 %.
Finally, we conclude our findings and give an outlook about the classification of our work
within the scientific context.



4 Chapter 1. Introduction



Chapter 2

Principles of Optics

The optical properties of metamaterials can be deduced from the interaction of light with
matter which can be understood in a classical framework and described with the formalism
of Maxwell’s equations. In this notion, the interaction of the electromagnetic wave with
matter depends on the amplitude of the wave and can be classified into linear and nonlinear
interactions with the constituting materials. For this work we can limit our considerations on
the linear optical effects, since we are using thermal emitters for spectroscopy only.
We discuss the electromagnetic response of dielectrics, idealized- and real metals over a
broad spectral range. We separately discuss the mechanism of damping in general and es-
pecially for bulk metals as well as metallic nano-structures. We end up with the formalism
describing the charge density oscillations in metallic films and particles forming the basic
framework in understanding the optical behavior of metamaterials.

2.1 Basics of Linear Optics

2.1.1 Maxwell’s Equations

The behavior of electromagnetic fields in media - in the classical picture - are described by
the macroscopic Maxwell equations. In SI-units, they are defined according to [24]:

∇ ·D(r, t) = ρ(r, t), (2.1a)

∇ ·B(r, t) = 0, (2.1b)

∇×E(r, t) = −∂B(r, t)

∂t
, (2.1c)

∇×H(r, t) = j(r, t) +
∂D(r, t)

∂t
. (2.1d)

These equations connect the four macroscopic fields, the dielectric displacement D(r, t),
the electric field E(r, t), the magnetic field H(r, t), and the magnetic induction B(r, t),
with the external charge density ρ(r, t) and the external current density j(r, t).
The external charge density and the external current density are connected through the charge

5



6 Chapter 2. Principles of Optics

conservation law, which can be expressed in the following form:

∇ · j(r, t) + ∂ρ(r, t)

∂t
= 0. (2.2)

In our notation, we use the “external” charge separations and currents (ρ(r, t) , j(r, t)) for
discribing the stimulus of the system, whereas all “internal” charge separations and currents
are the response induced by the driving fields and lead to a macroscopic electric polariza-
tion P and a macroscopic magnetization M . Therfore, the wave propagation in media is
described by the material equations, which link the dielectric displacement and the magnetic
induction with the electric and magnetic field. They are given by:

D(r, t) = ǫ0E(r, t) + P (r, t), (2.3a)

B(r, t) = µ0H(r, t) +M(r, t), (2.3b)

where ǫ0 and µ0 are the permittivity1 and the permeability2 of free space. They are connected
by the relation: ǫ0 = 1

c2
0
µ0

with the vacuum speed of light3.
The polarization and the magnetization are connected to the external fields E and H , by the
electric and magnetic susceptibilities χe(r − r′, t − t′) and χm(r − r′, t − t′), respectively.
Thus, the polarization and magnetization are given by [24]:

P (r, t) =

∫ ∞

−∞

∫ t

−∞

ǫ0χe(r − r′, t− t′)E(r′, t′)dt′d3r′, (2.4a)

M (r, t) =

∫ ∞

−∞

∫ t

−∞

µ0χm(r − r′, t− t′)H(r′, t′)dt′d3r′. (2.4b)

Both susceptibilities have the form of second rank tensors in general. For isotropic materials,
these tensors reduces to a scalar value implying that the induced electric and magnetic dipoles
are aligned parallel or anti parallel to the corresponding external fields. In order to take into
account, that most materials only provide a local response, it is not necessary to execute the
integration over the entire space d3r′. We translate Eq. (2.3a) and Eq (2.3b) from time-, to
frequency domain (see section 2.1.3), in the following form:

D(r, ω) = ǫ0[1 + χe(ω)]E(r, ω) = ǫ0ǫ(ω)E(r, ω), (2.5a)

B(r, ω) = µ0[1 + χm(ω)]H(r, ω) = µ0µ(ω)H(r, ω). (2.5b)

The effective material parameters permittivity ǫ and permeability µ describe the linear re-
sponse of the electromagnetic fields with isotropic and homogeneous materials. These are
macroscopic effective parameters including all microscopic charge- and current distribu-
tions of the underlying material. In section 2.2.1, we give a simple microscopic model for
dielectrics and metals (see section 2.2.2) from which we will derive the effective material pa-
rameters. The model describing dielectrics is based on an arrangement of atoms consisting

1ǫ0 = 8.85× 10−12 F/m
2µ0 = 1.257× 10−6 H/A
3c0 = 299792458m/s
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of a negatively charged electron and the corresponding positively charged atomic core. The
model describing the metal properties is based on the concept of a free-electron gas com-
bined with an immobile ionic background and driven by an externally applied electric field.
In Eqs. (2.3a) - (2.5b), we discussed the material response on externally applied stimuli. For
instance, the electric field E interacts with the medium and induces electric dipoles or influ-
ences the already existent electric dipoles within the medium. This leads to a modification
of the dielectric displacement D. Analagously, the magnetic field H induces or modifies
magnetic dipoles, leading to a modification of the magnetic induction B. For completeness,
it should be noted that generally, an applied electric field might generate magnetic dipole
moments and an applied magnetic field leads to electric dipole moments. This can be the
case for naturally existant, so-called optically active materials, or artificially designed meta-
materials [25, 26]. In the formalism, this leads to cross-coupling terms in Eq. (2.5a) and
Eq. (2.5b). Those aspects will be further discussed in section 3.3.1. At this point, we refrain
from a deeper treatment, since this aspect does not prevent to understand the following dis-
cussed relations given in this context.

2.1.2 Wave Equation

By combining the material equations (2.3a) and (2.3b) with Maxwell’s equations (2.1a) -
(2.1d), we obtain the inhomogeneous wave equations for the electric and magnetic field [27]

∇×∇×E + µ0ǫ0
∂2E

∂t2
= −µ0

∂

∂t

(

j +
∂P

∂t
+∇×M

)

, (2.6a)

∇×∇×H + µ0ǫ0
∂2H

∂t2
= ∇× j +∇× ∂P

∂t
− ǫ0

∂2M

∂t2
, (2.6b)

where j is the external source current density and ∂
∂t
P and ∇ × M can be interpreted as

polarization and magnetization current density, respectively. These are the source terms of
the equations.
This form can be simplified for the case of homogeneous and isotropic media for which
ǫ , µ = const. without external currents and charges. Therefore, the wave equations reduce
to the form

∇2E + µ0µǫ0ǫ
∂2E

∂t2
= 0. (2.7)

This wave equation (2.7) can be solved with an ansatz of the type

E(r, t) =
1

2
[E0exp (ik · r − iωt) +E∗

0exp (−ik · r + iωt)] . (2.8)

This form is a representation of plane waves oscillating with the angular frequency ω and
propagating in direction of the wave vector k. Furthermore, we obtain the dispersion relation
by inserting the plane wave solution (2.8) into the wave equation (2.7)

ω2

|k|2
=

c20
ǫµ

, (2.9)
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and the refractive index
n = ±√

ǫµ. (2.10)

At this point the question arises, which sign of the square root we have to choose. For natural
materials we do not have to care about this fact, because there is no magnetic response at
optical frequencies (µ = 1) and therefore we choose the positive sign of Eq. (2.10). This can
be motivated by the continuity conditions for the fields at interfaces (see section 2.1.4). For
special materials showing also a magnetic response at optical frequencies, e.g. metamaterials
(compare chapter 3), this special assumption is no longer valid. We can use a universal for-
mula derived in Ref. [28], using the complex values of the permittivity ǫ and the permeability
µ to deduce the right sign, and absolute value of n.

2.1.3 Fourier Transformation

To derive the spectrum E(r, ω) of a time dependent field E(r, t) and vice versa, we have
to perform a transformation from t ⇋ ω. This can be achieved by applying the Fourier
transformation for real valued fields, which is defined by

E(r, ω) =
1√
2π

∫ ∞

−∞

exp(−iωt)E(r, t)dt, (2.11)

and the inverse operation

E(r, t) =
1√
2π

∫ ∞

−∞

exp(iωt)E(r, ω)dω. (2.12)

This very powerful method allows for switching between time- and frequency domain. It is
a helpful tool, which facilitates the solving of differential equations. In linear optics, a time
dependent electromagnetic field can be written as a linear combination of monochromatic
plane waves of the form

E(r, t) = E(r, ω) exp(iωt). (2.13)

By inserting this relation into the homogeneous wave equation (2.7) we obtain

∇2E(r, ω)− ω2

c2
E(r, ω) = 0, (2.14)

by applying the definition of the speed of light in media c2 = 1
µ0µǫ0ǫ

.

2.1.4 Transmittance, Reflectance and Absorption

By assuming an incident plane wave impinging onto a single planar interface formed by
two homogeneous and isotropic half spaces with µ1 = 1, ǫ1, n1 and µ2 = 1, ǫ2 and n2,
respectively (see Fig. 2.1), we can calculate the reflection and transmittance relations. One
part of the wave is back-reflected at the interface to half space one and the other part is
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Figure 2.1: Reflection and transmittance of incident p-, and s-polarized light at an interface of two different
half spaces of permittivities ǫ1 and ǫ2.

transmitted into half space two. The refraction of the transmitted wave can be described by
Snell’s law

sin θi
sin θt

=
n2

n1

, (2.15)

where both angles are defined relative to the surface normal and are given in Fig. 2.1. For
deriving the relative intensities that are transmitted and reflected, we describe an arbitrarily
polarized incoming wave, as a superposition of two orthogonally polarized plane waves.
The superpositions are betoken as s- and p-polarized wave according to Fig. 2.14. These
two contributions are defined as a component parallel (p-polarized), and perpendicular (s-
polarized) with respect to the incident plane, defined by the wave vector of the incident
wave ki and the normal vector of the interface. We now want to derive the Fresnel equations
relating the incident electric fields to the reflected and transmitted electric fields. The Fresnel
equations can be derived from the continuity relations at the interface for the E- and D-field
components. We give the results without an exact derivation of this relation which can be
found in [24], for instance:

(i) The tangential component of E and the normal component of D are continuous.

(ii) The normal component of E and the tangential component of D are discontinuous.

In addition, the transverse components of the wave vector (in this case, kx and ky) are con-
served when the wave crosses the interface.
The transmittance and reflectance coefficients, t and r, relate the incident and transmitted or

4The term “polarization” in this context defines the direction of the electric fields relative to its incidence.
This term should not be mixed up with the previous section 2.1.1, where polarization refers to the spatial
average over the electric dipole moments.
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the incident and reflected fields, respectively. They are defined as [29]

rs(kx, ky) =
kz1 − kz2
kz1 + kz2

, rp(kx, ky) =
ǫ2kz1 − ǫ1kz2
ǫ2kz1 + ǫ1kz2

, (2.16a)

ts(kx, ky) =
2kz1

kz1 + kz2
, tp(kx, ky) =

2ǫ2kz1
kz1 + kz2

√
ǫ1
ǫ2
. (2.16b)

In addition, these amplitude coefficients are used to extract the intensities T and R of the
transmitted and reflected plane waves. These intensities are defined as the time average of
the Poynting vector 〈S〉 = 1

2
Re (E ×H∗) 5. For plane waves, this leads to

|〈S〉| = 1

2

√
ǫ0ǫ

µ0µ
|E|2 . (2.17)

Therefore, we obtain T = n2 cos θt
n1 cos θi

|t|2 and R = |r|2.
The absorption within a media, can be understood, by introducing dissipation for the con-
stituting materials. As a result, the refractive index n, becomes complex valued and can be
written as

ñ(ω) = n(ω) + iκ(ω)

=
√

ǫRe(ω) + iǫIm(ω). (2.18)

The media now becomes dispersive and the relation between the real- and imaginary part is
subject to the Kramer’s Kronig relation [30].
Next, we consider a plane wave propagating in z-direction of the form

E(z, t) = E0 exp (i (kzz − ωt)) (2.19)

with the angular frequency ω and the wave vector kz. The wave vector can be written in
terms of a unit vector êz

kz =
ω

c0
ñêz

=
ω

c0
(n+ iκ)êz. (2.20)

Using equation (2.18) and (2.20), one obtains

E(z, t) = E0 exp

(

iω

(
n(ω)z

c0
− t

))

︸ ︷︷ ︸

propagation

· exp
(

−
(
ωκ(ω)z

c0

))

︸ ︷︷ ︸

dissipation

. (2.21)

This equation shows an attenuated propagation of the wave within the media. We know from
Eq. (2.17), that I(z, t) ∝ |E(z, t)|2 and can herewith link the decreasing part of the intensity

5Informally, the time average of the Poynting vector 〈S〉 is usually simply betoken as Poynting vector S
For simplicity, we also use this term in following.
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with the absorption coefficient β(ω) of Beer’s law, describing the exponential decrease in
intensity of a wave, propagating through a dispersive media

I(z) = I0 exp (−β(ω)z) . (2.22)

The absorption coefficient is given by

β(ω) =
2ωκ(ω)

c
, (2.23)

which is directly linked to the skin- or penetration depth by δz = 1
β(ω)

, which describes the
length of propagation of a wave within a dispersive media, until its intensity decreases by a
factor of e.

2.2 Linear Optics in Solid Continua

In the previous sections we discussed the propagation of light in homogeneous matter. To
deduce the characteristic material properties, we need a model taking into account the mi-
croscopic properties and transform them into a macroscopic formalism afterwards. This is
mandatory, to match the macroscopic description of light interaction with the inherent de-
scription of the material parameters.

2.2.1 Optical Properties of Dielectrics

The interaction of electromagnetic waves with dielectric materials can be described classi-
cally in the so-called Lorentz model [31, 32]. It is based on the assumption, that an electron
which is bound to its corresponding atom core, is externally driven by an oscillating elec-
tric field. This is graphically depicted in Figure 2.2. Therfore, we are dealing with the well
known problem of a driven and attenuated harmonic oscillator driven by an external force
which can be described by the following equation of motion

me
∂2

∂t2
x(t) +meΓ

∂

∂t
x(t) +meω

2
0x(t) = −eE0 exp(−iωt). (2.24)

On the right hand side of the equation we have the external electric field as driving term. The
electron mass is given by me, Γ describes the damping and e the electron charge. The atom
core movement can be neglected because of the big mass difference between the electron
and the atom core. The damping Γ can be understood as a composition of the radiative con-
tribution Γrad and the non-radiative part Γnonrad, which is due to intrinsic losses, for instance
due to electron-phonon interactions. Non-radiative contributions will be further discussed
for metals in section 2.2.3. Without a loss of generality, we reduce the dimensionality of
the system and assume an electron elongation along the x-axis. We further assume, that the
wavelength of the incident stimulus, e.g. a plane wave, is much bigger than the Bohr radius
of the electron, which is in very good agreement for optical wavelength. This allows us to as-
sume a spatially constant electric field on each site. The single dipole moment is given by the
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Figure 2.2: In (a), a spring model illustrates the oscillations performed by an electron and its corresponding
atom core coupled by the Coulomb force, driven by an external electric field. The plot in (b) shows the real-
(solid curve) and imaginary part (dashed curve) of the permittivity ǫ(ω) according to Eq. (2.29). The damping
parameter is given by Γ = ω0

10
.

elementary charge of the electron and its displacement relative to the equilibrium position,
which is given by the solution of the equation of motion (2.24)

p(t) = −e · x(t) =
(

e2

me (ω2
0 − ω2 − iΓω)

)

E0 exp(−iωt). (2.25)

Thus, the electric dipole moment is proportional to the electric field. The corresponding
proportionality factor α(ω) is called polarizability and describes the microscopic response to
a given external stimulus. It reads

α(ω) =
e2/me

ω2
0 − ω2 − iΓω

. (2.26)

One has to keep in mind, however, that we are still in the microscopic picture and the polar-
izability α(ω) just describes the response by forming one single dipole. The aim is to find a
collective formulation in the macroscopic picture, which will be done in the following.

From Microscopic- to Macroscopic Response

In the previous section we derive a microscopic model, describing the interaction of a single
electron and its atom core with an external stimulus, represented by a plane wave. We now
want to expand this model to a collective response of all contributing atoms in a material to
an external electric field, assuming that there is no interaction between the single dipoles.
This leads us from the polarizability α(ω) of one site in the microscopic- to the electric
susceptibility χ(ω) and the associated permittivity ǫ(ω) in the macroscopic picture.
We again assume a plane wave as external stimulus. Each single dipole excited by the plane
wave, re-radiates a spherical wave which superimposes to a plane wave again in the far-field.
Therefore, the collective material properties can be described, as a spatial average over all
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non-interacting sites, with the polarizability α(ω). One might think, that the constraint of
non-interacting dipoles is an impermissible generalization, which is just valid for a diluted
gas and certainly not for a densely packed solid. Nevertheless, this assumption leads to a
qualitatively very good approximation for the macroscopic properties of dielectrics in linear
optics. Consequently, the macroscopic polarization P (r, ω), introduced by equation (2.4a)
can be written according to the assumptions above

P (ω) = E(ω)
〈∑

i

αi(ω)δ(r − ri)
〉

, (2.27)

where 〈...〉 describes the spatial average, of the dipoles located at position ri with the po-
larizability αi(ω). Therefore, we receive a macroscopic polarizability Λ(ω), generating the
macroscopic polarization

P (ω) = Λ(ω)E(ω) = ǫ0χ(ω)E(ω) = ǫ0 (ǫ(ω)− 1)E(ω) (2.28)

and the electric susceptibility χ(ω) and the permittivity

ǫ(ω) = 1 +
Ne2

me (ω0
2 − ω2 − iωΓ)

. (2.29)

Here, N denotes the electron density, me the electron mass, ω0 the eigenfrequency and Γ the
damping. The typical spectral behavior of the permittivity in the Lorentz model is shown in
Fig. 2.2 (b).

2.2.2 Linear Optical Properties of Metals

In the previous section, we derived the optical properties of dielectric materials, where the
macroscopic properties are well described with a model of non-interacting superimposed
oscillators. In the following, we describe the linear optical properties of metals, which can
modeled by the movement of electrons in a periodic potential, given by the atom cores and
leading to conduction bands where the electrons can move almost undisturbed. This behavior
can phenomenologically be described in the so-called Drude model [32, 33]. This classical
model describes the typical metallic response in the linear regime. We further discuss possi-
ble loss channels, appearing in the model and especially for nanoscale-objects.

Linear Optical Properties of Free-Electron Gases

The optical properties of metals can be well described by the formalism of a free-electron
gas. Within this formalism, the electrons in the conduction band follow the applied exter-
nal electric field and can move almost undisturbed through the crystal structure of the solid.
However, the movement is just only nearly undisturbed, because the free electron movement
suffers from electron scattering processes with other constituents leading to dissipation. In
addition also the electrons in the valence band lead to distributions to the optical response, but
these effects can be neglected for the desired frequencies in the first approximation. There-
fore, we can use a model, which is similar to the previously discussed Lorentz-oscillator
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Figure 2.3: In this graph the real- (a) and imaginary part (b) of the permittivity of gold are shown in the spectral
interval 150-800 THz. The crosses correspond to experimentally determined data of ǫ from Ref. [16] and the
solid red line to a fit of the experimental data to the Drude formula (2.32).

model, but with the crucial difference, that a restoring force for free electrons is obviously
missing. Therefore, this system does not oscillate around an equilibrium position, given by
the specific atom cores as intrinsic potential. Nevertheless, the electrons follow the direction
of the external stimulus, given by the time dependent electric field E(t) = E0 exp(−iωt).
By neglecting the restoring term in in the Lorentz-oscillator model (2.24), we receive an
adapted equation of motion for the electron

me
∂2

∂t2
x(t) +meγc

∂

∂t
x(t) = −eE(t), (2.30)

where the dissipation or collision frequency is given by γc and the driving field E(t). The
electron displacement is given by x(t) and can be written as

x(t) =
e

m0

1

ω (ω + iγc)
E(t). (2.31)

Following the derivations of 2.2.1, we receive the permittivity

ǫ(ω) = 1−
ω2
pl

ω2 + iγcω
, (2.32)

where we introduce the free electron density ne and the plasma frequency ωpl =
√

nee2

meǫ0
.

This equation can be adapted, taking into account the dielectric background given by the
valence electrons and the corresponding atomic cores, by introducing ǫ∞. This leads to an
offset with respect to Eq. (2.32). We obtain

ǫ(ω) = ǫ∞ −
ω2
pl

ω2 + iγcω
. (2.33)

Figure 2.3 shows experimental data from Ref. [16] of the real- and imaginary part of the per-
mittivity of gold, plotted over frequency as crosses. These values can nicely be fitted to the
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Drude formula given by Eq. (2.32) with the free parameters ωpl = 2π × 2064 × 1012 s−1

and γc = 2π × 19.4 × 1012 s−1, displayed as solid lines. The presented experimental
data are in very good agreement to the Drude model for frequencies below 550THz. For
higher frequencies, there are deviations to the model, caused by interband-transitions in
gold [34], where the light leads to excitations of electrons from the valence- to the con-
duction band6. To account for these effects, a more sophisticated modeling has to be done.
Due to the fact, that this spectral region plays no significant role in our work, we refer in-
terested readers to [34, 35]. To understand, what happens to an electromagnetic wave at a
metallic interface, we assume a plane wave coming from a vacuum- and interacting with
a metal half space. Due to the permittivity, we expect a strong reflectance at the interface
[compare Eq. (2.16a), (2.16b)]. The transmitted wave propagation is exponentially damped
in the metal, due to the strong imaginary part within the wave vector and can be described
by Eq. (2.21). The corresponding skin depth δ = c0

2ωκ
in gold, is about 24 nm for a frequency

of ω = 2π × 200× 1012 s−1.

2.2.3 Damping in Bulk vs. Thin Metallic Films and Wires

The optical properties of metals are determined by their specific dispersive character. There-
fore, the damping plays a major role in this context. By taking into account Eq. (2.30), in
general, two main contributions can be classified, based on the Drude model.

• A radiative dissipation, caused by the electron acceleration ∂2

∂t2
x(t).

• A intrinsic dissipation, which is related to the drift velocity of the electrons ∂
∂t
x(t) and

taken into account within this model, by the collision frequency γc.

By considering the intrinsic dissipation only, we solve Eq. (2.30) in the stationary case
(

∂2

∂t2
x(t) = 0

)

and obtain the drift velocity vd(t) of a single electron. By introducing the

electron density ne we find the stationary current given by

j(t) = neevd(t) =
e2neγc
me

· E(t) (2.34)

The conductivity, i.e. the ratio between the charge-carrier flux and the stimulus given by the
external electric field, is therefore given by

σ =
j(t)

E(t)
=

e2ne

meγc
. (2.35)

The “Ohmic” resistivity ρ is defined as ρ = 1
σ

. The microscopic dissipation effects, that
influence the conductivity of bulk material, are merged together into the phenomenological
damping constant γc. The contributions to this constant are composed of interaction with

6Electrons from the 5d-valence band are excited into the 6s-conduction band. The required energy is
2.38 eV, corresponding to a frequency of 575THz.
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phonon’s, static lattice imperfections (e.g. impurity atoms) and grain boundaries which scat-
ter the conductance electrons due to a localized potential variation, compared to a “perfect”
lattice. These contributions can be added according the Matthiesen rule [36]

γc = γPhonon + γDefects + ...+ γ.... (2.36)

To get a deeper insight to the damping mechanism leading to the phenomenological value
γc in the Drude model, we have to focus onto the electron scattering effects within the solid
crystal. The characteristic values for these scattering effects are the mean free path l∞,
describing the distance between two scattering events and the corresponding relaxation time
τ , giving the time interval between these events.
The insufficiency of properly discussing electron scattering within the drude model, is due
to the fact, that we need an adequate velocity distribution of the electrons, which is not
inherently given within this model. Obviously, the electrons as fermions follow the Fermi-
Dirac distribution. We briefly introduce an extended electron theory (without deriving the
following relations), by Sommerfeld [37, 38], which also takes into account the electron-
phonon interactions and the right statistics, leading to proper values for the mean free path
and the relaxation times.
Let us assume, that only the electrons with energies on the Fermi-sphere Ef = ~

2kF
2/2me,

contribute to the conductance in the ground state. The corresponding momentum of these
electrons is then be given by

kF =
(
3π2ne

)− 1

3 . (2.37)

The velocity of the electrons at the Fermi-edge, leading us to the desired expression for the
mean free path and the corresponding time, which is given by

νF =
~

me

· kF , (2.38)

where ~ is the Planck constant7.To give some numbers, for bulk gold [37], we assume a
Fermi-vector kF = 0.1206 nm−1 and a Fermi-velocity νF = 1.41 × 106m/s. This is a re-
markable velocity, showing us that the electrons have about two per cent of the light velocity
c0. In addition, we can assume an external electric field, which only causes a shift of the
Fermi-sphere along the momentum vector of the electron flux. The mean free path for bulk
material is then given by the relation l∞ = νF τ , where τ denotes the scattering time. By
finding the expression for scattering lengths and times, we can switch back to the Drude
conductivity of Eq. (2.35), and find

σ∞ =
e2nel∞
meν∞

. (2.39)

By estimating the mean free path of gold bulk material [36, 37], we use a conductivity of
σ∞,300K = 4.55 × 105(Ω cm)−1 at room temperature, an electron density of ne = 5.8 ×
1022cm−3 and the assumptions above. We receive a mean free path of l∞ = 55 nm.
As a consequence of these findings, we have to take into account finite-size effects by down-
scaling the geometric dimensions comparable to this critical length.

7
~ = 6.582 · 10−16eV s
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Figure 2.4: In this sketch several metal layer configurations are shown. The parameter P is the so-called
specularity parameter describing the scattering probability of the electron at interfaces. Thus, P = 1 is the case
for elastic- and P = 0 for inelastic scattering. In (a) the metallic layer thickness d is bigger than the mean free
path l∞ of the electron in bulk metal. For this setting we do not expect any finite size effects. In (b) the layer
thickness is decreased below the characteristic mean free path. The specularity parameter is set to P = 1. We
expect an influence by the finite size of the thickness and elastic scattering at the boundaries. In (c) the absolute
layer thickness is also below the scattering length. In contrast to (b) we only obtain diffusive scattering, due to
the corrugated metallic surface. In (d) we find a scattering influence given by adsorbates, covering the metallic
surface.

Damping Properties in Thin Metallic Films and Wires

One result, we get from the considerations of the previous section is, that we have to keep in
mind finite-size effects by decreasing the geometric dimension of a conductor. For nanoscale-
objects this aspect becomes obviously very important. To motivate this influence, we de-
picted a possible electron trajectory, within a material slab, given in Fig. 2.4 (a).
The scattering characteristics of the electron interacting with the slab boundaries are deter-
mined by a phenomenological parameter, the so-called specularity parameter P . For total
inelastic-scattering this parameter is given by P = 0 and for total elastic scattering we set
P = 1. This parameter can therefore be used, to model the surface properties and to incor-
porate surface modifications, i.e. rough metal films, ad-atoms or molecules, adsorbates, or
surface alloying, which might influence the electron scattering [compare Fig. 2.4 (b)]. This
method is used to frame a theory describing the conductive properties of metallic films and
wires, with dimensions smaller than the characteristic scattering length l∞ in bulk metal [39].
Obviously, this method is limitated to very small slab thicknesses d ≪ l∞. When reaching
the regime where the dimensionality of the conductance is reduced, other more sophisticated
models have to be taken into account.



18 Chapter 2. Principles of Optics

To model a thin metallic slab or wire with the scaling parameter d, two simple approxima-
tions for the resistivity can be considered, respectively [39]:

Slab, d ≫ l∞
ρ

ρ∞
= 1 +

3

8
· (1− P ) · l∞

d
, (2.40a)

Slab, d ≪ l∞
ρ

ρ∞
=

4 · (1− P )

3 · (1 + P )
· l∞

d · log
(
l∞
d

) , (2.40b)

Wire, d ≫ l∞
ρ

ρ∞
= 1 +

3

4
· (1− P ) · l∞

d
, (2.40c)

Wire, d ≪ l∞
ρ

ρ∞
=

(1− P )

(1 + P )
· l∞
d
. (2.40d)

By assuming totally diffusive surface scattering P = 0 the length scale dependent contribu-
tions in Eqs. (2.40a-2.40d) maximizes. For P = 1, i.e. perfect scattering at the interface,
Eq.2.40a and Eq.2.40c reduce to the expression ρ = ρ∞. Simultaneously, Eq. 2.40b and
Eq. 2.40d are zero. This is necessary, because for perfect surface scattering we would of
course expect a bulk conductivity, described within the regime d ≫ l∞. From a practical
point of view, a perfect surface scattering for length scales below the scattering length is a
constructed case, which is not expectable in real metallic films of thicknesses comparable to
the mean free path of electrons in metals.
The equations are plotted for slabs Fig. 2.5 (a) and wires Fig. 2.5 (b). The graphs are plotted
for different size regimes given by d ≪ l∞ for the left column and d ≫ l∞ for the right col-
umn. The depicted red and black graphs display the different specularity parameters P = 0

and P = 0.5, respectively. The relative damping increases for decreasing film thicknesses
and wire diameters. According to the discussions about the mean free path, these results
seems to be expectable. The specularity parameter scales the scattering efficiency at the
boundaries. Therfore, for total inelastic scattering we get an increased damping as well. To
describe the specularity parameter P analytically, we have to consider the surface effects in a
quantum mechanical framework. This has been done in [40], where also surface corrugation
effects have been taken into account. This is performed by introducing a short scale rough-
ness and a long scale corrugation length, which determines the effective scattering efficiency
of an electron at an interface. For a more detailed description, we kindly refer the interested
reader to this illustrative article [40].
Another remarkable result, is the difference in resistivity scaling of metal slabs and wires.
By confining the metal in one dimension, meaning decreasing one dimension of the slab and
changeover to a wire, we decrease the effective scattering length and increase the scatter-
ing probability at the surface. This obviously causes higher resistivity for wires compared
to slabs for equal scaling parameters d. This could be a reason why the effective damping
parameters assumed for nanoscale objects, which can be composed as an arrangement of
wires [3], usually differs from the optical parameters deduced from thin metal films [16].
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Figure 2.5: In graph (a) the relative resistivity changes are plotted over the relative changes in material thick-
ness for a thin metal slab in the left and a thick metal slab in the right column. The used equations are given by
Eqs. (2.40b), (2.40d) for left- and Eqs. (2.40a), (2.40c) for the right column. In addition, two different specular-
ity parameters P = 0 (red) and P = 0.5 (black) are depicted for ech sub-panel. The crucial scaling parameter
is the mean free path l∞. Plot (b) shows the same relation as (a) but for a thin wire, according to Eq. (2.40c)
and (2.40d).

2.3 Wave Excitation in Nano-Scale Objects

In this section, we describe the possibility to externally excite electromagnetic waves travel-
ing along metal-dielectric interfaces - so-called surface plasmon polaritons - and collective
charge density oscillations inside a metallic particle, leading to so-called particle plasmons.
These effects are cornerstones in understanding the optical properties of effective materials,
by deducing the physics of the constituting single elements.

2.3.1 Surface Waves

Surface waves at metal dielectric interfaces, also known as surface plasmon polaritons, are
electromagnetic waves confined evanescently along the surface normal and traveling along
the materials interfaces. The surface plasmon polaritons are launched by the interaction of
an external electro-magnetic field with the free electron gas of a metal. Along these lines,
we discuss the wave equation of the surface plasmon polariton and deduce the dispersion
relation of these surface waves.
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The waveguide confining the surface plasmon polariton is given by a metal- and a dielectric
interface. For simplicity reasons, we chose ǫ↑ = 1 for the dielectric half space and ǫ↓ = ǫ(ω)

for the metallic half space. The underlying setup is sketched in Fig. 2.6 (a). We want to find
eigenmodes of the wave equation, because we are searching for surface waves also existent
without the presence of a permanent external stimulus. To find them, we have to solve the
homogeneous wave equation [27]

∇×∇×E(r, ω)− ω2

c20
ǫ↑↓(r, ω)E(r, ω) = 0, (2.41)

with the following constraints:

ǫ↑↓(r, ω) = ǫ↓(ω) = ǫ(ω) ∀ z < 0 ∧ ǫ↑↓(r, ω) = ǫ↑(ω) = 1 ∀ z > 0. (2.42)

By solving the equation for waves in the xy-plane, we find that only p-polarized waves are
propagating solutions, whose z-component of the electric field decays evanescently. For
a surface plasmon polariton traveling along the interface in x-direction, the corresponding
dispersion relation is given by [27]

k2
x =

ǫ(ω)

ǫ(ω) + 1

ω2

c20
. (2.43)

It is plotted in Fig. 2.6. For the z-component of the wave vector in the lower half space, we
find

k2
z =

ǫ(ω)2

ǫ(ω) + 1

ω2

c20
, (2.44)

and for the upper one

k2
z =

1

ǫ(ω) + 1

ω2

c20
. (2.45)

By regarding the dispersion relations we can derive constraints for the permittivities ǫ↑(ω)

and ǫ↓(ω) assuming, that we have a traveling wave in x-direction. For simplicity, we only
consider real values of ǫ↑↓(ω). This does not influence the generality of the assumption,
because we still receive real, as well as imaginary numbers for kx. Since we are aiming
for traveling waves, we neglect the imaginary values of kx, which decay over space. Addi-
tionally, surface plasmon polaritons are confined in the xy-plane. Thus, in both half spaces,
the z-component of the wave vector must be imaginary, this is mandatory to ensure an only
planar propagation. Both constraints (kx is real and kz is imaginary) are only fulfilled if
[compare Eqs. (2.43), (2.44) and (2.45)]

ǫ(ω) + 1 < 0 ∧ ǫ(ω) < 0. (2.46)

In a broad spectral range, these conditions are only fulfilled for a metal-dielectric waveguide.

For a Drude metal with ωpl = 2π×2064×1012 s−1 and γ = 0, we obtain the surface plasmon
polariton dispersion relation shown in Fig. 2.6 as solid line. The dashed line is the free-space
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Figure 2.6: In (a), a typical waveguide geometry for a surface plasmon polariton is depicted. The materials
permittivity is given by ǫ↑ for the dielectric- and ǫ↓ for the metallic half space. In (b) three different dispersion
relations are depicted. The solid lines represent the dispersion relation for a surface plasmon polariton traveling
along a metal-vacuum interface. The dashed line displays the light line, given by the free-space dispersion of
electromagnetic waves. The dotted line corresponds to the dispersion relation of a bulk plasmon.

dispersion ω = ck of electromagnetic waves in vacuum and the dotted horizontal line cor-
responds to the bulk plasmon, which is the collective oscillation of the free electron gas.
The shape of the surface plasmon polariton dispersion curve, is due to the strong coupling
between the light field and the conduction electrons, leading to spreading branches [41].
The lower branch converges to ω = ωpl/

√
2. It lies below the free space dispersion curve for

all frequencies. It follows, that due to the momentum mismatch, these modes can not couple
to free space and vice versa. Thus, we need technical appliances, to bypass the free space
momentum mismatch and excite surface plasmon polaritons [42]. One strategy is the exci-
tation of surface waves, by using a prism-coupling setup, based on the method of attenuated
total internal reflection, proposed by Otto [43] and Kretschmann [44]. Another strategy is
using an electron beam as stimulus. For this method, we have the possibility to efficiently
excite surface plasmon polaritons, without the obstacles occurring by the photonic excita-
tion, due to momentum mismatch [45]. It is also shown in Fig. 2.6 that the frequency of
the lower branch dispersion relation of the surface plasmon polariton is limited, whereas the
wave vector kx = 2π/λ is not. As a consequence of this findings, the wavelength can ap-
proach arbitrarily small values. For real metal-dielectric systems, these modes are attenuated
and will be strongly decreased after a short propagation length [42].
The upper branch of the dispersion relation of surface plasmon polariton lies above the light
line. Thus, these excitations can couple to the light filed. In this region (ω > ωpl), the metal
behaves like an ordinary dielectric.



22 Chapter 2. Principles of Optics

2.3.2 Particle Plasmons

In the previous section, we discussed the excitation of a surface plasmon polariton in a two
dimensional metallic slab as an eigenmode of the wave equation. By reducing the dimen-
sionality of this slab, then forming a metallic finite elongated particle, it is also possible to
find excitation, due to an external electromagnetic stimulus. These excitations, are denoted
as particle plasmons, which can be described as a collective oscillation of the free-electron
gas being confined to the volume of the particle. Many investigations have been done for
different geometries, e.g. spheres, ellipsoids [46], cubes [47], shells [48, 49] and the funda-
mental building blocks of metamaterials like split-ring resonators [3, 50].
The interaction of light with a small particle can be well described within the so-called quasi
static approximation, as long as the particle size is small compared to the wavelength of the
exciting field (d ≪ λ). In this regime, the spatial phase variation of the harmonic oscillating
electric field is negligible and can assumed to be constant over the considered range.

Figure 2.7: Illustration of a particle plasmon excited by an oscillating external electric field. The four pictures
describe a spherical as well as three snap shots of an ellipsoidal particle. The snap shots represent three
points in time, where we have a formed dipole with a full elongation of the electron gas (t=0, T=T/2) and the
compensation current (t=T/4).

As a macroscopic analogon for a one dimensional elongated electron gas, we can use the pic-
ture of an antenna in first approximation. The incident electric field E0 drives the electron
gas along the antenna axis and forms a dipole. The dipole moment is related to an opposing
field, which causes a restoring force for the charge carriers. The system starts to oscillate and
forms a harmonic oscillator driven by an external force, which can be described within the
already discussed Lorentz model 2.2.1. By assuming a spherical shaped particle, we obtain
the polarizability α given by [41]

α = 4πǫ0R
3 ǫ− ǫm
ǫ+ 2ǫm

, (2.47)

with the sphere radius R , the permittivity of the surrounding medium ǫm and ǫ the permit-
tivity of the sphere material. The dipole moment of the sphere is given by p = ǫmαE0. For
real valued ǫ, we reach the resonance conditions, when the absolute value of the denominator
|ǫ+ 2ǫm| becomes minimal. As a consequence of these findings, the polarizability and with
it the polarization are maximized.
The principle of the quasi-static approximation can also be expanded onto different shapes
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and geometries. One example which can also be completely analytically described within
this formalism, is an ellipsoidal particle. By transforming on principal axes, we find that we
have for each elongation direction a separate polarizability. Therfore, the polarization can be
described by a tensor of the form [51]





px
py
pz



 = ǫm





α1 0 0

0 α2 0

0 0 α3









E0,x

E0,y

E0,z



 . (2.48)

For the elements of the polarization tensor, we obtain [41]

αi =
4

3
πǫ0Vellipsoid

ǫ− ǫm
ǫm + (ǫ− ǫm)Li

. (2.49)

Where Li, with i = 1, 2, 3 describes the normalized geometry parameter (
∑

i Li = 1) and
Vellipsoid the volume of the ellipsoidal particle. From Eq. (2.49), we find, that the resonance
conditions are dependent on the material properties given by the permittivities of the materi-
als ǫ and ǫm, as well as on the geometry, given by the shape of the particle, which is described
by the volume Vellipsoid and the geometry parameter Li.
By assuming an electric field, polarized along the z-direction (compare Fig.2.7), we receive a
decrease of the resonance frequency by decreasing Lx and Ly, by a constant volume Vellipsoid

of the particle.
Within the quasi-static approximation we are now interested in the optical response given
by the metallic particle. A “microscopical” description can be given by the ability of the
particles to scatter and absorb light. This is quantified within the scattering and absorption
cross-sections, which are connected with the polarizability αi. They are given according
to [51]

Cscat,i =
k4
j

6π
· |αi| =

8k4
jπ

27
V 2
ellipsoid ·

∣
∣
∣
∣

ǫ− ǫm
ǫm + (ǫ− ǫm)Li

∣
∣
∣
∣

2

, (2.50)

where kj denotes the corresponding wave vector to the polarization of the wave in direction
of Ei. The related absorption cross-section is given by

Cabs,i = kj · Im [αi] =
4kjπ

2

9
Vellipsoid · Im

[
ǫ− ǫm

ǫm + (ǫ− ǫm)Li

]

. (2.51)

The extinction coefficient, describing all dissipations of the incoming wave. It is given by
Cext,i = Cscat,i + Cabs,i.
For the simple case of a sphere with volume VSphere and a metal dielectric function given by
ǫ = ǫ1 + iǫ2 this leads to [41]

Cext = 9
ω

c
ǫ
3

2

mVSphere
ǫ2

(ǫ1 + 2ǫm)
2 + ǫ22

. (2.52)

The scaling of the scattering cross-section in general is given by Cscat,i ∝ V 2
ellipsoid, whereas

the absorption cross section scales according to Cabs,i ∝ Vellipsoid. A consequence given by
the relations in Eq. (2.50) and (2.51), is a rapidly decreasing scattering contribution to the
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extinction Cext,i for decreasing particle dimensions.
All assumptions made above are only valid in the framework of the quasi-static approxi-
mation. For particle sizes and wavelength, where the condition (d ≪ λ) is not valid, we
are forced to find another description. For spheres, this can be done analytically with the
so-called Mie theory [52]. Within this framework, Maxwell’s equations are solved for an
incident plane wave interacting with a sphere, described by the material permittivity ǫ and
the corresponding geometry parameters including the surrounding medium. The scattering-
and extinction cross-sections are then given as multipole expansions [51]. Nevertheless, for
broad spectral investigations of the scattering properties of arbitrary shaped, ordered and
maybe coupled particles, a rigorous numerical calculation is required.



Chapter 3

The Metamaterial Concept

The propagation of light within matter can be well understood within the classical framework
given by Maxwell’s equations (compare chapter 2.1.1). The effective material properties
used within this framework result from averaging the microscopic response of the material
constituents, i.e. the atoms that make up the material. Hence, the spatial structure of the
single atoms are not taken into account. Due to this assumption, we must demand that the
light wave can not resolve the atomic structure. Thus, the relevant wavelengths have to be
much larger than the diameters of the atoms.
This concept can be regarded as universally valid, as long as one simultaneously scales the
wavelength of light and the spatial dimensions of the building blocks, that make up the
material. Along these lines, we can imagine an effective material, consisting of manufac-
tured building blocks complying the above made assumptions. Such a material is denoted
as metamaterial. These building blocks are made of natural substances and form the small-
est functional unit, a metamaterial consists of. It is not unusual to informally denote these
building blocks as “photonic atoms”1. As long as the interacting wavelength of light is much
larger than the dimensions of the functional building blocks, we can extract the well known
effective optical material parameters, i.e. the permittivity ǫ and the permeability µ.
The metamaterial concept gives the opportunity to influence the effective permeability and
permittivity of the material by tailoring the properties of the metamaterial building blocks.
This can be done for instance by a proper manufacturing of the geometrical structure and the
choice of the substances, the functional elements consists of.
This is an astonishing concept, since beside the adjustment of the permittivity ǫ it allows a
tailoring of the permeability µ. It is interesting to gain a material with a magnetic response
at optical frequencies, since it is unknown for natural materials . The ability to externally
control both, the electric as well as the magnetic effective material parameters, paves the
way towards materials showing intended optical properties and even unique optical effects
not known from natural substances.
Perhaps the most famous phenomenon created in the context of metamaterials is a medium
with a negative refractive index [53,54]. This can be achieved by tailoring the building blocks

1This term has to be taken with a grain of salt, because the “photonic atom” is no atom in the literal sense.
This term only emphasizes one property, i.e. the smallest functional element of the effective material.
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in a way, that one receives a negative permittivity and permeability in an overlapping spectral
range. At this point it has to be noted that a negative refractive index is only sufficient for
negative refraction [55]. Negative refraction can also occur in anisotropic materials [56, 57],
in crystals with an anomalous dispersion [58, 59] and in thin metal dielectric films due to a
negative beam displacement [60].
A material with a negative refractive index opens up many physical implications, i.e. inverse
Doppler shifts [61], an anomalous Cerenkov effect [1] and “perfect” imaging provided by
planar lenses [12, 62, 63]. In the following chapter, we want to introduce the derivation of
the material parameters, provided by the effective medium theory. We present concepts on
tuning the electric as well as the magnetic response within an effective material. By do-
ing so, we mainly focus on tuning the magnetic properties of the metamaterial given by the
permeability µ. For nature offers a huge variety of substances which cover a wide range
of permittivity values. Furthermore, we present a small excerpt of optical effects occurring
within metamaterials.

3.1 Optical Properties of Effective Media

The formalism discribed in section 2.1 gives us the effective parameters for a natural material.
Along these lines, we want to introduce the derivation of the optical parameters provided by
an effective material. Similar to a conventional crystal, we assume a periodically arranged
structure of the metamaterial building block elements with the diameter d of the element
and the lattice constant a, defining the displacement between the single elements. Within
this formalism we have to ensure, that the wavelength of light interacting with the effective
material is small compared to the diameters of the building blocks. This claim is necessary
to fulfill the dipole approximation. In addition, the lattice constant is chosen such, that no
coupling between the single elements occurs. By doing so, we can assign to each single
building block element an electric polarizability αe and a magnetic polarizability αm, as the
“microscopic” response of the associated dipoles to an external stimulus. By introducing the
density n of all sites, we obtain the macroscopic polarization

P = nαeE = ǫ0χeE, (3.1)

and the permittivity given by ǫ = 1+χe (compare section 2.1.1). Equally, we can derive the
macroscopic magnetic response by

M = nαmH = µ0χmH, (3.2)

where the permeability is given by µ = 1 + χm. The formalism given above is denoted
as effective medium theory. Beyond the assumptions made, also inhomogeneous media or
materials consisting of coupled building blocks can described within the effective medium
theory. However, the derivation of the effective properties is based on more sophisticated
methods. For more information about effective medium theory in general, and the retrieval
of effective material parameters in particular, we refer the interested reader to [25, 46, 55].
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3.2 Charge Density Changes in Metals

The optical properties of metals strongly depend on the density of free charge carriers within
the metal. The ability to change the amount of free charge carriers obviously offers the
opportunity to change the optical properties. In the following sections, we discuss strategies
pursued to achieve charge carrier density changes within an effective material, given by a
so-called diluted metal.

3.2.1 Diluted Metal

In section 2.2.2 we discuss the optical properties of metals. In Eq.(2.32) we can see that the

permittivity depends on the plasma frequency ωpl =
√

ne2

meǫ0
, where n denotes the density

of free electrons. Obviously, we can alter the optical response of the material by changing
the free charge carrier density. This can be performed by intersecting the bulk metal with
non metallic inclusions. Therefore, the effective charge carrier density in a unit volume is re-
duced, and the plasma frequency decreases. Experimentally, this can be realized by dielectric
inclusions within a metal, consisting of a compound made of metallic pillars in air [64, 65]
or long metallic stripes [50, 62, 66].
For the case of metallic pillars with a circular base of radius r, which are periodically ar-
ranged in the base plane with a lattice constant a, the effective plasma frequency, given for a
an external electric field polarized along the pillar axis, is given by [64]

ωpl =

√

neffe2

me,effǫ0
. (3.3)

The effective electron density is given by neff = nπr2

a2
with the bulk electron density n, which

scales the effective metal density within the unit cell. The electron mass is now also an effec-
tive parameter, which takes into account the self inductance of the metallic wire. It is given
by me,eff = µ0

2π
a2e2neff ln

(
a
r

)
.

Thus, the effective dilution of metals allows to tune the plasma frequency over a wide spec-
tral range. The conception presented gives the opportunity to adjust the value of the effective
permittivity for a given frequency.
This phenomenon only occurs for a specific polarization state of the excitation stimulus,
which can simply be understood by a geometrical consideration of the unit cell, the effective
medium is based on. Taking for instance the pillar geometry [64], one can simply imagine
that the effective dilution phenomenon only occurs for an external electric field, oriented
along the pillars axes. For the perpendicular polarization state an oscillation of the con-
fined electron gas is induced, which is described in section 2.3.2 in the notion of particle
plasmons. These effects also occur for similar geometrical assemblies of elongated metallic
structures [67, 68].
The variation of the permittivity, described in terms of a diluted metal, is based on an effec-
tive reduction of the electron density within the metal. Therefore, this concept only allows
to shift the plasma frequency to lower values. Thus, the bulk electron density in metals de-
scribes the upper boundary of the tuning range.
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To increase the plasma frequency beyond value given for for bulk metals, one must have
the ability to change the charge carrier density within the metal. This concept is discussed
in terms of an electrochemically induced charge injection, changing the net number of free
electrons within the metal [22, 69, 70]. Since the underlaying mechanisms for these effects
are given in chapter 4, we discuss the related optical effects at this point as well and refer the
interested reader to section 4.3.

3.3 Split-Ring Resonators as Metamaterial Representatives

One of the most widely used representatives of a plasmonic building block is the split-ring
resonator. The main reason for this is due to the fact, that one can tune the magnetic response
over a broad spectral range. Therefore, it is not unusual to denote the split-ring resonator as
“magnetic atom”2. A general aspect is the resonance frequency tuning properties, which
scales anti proportional to its lateral sizes, with the constraint, that the resonance frequencies
are far below its plasma frequency [19, 71, 72]. Historically, this concept has been used
for microwave experiments [73–75]. The advances in micro- and nano-structuring make it
feasible, to expand the scope of these structures to the infrared and visible spectral-range, by
miniaturizing the dimensions of the underlying split-ring resonators. By pointing out a few
milestones, we can follow the evolution from resonators with a resonance in the microwave
range [65, 74], the terahertz region [76, 77], over the infrared spectral range [3, 78, 79], up to
the visible [19].
In the following sections we want to introduce the reader to the concepts being used to
describe the optical properties of split-ring resonators. At this point, two coexistent modeling
conceptions are used, which are given by the plasmonic picture on the one hand, and a
LCR-resonator model on the other hand. In addition, possible excitation geometries and
modifications are discussed.

3.3.1 Split-Ring Resonators as Electric Circuits

The split-ring resonator can be described within a LC-circuit model [compare Fig. 3.1 (b)]
[80]. Here, the inductance L within the model is given by the ring-wire, representing one
single winding of a coil, and the capacitance C, which is formed by the two end facets of the
same wire. This system can be excited, where the oscillating current flux induces a magnetic
dipole moment perpendicular to the model plane and the accumulated charge carriers causes
an electric dipole moment, oriented in plane. The resonance frequency of the LC-resonator
is then given by the well known textbook formula [42]

ωLC =
1√
LC

. (3.4)

To adapt this simple model to real conditions of a sub-micron metallic split-ring resonator,
occurring dissipation effects have to be taken into account. These loss channels essentially

2It needs to be reiterated that the word “magnetic atom” is not to be taken too literally.
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Figure 3.1: In (a) a excited split-ring resonator is depicted. The displaced charge carriers are the source for
the dipole moment p, and the induced ring-current for the magnetic moment m. In (b) the corresponding
LCR-circuit model is depicted. Figure (c) shows the split-ring resonator with its geometrical parameters.

consist of material intrinsic Ohmic losses and radiation losses (compare chapter 2.2.3, or
[81, 82]). By defining the resistance R, we can therein effectively merge both, the Ohmic-
and radiation losses and expand the LC- to a LCR-model.
Therefore, the equation of motion for the charge carriers within a split-ring resonator excited
by an external stimulus can be expressed according to Kirchhoff’s law. The subsequent
discussion follows the derivation given in [25]. Applying Kirchoff’s law we receive

UC + UR + UL =
1

C

∫

Idt+RI + L
dI

dt
= Uind, (3.5)

where the electric dipole moment is generated by the charge separation
∫
Idt and the lateral

displacement of the capacitor plates s. We assume a periodic continuation of the single ele-
ments with the lateral lattice constant ax = ay = axy and the lattice constant in z-direction
az. Moreover, we predict a negligible coupling between the single elements. The macro-
scopic polarization P can be expressed according to the density given by NLCR/A = 1

a2xyaz

and the microscopic dipole moment, which in assumptions leads to

Px(t) =
1

a2xyaz
s

∫

Idt. (3.6)

Similarly, the induced ring current microscopically induces a magnetic dipole moment m,
which is defined by the current j and the area penetrated by the magnetic flux (lxly)

mz(t) = j(t)lxly. (3.7)

Using the oscillator density given above, we get the expression for the macroscopic magne-
tization

Mz(t) =
1

a2xyaz
j(t)lxly. (3.8)
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One should point out, that the assumptions made above, take the Ohmic current into account
only. This, however, is just valid for small plate distances s, where the displacement current
plays a minor role.
By regarding Fig.3.1, we can see two possibilities existing to couple the resonator to the light
field (also compare Fig.3.4). In the first case the H-field generates a magnetic flux given by
Φ(t) = µ0Hz(t)lxly which induces the source voltage Uind = −∂Φ

∂t
, according to Faraday’s

induction law. For a magnetic field, given by H(t) = H0 exp(−iωt) + c.c., we obtain the
magnetization

Mz(t) =
fω2

ω2
LCR − ω2 − iγω

Hz, (3.9)

where γ = R/L with the inductance of a long coil L = µ0lxly/d and the filling fraction
given by f = lxlyd

a2xyaz
. The polarization induced by Faraday’s law is then given by Px =

exp(−iωt) + c.c. with

Px(t) =
s

lxly

ifω

ω2
LCR − ω2 − iγω

Hz. (3.10)

Here we assumed the capacitance to be C = ǫ0wt/d, which is valid for a capacitor with large
plates.
By presuming the electric field to be the external stimulus, we similarly find the source
voltage to be Uind = Ex(t)d, with Ex(t) = Ex exp(−iωt)+c.c.. The resulting magnetization
and polarization are then given by

Mz(t) =
s

µ0lxly

−ifω

ω2
LCR − ω2 − iγω

Ex (3.11)

and

Px(t) =
1

µ0

(
s

lxly

)2
f

ω2
LCR − ω2 − iγω

Ex. (3.12)

Using the material equations from section 2.1.1

D = ǫ0E + P , (3.13a)

B = µ0 (H +M ) (3.13b)

and summarizing the relations given above, we can reduce the statements to the following
form (

Dx

By

)

=

(
ǫ0ǫ −ic−1

0 ζ

+ic−1
0 ζ µ0µ

)(
Ex

Hy

)

. (3.14)

Here, we introduced the electric permittivity

ǫ(ω) = 1 +

(
sc0
lxly

)2
f

ω2
LCR − ω2 − iγω

, (3.15)

the magnetic permeability

µ(ω) = 1 +
fω2

ω2
LCR − ω2 − iγω

, (3.16)
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and the bi-anisotropy parameter

ζ(ω) = −
(
sc0
lxly

)
fω

ω2
LCR − ω2 − iγω

. (3.17)

Considering the relations given above, it can be stated that both, the external electric field
E(t) and magnetic field H(t) are source for the polarization and magnetization. The ex-
traordinary character of an effective material consisting of split-ring resonators is given by
exhibiting a magnetic response µ(ω) even for optical wavelength. This phenomenon is abso-
lutely unusual for natural materials. A further interesting aspect discribes the fact, that one
can get a magnetic response by solely coupling the resonator to the electric field (compare
Fig.3.4). This aspect is related to bi-anisotropy and leads to cross coupling terms given in
Eq. (3.14). The bi-anisotropy strongly influences the excitation of the oscillator and must be
accounted for the retrieval of effective optical parameters. As a result an effective material
consisting of split-ring resonators looses its inversion symmetry. For further consequences
of the findings described above, we refer the interested reader to [25, 83, 84].

3.3.2 Geometric Variations

Since the invention of the split-ring resonator geometry, several structural modifications have
been applied to adapt the optical properties to the experimental needs. In the following we
would like to discuss a selection of these modifications, which are depicted in Fig. 3.2 (a)-
(e). We start in Fig. 3.2 (a) with the usual split-ring resonator geometry. By increasing the
gap size, i.e. the distance between the capacitor plates within the LCR-model [compare
Fig. 3.2 (b)], we decrease the capacitance of the resonator and therefore increase its resonance
frequency. The configuration shown in Fig. 3.2 (c) is extended to a two slit geometry, which
is denoted as cut-wires [85]. In this and the following geometries [compare Fig. 3.2 (b)-(e)]
the number of gaps is increased by increments of one. Due to the fact, that the capacities
are connected in series, the total capacitance decreases with the number of gaps i given by
Ctot =

(∑
Ci

−1
)−1

. The decrease in total capacitance Ctot leads to further increase in the
resonance frequency.

Figure 3.2: In the figures (a)-(e) possible representatives of the split-ring resonator design are depicted. In (a)
the typical horse-shoe shaped resonator is shown. It is the classical design consisting of an inductance (wire)
and a capacitance (plates between the gap). This can be geometrically varied to a U-shaped (b) or a double
wire (c) where an additional capacitance is created. Figure (d) and (e) shows an extension to a structure with
three and four capacitive elements.



32 Chapter 3. The Metamaterial Concept

3.3.3 Split-Ring Resonators as Plasmonic Objects

Another approach to describe the optical effects of plasmonic objects is similar to the dis-
cussion of section 2.3.2 and inspired by the geometry of a straight antenna [24]. By applying
an external stimulus, which excites the charge carriers within the antenna along the main
axis, we receive an oscillating system, where the first three eigenmodes are exemplified in
Fig. 3.3 (a)-(c). Deforming the straight antenna by bending up both ends, we obtain the split-
ring resonator already discussed. In analogy to the antenna geometry, the corresponding
eigenmodes are visualized by the current within the resonators, given as black arrows. The
excitation polarizations are depicted by the red arrows in Fig. 3.3. The fundamental mode
of the split-ring resonator [Fig. 3.3 (d)] and the second order mode [Fig. 3.3 (f)] are equally
excited by a horizontal polarized plane wave, whereas the first order mode of the split-ring
resonator is excited by the vertical polarization. Another difference is due to the fact, that the
fundamental mode of the split-ring resonator is accompanied by a circular current, which is
the source for a pronounced magnetic dipole moment. Hence, this mode is denoted as mag-
netic mode, whereas the first order- and second order modes are denoted as vertical-electric-
and horizontal-electric mode. This is due to their negligible or compared to the first order
mode insufficiently pronounced magnetic dipole moment. The denotiation vertical and hori-
zontal correspond to the polarization direction of the incident plane wave. The fundamental
excitation of the split-ring resonator exhibits both, an electric- and a magnetic dipole mo-
ment. Furthermore, this mode can externally be excited by an electric and a magnetic field.
Similar to the antenna, the split-ring geometry also shows a size dependent excitation char-

Figure 3.3: In Figure (a)-(c) the first three eigenmodes of an antenna are depicted. The excited currents within
these antennae are depicted by the black arrows. By deforming its geometry and bending the antenna ends to
a U-shaped “antenna” we end up with the already discussed split-ring geometry (d)-(f), where the correspond-
ing eigenmodes of the system are depicted in analogy to the antennae modes. The corresponding excitation
polarizations for the antenna and the split-ring resonator are given by the red arrows.
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acter. Moreover, the wavelength of the excitation stimulus is determined by the dimensions
of the underlying split-ring resonator, which are given by the lateral dimensions lx and ly,
the thickness d and the wire width w [compare Fig. 3.1 (c)]. In addition, the excitation is
also strongly polarization dependent. By scaling down the given dimension and distinguish-
ing between the magnetic- (i) and the vertical electric mode (ii), we observe the following
resonance scaling behavior for the dimensions given above:

(i) Scaling down lx causes a shift of the magnetic-resonance to shorter wavelength. Whereas,
an increase of ly causes a shift to longer wavelength [86]. Similarly, scaling down the
parameters d and w also shifts the magnetic-resonance to longer wavelength.

(ii) The vertical-electric mode can be interpreted in good approximation within the picture
of a particle plasmon. Therefore, a decrease of ly causes a shift to shorter wavelength.
In contrast, scaling down lx, w, and d shifts the vertical-electric resonance to longer
wavelengths.

Concerning the underlying parameters, the absolute scaling sensitivity of the resonance differ
notably. The most efficient and experimentally easiest way to tune the resonance wavelength
is scaling the resonator thickness d. Concerning the experimental work presented in chapter
7 and chapter 8 we do not have this freedom, as we are forced to minimize the resonator
thickness d to maximize the intended optical effects. Thus, we focused on scaling the lateral
dimension lx and ly to shift the resonance wavelength into the regions of interest.

3.3.4 Excitation Geometries

In this section we discuss the different excitation geometries for a split-ring resonator. The
term excitation geometry describes the relative orientation of the tricolon given by the wave
vector k, the electric field E and the magnetic field H , relative to the split-ring orienta-
tion (compare Fig. 3.4). As already discussed in section 3.3.1 the magnetic-resonance can
be excited by both, the electric- E and the magnetic field H . Materials with this special
characteristics are denoted as bi-anisotropic [25]. A direct coupling by the magnetic field
to the split-ring resonators designed for optical frequencies is rather an exception [50]. This
is typically due to the huge manufacturing effort being necessary to produce these structure
geometries. Therefore, the common excitation geometries are depicted in Fig. 3.4 (a) and
(b), where the wave vector k is oriented perpendicular to the resonator plane [3, 79, 87, 88].
For the configuration shown in Fig.3.4 (a) the electric field E couples to the vertical-electric
mode of the split-ring resonator (compare section 3.3.3). By orienting the electric field E

along the split-ring gap, we couple via the capacitance and excite the magnetic-resonance
[compare Fig. 3.4 (b)]. For the geometry shown in Fig. 3.4 (c) the magnetic field H directly
couples to the magnetic moment of the resonator, and excites the magnetic-mode. A similar
excitation geometry can be found in section 3.4.1, where the plate- and wire-pair geometry
is briefly discussed [67, 85]. In Fig. 3.4 (d) the configuration is depicted, where the electric-
as well as the magnetic field couple to the magnetic mode of the split-ring resonator.
It has to be noted, that for the configuration depicted in Fig. 3.4 (c)-(d) retardation effects play
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Figure 3.4: In this graph the coupling of the external electromagnetic fields to the split-ring resonator is shown.
The incident wave couples to the vertical electric mode of the SRR via the electric E field, depicted in (a). (b)
shows the orientation where the electric field E is oriented along the gap and couples via the capacitance to
the magnetic mode. The orientations depicted in (a) and (b) are the common excitation geometries for optical
wavelength. In configuration (c) the light travels along the resonators and only the H field couples to the
magnetic mode, oriented perpendicular to the resonator plane. Configuration (d) shows the coupling to the
magnetic mode by both, the electric field E and the magnetic filed H . As already discussed in section 3.3.1,
phase delays of the driving fields have to be taken into account.

an important role. This is already discussed in section 3.3.1 and is due to the fact that both,
the external electric- E and magnetic field H drive the oscillator, whereas the polarization
P and magnetization fields M are phase delayed relative to their exciting stimulus [25].
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Figure 3.5: By coupling two single wires to a cut-wire pair, we receive a symmetric (i) and an antisymmetric
mode (ii). The corresponding currents are visualized by black arrows. The antisymmetric oscillation is similar
to the excitation geometry shown in Fig. 3.4 (c) and shows a magnetic dipole moment which leads to an effective
permeability µ 6= 1. The incident plane wave is depicted by the vector tricolon.

3.4 Optical Phenomena in Metamaterials

In this section we present a small selection of optical phenomena occurring in photonic
metamaterials. The effects presented in the following are mainly related to the extraordi-
nary property of photonic metamaterials allowing to tune the electric permittivity and the
magnetic permeability even for optical wavelength of light. This opens up the possibility to
create materials with a negative index of refraction.

3.4.1 Creating a Negative Index Metamaterial

In section 3.2.1 we discussed the concept of a diluted metal, allowing the spectral tuning of
the electric permittivity. Thus, this method allows to provide a negative permittivity over a
broad spectral range.
The cut-wire geometry is a variation of single plasmonic elements which are depicted in
Fig. 3.5. Coupling two of these wires, by bringing them in close vicinity, generates two
modes, where the currents oscillate in- and out of phase [85]. The in-phase oscillation is de-
noted as symmetric and the other one as antisymmetric oscillation. Similar to the excitation
geometry shown in Fig. 3.4 (c), the cut-wires allow to couple via the electric and magnetic
fields. Therefore, this structure exhibits a magnetic permeability µ 6= 1.
We now would like to discuss, what we need in order to obtain a negative index of refraction.
First of all, the real part of the refractive index Re(n) = Re(ǫ) Im(µ)+ Im(ǫ) Re(µ) < 0 has
to be negative. Moreover, the material’s permeability and permittivity have to fulfill this rela-
tion for an overlapping spectral region [55]. At this point it has to be noted, that one receives
a negative index of refraction only when the real parts of the permeability and permittivity
are negative [28]. This is directly connected to higher losses, which make the case of simul-
taneous negative real- and imaginary parts of the refractive index more desirable [50].
An experimental realization can be performed by the concept of the diluted metal discussed
in section 3.2.1, allowing the spectral tuning of the electric permittivity combined with an
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Figure 3.6: In this graph the so-called fishnet structure, providing a negative index of refraction is depicted. It
is a compound of cut-wires delivering a negative permeability µ and long metallic wires which act as a diluted
metal and provide a negative permittivity ǫ. Combining both, we receive the fishnet. Adapted from Ref. [55].

effective material exhibiting a magnetic dipole moment in the appropriate spectral range.
The first functional structure, having both, a negative permeability and permittivity was a
composite material. It consists of split-ring resonators and long metallic wires providing a
negative index of refraction in the microwave region [65]. In the spirit to achieve this for
optical wavelength and the new possibilities provided by micro- and nano-structuring tech-
niques, the concept of cut-wire pairs has been combined with the long metallic stripes. This
leads to a new kind of composite structure, providing a negative index of refraction in the
infrared region at about 150 THz-frequency [50]. It is due to the net like assembling of this
composite, that it is informally denoted as fishnet structure (compare Fig. 3.6). This struc-
ture type is composed of cut-wires pairs with an effective negative permeability, delivering a
resonance with a quasi-Lorentzian line-shape and long metallic wires, which act as a diluted
metal. The optical properties of a diluted metal can well be described within the standard
formalism described in section 2.2. Thus, both parameters, i.e. the permeability µ and the
permittivity ǫ can be adjusted by scaling the geometrical parameters of the functional ele-
ments, the fishnet structure consists of.
This was the starting point for a new stimulus given to the field of metamaterials, leading to
radical improvements of fabrication techniques and putting forth the development of negative
index metamaterials in the telecommunication spectral range [66] or even in the visible range
at 780 nm wavelength [4]. Further works document, that a periodically stacking of several
functional layers does not destroy the effect of negative refraction and therefore paves the
way to a three-dimensional photonic metamaterial with negative refractive index [53, 54].

3.4.2 Negative Refraction

In the previous section we presented the fishnet structure providing a negative index of re-
fraction. In the following, we would like to discuss the consequences one preserves from a
negative index material in linear optics and therefore extend the discussion of section 2.1.4.
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Figure 3.7: In this figure the refraction of a p-polarized- (a) and s-polarized wave (b), at an interface of two half
spaces with ǫ = µ = 1 and ǫ = µ = −1 is depicted.

In Fig. 3.7 we depicted the situation of a p- (a) and s-polarized beam (b), coming from a
vacuum half space and intersecting the half space of a material with negative index of re-
fraction. By investigating this beam coming from the vacuum half space, ǫ1 = µ1 = 1 and
impinging onto a surface of the negative index material with ǫ2 = µ2 = −1 under oblique
incidence, one makes the curious observation that the light is refracted to the “wrong” side
of the surface normal (compare Fig. 3.7). This can immediately be interpreted by Snell’s law
Eq.(2.15), which shows that the beam obviously is refracted with a negative angle measured
relative to the surface normal. In addition the model system depicted in Fig. 3.7, shows no
reflection at the surface, which is due to a perfect impedance matching Z1 = Z2. Therefore,
one would only expect surface reflection by a mismatch of the impedance Z = Z0

√
µ
ǫ
, with

the vacuum impedance Z0 = 377Ω (compare Fig. 3.7).
The fields within the different half spaces for p- and (s-) polarization change their sign for
the magnetic- and (electric-) or are mirrored at the plane of incidence for electric- and (mag-
netic) fields. Applying the boundary conditions for E- and B fields at an interface between
positive-and negative index material accompanied with Maxwell’s equations we can extract
the wave vector k and the Poynting vector S by

k = ωE ×B ∧ S = E ×H . (3.18)

Combining the assumptions made above, it shows that in the negative index material the wave
vector k and the Poynting vector S are anti parallel to each other, leading to an astonishing
phenomena of so-called backward waves [42], which have been experimentally presented by
measuring the phase and group velocities of light in a negative index metamaterial [62].

3.4.3 The Perfect Lens

One curious, “possible” future application incorporating the effect of negative refraction is
the perfect lens [1]. It has theoretically been shown by J. B. Pendry that a slab consisting of
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Figure 3.8: (a) A planar lens consisting of a material with n = −1, images the light of a point source S on the
left hand side of the slab to its Image I on the right hand side. (b) Within this slab the evanescent modes of
the image decaying in free space, are exponentially enhanced, which enables sub-wavelength or even perfect
imaging [12].

negative index material forming a lens, which enables, under certain circumstances, a perfect
image [12]. The setup discussed is graphically depicted in Fig. 3.8 for a material slab with
thickness d and refractive index n = −1 surrounded by vacuum. Here, a point source is
imaged by a slab with refractive index n = −1. Similar to conventional lenses, the image
I is a reconstruction of the point source S mediated by the real valued wave vector compo-
nents of light, which is geometrically depicted by the dashed black lines in Fig. 3.8 (a). In
contrast to usual lenses, the imaginary valued components of the wave vector k, also denoted
as evanescent waves, do not vanish along the propagation within the lens. The evanescent
modes experience an exponential amplification within the negative index medium and there-
fore suppress the lack of source information allowing a perfect reconstruction of the source
S within the image I [compare Fig. 3.8 (b)].
However, it has to be noted, that the mechanism of perfect imaging is very sensitive to
material losses, given by the imaginary part of the refractive index Im(n). For a real ma-
terial system this seems to be highly nontrivial, because Kramers-Kronig relation requires
Im(n) 6= 0 for Re(n) 6= 1 [89–91]. Even small losses lead to strong influences concern-
ing the imaging behavior [63]. Inspired by this concept, works on sub wavelength resolu-
tion have been presented, using either the effect of enhancing evanescent modes by metallic
material slabs [13, 92] or so-called hyperbolic lenses, which provide sub wavelength imag-
ing [93, 94].



Chapter 4

Principles of Electrochemistry

Electrochemistry is a field between chemistry and physics connecting chemical reactions di-
rectly to a charge transfer within the occurring processes. The reaction partners typically
consist of solvated, mobile chemical species and a solid electrode as counterpart. Therefore,
the interaction zone can closely be localized to the vicinity of the electrodes surface, where
all processes are mediated by charge displacement- or transfer effects. Thus, for most of
our investigations, we can focus onto the intermediate region between the electrode and the
electrolyte to describe the underlying processes.
The impact of electrochemistry is accompanied by a huge bundle of phenomena, e.g. elec-
trophoresis, catalysis and corrosion. These effects are implemented in devices like batteries,
fuel-cells or metal-plating techniques, which already permeated our daily life.
In the following we give a brief overview about surface effects occurring in electrochemical
processes as far as those affect the underlying work. This is divided into capacitive- and
chemical surface reactions, influencing the electronic structure of the electrode material and
surface restructuring effects based on an enhanced electrode material mobility.

4.1 Structure of Metal-Electrolyte Interfaces

The entire investigation of capacitive and chemical reactions in electrochemistry can be sim-
plified described as surface reactions and charge transfer phenomena, which occur at the
intermediate region between the electrodes and the electrolyte, forming an electrochemical
cell. Typically, this term denotes a system of a transfer medium, which usually consists
of a liquid electrolyte phase and at least two electrodes, initiating the charge carrier flux.
A simple model gives a surprisingly good phenomenological description of the electrode-,
electrolyte interface and can be related to a plate capacitor. The plates of this capacitor are
formed by the metal electrode surface with its surface excess charges on one side and the
mobile solvated ions on the other side. The medium in between is given by solvated ions,
which behave like a dielectric or a plasma, dependent on the external electric field strength.
These assumptions form the fundamentals for the following descriptions.

39
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4.1.1 The Double Layer Model

As discussed already, that the intermediate plane of an electrode on the one side and the
electrolyte on the other side can be simplified described within a capacitor model suggested
by Helmholtz [95, 96]. Therefore, the surface charges of the electrode are screened by the
ions solvated in the electrolyte. By assuming the media in between the plates to be dielectric,
the properties are given by the well known text book formula for the stored charge density
of the plates [97]

σ =
ǫǫ0
d

· V, (4.1)

with the potential difference V and the effective difference d between the plates. The capac-
itance is determined by

Cd =
∂σ

∂V
=

ǫǫ0
d
. (4.2)

The weak point of this model becomes obvious by regarding Eq. (4.2). The capacitance is
assumed to be constant, which is a result of the naive assumption, that the dielectric prop-
erties of the intermediate plane ǫ, as well as the effective distance d do not depend on the
applied potential and the charge carrier distribution within the media. This insufficiency has
been fixed by Gouy and Chapman [98, 99]. They introduced a diffuse layer, consisting of
capacitive slices with thickness dx, parallel to the electrode plane. These slices compensate
the charge given on the electrode surface and can be understood as a series of capacitors.
Therefore, the ionic concentration ni is determined by a Boltzmann factor, with respect to
the bulk concentration n0

i and the electrostatic potential Φ. This assumption can be written
as [97]

ni = n0
i exp

(−zieΦ

kBT

)

, (4.3)

where e denotes the electron charge, kB the Boltzmann constant, T the absolute temperature
and zi the charge of the ion. The charge distribution can be expressed by adding the layers
according to

ρ(x) =
∑

i

nizie. (4.4)

By using the charge distribution given by the Boltzmann equation and combining it with the
Poisson equation from the electrostatic, we yield the Poisson-Boltzmann equation discribing
the potential profile through the capacitor slices.
We present the results for the potential profile, while the derivations can be found in appendix
A. This profile exponentially decreases over distance and is given according to the electrode
potential Φ0 and the dissipation constant κ as

Φ = Φ0 · exp(−κx). (4.5)
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The inverse 1/κ has the unit of length and is denoted as Debye length. Typical values for the
Debye length are a few nm [97]. It decreases for increasing electrolyte concentrations.
The weakness of this theory is given by the assumption of point charge constituents within
the electrolyte solution. Therefore, the distance between the electrode surface and the sol-
vated constituents decreases towards zero separation. This really non-realistic assumption
is fixed by Stern [100], who introduced a plane of closest approach, which is given by the
ionic radii and the surrounding solvation shell. This leads to a linear behavior, for dis-
tances smaller than the the characteristic Debeye length scale. The results are depicted in
Fig. 4.1 (b). This scale defines the outer Helmholtz plane (OHP), which gives the lowest
boundary for unspecifically adsorped species1 [compare Fig. 4.1 a)].

Figure 4.1: In (a), a sketch shows the double layer region, given by the electrode surface and the solvated- or
specifically adsorped ions. The radii of the solvated and the specifically adsorped ions, defines the outer- and
inner Helmholtz plane, respectively. The corresponding potential profile, for unspecifically adsorped ions only,
is given in (b). Where the Stern modification (red) is a continuous extension of the Gouy-Chapman potential
profile depicted in black. The single density slices are displayed by the gray shaded areas. The profile with
the connected values is adapted from [97], with Φ0 = 100mV, 1/κ = 3.04 nm and relative dielectric value
ǫr = 78.49.

4.1.2 Chemical Surface Reactions

Solvated ions, interacting with the electrode surface by electrostatic forces only, are denoted
as nonspecifically adsorped. These are usually cations or specific anions, for instance F−

which are strongly bound to their solvation shell. They form the OHP. Other ionic species,

1The emphasis by using the term “unspecifically adsorbance” is more on “unspecifically” than on “adsor-
bance”. The first term is used to express that the specific chemical properties play no role and the binding
caused by long range interactions is described with the term adsorbance.
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mostly anions, e.g. Cl−,Br−,I−, tend to partially strip off their solvation shell by increasing
the given electrode potential and specifically adsorp at the electrode surface [101]. In gen-
eral, this happens for positive and for negative potentials (measured relative to a standard
reference electrode), dependent on the charge of the constituting ion and the strength of the
applied electric field. The specific ion radii then define a new length scale, which is given by
the inner Helmholtz plane (IHP) [compare Fig. 4.1 (a)].
For further increasing the potential, oxidation and reduction processes of the ionic species
located at the interface appear with an accompanied charge transfer through the interface.
These effects are expected at the positive end of region I within the cyclic voltammogram
depicted in Fig. 4.2 (a). Furthermore, this process is schematically depicted in Fig. 4.2 (b).
These effects are generally classified in faradaic- and non-faradaic processes. The term
“faradaic” determines a processes, where the transfered charge carriers are proportional to
the number of chemical reactions occurred. All other charge incorporated reactions are de-
noted as non-faradaic.
To investigate the occurring processes and their reproducibility, one has to explore measure-
ments of the current flux, which give a characteristic fingerprint of the underlying processes.
These techniques are discussed in the following section.

4.1.3 Electrochemical Voltammetry

In considering the reactions, occurring within an electrochemical cell, for instance oxidation
and reduction processes, ad- and desorption of ionic species, capacitive surface charging and
many more, we always have a strong relation to the applied potential, which determines the
energy of all charge carrier species involved in the electrochemical processes. To investigate
all these different effects, current and voltage measurements are of tremendous interest. Both
quantities are well accessible and can be measured with high accuracy. In addition, they give
a direct response about the occurring surface reactions. A typical method used for these in-
vestigations is the cyclic voltammetry (CV), where the given current between the electrodes
is measured as a function of the applied potential, which is varied periodically. An important
side aspect of this method is the investigation of the reversibility of the underlaying surface
reactions. Such a CV is depicted in Fig. 4.2 (a). In this graph, the potential axis is divided
into five different sections, where the occurring processes can be classified by the current
characteristics. In section I the so-called oxygen region is depicted. In this interval oxygen
evolution takes place and even oxidation processes are possible. These effects are typically
incorporated by strong current gradients. Within the subsequent section a broadened increase
peak of the current can be observed. This effect is related to the specific adsorption of OH−.
In the third section we see the desorption of OH− species deposited on the electrode surface.
This effect is accompanied with a localized and very strong current gradient. The fourth
section displays the so-called double layer region, where the current shows no strong volatil-
ity. This is the region where typically nearly no chemical surface reactions takes place. The
charge characteristics is given within the GCS capacitor model discussed in section 4.1.1.
Section V shows the region of hydrogen evolution which is also accompanied by a strong
current gradient. This method directly reveals the existence of irreversible surface reactions.



4.2. Surface Modifications 43

Figure 4.2: In (a), a cyclic voltammogram of a gold foil in 0.7 M solution of NaF is depicted. The used scanning
rate is 20mV/s, which is quite low to ensure equilibrium conditions. The applied potential is measured relative
to a Ag/AgCl reference electrode (compare section 6.2.1) and is varied in the interval from -0.9 V to 1.3 V.
The potential variation is given according to the depicted arrows. Within this cycle five different processes can
be distinguished, labeled in roman numbers: I: Shows the so-called oxygen region, where oxygen evolution
takes place. In this region and beyond for more positive applied potentials, oxygen formation and adsorption as
well as oxidation processes becomes possible. II: Shows the the region of OH− adsorption. III: The region of
OH− desorption is depicted, accompanied with a locally strong increased current gradient. IV: In this potential
interval nearly no chemical reaction takes place. It is the region, which can be well described within the GCS
capacitor model, where we see the charge and discharge of the capacitor. Therefore, no charge transfer through
the interface region occurs. V: In this potential region hydrogen evolution is generated [102,103]. (b) depicts a
schematic sketch of oxidation and reduction processes within the interaction zone.

This can nicely be investigated by non-matching graphs for different cycles (not shown). The
defect structure of the metal electrode surfaces is of extraordinary importance. Therefore, a
lot of effort is spent in order to create single crystal electrodes to reduce these deviations.
For special purposes these charge induced surface modification effects are warmly appreci-
ated, as they give the ability to improve the quality of metal surfaces. These effects and its
mechanisms are briefly discussed in the following.

4.2 Surface Modifications

To determine specific surface reactions in reproducible measurements, the availability of
well defined and defect free electrode surfaces are of tremendous importance. In the past this
had been guaranteed by the use of mercury liquid metal electrodes, which perform a nearly
perfect electrode surface [101]. As nowadays noble metals can be treated under ultra high
vacuum conditions (UHV), this method loses its importance. Nevertheless, well controlled
and reproducible surface treatment techniques, are very important to post process metallic
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films, to generate surfaces with low defect rates and a high lattice symmetries. Several
techniques are used to produce the surfaces conditions described, while three of them are
discussed in the following.

4.2.1 Electrochemical Restructuring of Surfaces

The reconstruction of surfaces is usually connected to a lateral displacement of atoms, which
occurs in the top surface layer. The surface kinetics of this atoms can be influenced by mod-
ifying the lattice binding energies, which are dependent on a spatial potential variation at the
surface. This mechanism is denoted as potential-induced reconstruction and typically oc-
curs for a negative surface charging, preferred in lattice defect rich areas of unreconstructed
metal electrodes [104, 105]. For gold, the untreated surface is in a metastable state, where
the reconstruction mechanism is suppressed for room temperatures by an activation barrier.
By negatively charging the surface, this barrier can be lowered, which leads to reconstruc-
tion kinetics of the surface atoms even at room temperatures [104]. This effects can well be
modeled within theoretical ab initio studies, taking into account the dipole moment of the
defects and the surface charge densities induced by an external electric potential [106].
Another mechanism, which enhances the mobility of atoms at noble metal surfaces, is con-
nected to a selective adsorption of ionic species. Several works show an enhanced mobility at
corrugated steps at gold surfaces, induced by specifically adsorped anions [107, 108]. These
effects increase for increasing applied electrode potentials. The mobility activation also de-
pends on the strength of the gold anion interaction, which is given for selected anions ac-
cording to, F−< Cl−< Br−< I− [101]. The restoring of electrode maltreatments and defects
of noble electrode surfaces in solution, is a common technique [109, 110]. The underlying
mechanisms are mainly based on the discussed anion-enhanced surface mobility and are usu-
ally denoted as electrochemical annealing or electrochemical reconstruction [101, 106].
Nevertheless, these procedures are very sensitive to the combination of process parameters,
i.e. the metals used, the specific adsorped anions and the applied potentials. Therefore, these
conditions have to be chosen in a range of highest controllability, i.e. low electrode poten-
tials and anions with low metal interaction properties.
Successfully reconstructed gold surfaces in Cl− solutions have been presented in this man-
ner [111, 112].
Beyond the scope of reconstructing closed macroscopic surfaces these techniques seem to be
well capable to reconstruct microscopic metallic objects on nanometer scales, which is due
to the typically smooth surface treatment [113, 114].

4.2.2 Other Reconstruction Techniques

In section 4.2.1 electrochemical surface reconstruction techniques are presented. Beside
this, other techniques mainly based on thermal surface annealing procedures are established
and used to remove surface defects. Two of these techniques are discussed in the following
sections.
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Sputtering, Thermal Evaporation and Annealing

One of the safest and best approved electrode surface reconstruction technique is performed
by alternating cycles of sputtering and thermal annealing under UHV conditions [115].
Furthermore, also thermal evaporation under UHV conditions and post thermal annealing
of noble metals, deliver very good results for connected large area metal surfaces [16, 116].
However, thermal post processing techniques are regrettably of limited benefit for a success-
ful treatment of nano-structured metallic surfaces. Recent works show the thermal annealing
of particular gold nano-antennae [18]. Structures with high aspect ratio and small feature
sizes of less than 80 nm suffer from enormous surface tension and stress caused by Rayleigh
instabilities [18, 117, 118]. These surface tension phenomena can lead to a further structure
segmentation or even to a complete destruction of the underlying metal objects [18].

Flame Annealing

An additional method used to process robust surfaces is given by the flame annealing proce-
dure. This method works particularly for closed metallic surfaces [119] and even for metallic
films, deposited on glass substrates [120]. The high temperatures given by the flame and
mainly localized at the metals surface, leads to a melting of the upper metal surface layers
and a subsequent controlled crystalisation. This method is widely used to prepare single
crystal electrode surfaces with high quality and low effort.
The criticality of this method applied for nano-structured surfaces is expected to be simi-
lar to other thermal annealing techniques, or even worse. This is due to the fact that the
high temperature gradients occurring at the metals surfaces might lead to nearly uncontrol-
lable surface degeneration and the formation of metal drops. Thus, for the reconstruction of
nano-structured surfaces, a more gentle technique should be acquired.

4.3 Modification of Optical Properties

In our work we investigate the optical properties of metallic nano-structures in general and
the change of optical properties assisted by an electrochemical treatment in particular. Thus,
the properties of light interaction with nano-structured materials are described in section 2
and 3. Beyond the already given scope, we want to summarize the described electrochemical
effects and discuss the influences on the optical material properties, which form the back-
ground to understand the experimental results given in section 7 and 8.

4.3.1 Modification of the Electronic Properties of Metals

The optical properties of metals can be understood in good approximation within the notion
of a free electron gas, which finds its classical analytical representation within the Drude
model (compare section 2.2.2). By implementing the described metal surfaces in an elec-
trochemical cell, it becomes possible to modify the electronic properties, with respect to its
characteristics under ambient conditions.
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Several experiments show a significant change even for the mechanical properties of met-
als in an electrochemical environment. This emphasizes the notion of a modified electron
gas [121–123].
A characteristic feature describing this behavior is given by the considerably high capacity
of the metal electrolyte interface which reaches values up to 50µFcm−2. This behavior can
simply be understood within the GCS capacitor model (compare section 4.1.1).
By assuming a “plate distance” of 0.3 nm, which corresponds to a mono layer of solvation
water, surface charge densities up to 50µCcm−2, corresponding to surface charges up to
0.2 electrons per surface atom and extremely strong electric fields (3 × 107Vcm−1) can be
achieved [102]. Beyond the capacitive approach, all effects incorporating the excess charge
densities, e.g. ad- and desorption, various forms of chemical surface reactions, oxidation and
reduction processes induce a modification with respect to the unpersuaded metallic proper-
ties. These charge related modifications can be understood as an effective in- or decrease of
the metals charge carrier density [69]. An alternative interpretation is given by an expansion
or compression of the electron gas, due to a in- or decrease of the net free electrons within
the metal [70, 124].
By interpreting the induced change of electrons in metals in terms of a modification within
the charge carrier density, it becomes obvious that this change influences its optical proper-
ties (compare section 2.2.2).
This can be motivated by discussing a small metallic particle where an induced charge den-
sity change, e.g. within a electrochemical environment, leads to a modification within the
plasmafrequency (compare section 2.2.2).
Following the derivation given in [69] we obtain for the real part of the Drude relation given
in Eq. (2.33)

ǫ′(ω) = ǫ∞ −
ω2
pl

ω2 + γ2
c

. (4.6)

Taking into account the plasma frequency

ωpl =

√

nee2

meǫ0
, (4.7)

where ne denotes the electron density, e the electron charge and me the electron mass. By
increasing the charge density ne by ∆ne one can see, that the plasmafrequency ωpl shifts
by ∆ωpl up to higher values. By assuming a considerable small damping γc we obtain the
altered Drude function, given by

ǫ′(ω) = ǫ∞ −
ω2
pl +∆ω2

pl

ω2
. (4.8)

The change in the dielectric function of the metal can be discussed in terms of a small metal-
lic particle. According to the discussion of section 2.3.2 and [69], the absorption modes of a
small metallic particle of arbitrary shape fulfill the relation

(1− Li)ǫm + Liǫ
′(ω) = 0. (4.9)
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Here, ǫm describes the dielectric background and Li the geometry dependent depolarization
factor. Combining Eq. (4.8) and Eq. (4.9) yields

(1− Li)ǫm + Liǫ∞ − Li

ω2
pl +∆ω2

pl

ω2
= 0. (4.10)

Introducing the plasmafrequency from Eq. (4.7) we can bring Eq. (4.10) to the following
form

(1− Li)ǫm + Liǫ∞ − Li

ω2
pl

ω2

(

1 +
∆ne

ne

)

= 0, (4.11)

where ω is the peak central frequency of the plasmon excitation. Using for instance a gold
particle we obtain a plasmafrequency of ωpl = 2π×2064×1012 s−1 [16]. We assume minute
changes in the electron density only ∆ne

ne
≪ 1. Further simplifying leads to

ω2 = ω2
pl

(

1 +
∆ne

ne

)
1

ǫ∞ +
(

1
Li

− 1
)

ǫm
. (4.12)

This relation directly links the central plasmon frequency to the charge density change and
the geometry parameter. At this point it becomes obvious that a change in the charge density
within this particle leads to a modified central frequency. To clarify this we write Eq. (4.12)
in the form

ω2 = ω2
0

(

1 +
∆ne

ne

)

. (4.13)

Here, ω0 is a substitution given by

ω2
0 = ω2

pl

1

ǫ∞ +
(

1
Li

− 1
)

ǫm
, (4.14)

describing the plasmon position within the unpersuaded state where no charge density oc-
curred. The frequency shifts can be written as

∆ω2 = ω2 − ω2
0 =

∆ne

ne

ωpl
1

ǫ∞ +
(

1
Li

− 1
)

ǫm
. (4.15)

In Eq. (4.15) one obviously finds that a shift in the plasmon resonance frequency ∆ω is
directly linked to a modification in the electron density ∆ne. Thus, we can extract from
Eq. (4.12) that an increase in the electron density ne leads to an increase in the central res-
onance frequency of the plasmon and vice versa. The charge dependent frequency shift can
be reduced to the relation

ω

ω0

=

√

1 +
∆ne

ne

. (4.16)

By taking into account the geometry parameter Li one finds that a shift in the central res-
onance frequency is increased for increasing values of Li (compare Eq. (4.15)). Therfore,
elongated particles are supposed to exhibit a more pronounced shift of the central resonance
frequency.
The discussed example is in good agreement to experimental observations incorporating
elongated gold nano-particles [69].
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4.3.2 Modification of the Intrinsic Damping

Influencing the electron density within a metal in contact to an electrochemical environment,
is only one aspect of the interaction between both. Another aspect is related to the reversible
and irreversible modification processes, changing the charge transport properties within the
metals crystal structure (compare section 4.2.1). Therefore, reversible processes occur for
instance by specific adsorption phenomena of certain ionic species onto the metals surface.
These adsorbates alter the scattering properties of the free electrons in metals (compare sec-
tion 2.2.2) and lead to a reversible contribution of electrons dissipation [114].
This can well be understood in terms of a small metallic spherical particle in an electrochem-
ical environment and interacting with light. The optical properties can be described by its
extinction crossection Cext, given according to Eq. (2.52) in section 2.3.2.

Cext = 9
ω

c
ǫ
3

2

mVSphere
ǫ2

(ǫ1 + 2ǫm)
2 + ǫ22

.

Here, VSphere is the volume of the sphere ǫm the background dielectric function and the real-
and imaginary part of the metal dielectric function ǫ = ǫ1 + iǫ2 given by

ǫ1 = ǫ∞ −
ω2
pl

(ω2 + γ2
c )

ǫ2 =
ω2
plγc

ω (ω2 + γ2
c )
, (4.17)

where the plasma frequency is given by ωpl =
√

nee2

meǫ0
and γc describes the damping.

Within the electrochemical environment ionic species can be specifically adsorped on a metal
surface for a given electrode potential. As discussed in section 2.2.3, surface adsorbates and
defects in general can influence the electron scattering properties within the metal. This
typically leads to an increased resistivity ρ within the metal film. The change in resistivity
can be directly linked to the damping within the Drude model. Following the derivation
given in [114] we obtain

γc =
vf
ρ
, (4.18)

where vf describes the Fermi velocity, i.e. the velocity for electrons at the Fermi energy. By
changing the resistivity of the metal, one obviously influences the damping and the extinction
of the particle. This is depicted in Fig. 4.3, where a change is the damping is displayed. The
black graph describes the extinction for the Drude damping. By increasing the damping γc
by 30% (red) and 60% (blue), one finds a decrease in the extinction height and a broadening
of the resonance profile. Typically the specific adsorption of ionic species is a reversible
process. Therfore, the related damping increase is prosumable reversible as well.

In contrast to the reversible adsorbance effects discribed, irreversible effects occur, which can
be separated informally into desired and non desired phenomena. A desired effect, which
leads to superior metal properties by reducing grain boundaries and crystal defects, is de-
scribed in section 4.2.1. The discribed surface smoothening decreases the scattering dissipa-
tion of electrons at metals boundary planes and reduces the electron dissipation or damping.
Undesired effects are for instance oxidation and reduction processes, which might lead to a
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Figure 4.3: In this graph the extinction cross sections of a small spherical gold particle in vacuum for different
damping values γ are depicted. The diameter of the assumed particle is d = 100 nm. The values for the plasma
frequency and the damping are given by ωpl = 2π × 2064 × 1012 s−1 and γc = 2π × 19.4 × 1012 s−1 [16].
The extinction for γ = γc is depicted in black, for γ = 1.5γc in red and for γ = 2.0γc in blue. The value for
ǫ∞ is set to unity.

segmentation of the surface till to the point of destruction. These effects typically occur for
high positive electrode potentials and can usually well be suppressed by a proper choice of
process parameters.
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Chapter 5

Fabrication

In this chapter, we describe the sample fabrication, starting with the template manufacturing
performed by electron-beam lithography, which is crucial for the whole fabrication proce-
dure. This technique has a superior resolution compared to other methods, for instance,
optical lithography. Subsequently, we describe the pre- and post-processing steps, which are
necessary to prepare the samples for lithography and to transfer the lithographical manufac-
tured templates in a functional sample afterwards. The sample fabrication in general is a
procedure, which is generically grown in our group and is adjusted to the individual experi-
mental needs. The basic steps are very similar to each other, which explains the similarities
in description. The interested reader finds fabrication details beyond the scope of our work
in [55, 125, 126]. We close the chapter with a brief overview of two alternative lithographic
fabrication techniques, focused-ion-beam and laser-interference lithography, in order to face
the advantages and disadvantages of the specific methods.

5.1 Electron-Beam Lithography

One major advantage of electron-beam lithography, compared to other lithography tech-
niques are the outstanding resolution properties of this method. The lithography process
is performed by an accelerated, shaped and focused electron beam impinging onto a thin
(≈ 200 nm) electron-beam-resist layer, which modifies the resist layer in a spatially localized
region. The electron-beam-resist used for our purposes is the polymer polymethyl methacry-
late (PMMA)1. The PMMA is a so-called positive tone resist, meaning that the exposed parts
can be selectively dissolved in an etchant, we call the developer. The remaining template is
a hole mask, which can be used for further post-processing steps. In our case, these steps
include the evaporation of thin metallic or dielectric material layers with a subsequently per-
formed lift-off procedure. In the lift-off procedure we dispose the non-functional parts of
the template by dissolving the resist-mask and the thereon evaporated residues. We end up
with the final functional structure remaining on the substrate surface. In this section, we also
give a detailed discription of the sample pre- and post-processing technologies as well as the

1PMMA 950K A4 (4%-solution in anisole), MicroChem Corp. (USA)
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Figure 5.1: Sketch of the entire fabrication process cycle as explained in detail in the main text: we start with
a clean, ITO-covered glass substrate (a), that is spin-coated with the electron-beam sensitive resist PMMA
(b). The focused electron-beam modifies the resist (c), making it selectively soluble in the developer, with the
consequence that the exposed parts are etched away (d). After the development, we evaporate metallic layers
(e). The lift-off procedure removes the PMMA-mask with the non-functional residues on top and the functional
nanostructure remains (f). Adapted from [125]

lithography used for our purpuses. The complete preperation cycle is sketched in Fig. 5.1.
The principle of this serial fabrication technique is closely related to the one needed for
focused ion beam lithography.

5.1.1 Pre-Processing: Sample Preparation

The substrate used for lithography is a slab of Suprasil2. It is of upmost importance, that the
substrate surface roughness is well below the desired feature sizes of the functional struc-
tures. This can be guaranteed by a special surface polishing performed by the manufacturer.
In addition, this material fulfills all requirements, which are necessary for transmittance spec-
troscopy at optical wavelength, namely a high transmittance over a broad spectral range. Due
to the fact, that the electrons used for lithography impinge the surface of the sample substrate
and cause local charging effects, we need a conductive substrate with comparable transmit-
tance properties compared to bare suprasil. The constraints can be fulfilled by evaporating
a 10 nm-thin layer of indium tin oxide (ITO), which has a sufficient DC conductivity and is
transparent for optical wavelength [128]. In addition this layer has also a functional role dur-
ing the electro-optical measurements, as it is part of the working electrode (compare 6.2.1).

2Suprasil is a high-purity quartz glass. A slab of 2mm-thickness has about 90% transmittance between
0.2 µm and 2.5 µm wavelengths [127].
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Cleaning the Substrates The cleaning procedure is substantial to guarantee the produc-
tion of a good working and reproducible metamaterial samples. First of all, the non sticking
residues are blown away with a strong nitrogen flow. Subsequently, the sample is immersed
in a bath of 80◦C hot acetone and cleaned in a ultrasonic bath for 10 minutes. After having
taken the sample out of the acetone it is blown dry with the nitrogen flow and polished with
an acetone soaked lens-cleaning paper. This procedure is repeated until all visible residues
are removed. This can be easily checked with a strong light source irradiating the surface.
The residues act as good scatterers on the sample surface. Thereafter, the sample is rinsed
under isopropyl alcohol (IPA) and blown dry again with a strong nitrogen flow. After these
cleaning steps the sample is ready for further pre-processing.

Covering with Indium Tin Oxide In the subsequent step, we evaporate a 10 nm-thin ITO-
layer in an electron-beam evaporation system (see below) under an oxygen atmosphere with a
partial pressure of pO2

= 1.2× 10−5 mbar. After evaporation, the deposited ITO-layer looks
only slightly transparent. This can be repaired with an annealing procedure following the
evaporation. This procedure is performed under ambient conditions in a tube furnace with
temperatures of 400◦C for six hours [129, 130]. To avoid thermal induced tension, which
might lead to cracks in the surface ITO-layer, heating and cooling of the oven is performed
with a temperature gradient of 5◦Cmin−1. After annealing, the ITO-layer is transparent and
conductive. The requirements are needed for the electron-beam lithography as well as for
the electro-optical experiments.

Spin-Coating and Developing the Electron-Beam Resist The PMMA photo-resist is
now spin-coated on the clean ITO-covered substrate. The spin-coating process is a state-
of-the-art coating technique, which allows to produce very reproducible and homogeneous
films even on big areas, e.g. silicon wafers. Our process consists of two subsequent produc-
tion steps: (i) three seconds at 300 rpm to disperse the resist over the substrate and cover it
homogeneously and (ii) 120 seconds at 6000 rpm resulting in a final PMMA-layer thickness
of about 200 nm. Finally, the resist is baked in a convection oven at 165◦C for 45 minutes
under ambient pressure in order to remove all solvent residues left in the PMMA.
For PMMA, the exposed regions are selectively etched by the developer [1 : 3-mixture
of MIBK (methyl isobutyl ketone) and IPA (isopropyl alcohol)]. We develop the exposed
PMMA under ambient conditions for six to ten seconds depending on the structure design
and the lithography parameters. Finally, we immerse the sample in a bath of IPA to stop the
etching.

5.1.2 Lithography

Lithographical Setup The electron-beam lithography system is based on a commercial
scanning-electron microscope (SEM) that is specifically extended and only used for electron-
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Figure 5.2: Sketch of an electron beam lithography system based on a SEM and a control unit consisting of a
usual PC and a pattern generator. The trajectory of the electron beam is visualized by the grey-shaded areas.
The interferometric positioning stage allows to align and re-align positions on the sample with an accuracy of
2 nm, a position repeatability below 40 nm and a total travel range of 100mm× 100mm. The exposed sample
design is created by the computer aided design software e-LINE.

beam lithography. The system used is a RAITH e-LINE3 consisting of two main components
as sketched in Fig. 5.2: the column where the electron beam is generated, accelerated, shaped
and focused onto the sample and the sample chamber containing the positioning stage with
the specimen mount and the detectors delivering the information for imaging. For this lithog-
raphy SEM the manufacturer claims 1.7 nm resolution at an acceleration voltage of 15 kV.
A more detailed description of the SEM and its assembly is given in 6.1.1.
The deflection unit can be controlled externally by the so-called pattern generator as de-
picted in Fig. 5.2. The electron beam can be deflected in a way that it traces the constructed
sample-design. Even a complete beam blank is possible, which is mandatory for a sequential
exposure of the sample. Additionally, an ampere meter is added (not shown), measuring the
electron-beam current. For the production of high quality samples it is important to have the
ability to align and realign samples. In our case, this is performed by an interferometrically
controlled stage allowing for positioning with an accuracy of 2 nm, a position repeatability
below 40 nm and a total travel range of 100mm× 100mm. All values depend on manufac-
turer specifications.
For designing the structure we use a computer aided design software, provided with RAITH
e-LINE. The structure is defined by geometrical shapes composed of areas, polygons and
lines. The designed structure is discretized, i.e., divided into squares of 4 nm edge length for
areas and line elements of 2 nm for lines - the so-called step size - and then transfered to the

3Raith GmbH, Dortmund (Germany)
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pattern generator.
Two different exposure modi within the e-line software can be distinguished: (i) The area
mode where the electron beam meanders over the areas enclosed by the polygon boundaries
and (ii) the line mode, where the beam only follows the line path defined in the computer
aided design software. In the first case the deposited dose is dispensed over the whole area
of the desired geometrical structure design, leading to well defined, nearly rectangular struc-
tures being as close as possible to the defined structure design. In the line mode the beam
only follows the line path. By adapting the deposited dose one can control the exposed area
caused by the line broadening (see below). This will lead to structures with more or less
rounded edges. By decreasing the feature sizes of the geometrical objects and the lattice
constant, meaning the displacement of one object to another, it is a challenge to achieve well
defined and separated structures. This is due to the fact, that the impinging electrons scatter
within the resist and back-scatter on the substrate surface, which will lead to an effective
broadening of the exposed profile. This effect is betoken as proximity-effect, meaning that
two neighbored beam profiles in close proximity overlap, which might lead till to the point
of a merged structure design. For small and only slightly separated structures it is advanta-
geous to use the line mode, as it minimizes the proximity-effect compared the the area mode
for this regime. The exposed doses for line- and area mode are defined by relative dose
factors. The relative dose factor is the tuning parameter, which is systematically varied to
achieve a proper sample design. For instance, one should decrease the relative dose factors
for decreasing structure- and line separations and vice versa. The dwell time depends on the
resist sensitivity, the step size and the current of the electron beam. The resist sensitivity de-
pends on the acceleration voltage and inherent resist properties. For the area design elements,
we use 400 µCcm−2 and for the line design elements 6000 pC cm−1 as resist sensitivity for
PMMA 950k A44 at 30 kV acceleration voltage. The step size is set to 2 nm or 4 nm, respec-
tively . Before starting an exposure process, we measure the current, which is usually about
90 pA and 4000 pA for 20 µm and 120 µm aperture diameters, respectively. The lithography
is performed at a working distance of about 12mm with a magnification of 1000×. With
these settings, the electron beam can be deflected within an area of 100 µm × 100 µm. This
is defined as write field. In a nutshell, this area defines the operating range of the electron
beam, without shifting the sample by moving the stage. The evaluation of the relative dose
factors is the most time consuming part in sample preparation. It leads to structures, which
are as close to the theoretical parameters as possible. Thus, these parameters have to be
adapted for each structure design to compensate the proximity effect, the fluctuations given
by the setup itself and the pre-processing of the sample.

Resolution The resolution of electron-beam lithography is limited by constraints given by
the apparatus and the substrate as well as the intrinsic resolution capability of the photo
resist. Three major effects can be distinguished:

(i) The lateral dimensions and the profile of the electron beam in the resist: the size has
to be as small as allowed by hardware restrictions and the shape should be as close to

4PMMA 950k A4 in Anisol, MicroChem (USA)
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circular as possible. Both are manually adjusted through the user by a procedure called
contamination-spot-burning. Here, we directly spot the beam on a position of the resist
surface for several seconds. This leads to a spatially confined contamination on the
resist surface visible as a degenerated area in the SEM image. The electromagnetic
lenses are adjusted in a way that the spot is circular and as small as possible.

(ii) Proximity effect [131]: within the PMMA resist and the substrate the electron beam
is scattered. Furthermore, the electrons generate secondary electrons, which also have
enough energy to expose regions of the resist that are delocalized from the primary
electron beam trace. The influence of the proximity effect concerning the resolution
depends on the acceleration voltage, the resist and the substrate material used. Scat-
tering calculations as well as experienced knowledge show that an increase in the ac-
celeration voltage leads to a decrease in the proximity effect. Therefore, we used the
largest acceleration voltage available for this system, this is 30 kV.

(iii) Intrinsic resolution of the resist: The manufacturer of the resist PMMA used for lithog-
raphy specifies a resolution of less than 100 nm. This is a quite pessimistic approx-
imation, as in this work, we have fabricated structures with feature sizes well below
30 nm and in Ref. [132] feature sizes of 5 nm in PMMA have been manufactured.

5.1.3 Post-Processing: Creating Metallic Nano-Structures

For our purposes the polymer templates fabricated by electron-beam lithography are only
used as an intermediate step in metamaterial production. These developed polymer templates
are covered with thin metal or metal-dielectric composites. This is performed by an electron-
beam evaporation system, where the beam is focused onto the desired material placed in a
heat resistant crucible under vacuum conditions. The impinging electrons locally heat the
material until evaporation. A schematic sketch is depicted in Fig.5.4 a). Due to the fact, that
the material is only heated in a spatially confined area, this method has superior properties
concerning the controllability and reproducibility of the process, the purity of the films and
the directionality of the material beam, compared to other physical vapor deposition tech-
niques. The highly directed material beam is a unique feature of this setup; it is crucial for
fabricating high quality structures. The deposited material rate and thickness on the sample
is monitored with two separated quartz crystals. The material beam in direction to the spec-
imen can be sequentially intercepted by a shutter. For our purposes we cover the polymer
template on the ITO covered substrate with a nominally 2 nm thick chromium (Cr) layer, that
acts as an adhesion promoter. Subsequently, the functional layer of gold is deposited with
varying film thicknesses. The process takes place at a pressure of about 5 × 10−7 mbar and
an evaporation rate of 0.1 nm s−1. As already mentioned, the evaporation process of the ITO
films works similarly. However, ITO is evaporated under an ambient oxygen atmosphere
(see above).
In the following step the polymer mask with the metal residues on top are removed in the
so-called lift-off procedure.
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Figure 5.3: (a) A split-ring resonator and an antenna patch as designed in the e-LINE-software tool. Left:
the design elements are lines. Right: the design elements are areas. (b) The corresponding scanning-electron
micrographs of the finally processed structures consisting of a 2 nm thick chromium adhesion layer, 12 nm of
gold for the left- and 11 nm of gold for the structure in the right column. For those structures designed with
area design elements, the corners are sharper than for the line elements.

When exceeding accumulated layer thicknesses of about 15 nm, we obtain closed metallic
films. Below 15 nm the metal forms islands resulting in a discontinuous, percolated film [see
Fig.5.4 b)]. The production, investigation and restructuring of very thin metal layers, even
below the percolation threshold is an essential part of this work. Therefore, we discuss the
details in production seperately (see below).
After metal deposition we remove the polymer template in a hot solution of AR 300-705, a
commercially available lift-off composition. This solvent is especially developed for metal-
coated PMMA lift-off procedures. The liquid is filled in a glass beaker, placed on a hotplate
at constant temperature of about 60 ◦C. The lift-off solution is agitated by a magnetic stir
bar on the bottom of the beaker. This is important in order to prevent a sticking of diluted
metal residues on the surface of the sample. The specimen is fixed by a pair of tweezers and
immersed in the solution. After approximately 120min all polymer and metal residues are
removed from the surface. Subsequently, the sample is rinsed with IPA and dried carefully
under a nitrogen flow.

5AR 300-70 Allresist GmbH (Germany)
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Figure 5.4: (a) Schematic sketch of the electron-beam evaporation system e-VAP. This system consists of
a electron source, where the accelerated electrons are deflected on the material used for evaporation. The
material is locally heated and the evaporation rate is controlled by a quartz crystal system, while the sample,
placed upside down, is shaded by a shutter. When the desired rate is attained and stable, the shutter can be
opened and the thickness crystal measures the deposited material thickness. This system is in close vicinity to
the sample to avoid lateral rate changes. The spatial distribution of the beam is very low. This leads to a good
directed, nearly perpendicular material evaporation, relative to the specimen surface. When the desired material
thickness is achieved, the shutter closes to suppress further evaporation. (b) Two different arrays of metallic
antennae are displayed. On the left hand side, there is depicted an electron micrograph of periodically arranged
antennae on a ITO covered substrate. The structures consists of 2nm Cr as adhesion promoter and a gold layer
of 7.1 nm. On the right hand side a nominally similar structure is depicted, with the same 2nm Cr adhesion
promoter, but with layer of 11.5 nm gold. The thickness values are investigated by AFM measurements. One
can clearly see the percolated film forming metal islands, on the left hand side and the much better film with
less surface corrugation on the right hand side.

Ultra-Thin Metallic Layers The production of thin metal layers is of utmost importance
in our experiments. The surface to volume ratio of the metallic objects forming the meta-
material is a relevant value. The optical properties can be influenced by scaling the lateral
dimensions as well as the height of the plasmonic objects (compare chapter 3.3). These
parameters are varied to maximize the surface to volume ratio and therefore maximize the
investigated electrochemically induced effects in the optical measurements. Simultaneously,
these parameters also influence the optical properties and the resonance positions of the un-
derlying metamaterial structures. The variations of these parameters are obviously a very
delicate procedure as there are several constraints which have to be taken into account.
For instance, there is a lower boundary limiting the scaling options at optical frequencies
(see chapter 3.3), which is given by the limit of size scaling [19]. The aqueous electrolyte
solution, used for the optical experiments, describes the upper boundary, which is opaque for
wavelengths exceeding 1.4 µm. Therfore, one has to balance the lateral dimensions as well



5.2. Focused-Ion-Beam Lithography 59

as the height of the plasmonic objects to fulfill both, i.e. a maximized surface to volume ratio
and a good metamaterial response within the given frequency range.
As mentioned in section 5.1.3, there is an additional restriction to the system given by the
metal film percolation of evaporated thicknesses below 15 nm. To bypass these fabrication
restrictions, it is mandatory to produce thin and reproducible metal layers and of tremendous
importance to post-process these insufficient films, to achieve a high-quality thin-film meta-
material sample (see section 8).
The layers are manufactured as described in section 5.1.3, but differ so far, that the thickness
monitoring by the quartz crystals works insufficiently for thin material layers. This might be
due to the fact, that the thickness measuring crystal is not in thermal equilibrium for the first
seconds during the evaporation (compare Fig.5.4). Therefore, a calibration sample of differ-
ent thicknesses and materials (chromium and gold) has been manufactured with a constant
rate of 0.1 nm s−1 and measured over time. These samples are measured by atomic force mi-
croscopy afterwards to determine the real layer thicknesses (see section 6.1.2). This method
gives fairly reproducible results as the fluctuations of the rate crystals are very moderate.

5.2 Focused-Ion-Beam Lithography

Focused-ion-beam milling is a material treatment method, which allows to directly remove
material in confined areas. From this point of view, this method has a big advantage com-
pared to electron-beam lithography, caused by the direct surface treatment without fabricat-
ing a template mask first. Typical feature sizes are smaller than 100 nm [133], which is also
comparable to the e-beam resolution in polymer photo resists. The apparatus used is very
similar to an SEM as well. The major difference is, that ions (usually Ga+-ions) are accel-
erated and focused onto the surface of the sample, instead of the electrons. The Ga+-ions
impinge onto the material surface and remove surface atoms. This is possible because the
momentum and energy transfered is much bigger, compared to electrons. The disadvantage
of this method is that the decelerated Ga+-ions are partly embedded in the crystal matrix of
the remaining material. This leads to impurities influencing the material properties. In ad-
dition, parts of the removed material redeposit on the surface of the material, which further
lead to contaminations.
Nevertheless, with this method several photonic metamaterials have been fabricated [54,87].
Unfortunately, when patterning metals like gold [87] or silver [54], the optical quality of
the material is influenced by the Ga+-ions embedded in the metal lattices. These impuri-
ties in the crystal matrix act as further scatterers for the conductance electrons, increasing
the material inherent or ohmic damping. Therefore, the optical merit suffers significantly.
These specific disadvantages can be hardly compensated by the fact, that post-processing
steps equal to the ones used for e-beam lithography are dispensable.
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5.3 Laser-Interference Lithography

The excellence in laser-interference lithography is due to the fact, that it is possible to expose
large areas of cm2 with single features on the nanometer scale at once. The working principle
contains two or more interfering laser beams leading to a well determined intensity pattern
[134]. This takes place in a photo sensitive material, which is chemically altered in the
regions of high intensity. After exposure, the photo resist can be selectively etched and
usually forms a template for post-processing.
For a one-dimensional (1D) periodic intensity variation two interfering beams are required,
whereas three interfering beams lead to a periodic 2D intensity pattern. Both methods have
been used for the fabricating planar metamaterial arrays [50, 68, 135]. Furthermore, three-
beam interference lithography has been applied for the fabrication of planar metamaterial
slabs [68].
The major drawback of this technique is a nearly static, hardly modifiable setup, leading to
limitation in design freedom.



Chapter 6

Characterization

In this chapter, we discuss the experimental methods useed for investigating optical- and sur-
face properties of metamaterial structures in air as well as in a fluidic electrolyte influenced
by an external electric field. We start with the presentation of two surface analysis tech-
niques used for pre- and post surface inspection. A description of the optical transmittance
measurements and the setup used in its different variants follows.

6.1 Surface and Topography Characterization

For the optical effects discussed in this context both, constitution and morphology of the un-
derlying nano-structures play an important role. To characterize these conditions, it is crucial
to have the possibility to investigate the geometrical- as well as the surface-conditions before
and equally important after the electrochemical treatment. This is mandatory to monitor re-
versible and irreversible effects. The methods of investigation used are briefly discussed in
the following sections.

6.1.1 Scanning Electron Microscopy

The scanning electron microscope (SEM) is a special type of an electron microscope, which
images the surface of a specimen by moving an electron beam in a well-defined scan pattern.
The strongly accelerated electrons interact with the surface atoms of the specimen leading
to signals, which contain information about e.g. surface topography, conductivity, or even
material compositions. The invention of the first functional electron microscope has been
reported in [136]. In our case, we use a Zeiss Ultra1 electron microscope, which is schemat-
ically depicted in Fig. 6.1. It consists of two main components:

• The ultra high vacuum column, where the electron beam is generated, accelerated,
shaped and deflected.

• The high vacuum chamber where the specimen is mounted on a positioning stage and
the detectors deliver the signals for imaging.

1Carl Zeiss SMT AG, Oberkochen (Germany)
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Figure 6.1: Sketch of a SEM consisting of the column and the sample chamber. The trajectory of the electron
beam is visualized by the gray-shaded areas. A series of electron lenses provide a proper focussing and a
nearly circular beam profile. The deflection unit scans the beam over the sample surface. The backscattered-
and generated secondary electrons are collected by detectors, giving the information used to create an image.

The electrons used for high resolution microscopy are usually generated by field emitter
sources. The major drawback of this method is the relatively low extracted current flux of
electrons. The emitting unit used in our case, is placed on the top of the ultra high vac-
uum column Zeiss GEMINI2. It is a Schottky field emitter source, made of a heated ZrO
reservoir and a Wolfram tip, the so-called filament. This source is based on the principle
of thermally assisted field emission, where the advantages of a simple field emitter source,
namely a very low energy distribution of electrons, is combined with an increased electron
flux caused by the Schottky effect [137]. After having left the filament, the electrons are
accelerated by an adjustable potential difference between cathode and anode. The subse-
quent electrostatic and magnetostatic electron-lenses in combination with an aperture lead
to a well shaped and focused beam on the sample. Controlled by the deflection unit, the
electron-beam can be rastered over the sample surface. Two detectors are available collect-
ing the electrons coming form the specimen surface. The first detector is located within the
beam column and is denoted as in-lens detector. This detector mainly collects the electrons
that are scattered elastically at the specimen surface. Another so-called SE2 detector col-
lects the secondary electrons generated by inelastic scattering processes. This detector is
placed within the sample chamber. The desired image is generated by the delivered signal
of the detectors, combined with the beam position given by the deflection unit. A special
feature of this machine is an air lock system, which accelerates the workflow tremendously.
It is possible to lock in one sample within minutes. Moreover, the sample chamber remains

2Carl Zeiss SMT AG, Oberkochen (Germany)
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Figure 6.2: Sketch of an AFM consisting of the tube scanner, performing the lateral scans. The tip-holder with
the piezo-unit where the tip is mounted and stimulated. The metal-coated backside of the tip reflects the laser
beam of a solid state laser. The topography information detected by the tip, is translated in an angular beam
shift, detected by a four quarter photo-diode.

very clean, which reduces carbon contaminations during the imaging process. In addition,
a charge compensator system is installed, which enables to investigate non-conductive sub-
strates.

This can be performed by a positively charged nitrogen jet, which locally compensates
charged areas.
Comparable to usual optics, the resolution of electron optics is also restricted by imaging
insufficiencies, i.e. diffractive-, chromatic and spherical aberrations, as well as astigmatism.
The starting point for the outstanding resolution capability is the filament. The ZrO approx-
imately forms a point source on the filament tip and the energy distribution of the emitted
electrons is very low, which decreases chromatic aberrations. Spherical aberrations are min-
imized by a suitable choice of apertures and electron lenses along the beam column. The
astigmatism can be influenced and corrected by a magnetic quadrupole field. Further details
and more sophisticated beam-shape correction techniques can be found in [138–140]. There-
fore, the total resolution capability of an electron optical system is much higher compared to
usual optics. This is due to the typically much smaller de Broglie wavelength of electrons.
Values smaller than one nanometer have been reported [141]. For our system, a resolution
of 0.8 nm by an applied acceleration voltage of 15 kV is specified by the manufacturer.
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6.1.2 Atomic Force Microscopy

The atomic force microscopy (AFM) is a high resolution imaging technique which allows
to map the 3D topography information of a surface. The big advantage of this method com-
pared to the scanning electron microscopy (SEM), discussed in the previous section, is a
realistic true to scale three dimensional image of the surface. A schematic sketch of a typical
AFM is given in Fig. 6.2. It mainly consists of a small Si-chip the so-called cantilever with a
very fine tip on its one end, a piezo-scanner which performs the lateral scans, a laser source
and a four segment photo-diode. By scanning over the specimen surface, the tip as well as
the cantilever follows the surface corrugation. The laser spot reflected from the cantilevers
back-side translates the movement in z-direction and the torsion of the cantilever to the four-
segment diode. With the given signals, the topography information and the lateral-force or
friction can be extracted. Three different working modi can be distinguished:
(i) The contact mode, where the cantilever is in contact with the surface. The topography
information is generated either by the deflection signal at constant z-position of the piezo-
scanner or vice versa. The cantilever used has a relatively low spring constant, which is
necessary to have a good sensitivity for the deflection signal and to avoid surface damages
caused by the tip.
(ii) The non-contact mode, where the cantilever does not touch the specimen. It is held in
close proximity to the surface and performs externally driven oscillations near its free res-
onance frequency. The typical amplitudes are less than 10 nm in z-direction. The Van der
Waals force, which contributes in this regime the strongest short range interaction, causes a
distant dependent decrease of the cantilever oscillations. By pinning the cantilever frequency
and amplitude, the tip-to-sample distance can be adjusted via a feedback mechanism. Ther-
fore, the topography information can be extracted for every pair of lateral coordinates.
(iii) The so called tapping-mode, in which the cantilever also performs driven oscillations
in z-direction. The working principle is similar to the non-contact mode, with the major
differences, that the oscillation amplitude is about one order of magnitude higher and the
tip touches the surface for a full elongation. The background for this modification is due
to the fact, that nearly every kind of surface forms a thin water film on top under ambient
conditions. The result for non-contact measurement techniques is, that the tip only images
the surface of the top layer water film. The contact mode undergoes this undesired effect by
penetrating this water meniscus and contacting the sample surface.
For our investigations we use the AFM Nanoscope Multimode3. The AFM is used in the
tapping mode, on the one hand to avoid the surface modification by the cantilever tip and
on the other hand to get reproducible and comparable measurements, before and after the
electrochemical procedures. The cantilevers used are the Si-tips NSC154 where the backside
is coated with Al to get a better reflectivity for the laser spot. For this cantilevers an aver-
aged tip radius of 10 nm, a free eigenfrequency of 325 kHz and a spring constant of 40 N/m,
are specified by the manufacturer. The piezo-scanner performing the lateral oscillations, is
a vertical engage tube scanner with a maximum scanning range of 150 µm. For the AFM

3Digital Instruments: now Veeco Instruments (USA)
4MicroMash (USA)
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measurement procedure the sample is placed on top of the piezo scanner. Subsequently, the
tip mounted in its holder is fixed over the specimen face to face. The sample can now be
approximated to the oscillating tip, until it touches the surface. The approximation works
completely automized to preserve the tip geometry as well as the sample surface. Far away
from the sample, the tip performs free oscillations. Close to the sample, the tip oscillations
are influenced by the Van der Waals force (mentioned above). This can be used to adapt
the approximation velocity by a feedback mechanism. The imaging capabilities are mainly
restricted due to the geometry and the radius of the scanning tip. Therefore, the absolute
resolution of the nano-structures scanned, is also limited. This might be the reason, why
sub-structural resolution - on atomic scales - of the metamaterials topography has not been
possible for this method under present conditions. Hence, structural surface investigation has
been performed by SEM imaging with a nominally better- and more reproducible resolution.
Nevertheless, it is possible to obtain a very good 3D topography map of several plasmonic
objects and to get superior informations about geometrical conditions, especially the sample
height which is a crucial geometrical parameter for our investigations.

6.2 Optical Characterisation

6.2.1 Optical Transmittance Spectroscopy

For the optical characterization of the metamaterial samples we use a normal incidence trans-
mittance spectroscopy setup which has been built up in our group [142]. This setup offers a
very small half opening angle for incident light of about 5° and the opportunity to perform
angle-resolved as well as polarization-resolved measurements. It is an open coverage type
setup, making it easy to modify the components and to adapt it to the required experimen-
tal needs. In Fig. 6.3 the measurement setup is sketched. The white light is delivered by a
100 W tungsten halogen bulb, emitting blackbody radiation with a surface temperature of
about 3000 K. The lens L1 couples the light into a IR/VIS optical fiber with a 200 µm core.
The lens L2 collimates the light emerging at the other end of the optical fiber. A Glan Thomp-
son polarizer GT controls the linear polarization state of incident light and the subsequently
arranged microscope objective ML15 focuses the light onto the sample. For measurements in
air, the sample is mounted on a goniometer stage SH, which allows a strictly perpendicular
alignment to the optical axis of the setup. Furthermore, it is possible to measure the sam-
ple under different incident angels. This sample mount can be replaced by a holder for the
quartz glass cuvette, which is necessary to perform the transmittance measurements in the
liquid electrolyte (compare section 6.2.2). By closing the aperture in front of the first micro-
scope objective A1, it is possible to reduce the half opening angle of incident light to roughly
5°. The following microscope objective ML2, which is identical in construction to the for-
mer one, collects the light from the sample and collimates it again. Lens L3 in combination
with the objective ML2 is used to image the sample to an intermediate image plane, where
knife-edges KE are placed to spatially select the desired area of the sample surface. The

5Zeiss Achroplan LD 20x KO, NA=0.4
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Figure 6.3: The setup for normal incidence and polarization-resolved transmittance measurements is illustrated.
Light is focused onto the specimen with a fairly small opening angle. The transmitted light is re-imaged onto an
intermediate image plane where knife-edges can be adjusted to select the sample area. This can be monitored by
a CCD camera. For spectrally resolved detection, either an optical spectrum analyzer or a grating spectrometer
connected to a CCD camera is used. L1: lens with f=50.2 mm; L2: lens with f=25.4 mm; GT: Glan-Thompson
polarizer; A1, A2: apertures; ML1, ML2: microscope objectives (NA=0.4); L3, L4: lenses with f=150 mm;
KE: knife-edge aperture; KM: kinematic mirror; ML3: microscope objective (NA=0.25); detection path D1:
OSA: optical spectrum analyzer; L5: detection path D2: lens with f=500 mm; CCD: CCD camera; L6: lens
with f=25.0 mm; A3, A4: apertures; filter F1: NG1, 1 mm; L7: lens with f=50.2 mm; monochromator; CCD
(Si): silicon CCD camera.

selected area is finally imaged onto an IR/VIS optical fiber with a 200 µm core using lens L4
and the microscope objective ML36. The fiber is connected to the detection system, which is
usually the commercially available optical spectrum analyzer OSA7 with a spectral detection
range from 500 nm to 1750 nm. An additional detection system is initialized to perform a
long time optical monitoring, where a detailed description can be found in section 6.2.2. In
order to align the sample with respect to the foci of the microscope objectives ML1 and ML2
and to adjust the knife-edge apertures in the intermediate image plane, the kinematic mirror
KM can be placed into the optical path, to image the intermediate plane via lens L5 onto an
infrared CCD camera 8.

6Newport M-10x, NA=0.25
7Ando AQ 6315 B (USA)
8Panasonic (USA)
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Figure 6.4: (a) Schematic Sketch of the fluid cell filled with a 0.7 M solution of NaF in ultra pure 18.2 MΩ

cm grade water. In the electrolyte, the ITO coated suprasil substrate with the metamaterial structures on top,
is immersed. The ITO surface combined with the gold metamaterial structures form the working electrode.
The counter electrode is established by a macroscopic gold spiral. The reference electrode is immersed in the
electrolyte solution close to the sample. All three electrodes are connected to a potentiostat which acts as a
voltage source. (b) Schematic picture of the reference electrode consisting of a Ag wire coated with AgCl.
This wire is placed in a slim and long capillary tube and immersed in KCl. A porous plug forms the contact to
the environment with an extremely low leakage of KCl.

6.2.2 Optical Characterisation in electrolyte solution

To study the optical properties of the metamaterial samples in the electrochemical envi-
ronment in-situ, it is necessary to modify the optical transmittance setup described in sec-
tion 6.2.1. The sample holder with the goniometer is replaced by a liquid filled glass cuvette,
which is the mount and the electrochemical environment for the metamaterial sample. To
accommodate the fact, that the liquid in the cuvette changes the optical path, it is mandatory
to realign the sample and the microscope objective ML1 along the optical axis. The meta-
material sample is immersed in the electrolyte solution and its potential is measured relative
to a standard reference electrode (RE), which is controlled by a potentiostat (see Fig. 6.4).
In this fashion we can reproducibly control the electrode potential and specify its value on
an absolute scale. Optical spectra are recorded at constant potential, after the decay of the
initial charging current transient. For this measurement we use detection line D1 with the
optical spectrum analyzer OSA. The counter electrode is represented by a macroscopic gold
spiral within the electrolyte. The aqueous solution is opaque in the near-infrared (i.e., for
wavelengths larger than 1.4 µm, equivalent to frequencies below 214 THz). Hence, we have
chosen the lateral dimensions of the single elements of the metamaterial such, that the reso-
nances of interest are in the near-infrared part of the electromagnetic spectrum. In this case,
this leads to side lengths for the used split-ring resonators on the order of 100 nm.
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The Fluid-Cell is the specimen mount and the electrochemical environment for the exper-
iments. In Fig. 6.4 (a), the cell, the potentiostat and the connected electrodes are schemati-
cally sketched. The cell consists of a quartz glass body of the special spectroscopy glass BK
79. A small mount on the bottom of the cell fixes the sample and the contact wire for the
working electrode as well. The cell being open to the air is filled with a 0.7 M solution of
NaF 10 in ultra pure 18.2 MΩ cm grade water11. This electrolyte composition is used for all
electro-optical experiments discussed.

The Potentiostat is the voltage source in our electrochemical experiments. The used
equipment is the commercially available system Voltalab 5012 with the control and analysis
software VoltaMaster 4. This system is especially designed for electrochemical voltammetry
(see section 4.1.3), the method we also use for investigation. This system is connected to
three different electrodes, namely the so-called working electrode, the counter electrode and
the reference electrode. The sample surface with the thin layer of ITO and the metamaterial
structures on top forms the working electrode (compare 5.1.1). The ITO film on the surface
of the glass sample is connected to a thin gold wire, which is trapped between the PTFE inset
of the cuvette and the ITO layer on top of the sample. The counter electrode is represented
by a macroscopic gold spiral, which delivers the flux of the charge carriers within the elec-
trolyte. The reference electrode13 is a commercially available slim and long capillary tube
electrode filled with a saturated solution of KCl and a Ag wire coated with AgCl, surrounded
by the electrolyte solution. The interior of the electrode is connected to the environment by
a nano-porous plug on the bottom side. The manufacturer specifies an extremely low elec-
trolyte leakage14 for this device. This is important in order to prevent contamination of the
fluid-cell by the reference electrode during the measurements. The configuration of the men-
tioned three electrodes is necessary to guarantee a geometrical independent and therefore
reproducible measurement setup.

6.2.3 Time Resolved Optical Characterization in Electrolyte Solution

To understand the surface effects happening during the electrochemical procedure it is of
utmost importance, to measure the spectral changes over the applied electrode potential and
time. A slightly modified detection setup has been used for this measurement. This method
allows a distinct investigation of reversible- and irreversible effects in-situ .

Extended Optical Transmittance Setup Two different detection lines are used for the
optical spectroscopy: line D1 with the optical spectrum analyzer OSA and a second line

9Ultra pure quartz glass with superior optical transmittance over the whole visible and infrared spectral
range combined with excellent chemical resistivity properties

10Suprapur, Merck (Germany)
11Arium 611, Sartorius (Germany)
12PST050 Radiometer Analytical (France)
13Dry-Ref electrode, WPI (Germany)
14leakage less than 5.7 · 10−8 ml/hr
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D2 with a monochromator and a liquid nitrogen cooled Si-CCD camera. These detection
lines are strictly used independently. Line D1 is actuated in a static mode. The spectra are
taken after having applied a constant potential and the decay of the initial charging current
transient. Line D2 is a monitoring system, tracking the spectral changes by a given externally
applied potential over time. This detection method is of utmost importance to study the
reversible as well as the irreversible effects occurring during the electrochemical procedures.
As depicted in Fig. 6.3, this detection line is composed of the lens L6 collimating the light
coming from the optical fiber. The following apertures A3 and A4 act as an alignment
appliance for the optical beam path. The filter F115 reduces the incoming signal to prevent
the CCD camera from an overload. Lens L7 focuses the light on the entrance slit of the
monochromator (the slit aperture is set to 40µm). The grating used in the monochromator
(300 lines per cm, blazed at 1.0µm) allows the resolution of the spectral range between
700 nm and 900 nm wavelength.

15NG3, Schott (Germany)
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Chapter 7

Electrochemical Modulation

The field of metamaterials and photonics in general, is a very promising part of research
putting forth novel technological concepts [6, 12]. How and whether these technologies will
find their way into our daily lives, depends largely on making use of the properties these
new kind of materials deliver and in transforming them into an application. Beside loss-
compensation strategies (compare chapter 8), large scale manufacturing techniques [68] and
the ability to control, tune or even modulate the optical material properties are of essential
importance.
The astonishing properties delivered by metamaterials rely on resonances of typically metal-
lic building blocks. A famous representative is the split-ring resonator [2] that can give rise
to an effective magnetic response even at optical frequencies [14, 15]. As already discussed
in chapter 3 the spectral characteristic of the underlying resonances are determined by the
geometry of the resonators, the optical properties of the metal the metamaterial building
blocks typically consist of and the composition of the dielectric environment in which the
metamaterial is embedded.
To tune or even modulate the resonance characteristics, one must have the ability to change
the above discussed factors, ideally by an external signal. Several different approaches
following this goal have recently been discussed. Concerning the environmental change
approaches using liquid-crystals [143–145], drops of silicon-nanospheres in ethanol solu-
tion [146], optically pumped silicon at THz frequencies [147], phase transitions in VO2

[148, 149], and phase-change materials [150], have been presented.
Another approach is a structural tunability of split-ring resonators mediated by MEMS (Micro-
Electro-Mechanical Systems), which has been presented for THz frequencies [151, 152].
An elegant way to affect the resonance properties of specifically metallic metamaterials is
given by a direct modification of the metal’s charge carrier density, influencing the opti-
cal properties of the constituting metals (compare section 2.2.2). Along these lines, field-
effect-transistor like structures designed for far-infrared frequencies [20, 21], as well as for
optical frequencies [153] have recently been discussed. A different approach suitable to in-
duce charge carrier density changes in a metal, is simply given by a metallic electrode in
an electrolyte (compare chapter 4). This phenomenon is well known in the electrochemistry
community and has been investigated by reflectance measurements on bulk Au, Ag, and Cu
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single-crystal surfaces [154–156].
Furthermore, optical modulation effects have been reported by a corresponding change of
the charge carrier density influencing surface plasmon polaritons, excited within thin Au
films [23]. Even particle plasmon resonance changes of about 4 % relative to its central res-
onance frequency within gold nano-crystals have been observed [22]. However, for bulk Au
single-crystal surfaces, presented for instance in Ref. [156], the resulting optical modulation
of the reflectance has been less than 1 %. The observed spectral shifts in case of surface plas-
mon polaritons have been similarely small [23]. In contrast, the optical modulation effects,
which have been shown for chemically synthesized Au nano-crystals, manifest themselves
by an impressive color change, which can be observed with the naked eye in dark-field mi-
croscopic images [22]. Considering these examples, the question arises, in which extent
these modulation effects are related to the size scales of the underlying metallic nano- or
bulk crystals. If there is a dependency, one has to figure out the relavant scaling parameters.
Thus, it has not been clear at all whether an optical modulation induced by an electrochemi-
cal approach could be adapted to lithographically fabricated metallic metamaterials designed
for optical frequencies, where the relevant feature sizes tend to be between the size for bulk-
crystals on the one end and nano-crystals on the other end.
Moreover, the results obtained imply, that the surface-to-volume ratio plays a special role.
This ratio can well be tailored by the geometrical conditions of the metamaterial building
blocks, which also has been done in our case. These aspects distinguish our work on electro-
modulation of photonic metamaterials reported in Ref. [70] from experiments incorporating
Au nano-crystals or Au metal films. Moreover, we show that the resulting electrochemical
modulation is surprisingly large and can well be controlled by both, the geometrical and the
electrochemical conditions. Hence, the summary of the promising features presented, makes
this approach very attractive for applications.

7.1 Experimental Results

Within this chapter we connect the findings given by the systematical analysis of irreversible
gold surface restructuring presented in chapter 8 with reversible modulation effects of metal-
lic metamaterials in a NaF-based electrolyte solution. The method of surface pre-processing
is a crucial step for thin metal films, which exhibit significantly better modulation properties
compared to thicker metal films. Thus, the pre-processing has been of utmost importance
for the success of our work. The electrochemical modulation effects also show a partially
irreversible character, which has been investigated. As an important result of the analysis we
find, that the modulation amplitude scales reciprocal with the metal layer thickness d, rein-
forcing the assumption of surface charging effects as the relevant mechanism for the spectral
modulations observed.
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Figure 7.1: In (a) typical cyclic voltammograms of an array of 10-nm thin gold split-ring resonators in a
NaF-based aqueous electrolyte for electrode potentials ranging from - 0.9 to + 1.3 V, are depicted. Scanning
electron micrograph of the investigated structure is shown as inset. The artificial yellow resonator depicted,
gives the dimensions used for numerical modeling. The first cycle is shown in red, the second in blue, and the
third in black. Further cycles exhibit only minute changes and coincide within the line width of the curves.
(b) Corresponding normal-incidence extinction spectra for vertical incident linear polarization of light and for
open-circuit conditions before (black symbol) and after N=10 are depicted. One can see the enormous change
of the line-width and resonance height which implies a significant reduction of damping. These results are
qualitatively similar to the ones shown for nano-antennae in chapter 8 and [113].

7.1.1 Experimental Setup

We employ arrays of gold split-ring resonators in our electrochemical experiments [3]. Each
array has a footprint of 80µm× 80µm. An example of a 10 nm thin gold structure is shown
in the inset in Fig. 7.1 (a). The split-ring resonator arrays have been fabricated using standard
electron-beam lithography [3] on suprasil substrates coated with a 10 nm thin film of indium
tin oxide (ITO). The ITO avoids surface charging effects during the lithography and is addi-
tionally part of the working electrode within the electrochemical cell. After producing the
template by lithography and a subsequent development process, a Cr layer of 2 to 3 nm has
been evaporated using a high-vacuum electron-beam evaporation chamber, which acts as ad-
hesion promoter. Subsequently, the functional layer of Au has been evaporated. One obtains
the final structure after a lift-off procedure. The average film thicknesses are determined by
atomic-force microscopy. All relevant parameters and important intermediate steps in fab-
rication, not described in this short summary, can be found in chapter 5. The Cr adhesion
promoter is necessary to guarantee reproducible results over long time electrochemical pro-
cessing. Additional findings obtained from samples without Cr layer show results consistent
to the ones obtained for the structures with Cr adhesion promoter. The major drawback of
the samples without Cr adhesion layer are the insufficient durability of the samples, which
tend to detach after repeated electrochemical cycling.
The electrochemical cell is a quartz glass cuvette filled with a NaF-based electrolyte, which
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is open to air. The metamaterial sample is immersed in the solution and its potential is
measured relative to a standard reference electrode (RE), which is controlled by a potentio-
stat. In this fashion we can reproducibly control the electrode potential and specify its value
on an absolute scale. Optical spectra were recorded at constant potential after a transient
decay of the initial charging current. We use a macroscopic gold spiral as the counter elec-
trode within the electrolyte. Further information about parameters and the devices used, can
be found in chapter 6. The aqueous electrolyte solution is opaque in the near-infrared (i.e.
for wavelengths larger than 1.4µm, equivalent to frequencies below 214THz). Hence, we
have chosen the split-ring resonator sizes such that the resonances of interest lie in the near-
infrared part of the electromagnetic spectrum. This leads to split-ring resonator side lengths
on the order of 100 nm [see inset in Fig. 7.1 (a)].

7.1.2 Measurements and Discussion

The electrochemical processes at the gold surface under the conditions, summarized in the
short section given above, can be characterized based on cyclic voltammograms, which dis-
play the current I versus the electrode potential U , during cyclic potential scans [compare
Fig. 7.1 (a)]. For comparison, the graph depicted in section 4.1.3 and the corresponding dis-
cussion, should be taken into account, as it facilitates to comprehend the following explana-
tions. The most distinctive feature of the cyclic voltammogram is a peak at the positive end
of the applied potential range that occurs only during the first scan [compare Fig. 7.1 (a)].
This peak does not appear for structures without the Cr adhesion layer (not depicted). Thus,
this specific effect can be associated to a partially dissolution of Cr. In the subsequent cy-
cles peaks in the potential range U > 0 correspond to oxidation and reversible adsorption
and desorption of OH− species, not exceeding one adsorbed monolayer. The large current
appearing at U < 0 indicates Faraday reactions related to oxygen trace contaminants.
The corresponding extinction spectra are shown in Fig. 7.1 (b). The extinction is defined as
the negative logarithm of the intensity transmittance. Thus, unity extinction corresponds to a
suppression of the transmittance by one order of magnitude. The obtained extinction values
within this experiment have been recorded with a transmittance setup under normal incidence
of incoming light (described in section 6.2.1). The obtained spectra are normalized with re-
spect to the bare ITO-coated suprasil substrate, i.e. without the Cr/Au nanostructures, in the
same electrochemical cell. Hence, the optical properties of the electrochemical cell drop out
and do not influence the optical investigations. The transmittance of the entire electrochem-
ical cell is about 50 % and nearly constant over the entire investigated spectral range. This
implies that the electrolyte absorption does not significantly affect the plasmonic damping.
The fully processed samples with the adhesion promoter and a 10-nm thin gold layer on
top show only a very broad plasmonic resonance - in air as well as in the electrolyte solu-
tion (depicted in Fig. 7.1 (b) in black). In considering significantly high intrinsic electron
scattering/damping within the evaporated metal layers, due to their expected large surface
roughness and the influence of grain boundaries, these characteristics do not surprise.
However, after 10 electrochemical cycles over a range from - 0.9 V to +1.3 V a much more
pronounced and sharper plasmonic resonance appears (compare Fig. 7.1 (b) red curve). These
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findings are in very good agreement with the results presented in chapter 8, where the un-
derlying nano-structures have a slightly different shape. However, it has to be noted again,
that this procedure is especially pronounced for very thin metal films near or even below
the percolation limit. For thicker gold films, the underlying plasmonic resonances exhibit
lower damping even without initial electrochemical surface restructuring [3]. Nevertheless,
even for thick gold films surface improvements accompanied by damping reductions of up
to 30 % are possible [113].
For the case of split-ring resonators the measured extinction resonance centered at around
300THz frequency in Fig. 7.1 (b) corresponds to a higher-order resonance of the split-ring
resonators that can be excited for vertical incident linear polarization of light [3]. The mea-
sured extinction spectra can be well fitted by Lorentzians, providing us with the resonance
position with an accuracy of ±0.5THz and the resonance damping given by the half-width-
at-half-maximum. In Fig. 7.1 (b) the extracted damping reduces from more than 100THz to
27THz. We similarly follow the discussion presented in chapter 8 and tentatively assign the
surface restructuring, to an enhanced mobility of gold atoms associated with a transient in-
crease in surface diffusivity during lifting of the oxygen related adsorbate layer [103,157] at
the positive end of the potential scale. In the same manner, the pre-processed structures also
reproducibly persist their improved optical properties after a removal from the electrolyte
bath. This is a further evidence for the restructuring mechanism and implies, that this pre-
processing also works for structures with extremely small feature sizes, which are given in
this case down to approximately 32 nm.

Optical spectra are recorded for different potential values and after a constant transient-decay
current. The resulting extinction spectra for three selected potential values, recorded within
a complete cycle and for the largest electrode-potential window investigated ranging from -
0.9 V to + 1.3 V, are shown in Fig. 7.2 (a). For positive potential values the resonance exhibits
a distinct red shift with respect to zero bias and a blue shift for negative potentials. The ab-
solute spectral shift of the extinction peak, given for the most positive and negative potential
value within one complete cycle, is as much as 55THz, which is about 18 % of the center
frequency or more than twice the damping for zero electrode potential given by 24THz.
Additional to the spectral shift, the resonance damping also varies for different applied po-
tentials. It increases from 24THz at U = 0.05V to 31THz at U = +1.3V and to 36THz at
U=- 0.9 V. Further extinction data for two complete cycles are shown as a false-color plot in
Fig. 7.2 (b), where the corresponding potential profile is depicted on the left hand side. One
can nicely follow the spectral resonace shifts by the given potential variation.
While the modulation of the gold surface-charge density is expected to be a reversible ef-
fect, the electrochemical surface restructuring as described above is clearly irreversible. It
is also obvious from Fig. 7.2 (b) that the resonance position after two complete cycles does
not exactly come back to its original position. This raises the question, which fraction of the
55THz frequency shift in Fig. 7.2 (a) is reversible and which fraction is irreversible. To ad-
dress this important question, we cycle the electrode potential several times for two smaller
electrode-potential windows while observing the extinction spectra for similar samples. The
resulting resonance positions, extracted from the Lorentzian fitting, are summarized in the
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Figure 7.2: The electrode potential is varied within a window ranging from - 0.9 to + 1.3 V [compare
Fig. 7.1 (a)]. (a) Three selected extinction spectra from one electrochemical cycle taken after N=10 cycles
of pre-processing are depicted. The solid curves are Lorentzian fits to the data, the observed peak-to-peak
frequency shift of 55THz is indicated. (b) Further extinction spectra plotted on a false-color scale for two
complete electrochemical cycles (2 hours acquisition time, time runs from top to bottom) under the same con-
ditions as (a). The electrode potential varies as shown on the left-hand side; the dots correspond to the actually
measured values. The white dots in the false-color plot indicate the resonance center frequencies as obtained
from the Lorentzian fits.
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left-hand side column of Fig. 7.3. The damping evolution is given in the right-hand side
column. Subsequent to the usual 10-cycles of sample pre-processing, we start with a small
electrode-potential window, ranging from - 0.5 V to + 0.9 V as shown in Fig. 7.3 (a). The
three depicted complete cycles show only very small if any irreversible effects. Next, the
electrode-potential window is increased to - 0.9 V to + 0.9 V in Fig. 7.3 (b). Obviously, the
modulation shows a slightly hysteretic characteristic and exhibits a drift towards higher fre-
quencies i.e., the resonance does not quite come back to the same position after one cycle.
However, this irreversible part essentially saturates after another 100 cycles under the same
conditions as shown in Fig. 7.3 (c). Here, we obtain reversible frequency shifts as large as
25THz, still comparable to the resonance damping for zero electrode potential given by
35THz for this sample. We assign the irreversible contributions to structural changes simi-
lar to those during the initial pre-processing procedure.
Furthermore, a qualitatively reversible modulation of the damping can be observed for the
different displayed potential ranges. The amplitude of this modulation is most prominent for
positive potential values compared to equilibrium. This effect can be explained with the des-
orption of, e.g. OH− species occurring in the corresponding potential range. The desorption
of these species tends to increase the electron scattering effects at the surface and therefore
leads to an increase of the damping. This assumption is consistent with observations on
chemisorption experiments of metallic nano-colloids [114].

To further test our interpretation of the effects observed, we have performed additional
experiments, in which the gold film thicknesses of the split-ring resonators are varied sys-
tematically. Following our interpretations, we expect smaller reversible frequency shifts
caused by surface-charge effects for thicker Au films due to the less favorable surface-to-
volume ratio. Results of corresponding experiments are shown in Fig. 7.4. As expected,
for a given voltage modulation within the reversible regime, the observed frequency shift
decreases with increasing gold thickness d of the split-ring resonator, approximately pro-
portional to 1/d, describing the proportionality of the surface-to-volume ratio. Finally, the
experimental observations are in good agreement with simple numerical modeling presented
in section 7.1.3. Following the assumption, that the extra electronic charge is accomodated
on the metal side of the double layer region (compare section 4.1.1), we modelled a charge
increase as an increment of metal by maintaining the metal’s free charge carrier density and
vice versa.

7.1.3 Numerical Consistency Check

A recent density-functional-theory study of charged gold surfaces suggests that the potential
variation affects the electron density exclusively within the topmost atomic layer at the sur-
face [124]. Furthermore, the position of the image plane changes in good agreement with the
notion of an electron liquid, in which the charge density is a constant and the extra charge
is accommodated by an outward shift of the electron liquid. This motivates us to view the
modulation of the metal’s surface charge, naively, as an effective change of the split-ring res-
onators metal-film thickness. To support this reasoning and to investigate further influence
factors, Sabine Essig has performed numerical calculations based on a scattering-matrix ap-
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Figure 7.3: Split-ring-resonator resonance center frequency positions, left-hand side column, and damping
given in the right-hand side columns, as obtained from Lorentzian fits to the measured data as depicted in
Fig. 7.2 for three complete electrode-potential cycles in each sub-panel, (a) - (c) are depicted. The gold film
thickness is 10 nm. (a) Electrode-potential window ranging from - 0.5 V to + 0.9 V and are recorded immedi-
ately after the original N=10 pre-processing cycles. (b) Following the measurements shown in (a) and for a
larger electrode-potential window ranging from - 0.9 V to + 0.9 V. (c) Following (b) and an additional 100 cy-
cles, i.e., N=110. Note that, for the conditions of (a) and (c) very nearly reversible electrochemical modulation
of the optical resonance positions is obtained.
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Figure 7.4: In this figure the relative split-ring-resonator resonance frequency modulation, i.e. the ratio of fre-
quency shift and center frequency for zero electrode potential as obtained from Lorentzian fits to the measured
data as in Fig. 7.2 versus the inverse, 1/d of the gold thickness, is depicted. In all cases, after the initial electro-
chemical pre-processing, the electrode-potential is varied in the range from - 0.9 V to + 0.9 V following N=100
electrochemical cycles. Obviously, the reversible modulation is more pronounced for thin gold structures due
to their larger surface-to-volume ratio. The red graph is a straight line of best fit 1/d.

proach, also known as Fourier Modal Method (FMM) or Rigorous Coupled Wave Analysis
(RCWA). To allow for quantitatively reliable results for only minute changes in the system
parameters, great care regarding convergence of the numerical results has to be exerted. As a
matter of fact, we find that even for grid-aligned split-ring resonator structures only the use of
adaptive coordinates, either in analytical form [158] or automatically generated [159], leads
to converged results [70]. Within these calculations, the gold is described by the free-electron
Drude model with a plasma frequency ωpl = 1.37×1016s−1 and damping γc = 1.2×1014s−1.
For simplicity, the ITO film and the Cr adhesion layer are neglected. The glass substrate re-
fractive index is taken as 1.45.
The lateral dimensions of the split-ring resonators, as indicated in yellow within the inset of
Fig. 7.1 (a), are given by the split-ring resonator footprint 110 nm× 95 nm, a side line width
of 32 nm, a bottom line width of 40 nm and a lattice constant of 180 nm. The gold film
thickness is d = 10 nm.
Based on these parameters, we find numerically, that a change in the split-ring resonators
thickness by 1 nm (i.e., from 10 nm to 11 nm) leads to a blue shift of the resonance of
12.3THz. The relative frequency shift decreases for thicker split-ring resonators like 1/d.
This behavior qualitatively reproduces our experimental observations.
In order to obtain the same blue shift of 12.3THz for a fixed thickness of d=10 nm, the
refractive index of the entire electrolyte would have to exhibit a large change from 1.33 to
1.24. Similarly, by modulating the index only within a 1-nm thin surface layer within the
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electrolyte, the local index of this surface layer would need to decrease from 1.33 to 0.35.
The refractive index can be modified for instance by changes in the pH-value of the elec-
trolyte, which can be a result of the oxygen reduction reaction at the negative end of the
potential scale. However, effects of this magnitude are hardly realistic in our experiments.
Hence, these alternative mechanisms might play a certain role but they are quite unlikely to
dominate in our experiments. A more detailed theory would have to treat the electrochemi-
cal processes at the gold surface on the atomic scale. This investigation might be within the
scope of future work.

7.2 Conclusions

In conclusion we have shown that reversible tuning and modulation of plasmonic reso-
nances in optical metamaterials is possible by an electrochemical approach. The reversible
modulation- and irreversible tuning effects have well been cultivated and can be controlled by
both, the electrochemical environment and the size parameters of the underlying metamate-
rial structures. Large frequency shifts of up to 55THz have been gained. Systematic studies
of the applied electrode potential allow for distinguishing between the irreversible fraction
caused by the enhanced atomic surface diffusivity and the reversible fraction induced by
charge carrier injections, leading to an increase of net electrons. This can be interpreted
as an effective increase of the metal thickness. The assumption made has been suggested
by density-functional-theory studies [124]. The reversible fraction of the frequency shift
achieves a considerable value of 25THz, which is in the order of the resonance damping.
Depending on the applied potential, the irreversible fraction is nearly absent for small po-
tential variations and tends to decrease transiently for moderate applied potentials within a
potential range of - 0.9 V to + 0.9 V. This is in good agreement with the findings of chapter 8,
where the surface diffusivity and the accompanied irreversible frequency shift also decays
transiently for a similar potential range. It has been experimentally shown, that the relative
frequency shift depends on the surface-to-volume ratio, which makes this effect scalable by
the metamaterial thickness d. This trend has also been confirmed by numerical calculations.
In addition, a qualitatively reversible damping modulation can be observed, which can be
addressed to an enhanced electron scattering at surface adsorbates. This effect is present
for all investigated potential ranges used. Moreover, further influence factors have been in-
vestigated within theoretical studies performed by an in-house FMM code. These studies
have been done by Sabine Essig working in the group of Prof. Kurt Busch. Within these
investigations we find, that influence factors given by a local refractive index change of the
surrounding dielectric environment play a minor role. This aspect further confirms the as-
sumption of charge carrier transfer to the split-ring surface as the underlying mechanism.
The reversibility and the significant exhibitions of the effects observed make these assump-
tions very attractive for possible future applications concerning an actively tunable plasmonic
device.



Chapter 8

Electrochemical Restructuring

The field of plasmonics and metallic photonic metamaterials is a very fast growing re-
search area, and an important stimulus for the whole field of optics and nano-fabrication
[2, 3, 8, 26, 54, 160]. However, important challenges have to be faced on the one hand given
by technological fabrication limitation, but more importantly, on the other hand based on
fundamental limitations. The most extensive fundamental limitation of these materials, is
probably given by the intrinsic losses which are related to the metals the metamaterials typi-
cally consists of. Moreover, planar metamaterials designed for optical wavelength consist of
metallic building blocks with typical thicknesses of less than 50 nm. The electronic proper-
ties of these thin metal films differ from metal bulk properties. Here, a further loss increase
mainly caused by electron scattering at grain boundaries and other finite size effects (com-
pare section 2.2.3) is expected [39]. The investigation of the underlying loss mechanisms and
the ambitious efforts to develop compensation strategies are an important part of research.
Currently, two promising approaches are being pursued, which can be divided into two main
routes:

(i) Active loss reduction by introducing gain-materials.

(ii) Passive loss reduction by improving the metal quality.

Regarding (i) several approaches have been published, generally aiming at a reduction of the
losses by introducing gain-materials. By giving a selection only, works on using PbS quan-
tum dots covering an array of split-ring resonators [161], introducing dye’s as filling mate-
rial within a fishnet-structure [17] and coupling arrays of split-ring resonators to an InGaAs
single-quantum-well [162] have been presented. Concerning the approach of direct loss com-
pensation by improving the quality of the metal films, experimental work comprises studies
on metal alloys [163] and post-tempering of metal nano-structures [18] have been presented.
Another route might be inspired by electrochemical processing of bulk metal electrodes, be-
ing a state of the art post-processing technique in electrochemistry [101,109–112]. However,
it is an enormous challenge to adopt this procedure to nano-scale metal objects, which has
been presented for single gold nano-particles [164]. Electrochemical post-processing has
also appeared as a side aspect in our work on electrochemical modulation experiments of
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gold split-ring resonator arrays, presented in chapter 7 and [70]. Moreover, works on elec-
trochemically mediated gold crystallization of nano-discs has been presented recently [165].
In this chapter we describe the systematical investigation of this aspect in terms of a post-
processing procedure for gold nano-structures, that reduces the intrinsic losses under ambient
conditions after electrochemical processing, compared to before. Within this investigation
arrays composed of rectangular gold antennae have been used. We observe huge effects for
film thicknesses near the percolation threshold and significant effects for typical gold-film
thicknesses on the order of 20 - 30 nm [113]. It has to be noted, that post-processing of this
kind is mainly expected to reduce excessive Ohmic (or non-radiative) damping. Small effects
on the radiative damping may arise though, due to changes of the metal nano-structure shape.
By assuming only minute changes of the antennae geometries, the intrinsic loss reduction is
expected to be the dominating effect.

8.1 Experimental Results

In our electrochemical experiments on gold-based photonic metamaterials we have shown
optical modulation. These effects are characterized by spectral- shifts and line-shape changes
of the plasmonic resonances, which can be reversibly modulated by an external bias voltage
(compare chapter 7 and [70]). In addition irreversible phenomena occurred leading to, inter
alia, a reduction of the plasmonic damping. Here, we systematically study the latter aspect as
a possible method of post-processing plasmonic gold nano-antennae arrays aiming at reduc-
tion of intrinsic losses in thin-metal nano-structures. We characterize the samples by optical
spectroscopy, electron microscopy and atomic-force microscopy (compare chapter 6). For
sub-10 nm gold thicknesses, the measured damping decreases by factors exceeding three.
Even for 20 to 30- nm thin structures, the obtained loss reductions are still up to about 30 %
(compare Fig. 8.3).

8.1.1 Setup Description

The gold nano-antennae arrays have been fabricated using standard electron-beam lithogra-
phy on suprasil substrates coated with a 5- nm thin film of indium tin oxide (ITO) (compare
section 5.1.1). As already discussed in chapter 5, the ITO film is crucial to avoid charging ef-
fects in the fabrication process. More importantly, the ITO combined with the nano-antennae
arrays serve as the working electrode in our electrochemical experiments. In addition, we
use a nominally 2- nm thin layer of Cr as adhesion promoter. All materials are deposited
by standard high-vacuum electron-beam evaporation. Gold has been deposited at a rate of
0.1 nm/s. All quoted thicknesses have been measured by atomic-force microscopy (AFM).
Each nano-antennae array has a footprint of 80µm × 80µm. Our electrochemical experi-
ments have been performed in a quartz-glass cuvette filled with a 0.7 M solution of NaF in
ultrapure 18.2 MΩcm grade water and open to air. All sample and electrode cleaning pro-
cedures can be found in more detail in chapter 6 and Ref. [122]. The sample is immersed
in the solution and its potential is measured relative to a standard reference electrode (RE)



8.1. Experimental Results 83

Figure 8.1: Plasmonic damping (a) and resonance center frequency (b) versus time as derived from Lorentzian
fits to the measured extinction spectra taken under normal incidence with horizontal polarized light inside the
electrolyte during periodic electrochemical cycling in the potential window from -0.9 V to +1.0 V and a cycling
time of about 8 min per cycle. Note the beneficial reduction of damping (i.e., losses) versus time. The sample
consists of an array of gold antennae with dimensions 145 nm× 95 nm, a lattice constant of 300 nm and an
average gold film thickness of 7.9 nm.

Ag/AgCl in saturated KCl solution, which is controlled by a commercial potentiostat. A
macroscopic gold spiral serves as the counter electrode in our setup. For the restructuring
procedure the applied electrode potential has been varied between -0.9 V and +1.0 V for
30 complete cycles. This potential window includes the reversible adsorption/desorption of
about one monolayer of oxygen on the gold surface.

8.1.2 Measurements and Discussion

To monitor the process in situ, we measure the normal incidence transmittance spectra as
described in chapter 6 and [70]. The extinction spectra are the negative logarithm of the
measured transmittance. All spectra (see Ref. [70] or right column of Fig. 8.2) can nicely be
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fitted by Lorentzians. The resulting fit parameters (during cycling within the electrolyte), i.e.,
the damping and the resonance center frequency are depicted in Fig. 8.1. Clearly, the damp-
ing gradually decreases and the center frequency gradually shifts towards the blue. This
effect can be phenomenologically explained by a decrease of the resistance and capacitance
of the gold nano-structures due to surface restructuring. This can simply be understood in
terms of a capacitor represented by the metal antennae. A decrease in surface corrugation
leads to an increase of conductance caused by reduced elecron scattering within the anten-
nae. Furthermore, a decrease of the capacitor surface reduces the capacitance. Superimposed
on these trends, we again find electrochemical modulation of the transmittance within each
cycle as previously discussed in chapter 7 and Ref. [70]. In terms of an electrochemical post-
processing procedure, the comparison of the corresponding extinction spectra in air (rather
than in the electrolyte) before and after the complete cycling are more relevant. Correspond-
ing data are exhibited in the right column of Fig. 8.2 for the two orthogonal linear incident
polarizations of light and for five different gold film thicknesses Fig. 8.2 (a)-(e). In each of
these cases we find a substantial sharpening of the plasmonic resonances. As expected for
any harmonic-oscillator resonance, this sharpening due to loss reduction is accompanied by
an increase of the extinction peak height.

It is now interesting to ask whether these beneficial optical trends are accompanied by sig-
natures in the electron micrographs or atomic-force micrographs (AFM) before (left column
of Fig. 8.2) and after (center column) the complete electrochemical cycling.
To allow for a direct comparison and to obtain good image contrast, we have adjusted the
gray levels in the electron micrographs such that the substrate on average appears black,
whereas the gold antennae on average appear white. The resulting effects in Fig. 8.2 are
most pronounced for thin “films” near or even below the percolation threshold. For example,
a nominal gold film thickness of 7.1 nm, the disconnected islands of gold “before” cycling
transforms into a film “after” the cycling. This trend is also accompanied by a slight reduc-
tion in the lateral extent of the metal pads. In contrast, the gold thickness as observed in the
AFM data hardly changes between “before” and “after”.
To emphasize this aspect, we show an AFM line scan through the center of the pad in each
case. Note that the films after cycling appear much smoother in the SEM data. The AFM tip
is obviously not able to reach into the steep valleys seen in the electron micrographs, which
might be due to its large opening angle.
It has been reported that transient roughening, accompanied by an increase in surface diffu-
sivity, accompanies the oxidation/reduction treatment of noble metal electrodes [112, 166].
In our experiments the “smoothening” only happened when we included oxidation/reduction
potential window, and from the Lippmann equation it is known that in this potential window
the gold-electrolyte surface tension is reduced [167]. The reduction of the surface tension of
the gold-electrolyte interface favors wetting of the substrate by gold and, therefore, promotes
a smoothening of the surface.
We conclude that the change in the optical properties is accompanied by a clear restructur-
ing of the gold atoms within the antennae that is most pronounced for very thin films. This
effects obviously the electron scattering processes within the metal antennae and leads to a
reduction of dissipation which can be observed within the spectra by a change in the line
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Figure 8.2: Gold nano-antennae arrays of different average gold film thickness (increasing from (a) to (e) with
7.1 nm, 7.9 nm, 8.6 nm, 9.8 nm, 11.5 nm) before and after electrochemical cycling (see Fig. 8.1). All data are
taken under ambient conditions, i.e., outside of the electrolyte. The left column exhibits electron micrographs
“before” cycling as well as AFM data on one antenna with an AFM line scan profile. The center column depicts
corresponding data “after” cycling. Note the distinct changes in the spectra that are especially pronounced for
thin gold structures. The right column reveals corresponding measured normal-incidence extinction spectra
before (black curves) and after (red curves) cycling for vertical (dashed) and horizontal (solid) incident linear
polarization of light.
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Figure 8.3: Plasmonic damping as derived from Lorentzian fits to measured extinction spectra like the ones
shown in Fig. 8.2 “before” (black curves) and “after”(red curves) electrochemical cycling versus the average
gold film thickness given in two different ranges: 6 nm to 10 nm in (a) and 10 nm to 30 nm in (b). Full symbols
and solid lines correspond to horizontal linear polarization of the incident light, open symbols are connected
with dashed lines to vertical polarization.

width of the resonance.

To give an overview on the results of our post-processing study, Fig. 8.3 summarizes the
deduced damping values before and after the electrochemical cycling for all samples shown
in Fig. 8.2 as well as for several others, especially others with much larger gold film thick-
nesses. Here, we find only insignificant changes within the electron micrographs. We es-
timated ±0.5 nm for the errors of the AFM thickness measurement. The errors occurring
for the Lorentzian fitting of the plasmonic resonances are assumed to be ±0.5THz and are
within the line width of the graph. Obviously, the damping reduction decreases with in-
creasing gold-film thickness. This trend is expected as one easily gains closed thick films by
evaporation. However, we still get a damping reduction as large as 30 % even for 20 - 30 nm
thick gold films. Such films are quite typical of photonic metamaterials [15]. These effects
can be understood within the framework discussed in section 2.2.3. The metal thicknesses
of 20 - 30 nm are in a regime, where surface improvements lead to prosumably significant
changes within the electron scattering characteristics of the underlying metal film. By fur-
ther increasing the metal film thicknesses far beyond the scale of the electron mean free path
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in gold (estimated in 2.2.3 and [39]), the surface defect restructuring plays probably a minor
role.
Much larger improvements can be reached for gold films below 10-nm thickness, since
the fraction of unrestructured surface defects obviously increases for decreasing film thick-
nesses.
For completeness it must be noted that even for thick gold films the structure beneath the
topmost gold layer, being in direct contact to the electrolyte, is not a completely homoge-
neous film. It consists of connected gold grains with typical grain sizes of about 15 nm [168].
These grain boundaries affect the electron scattering characteristics within the metal film. It
is not expected, however, that this layer significantly influences the observed effect, since the
direct contact to the electrolyte is not available.

8.2 Conclusions

In conclusion, we have presented electrochemical cycling as an alternative procedure of post-
processing metallic photonic metamaterial samples. This approach aiming at loss reduction
of plasmonic resonances is complementary to the recently discussed thermal annealing of
photonic metamaterials [18]. Concerning a post-processing of thin metal films or nano-
structures in general, this method is of conceptual advantage compared to state of the art
thermal assisted post-processing techniques. This is due to the smooth surface treatment
which is well controllable by the process parameters of the electrochemical treatment. Fur-
thermore, different electrolytes can be used to adjust the surface diffusivity of the metals used
within the electrochemical treatment (compare section 4.2.1 and [104]). In addition, exten-
sive thermal stress phenomena, i.e. Rayleigh instabilities [117, 118], which have been ob-
served in [18] for high aspect ratio structures, are prosumably absent for this post-processing
technique. By summarizing the obtained facts, it can be stated that the electrochemical post-
processing is a universal and preservable method to increase the quality of nano-structures
of presumably arbitrary shape and size.
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Chapter 9

Conclusions and Outlook

In this thesis, we investigated electrochemically induced surface restructuring- and spectral
modulation effects of planar metallic metamaterials. Our experiments contribute to the in-
vestigation of restructuring phenomena occurring on metal electrolyte interfaces, aiming a
metal surface improvement with a corresponding reduction of metal intrinsic electron damp-
ing. Furthermore, the studies of charge transfer onto metallic photonic metamaterial struc-
tures, exhibiting astonishing optical modulation and tuning effects, which represent an im-
portant contribution to already established works in adjacent areas of research [20–23]. In
the context of electrochemically manipulating the optical properties of metamaterials, new
phenomena have been presented and the relevant mechanisms have been investigated within
both, experimental and numerical studies.
The metamaterial samples have been fabricated using state-of-the-art electron beam lithog-
raphy on functionalized quartz substrates. Subsequently, the resulting nano-structured tem-
plates have been metalized by evaporating gold layers of varying thicknesses under high-
vacuum conditions. Before, an ultra thin layer of chromium has been evaporated under
the same conditions to improve the adhesion of the gold layer within the electrochemical
environment. A subsequent lift-off procedure provides us with high-quality metallic nano-
structures with very small feature sizes down to 30 nm and varying metal layer thicknesses.
The metamaterial structures have been investigated experimentally using electron-beam mi-
croscopy and atomic-force microscopy as well as optical transmittance spectroscopy in air
and in a NaF-based aqueous electrolyte solution.
Within the field of metallic photonic metamaterials, a lot of effort has been spent on de-
veloping successful loss compensation strategies. This can be merged into two main routes
following the concept of gain-material mediated, i.e. indirect loss compensation of metallic
nano-structures on the one hand [17, 161, 162] and a direct strategy of loss compensation
based on improving the optical properties of metal on the other hand [18, 163]. Promising
work on using thermal annealing of gold nano-structures, leading to an improved morphol-
ogy of the metal with accompanied positive effects on the optical properties, have been
presented [18].
Inspiration for a new approach can be received within the field of electrochemistry and ma-
terial sciences, where potential assisted and chemisorptive surface restructuring phenomena
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are well known concerning bulk noble metal electrodes [101, 109–112]. To adopt a state-of-
the-art restructuring technique, working for macroscopic bulk metal electrodes onto a system
of periodically arranged metal objects with dimensions on the nanometer scale, is not self-
evident.
Works on surface restructuring gold nano-spheres show encouraging surface improvements
with a corresponding reduction of the extinction linewidth, implying a decrease of the intrin-
sic electron damping [164]. Our work deals with electrochemical induced surface restruc-
turing phenomena of lithographically fabricated nano-structures. These metamaterials can
be produced with a very high reproducibility and, concerning their expansion, they close the
gap between single metal particles on the one end and bulk metal films on the other end. The
surface improvement technique, presented in this thesis, gives the opportunity to restruc-
ture thin evaporated metal films even below the percolation threshold with very poor optical
properties and to transform them into a closed metal film after the electrochemical treat-
ment, accompanied by astonishing improvements within the optical properties. We reported
damping improvements up to a factor of three for sub 10 nm-thin gold films and even for
thicker gold films of 30 nm the reduction of damping reaches remarkable values up to 30 %.
The damping reductions, based on optical extinction spectra measured within a transmit-
tance spectroscopy setup and detected by a Si-CCD camera, can well be linked to structural
modifications of the single metal objects, which have been investigated by electron-beam
microscopy and atomic-force microscopy. The underlying restructuring meachanisms are
consistent with those discribed for bulk metal electrodes [101] and the assumptions made
have also been in line with theoretical works on metal restructuring phenomena [106]. Re-
cently, similar observations, concerning nano-discs and holes have been presented, qualita-
tively confirming our work and presenting further interesting aspects [165].
It has to be noted, that the developed restructuring method has been of utmost importance
for the electromodulation experiments, that has also been presented within this thesis. This
is due to the fact, that the performance of the electrochemical modulation effects presented
are sensitively dependent on the metamaterial layer thicknesses used for investigation.
This work incorporates itself as an important contribution into the overall context of actively
manipulating the optical properties of plasmonic metamaterials. The astonishing optical ef-
fects, delivered by plasmonic metamaterials, typically rely on spectrally localized plasmonic
resonances. The ability to tune or even modulate these resonances is an important step to-
wards future applications.
Several different approaches concerning this topic have been presented recently. This in-
cludes the use of liquid-crystals [143–145], drops of silicon-nanospheres in ethanol solution
[146], optically pumped silicon at THz frequencies [147], phase transitions in VO2 [148,149]
and phase-change materials [150]. These works rely on the concept of changing the reso-
nance properties of the metal nano-structures by changing the surrounding dielectric envi-
ronment.
Moreover, mechanical manipulating approaches have been presented [151, 152].
Another approach is a direct externally induced change of the materials optical properties
by changing its charge carrier density. Works following this approach have shown signifi-
cant effects even for optical frequencies [153]. In addition, metal semiconductor compounds
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forming a field-effect-transistor like structures designed for far-infrared frequencies have
been presented. Their working principle is based on a charge variation within the semicon-
ductor influencing the optical properties of the compound [20, 21].
The goal to externally induce a charge carrier density change even within the metal, can be
fulfilled by using an electrochemical approach as done in our case. The general feasibil-
ity of this method has been proven on a macroscopic scale by reflectance measurements on
bulk Au, Ag and Cu single-crystal surfaces [154–156]. An influence on surface plasmon
polaritons, excited within thin Au films, has also been reported [23]. On the other end of
the size scale impressive color change phenomena, occurring for chemically synthesized Au
nano-crystals, can be observed [22]. Our work, which is based on lithographically manu-
factured samples, is intermediate in size compared to these material systems. Therfore, it
fulfills both, a completion by filling the size-gap and a clear distinction compared to already
existent work.
The electromodulation experiments have been performed with samples of split-ring res-
onators immersed in a NaF-based aqueous electrolyte. Similar to the electrochemical re-
structuring measurements, a slightly different optical transmittance setup has been used. By
investigating the obtained extinction spectra, we observed spectral shifts of the resonance
center frequencies of up to 55THz, which is about 18 % of the center frequencies absolut
values or more than twice the damping for zero electrode potential. Variations of different
system parameters made it possible to distinguish between the reversible modulation effect,
which we attribute to reversible surface charge density variations. In addition, an irreversible
component has been observed, which can be connected to the context of electrochemical
restructuring. The irreversible fraction of the spectral modulation decayed over time and we
still obtained reversible spectral modulation reaching values up to 25THz. Furthermore, po-
tential dependent qualitatively reversible damping variations have been observed. They are
most prominent for positive potential values. These observations are qualitatively well con-
sistent to chemisorption experiments incorporating nano-sized metal particles [114]. Here,
the increase of damping has been addressed to surface adsorbates, being in our case most
pronounced for the positive end of the used potential ranges.
The assumption, that the reversible spectral modulation depends on the surface-to-volume
ratio of the underlying metal objects, was also confirmed by variing the metal thicknesses of
the nano-structures.
Corresponding numerical calculations have been performed to review our interpretations.
Within these calculations we approved the measured surface-to-volume dependency of the
modulation effect by varying the gold layer thickness. A variation of the dielectric environ-
ment parameters implies, that the surface charging of the metal is presumably the relevant
parameter mainly effecting the observed spectral modulation effects [70].
In summary, it can be stated, that the restructuring effect occurring to lithographically manu-
factured nano-structures is an important contribution, concerning the goal of reducing intrin-
sic metal losses by improving the surface properties. This method can be applied in terms
of a post-processing technique for in principle arbitrarily shaped and ordered gold nano-
structures. The works on metal electrode restructuring imply [101], that this method can
also be extended to other materials, e.g. copper or silver, which are important for metamate-
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rials, plasmonics and beyond [66, 92, 93]. Corresponding experiments on different materials
should be investigated in further works.
The observed electrochemically induced spectral effects performed within an aqueous elec-
trolyte exhibited encouraging reversible spectral tuning and modulation of the resonance
frequency. The reversibility and the remarkable huge effects make this method interesting
for an application. To further expand our method, works on replacing the aqueous electrolyte
by solid electrolytes should be performed. This might be a step important for paving the way
to create an optical device. This way can be assisted by applying other electrolytes. The
influence of ionic species different from the ones used in our case, mediating the electro-
modulation effects within metallic metamaterials, is still an open question.



Appendix A

Derivation of the Potential-Profile
According to the GCS Theory

As briefly discussed in section 4.1.1 and following the derivations given in [97], the charge
carrier population ratio within different slices i are given according to the Boltzmann equa-
tion by
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In electrostatics, the charge distribution is connected to the potential according the Poisson
equation. By combining both, one obtains the Poission-Boltzmann equation given by
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Integrating both sides, yields
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For distances far from the electrode surface we receive the constraints Φ = 0 and dΦ/dx = 0.
This leads to
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This relation can be simplified by assuming only one cationic and one anionic species. Ac-
cording to this assumption, one yields
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while n0 describes the ion concentration in the bulk solution and z the magnitude of the
charge.
We obtain the potential profile along the given slices in x-direction by integrating Eq. (A.8)
with the lower boundary Φ0 for x = 0
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We end up with the final result given by

tanh(zeΦ/4kBT )

tanh(zeΦ0/4kBT )
= exp (−κx) , (A.10)

with
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For large Φ0, the potential decreases rapidly. For smaller Φ0 the decrease becomes more
gradual. Thus, we can make the assumption that for sufficiently small values of Φ0, the
approximation (zeΦ0/4kBT ) < 0.5 is valid. Then tanh(zeΦ/4kBT ) ≈ zeΦ/4kBT . The
potential drop is then given by the already stated relation (compare Eq. (4.3))

Φ = Φ0 · exp(−κx). (A.12)

With respect to the finite dimension of the solvated ions, we have to extend the Gouy-
Chapman derivation with a small but important modification made by Stern [100]. This
is due to the fact, that the closest approximation of the ions to the electrode surface is given
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by the radii of the solvated ions. Therefore we have to modify the boundaries of the integrals
(compare Eq. (A.9)) to
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By integrating the former equation one obtains

tanh(zeΦ/4kBT )

tanh(zeΦ0/4kBT )
= exp (−κ(x− x2)) . (A.14)

where x2 defines the plane of closest approach, which is in other words the outer Helmholtz
plane (OHP). According to x2, Φ2 defines the potential at the same point. While the charge
density in the region between the electrode surface and the OHP is zero, we receive a linear
profile within this layer. The total potential drop across the double layer region is then given
by
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