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Chapter 1

Introduction

The last decades have seen amazing improvements in advanced nanofabrication techniques, where tools such as electron beam lithography are successfully applied to structure materials in the nanometre regime. Electronics has benefitted very much from these and other advances in technology and has introduced them to everyday life. At the same time, nanostructured materials have facilitated completely new ways of how to control light.

The most interesting effects occur when the feature sizes of the system are comparable to or much smaller than the wavelength of incident electromagnetic waves [1–4]. In particular, photonic crystals—which consist of periodically structured dielectric materials—prohibit the propagation of light along certain directions for certain frequencies via the formation of band gaps. Deliberately introduced deviations from the periodicity allow to design functional elements such as waveguides, splitters, interferometers, and more.

In a similar fashion, periodically arranged metallic building blocks such as nanorods, split-ring resonators (see Fig. 1.1), and fishnets can be combined to form so-called metamaterials [1]: If these building blocks are much smaller than the wavelength of incident light, individual structures are no longer resolved. In this case, the composite material may be considered as an effective medium whose optical properties are largely determined by the building blocks. Intriguingly, this allows researchers to tailor material properties to their needs.

For instance, metamaterials which show a distinct magnetic resonance at optical frequencies have been reported. For certain systems, even a negative effective refractive index has been found, a property unheard of among natural materials [5]. Current research and possible applications include devices such as the perfect lens [6] and the optical cloak, which guides light around an obstacle in a way that it is invisible to an observer [7].

Nanostructures are also appealing for biological and chemical applications. For example, metallic nanostructures tend to enhance electric fields near tips and corners, in turn boosting nonlinear effects such as the Raman effect. This enables researchers to measure and identify the Raman signal of single molecules [8].

Based on the same principle of local field enhancement, it is also possible to construct plasmonic tweezers [9] which trap and manipulate small particles. As the field enhancement comes along with a strong localisation, metallic nanostructures provide a way to overcome the diffraction limit at optical frequencies. Scanning near-field optical microscopes utilise metallic tips to achieve resolutions in
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Figure 1.1: Experimental realisation of nanostructures. The figure shows a scanning electron microscope image of an array of gold split-ring resonators on a silicon substrate, which I have fabricated myself while visiting the group of Thomas Krauss at the University of St Andrews, Scotland.

Figure 1.2: Fabrication issues in modern nanolithography. The sample shows an array of nanoscopic dipole antennas (a) on a silicon strip waveguide (I) next to two trenches (II and III) in a silicon layer (IV). Due to the ill-fated choice of fabricating the dipoles first, many dipoles washed off during the waveguide fabrication steps, leaving a Braille-style pattern (b) behind. In addition, the involved etching process has led to the formation of partly collapsed nanopillars (c), which gives this image a certain aesthetic component.
the sub-100 nm regime [10].

Furthermore, microscopic dielectric resonators show very pronounced resonances with enormous quality factors. At the same time, they are extremely sensitive to their environment—so sensitive, in fact, that even a single molecule can change their resonance frequency [11–13]. Consequently, such resonators are promising candidates for biological and chemical sensing applications.

The list of fascinating achievements and working devices is virtually endless. Despite the impressive bandwidth of these experiments, however, there is one commonality: Experimental research in the field of nanophotonics is challenging, expensive, and suffers from limited resources and infrastructure. Luckily, numerical simulation tools can support and ease experiments in a number of stages.

### 1.1 The Need for Numerical Simulations

First of all, when planning a research project numerical experiments help to find promising systems and geometries. Proofs of concepts can be done without ever dealing with the fabrication process and the related difficulties (see Fig. 1.2 for an example). From such idealised experiments with optimal control, promising parameter ranges can be determined and the influence of different materials can be studied a priori.

Once the systems of interest are fabricated, numerical simulations can be used to optimise the system parameters in order to tweak the performance, e.g., to increase the quality factor of a resonator structure. On the other hand, numerical simulations also allow to assess the quality of the fabrication process, as imperfections are usually not included in the numerical model.

Finally, simulations can simplify the interpretation of experiments. Using computer programs, it is possible to access quantities such as charge and electromagnetic field distributions or heat dissipation, which may not be accessible in the actual experiment. Physical effects can be switched on and off independently to investigate the dominant contribution to a phenomenon. Thus, we can learn for future designs. Simulation results can be visualised to obtain an intuitive understanding of the underlying physics. In some cases this might even help to understand unexpected effects which are not included in the physical model or have not been considered.

### 1.2 A Survey of Common Simulation Methods

For nanophotonics, it is usually sufficient to employ a classical description of the electromagnetic fields as given by Maxwell’s equations. It is important to understand that the choice of the simulation tool is crucial for the quality of the results. Among the wide range of available methods we find a large number of techniques for specific applications. For example, the multiple multipole technique (MMP) is ideally suited to simulate ellipsoidal particles [14]. The Wannier function expansion can accurately describe large-scale photonic crystals with a comparatively small number of degrees of freedom [15,16]. Layered periodic structures are easily investigated using the Fourier modal method [17–19].

Not surprisingly, such methods cannot fully display their strengths when being applied to systems other than the ones they were originally intended for. In such cases, converged numerical results re-
quire a disproportionately large amount of computational resources. In contrast, there exist a couple of general purpose solvers which can—some extensions provided—tackle an extremely diverse set of systems with only moderate requirements.

The Finite-Difference Time-Domain (FDTD) algorithm is the most popular simulation tool for nanophotonics [20, 21]. Starting from an initial state, it evolves the electromagnetic fields in time. The field components are discretised at cleverly chosen positions within a rectangular lattice, the so-called Yee (or staggered) grid. Using a Taylor expansion for the derivatives and a leap-frog scheme in time, one ends up with a very simple procedure to evolve the fields step by step. Together with a multitude of extensions, FDTD has been successfully applied to countless systems, even nonlinear ones.

However, FDTD has a couple of weaknesses. It owes its simplicity to the comparatively inflexible Yee grid. Objects which are not parallel to the coordinate axes are subject to aliasing or the staircase effect, which is of special concern for metallic nanostructures. The accuracy of the spatial discretisation is further limited by the underlying Taylor expansion. As soon as material interfaces are present, the accuracy is reduced because the electromagnetic fields are no longer smooth. Despite various efforts [22–24], it remains extremely challenging to improve the spatial accuracy beyond the limits of the basic algorithm.

As a second commonly used class of general purpose solvers we would like to mention the Finite Element Method (FEM) [25, 26]. FEM works on a non-uniform mesh which is adapted to the geometry of interest. At crucial points, the mesh size can be reduced to increase the local resolution (h-refinement). Each element of the mesh holds an electromagnetic field representation of adjustable accuracy (p-refinement) and is coupled to its neighbours. Eventually, these building blocks lead to a sparse system of linear equations (SLE).

Solving such a system appears costly when compared to the computation of a single time step in FDTD. However, if one solves Maxwell’s equations in the frequency-domain for just a small to medium (≈ 100) number of frequencies, this can be considerably faster than a corresponding time-domain simulation. Consequently, FEM is most often implemented in the frequency-domain. In contrast, finite element time stepping schemes are rather expensive, as one has to solve an SLE for each time step.

### 1.3 Overview of the Discontinuous Galerkin Method

It is desirable to find a way to combine the advantages of both FDTD and FEM. An adaptive mesh with adjustable order of accuracy should be woven into a scheme with reasonable efficiency concerning processor (CPU) time and main memory (RAM). Discontinuous Galerkin (DG) methods are one possibility to achieve this goal [27, 28].

The historical development of the DG method is rather intricate with important contributions by many researchers in different fields. Thus, we will restrict our historical account to a few selected works relevant for Maxwell’s equations. More detailed chronologies and information on other types of partial differential equations can be found in Refs. [27, 29, 30], for example.

The DG method was first proposed and used in the context of steady-state neutron transport [31] in 1973. Later works applied the method to other research areas like acoustics, plasma physics, and hydrodynamics. Combined with a Runge-Kutta scheme [32], the method showed very promising
results for hyperbolic partial differential equations. After some previous efforts related to Maxwell’s equations, Hesthaven and Warburton proposed a nodal\(^1\) DG time-domain scheme for the numerical simulation of electrodynamic problems in 2002 [28]. Besides providing the algorithm itself, their paper also features rigorous mathematical proofs concerning numerical stability and convergence. Since then, a steadily increasing number of groups outside the mathematical community have implemented the DG method for Maxwell’s equations (for example, see Refs. [33–36]).

In essence, the DG method is a variant of conventional FEM. As with FEM, we divide the computational domain, i.e., the domain on which we consider the problem, into a set of small subvolumes called elements. All together they form the mesh, which often consists of hundreds of thousands of elements. On each element, we expand the electromagnetic fields in terms of a set of basis functions. The main difference to FEM is that these basis functions are restricted to their respective elements; they are identically zero on all other—and in particular on the neighbouring—elements. Hence, at the interface between neighbours, we have two different field values, one for each element. This is the origin of the word “discontinuous” in the method’s name and an important point, since it allows us to model and represent discontinuous electromagnetic fields at material interfaces without conceptual difficulties.

At the same time, this choice of basis leads to a vanishing overlap of basis functions defined on neighbouring elements. As a result, the electromagnetic problem on the mesh reduces to a set of electromagnetic problems on much smaller domains; the elements. In particular, any linear algebra involved (matrix-vector products, for example) acts only on the degrees of freedom associated with single elements. This results in small, manageable matrices and renders the algorithm very efficient. On the other hand, it is clear that the elements must be somehow coupled with each other to allow wave propagation from one element to another. Hence, once the potentially expensive linear algebra has been performed, we reintroduce the coupling between neighbouring elements using the concept of the numerical flux, which is borrowed from finite volume methods [37]. With this we obtain a semi-discrete form of Maxwell’s curl equations in which the position-dependence is already discretised while the time-dependence is not.

We are free to discretise the time variable in terms of time steps similar to FDTD or we can solve Maxwell’s curl equations in the frequency-domain. The time-domain version indeed combines the advantages of both FDTD and FEM because it is as accurate as FEM and—for a comparable level of accuracy—often faster than FDTD [38]. The frequency-domain version is supposedly not as efficient as conventional FEM, but it can be derived from the time-domain algorithm with just a few modifications. This is an advantage in practice, since computer code can be reused to minimise bugs and glitches.

1.4 Outline of the Thesis

The remainder of this thesis\(^2\) is structured as follows: Chapter 2 gives a brief introduction to Maxwell’s equations and related topics. It discusses solutions to a few selected problems, how to model dispersion in the time-domain and reviews the basics of electromagnetic scattering theory.

Chapter 3 gives a detailed account on the spatial discretisation via the discontinuous Galerkin

---

\(^1\)A nodal scheme identifies degrees of freedom with field values at certain positions.

\(^2\)For completeness, it should be mentioned that the text of this thesis is based on some of my publications [39–41].
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method. In the course of this chapter, all spatial dependencies in Maxwell’s equations are absorbed into expansion coefficients and small matrices. Eventually, this leads to a system of ordinary differential equations in time. In addition to the basic concepts, a few pages are dedicated to efficient implementation techniques.

Once the spatial discretisation has been established, we are left with the decision how to treat the remaining time-dependence. In principle, there are two possibilities. The first route follows the trails of FDTD, and thus describes the discontinuous Galerkin time-domain (DGTD) algorithm in chapter 4. Starting from an initial state, the electromagnetic fields are evolved using a low-storage Runge-Kutta time integrator. We discuss fundamental properties and provide a criterion for time steps which yield numerically stable solutions.

An alternative approach is topic of chapter 5. In contrast to discretising time itself, we investigate steady states using the discontinuous Galerkin frequency-domain (DGFD) method. In particular, we are interested in systems excited by time-harmonic sources. Solving a large system of linear equations replaces the simple time-stepping process of DGTD. The challenging task of balancing execution time and memory requirements is one of the main topics of this chapter.

The three subsequent chapters extend the discontinuous Galerkin technique in a multitude of ways. In chapter 6 we introduce sources, dispersive media, and curvilinear elements. In addition, we describe how to obtain spectral information from time-domain simulations to facilitate a comparison with real-world experiments. Chapters 7 and 8 focus on two extensions developed in the course of this thesis. First, a novel stretched-coordinate based implementation of perfectly matched layers offers an alternative to commonly employed absorbing boundary conditions (chapter 7). Secondly, we provide details on how to include anisotropic materials in the discontinuous Galerkin framework (chapter 8).

Having gathered all necessary tools and techniques, we employ the discontinuous Galerkin method to simulate electromagnetic scattering of split-ring resonators (chapter 9). Starting from individual resonators, we systematically investigate the influence of mutual coupling between split-rings on the properties of a periodic array of such resonators.

Finally, the thesis concludes with a summary and an outlook on potential future research.
Before we dive right into the discontinuous Galerkin method, its extensions, and applications, we first want to establish the theoretical background for the remainder of this thesis. For the physical systems we have in mind, quantum effects do not play a perceptible role. Consequently, it is sufficient and accurate to describe light-matter interaction in terms of classical electrodynamics.

Thus, we briefly review Maxwell’s equations in section 2.1. We highlight the role of material interfaces and introduce some notations, conventions, and simplifications which will be used in the remainder of this thesis.

Section 2.2 presents solutions to selected wave propagation phenomena like normal incidence on a dielectric half space. The problem of handling dispersive material parameters in the time-dependent Maxwell equations is discussed in section 2.3. Finally, the chapter closes with a short introduction to electromagnetic scattering theory.

### 2.1 Maxwell’s Equations

The classical theory of electrodynamics was established in 1865, when James Clerk Maxwell published his seminal paper “A Dynamical Theory of the Electromagnetic Field” [42] following a presentation held a year before. In modern vector notation as introduced by Oliver Heaviside, Maxwell’s equations in the SI unit system read [43]

\begin{align}
\nabla \cdot \vec{D}(\vec{r}, t) &= \rho(\vec{r}, t), \\
\nabla \cdot \vec{B}(\vec{r}, t) &= 0, \\
\nabla \times \vec{H}(\vec{r}, t) &= \partial_t \vec{D}(\vec{r}, t) + \vec{j}(\vec{r}, t), \\
\nabla \times \vec{E}(\vec{r}, t) &= -\partial_t \vec{B}(\vec{r}, t).
\end{align}

These equations feature the electric field \( \vec{E} \), the magnetic field \( \vec{H} \), the electric displacement \( \vec{D} \), and the magnetic induction \( \vec{B} \). Free electric charges \( \rho \) and free electric currents \( \vec{j} \) act as sources to these electromagnetic fields, which all depend on both position \( \vec{r} = (x, y, z)^T \) and time \( t \). All vectors in Eqs. (2.1) are three-dimensional, i.e., they consist of \( x \)-, \( y \)-, and \( z \)-components.
2.1.1 Constitutive Relations

In the above form, Maxwell’s equations are not complete. As a closure, we have to provide the constitutive relations

\[
\vec{D}(\vec{r}, t) = \varepsilon_0 \vec{E}(\vec{r}, t) + \vec{P}[\vec{E}, \vec{H}], \quad \vec{H}(\vec{r}, t) = \frac{1}{\mu_0} \vec{B}(\vec{r}, t) - \vec{M}[\vec{E}, \vec{H}].
\]

Here, we have introduced the vacuum permittivity \( \varepsilon_0 \) and the vacuum permeability \( \mu_0 \). Both quantities are fundamental constants. Furthermore, we have introduced two fields which account for the presence of matter; the polarisation \( \vec{P} \) and the magnetisation \( \vec{M} \). In general, both fields are functionals of the electric and magnetic fields \([44]\) and rely on a macroscopic description of matter: If the wavelength of incident electromagnetic radiation is sufficiently large, the effects of individual bound charges and currents present in atoms and molecules are averaged.\(^1\) In particular, it is not necessary to keep track of each charge separately. Considering typical numbers of atoms this is indeed quite convenient.

As a result, each material can be characterised by specifying the dependence of polarisation and magnetisation on externally applied electric and magnetic fields. Within the context of this thesis, it is reasonable to introduce a few simplifications.

First of all, we are interested in low field strengths as compared to atomic ones. As a result, the response of the materials is approximately linear, i.e.,

\[
\vec{P}[\lambda \cdot \vec{E}(\vec{r}, t)] = \lambda \cdot \vec{P}[\vec{E}(\vec{r}, t)]
\]

\[
\vec{M}[\lambda \cdot \vec{H}(\vec{r}, t)] = \lambda \cdot \vec{M}[\vec{H}(\vec{r}, t)]
\]

for any \( \lambda \in \mathbb{R} \). Furthermore, we have assumed that \( \vec{P} (\vec{M}) \) only depends on \( \vec{E} (\vec{H}) \). For such linear materials, Maxwell’s equations form a system of linear partial differential equations. Consequently, any superposition of solutions of Maxwell’s equations satisfies the same equations itself. Using the Fourier transform, it is hence possible to split all fields into their respective spectral components. In the case of the electric field this reads

\[
\vec{E}(\vec{r}, t) = \frac{1}{2\pi} \int_{-\infty}^{\infty} \vec{E}(\vec{r}, \omega) \cdot \exp(-i\omega t) \, d\omega \quad \text{with} \quad \vec{E}(\vec{r}, \omega) = \int_{-\infty}^{\infty} \vec{E}(\vec{r}, t) \cdot \exp(+i\omega t) \, dt.
\]

The new complex-valued frequency-domain field \( \vec{E}(\vec{r}, \omega) \) represents the spectral component of the time-domain field \( \vec{E}(\vec{r}, t) \) which oscillates with angular\(^2\) frequency \( \omega \).

In the frequency-domain, the constitutive relations for linear materials are most simply expressed as

\[
\vec{D}(\vec{r}, \omega) = \varepsilon_0 \varepsilon_r(\vec{r}, \omega) \cdot \vec{E}(\vec{r}, \omega),
\]

\[
\vec{B}(\vec{r}, \omega) = \mu_0 \mu_r(\vec{r}, \omega) \cdot \vec{H}(\vec{r}, \omega).
\]

\(^1\)This thesis covers wavelengths larger than 100 nm, which is significantly larger than any atomic scale.

\(^2\)In the remainder of this thesis, we will omit the explicit mention of “angular”.
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All material properties—previously hidden in polarisation and magnetisation—are given by the relative permittivity and permeability tensors $\varepsilon_r$ and $\mu_r$, respectively. The frequency-dependence of these material parameters describes dispersion and is especially pronounced for metals such as gold in the visible regime [45, 46]. At the same time, their tensorial nature allows for anisotropic wave propagation, i.e., the velocity of travelling waves in a medium depends on the direction of propagation and the polarisation. Even though both properties are important and relevant at later stages of this thesis, we will restrict ourselves to isotropic, nondispersive materials—such as many dielectrics in the optical regime—for the time being. In this case, the constitutive relations further simplify to

$$\vec{D}(\vec{r}, \omega) = \varepsilon_0 \varepsilon_r(\vec{r}) \cdot \vec{E}(\vec{r}, \omega),$$

$$\vec{B}(\vec{r}, \omega) = \mu_0 \mu_r(\vec{r}) \cdot \vec{H}(\vec{r}, \omega).$$

Since $\varepsilon_r$ and $\mu_r$ no longer depend on the frequency, these relations are straightforwardly transformed back into time-domain:

$$\vec{D}(\vec{r}, t) = \varepsilon_0 \varepsilon_r(\vec{r}) \cdot \vec{E}(\vec{r}, t),$$

$$\vec{B}(\vec{r}, t) = \mu_0 \mu_r(\vec{r}) \cdot \vec{H}(\vec{r}, t).$$

Equations (2.7) enable us to eliminate both $\vec{D}$ and $\vec{B}$ from Maxwell’s equations. We obtain Maxwell’s equations for linear, dispersionless, isotropic materials:

$$\vec{\nabla} \cdot \left( \varepsilon_r(\vec{r}) \cdot \vec{E}(\vec{r}, t) \right) = \frac{\rho(\vec{r}, t)}{\varepsilon_0},$$

$$\vec{\nabla} \cdot \left( \mu_r(\vec{r}) \cdot \vec{B}(\vec{r}, t) \right) = 0,$$

$$\vec{\nabla} \times \vec{H}(\vec{r}, t) = \varepsilon_0 \varepsilon_r(\vec{r}) \cdot \frac{\partial}{\partial t} \vec{E}(\vec{r}, t) + \vec{j}(\vec{r}, t),$$

$$\vec{\nabla} \times \vec{E}(\vec{r}, t) = -\mu_0 \mu_r(\vec{r}) \cdot \frac{\partial}{\partial t} \vec{H}(\vec{r}, t).$$

2.1.2 Material Interfaces

In regions with smoothly varying material parameters, the solutions to Maxwell’s equations are smooth themselves. For discontinuous parameters at material interfaces this statement is no longer applicable. When free charges and currents are absent, we can integrate the divergence equations (2.8a) and (2.8b) over a Gaussian pillbox (see Fig. 2.1) and apply Gauss’ theorem [43]. For an infinitesimally thin pillbox, contributions from the box’s sides vanish. If we assume a small section of a material interface inside the box, and denote its normal vector by $\hat{n}$, we obtain

$$\varepsilon_1 \hat{n} \cdot \vec{E}_1 = \varepsilon_2 \hat{n} \cdot \vec{E}_2,$$

$$\mu_1 \hat{n} \cdot \vec{H}_1 = \mu_2 \hat{n} \cdot \vec{H}_2.$$
Figure 2.1: Special integration domains to determine the behaviour of electromagnetic fields at material interfaces (yellow surface). The left-hand volume is called a Gaussian pillbox, while the right-hand contour represents a Stokesian loop. Dashed lines indicate intersections with the interface. Adapted from [47].

Thus, those components of the electromagnetic fields tangential to an interface are always continuous.

2.1.3 Reduction to the Curl Equations

Maxwell’s equations (2.8) represent a set of eight coupled partial differential equations (PDEs) of first order. Since Eqs. (2.8c) and (2.8d) are the only equations which contain temporal derivatives, it is reasonable that these equations suffice to uniquely determine the time-evolution of the electromagnetic fields.

To prove this, we first derive the continuity equation by taking the divergence of (2.8c) and inserting (2.8a). Since the divergence of the curl of any vector field is zero, we obtain the continuity condition

\[
\partial_t \rho(\vec{r}, t) + \nabla \cdot \vec{j}(\vec{r}, t) = 0. \tag{2.11}
\]

Hence, each change in the local charge density is associated with an electric current. Using this relation, it is easy to show that

\[
\partial_t \left( \nabla \cdot (\varepsilon_r(\vec{r}) \cdot \vec{E}(\vec{r}, t)) - \frac{\rho(\vec{r}, t)}{\varepsilon_0} \right) = 0, \tag{2.12}
\]

\[
\partial_t \left( \nabla \cdot (\mu_r(\vec{r}) \cdot \vec{H}(\vec{r}, t)) \right) = 0. \tag{2.13}
\]

This implies that if the divergence conditions are satisfied for a given initial state (characterised by $\vec{E}(\vec{r}, t_0)$ and $\vec{H}(\vec{r}, t_0)$), they will be so for all future times as well.
2.1 Maxwell’s Equations

For the remainder of this thesis, we will omit the divergence conditions and concentrate on Maxwell’s curl equations

\[ \nabla \times \vec{H}(\vec{r}, t) = \varepsilon_0 \epsilon_r(\vec{r}) \cdot \nabla \times \vec{E}(\vec{r}, t) + \vec{j}(\vec{r}, t), \tag{2.14a} \]
\[ \nabla \times \vec{E}(\vec{r}, t) = -\mu_0 \mu_r(\vec{r}) \cdot \nabla \times \vec{H}(\vec{r}, t). \tag{2.14b} \]

These equations fully determine the time-evolution of the electromagnetic fields. Since the charge density \( \rho(\vec{r}, t) \) does not enter the curl equations, we can always assume the continuity condition to be implicitly fulfilled. Specifically, we consider (2.11) as the definition of \( \rho \) for any current density distribution \( \vec{j}(\vec{r}, t) \).

2.1.4 Reduction to Dimensionless Units

To render Maxwell’s curl equations (2.14) more accessible to numerical treatment, it is helpful to eliminate \( \varepsilon_0 \) and \( \mu_0 \). Formally, this can be achieved by absorbing these constants into the electromagnetic fields, e.g., by introducing new variables

\[ \vec{E}'(\vec{r}, t') = \vec{E}(\vec{r}, t), \quad \vec{H}'(\vec{r}, t') = \sqrt{\frac{\mu_0}{\varepsilon_0}} \vec{H}(\vec{r}, t), \quad \text{and} \quad \text{t' = } \frac{1}{\sqrt{\varepsilon_0 \mu_0}} \cdot t. \tag{2.15} \]

In this new system, both the electric and the magnetic field share the same unit, i.e., \([\text{V/m}]\). Similarly, the time variable has been rescaled in order to have the unit of a length, i.e., \([\text{m}]\). At the same time, the vacuum speed of light changes from \( c = \frac{1}{\sqrt{\varepsilon_0 \mu_0}} \) to \( c' = 1 \).

Furthermore, it is possible to rescale all fields by a reference field strength \( \vec{E}_0 \) and all lengths by a length scale \( \lambda_0 \):

\[ \vec{E}''(\vec{r}', t'') = \frac{1}{\vec{E}_0} \cdot \vec{E}'(\vec{r}, t'), \quad t'' = \frac{1}{\lambda_0} \cdot t', \]
\[ \vec{H}''(\vec{r}', t'') = \frac{1}{\vec{E}_0} \cdot \vec{H}'(\vec{r}, t'), \quad \vec{r}' = \frac{1}{\lambda_0} \cdot \vec{r}, \quad \vec{j}''(\vec{r}', t'') = \frac{1}{\vec{E}_0} \cdot \vec{j}(\vec{r}, t'). \tag{2.17} \]

Omitting all primes for notational convenience and solving for the time-derivatives, Maxwell’s curl equations read

\[ \partial_t \vec{E}(\vec{r}, t) = \epsilon^{-1}(\vec{r}) \cdot \left( \nabla \times \vec{H}(\vec{r}, t) - \vec{j}(\vec{r}, t) \right), \tag{2.18a} \]
\[ \partial_t \vec{H}(\vec{r}, t) = -\mu^{-1}(\vec{r}) \cdot \nabla \times \vec{E}(\vec{r}, t). \tag{2.18b} \]

Note that we have also dropped the index \( r \), since in our new unit system it is obvious that \( \epsilon \) and \( \mu \) denote relative permittivities and permeabilities, respectively. The conversion of units for the relevant physical quantities is summarised in Table 2.1.
### 2 Classical Electrodynamics

<table>
<thead>
<tr>
<th>Quantity</th>
<th>In SI units</th>
<th>In Dimensionless Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>Electric field</td>
<td>$\vec{E}_{\text{SI}}$</td>
<td>$\vec{E} = \frac{1}{E_0} \cdot \vec{E}_{\text{SI}}$</td>
</tr>
<tr>
<td>Magnetic field</td>
<td>$\vec{H}_{\text{SI}}$</td>
<td>$\vec{H} = \frac{1}{E_0} \sqrt{\frac{\mu_0}{\varepsilon_0}} \cdot \vec{H}_{\text{SI}}$</td>
</tr>
<tr>
<td>Current</td>
<td>$\vec{j}_{\text{SI}}$</td>
<td>$\vec{j} = \frac{1}{E_0} \cdot \vec{j}_{\text{SI}}$</td>
</tr>
<tr>
<td>(Wave-)Length</td>
<td>$\lambda_{\text{SI}}$</td>
<td>$\lambda = \frac{1}{\lambda_0} \cdot \lambda_{\text{SI}}$</td>
</tr>
<tr>
<td>Time</td>
<td>$t_{\text{SI}}$</td>
<td>$t = \frac{\lambda_{\text{SI}}}{c} \cdot t_{\text{SI}}$</td>
</tr>
<tr>
<td>Frequency</td>
<td>$\omega_{\text{SI}}$</td>
<td>$\omega = \frac{\lambda_0}{c} \cdot \omega_{\text{SI}}$</td>
</tr>
</tbody>
</table>

**Table 2.1:** Conversion from SI system to dimensionless units. The conversion factors involve the vacuum permittivity $\varepsilon_0$, the vacuum permeability $\mu_0$ and the vacuum speed of light $c_{\text{SI}} = (\varepsilon_0 \mu_0)^{-1/2}$. In addition, we rescale all fields by an arbitrary field $E_0$. Times and lengths are rescaled by an arbitrary reference length $\lambda_0$. For nanophotonic systems, typical scales are given by $E_0 = 1 \text{ V/m}$ and $\lambda_0 = 1 \text{ nm}$.

#### 2.1.5 Reduction to Two Spatial Dimensions

For some selected problems, it is not necessary to solve the three-dimensional curl equations (2.18). Consider a physical system in which the material distribution is uniform along a certain direction, e.g., the $z$-direction. If both the initial field distribution $\vec{E}(\vec{r}, t_0)$, $\vec{H}(\vec{r}, t_0)$ and the current density $\vec{j}(\vec{r}, t)$ are independent of $z$, the electromagnetic fields at later times $t > t_0$ must not depend on $z$ as well for symmetry reasons. Thus, all derivatives with respect to $z$ vanish identically and the problem is effectively a two-dimensional one.

As a result, the six components of the curl equations can be decomposed into two distinct sets of equations. The transverse-electric (TE) polarisation is given by

\[
\begin{align*}
\partial_t E_x(t) &= \epsilon^{-1} \cdot \left( \partial_y H_z(t) - j_z(t) \right), \\
\partial_t E_y(t) &= \epsilon^{-1} \cdot \left( -\partial_x H_z(t) - j_y(t) \right), \\
\partial_t H_z(t) &= \mu^{-1} \cdot \left( \partial_y E_x(t) - \partial_x E_y(t) \right).
\end{align*}
\tag{2.19}
\]

Similarly, the transverse-magnetic (TM) polarisation reads

\[
\begin{align*}
\partial_t H_x(t) &= -\mu^{-1} \partial_y E_z(t), \\
\partial_t H_y(t) &= \mu^{-1} \partial_x E_z(t), \\
\partial_t E_z(t) &= \epsilon^{-1} \cdot \left( \partial_x H_y(t) - \partial_y H_x(t) - j_z(t) \right).
\end{align*}
\tag{2.20}
\]

For notational convenience, we have suppressed the obvious dependence of the fields on the spatial variables $(x, y)$ in both sets of equations.

The general solution of a system with prerequisites as stated above is a superposition of both polarisation states. Oftentimes, the source current $j$ excites only one of the two polarisations. If the
initial fields vanish and we fix \( j_z(t) \equiv 0 \), for example, then the TM-polarisation will not be excited. Hence, it would be sufficient to solve Eqs. (2.19). Figure 2.2 illustrates both polarisation states.

It is possible to generalise this result for anisotropic materials, provided the material tensors are of the form

\[
\begin{bmatrix}
\varepsilon_{xx} & \varepsilon_{xy} & 0 \\
\varepsilon_{yx} & \varepsilon_{yy} & 0 \\
0 & 0 & \varepsilon_{zz}
\end{bmatrix}
\quad \text{and} \quad
\begin{bmatrix}
\mu_{xx} & \mu_{xy} & 0 \\
\mu_{yx} & \mu_{yy} & 0 \\
0 & 0 & \mu_{zz}
\end{bmatrix}.
\]

Introducing the inverse permittivity tensor \( \eta \equiv \epsilon^{-1} \) to replace \( \epsilon^{-1} \) in Eqs. (2.19), we obtain

\[
\begin{align*}
\partial_t E_x(t) &= \eta_{xx} \partial_y H_z(t) - \eta_{xy} \partial_z H_y(t) - \eta_{xz} j_x(t) - \eta_{yx} j_y(t) \\
\partial_t E_y(t) &= \eta_{yx} \partial_y H_z(t) - \eta_{yy} \partial_z H_y(t) - \eta_{yz} j_x(t) - \eta_{xy} j_y(t) \\
\partial_t H_z(t) &= \mu_{zz}^{-1} \left( \partial_y E_x(t) - \partial_x E_y(t) \right).
\end{align*}
\]

Similar expressions can be derived for the transverse-magnetic polarisation.

## 2.2 Solutions to Selected Problems

Maxwell’s equations are generally difficult to solve and thus demand numerical simulation tools. For a few selected systems, however, analytical solutions are available. This section discusses the propagation of plane waves in homogeneous regions and deals with interfaces introduced by dielectric half spaces and films. Once these solutions are available, they can be directly employed to investigate scattering phenomena via the total-field/scattered-field method presented in section 6.1.

### 2.2.1 Plane Wave Propagation

Consider Maxwell’s equations in a homogeneous region, i.e.,

\[
\epsilon(\vec{r}) \equiv \epsilon = \text{const} \quad \text{and} \quad \mu(\vec{r}) \equiv \mu = \text{const}.
\]
Furthermore, we assume the absence of sources, i.e., \( \vec{j}(\vec{r}, t) \equiv 0 \), \( \rho(\vec{r}, t) \equiv 0 \). Inserting Eq. (2.18b) into the time-derivative of Eq. (2.18a) yields
\[
\partial_t^2 \vec{E}(\vec{r}, t) + \frac{1}{\epsilon \mu} \vec{\nabla} \times \left( \vec{\nabla} \times \vec{E}(\vec{r}, t) \right) = 0. \tag{2.24}
\]
Since \( \vec{\nabla} \times (\vec{\nabla} \times \vec{E}) = \vec{\nabla}(\vec{\nabla} \cdot \vec{E}) - \Delta \vec{E} \) and \( \vec{\nabla} \cdot \vec{E} \equiv 0 \) according to the divergence condition (2.8a), we obtain the wave equation
\[
\Delta \vec{E}(\vec{r}, t) - \frac{1}{c^2} \partial_t^2 \vec{E}(\vec{r}, t) = 0 \tag{2.25}
\]
with the speed of light given by \( c = (\epsilon \mu)^{-\frac{1}{2}} \). The Fourier transform (2.4) leads us to the Helmholtz equation
\[
\Delta \vec{E}(\vec{r}, \omega) + \frac{\omega^2}{c^2} \vec{E}(\vec{r}, \omega) = 0. \tag{2.26}
\]
It is straightforward to prove that a solution is given by
\[
\vec{E}(\vec{r}, \omega) = \vec{E}_0(\omega) \cdot \exp(i \vec{k} \cdot \vec{r}). \tag{2.27}
\]
Equation (2.27) describes the propagation of a plane wave with frequency-dependent amplitude \( \vec{E}_0(\omega) \) and wave vector \( \vec{k} \), where the wave vector is normal to \( \vec{E}_0(\omega) \), i.e., \( \vec{E}_0(\omega) \cdot \vec{k} \equiv 0 \), and obeys the dispersion relation \( \omega^2 = k^2 c^2 \), \( k \equiv |\vec{k}| \). The corresponding magnetic field follows from the frequency-domain version of the curl equation (2.18b):
\[
\vec{H}(\vec{r}, \omega) = \frac{1}{\omega \mu} \vec{k} \times \vec{E}_0(\omega) \cdot \exp(i \vec{k} \cdot \vec{r}). \tag{2.28}
\]
The dispersion relation allow us to split the wave vector into a magnitude and a direction:
\[
\vec{k} = \frac{\omega}{c} \cdot \hat{e}_k. \tag{2.29}
\]
Here, \( \hat{e}_k \equiv \vec{K} / |\vec{K}| \) is the unit vector in the propagation direction. With this, we can simplify Eq. (2.28) to
\[
\vec{H}(\vec{r}, \omega) = \sqrt{\frac{\mu}{\epsilon \mu}} \hat{e}_k \times \vec{E}_0(\omega) \cdot \exp(i \vec{k} \cdot \vec{r}). \tag{2.30}
\]
With the frequency-domain solution in place, we reapply the Fourier transform to obtain the time-domain solution
\[
\vec{E}(\vec{r}, t) = \frac{1}{2\pi} \int_{-\infty}^{\infty} \vec{E}(\vec{r}, \omega) \exp(-i \omega t) \, d\omega = \frac{1}{2\pi} \int_{-\infty}^{\infty} \vec{E}_0(\omega) \exp \left( -i \omega \left( t - \frac{\hat{e}_k \cdot \vec{r}}{c} \right) \right) \, d\omega. \tag{2.31}
\]
The last integral, however, is nothing else but a Fourier transform of the amplitude \( \vec{E}_0(\omega) \). Analogous steps for the magnetic field eventually lead us to time-domain expressions for the propagation of a plane pulse:
\[
\vec{E}(\vec{r}, t) = \vec{E}_0 \left( t - \frac{\hat{e}_k \cdot \vec{r}}{c} \right),
\]
\[
\vec{H}(\vec{r}, t) = \sqrt{\frac{\epsilon \mu}{c}} \cdot \hat{e}_k \times \vec{E}(\vec{r}, t). \tag{2.32}
\]
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Figure 2.3: Reflection of a plane wave by a dielectric half space (left panel) and a thin dielectric film (right panel). The black arrows illustrate the direction of propagation. Blue (red) arrows represent the direction of the electric (magnetic) field. The fields are not drawn to scale. However, the labels specify the ratio of the respective electric field amplitudes as compared to the initial field strength $\vec{E}_i$. Phase shifts as they appear in Eq. (2.41) are omitted for the sake of readability.

2.2.2 Normal Incidence on a Dielectric Half Space

Let us generalise this result to the case of two half spaces made of different materials. For these materials we assume $\mu_1 = \mu_2 \equiv 1$, since the magnetic response of natural materials is negligible at optical frequencies. Thus, the materials are uniquely defined by specifying their permittivities $\epsilon_1$ and $\epsilon_2$, respectively (see Fig. 2.3). Accordingly, the speed of light in regions 1 and 2 is given by $c_1$ and $c_2$.

In half space 1, a plane wave is travelling towards the interface between both materials, which includes the coordinate system’s origin. More specifically, its wave vector $\hat{k}$ is parallel to the interface’s normal vector $\hat{n}$. For normal incidence, the electric field on both sides of the interface can be written as

$$\vec{E}(\vec{r}, \omega) = \begin{cases} 
\vec{E}_i(\omega) \exp \left( i \frac{\omega}{c_1} \hat{n} \cdot \vec{r} \right) + \vec{E}_r(\omega) \exp \left( - i \frac{\omega}{c_1} \hat{n} \cdot \vec{r} \right) & \text{for } \hat{n} \cdot \vec{r} < 0 \\
\vec{E}_t(\omega) \exp \left( i \frac{\omega}{c_2} \hat{n} \cdot \vec{r} \right) & \text{for } \hat{n} \cdot \vec{r} > 0 
\end{cases}.$$  \hspace{1cm} (2.33)

The indices “i”, “r”, and “t” represent the incident, reflected, and transmitted electric field, respectively. The associated magnetic fields are easily obtained using Eq. (2.30) with $\hat{e}_k = \pm \hat{n}$. Fresnel’s equations [48] establish the connexion between the different amplitudes. We find

$$\vec{E}_r(\omega) = r_{12} \vec{E}_i(\omega), \quad \vec{E}_t(\omega) = t_{12} \vec{E}_i(\omega),$$  \hspace{1cm} (2.34)

with the reflection coefficient from half space $a$ to half space $b$ given by

$$r_{ab} = \frac{n_a - n_b}{n_a + n_b}.$$  \hspace{1cm} (2.35)
Similarly, the transmission coefficient is given by

\[ t_{ab} = \frac{2n_a}{n_a + n_b}. \] (2.36)

The material properties of both half spaces enter these coefficients via the refractive indices

\[ n_a \equiv \sqrt{\varepsilon_a} = \frac{1}{c_a} (\mu_a \equiv 1). \] (2.37)

As in the case of standard plane waves, we are also interested in a time-domain solution. After a Fourier transform we obtain

\[ \vec{E}(\vec{r}, t) = \begin{cases} \vec{E}_i(t - \frac{\hat{n} \cdot \vec{r}}{c_1}) + r_{12} \vec{E}_i(t + \frac{\hat{n} \cdot \vec{r}}{c_1}) & \text{for } \hat{n} \cdot \vec{r} < 0 \\ t_{12} \vec{E}_i(t - \frac{\hat{n} \cdot \vec{r}}{c_2}) & \text{for } \hat{n} \cdot \vec{r} > 0 \end{cases} \] (2.38)

### 2.2.3 Normal Incidence on a Thin Dielectric Film

Following the reasoning in the previous section, we can add another material interface to the system. Thus, we investigate normal incidence on a thin film of thickness \( d \) and permittivity \( \varepsilon_2 \), which separates two half spaces with permittivities \( \varepsilon_1 \) and \( \varepsilon_3 \) (Fig. 2.3). As before, the permeabilities of all materials are set to unity. At the two interfaces, plane waves are partially reflected and transmitted. Hence, multiple reflections (accounted for by summation indices \( l \)) occur and slightly complicate the solution in Fourier space:

\[ \vec{E}(\vec{r}, \omega) = \begin{cases} \sum_{l=1}^{\infty} \vec{E}_{t,l}(\omega) \exp \left( \frac{i \omega}{c_3} \hat{n} \cdot \vec{r} \right) & \text{for } \hat{n} \cdot \vec{r} > d \\
\sum_{l=1}^{\infty} \vec{E}_{r,+}(\omega) \exp \left( \frac{i \omega}{c_1} \hat{n} \cdot \vec{r} \right) + \sum_{l=1}^{\infty} \vec{E}_{r,-}(\omega) \exp \left( \frac{-i \omega}{c_2} \hat{n} \cdot \vec{r} \right) & \text{for } 0 < \hat{n} \cdot \vec{r} < d \\
\sum_{l=1}^{\infty} \vec{E}_{t,l}(\omega) \exp \left( \frac{i \omega}{c_2} \hat{n} \cdot \vec{r} \right) & \text{for } \hat{n} \cdot \vec{r} < 0 \end{cases} \] (2.39)

In addition to the incident, reflected, and transmitted amplitudes, we have also introduced amplitudes for waves in the film, which propagate in the same (\( \vec{E}_{r,+}(\omega) \)) or the opposite (\( \vec{E}_{r,-}(\omega) \)) direction as the incident wave.

All amplitudes follow from that of the incident wave. In contrast to the simple half space problem, we have to account for a phase shift

\[ \Delta \phi = \exp \left( \frac{i \omega \cdot d}{c_2} \right) \] (2.40)
2.3 Material Dispersion in the Time-Domain

due to the film’s finite thickness. Thus, the amplitudes are given by

\[
\vec{E}_{r,l} = e_{r,l} \cdot (\Delta \phi)^{2l} \cdot \vec{E}_i, \quad e_{r,l} = \begin{cases} r_{12}, & l = 0 \\ t_{12}t_{21}r_{23} \cdot (r_{21}r_{23})^{l-1}, & l > 0 \end{cases},
\]

\[
\vec{E}_{+,l} = e_{+,l} \cdot (\Delta \phi)^{2l-2} \cdot \vec{E}_i, \quad e_{+,l} = t_{12} \cdot (r_{21}r_{23})^{l-1},
\]

\[
\vec{E}_{-,l} = e_{-,l} \cdot (\Delta \phi)^{2l} \cdot \vec{E}_i, \quad e_{-,l} = t_{12}r_{23} \cdot (r_{21}r_{23})^{l-1},
\]

\[
\vec{E}_{t,l} = e_{t,l} \cdot (\Delta \phi)^{2l-1} \cdot \vec{E}_i, \quad e_{t,l} = t_{12}t_{23} \cdot (r_{21}r_{23})^{l-1}.
\]

(2.41)

Here, we have reused the definition of the reflection and transmission coefficients from Eqs. (2.35) and (2.36). Once back in the time-domain, the phase shifts lead to additional delay times

\[
T = \frac{d}{c_2}. \tag{2.42}
\]

The full time-dependent solution for the electric field is finally given by

\[
\vec{E}(\vec{r}, t) = \begin{cases} 
\vec{E}_i \left( t - \frac{\hat{n} \cdot \vec{r}}{c_1} + \sum_{l=0}^{\infty} e_{r,l} \vec{E}_i \left( t + \frac{\hat{n} \cdot \vec{r}}{c_1} - 2lT \right) \right) & \text{for } \hat{n} \cdot \vec{r} < 0 \\
\sum_{l=1}^{\infty} e_{+,l} \vec{E}_i \left( t - \frac{\hat{n} \cdot \vec{r}}{c_2} - 2(l-1)T \right) + \sum_{l=1}^{\infty} e_{-,l} \vec{E}_i \left( t + \frac{\hat{n} \cdot \vec{r}}{c_2} - 2lT \right) & \text{for } 0 < \hat{n} \cdot \vec{r} < d \\
\sum_{l=1}^{\infty} e_{t,l} \vec{E}_i \left( t - \frac{\hat{n} \cdot \vec{r} - d}{c_3} - (2l - 1)T \right) & \text{for } \hat{n} \cdot \vec{r} > d
\end{cases} \tag{2.43}
\]

Please note that the sums over \( l \) run up to infinity. For practical considerations, it is necessary to truncate the sums when the desired accuracy is reached. The magnetic field is readily derived from the individual propagating waves using Eqs. (2.30) and (2.32).

2.3 Material Dispersion in the Time-Domain

As already pointed out in section 2.1.1, dispersion is a common phenomenon in nature. In a prism, for example, an incident ray of white light is decomposed into its spectral components, since each colour, i.e., frequency, experiences a slightly different refractive index. In the context of this thesis, the dispersion of metals in the visible and near-infrared spectrum is particularly relevant.

Unfortunately, including dispersion in the time-domain is not as straightforward as one would hope. Let us recall Eqs. (2.5) in dimensionless units. For isotropic, dispersive materials, we get the constitutive relations

\[
\vec{D}(\vec{r}, \omega) = \epsilon(\vec{r}, \omega) \cdot \vec{E}(\vec{r}, \omega),
\]

\[
\vec{B}(\vec{r}, \omega) = \mu(\vec{r}, \omega) \cdot \vec{H}(\vec{r}, \omega). \tag{2.44}
\]
In order to obtain a time-dependent displacement field $\vec{D}(\vec{r}, t)$, we apply the Fourier transform (2.4) to $\vec{D}(\vec{r}, \omega)$, which results in

$$
\vec{D}(\vec{r}, t) = \int_{-\infty}^{t} e(\vec{r}, t - \tau) \cdot \vec{E}(\vec{r}, \tau) \, d\tau.
$$

(2.45)

Inserting this convolution integral (and a similar result for $\vec{B}(\vec{r}, t)$) into Maxwell’s equations (2.1) yields a complicated system of coupled integro-differential equations. Such systems are notoriously hard to solve. In the upcoming sections we will establish techniques to circumvent the convolution integral (2.45).

### 2.3.1 Auxiliary Differential Equations

As we have seen in section 2.1.3, it is sufficient to consider Maxwell’s curl equations only. This statement also holds for dispersive materials. In their original form, i.e., Eqs. (2.1c) and (2.1d), the electric displacement only occurs in combination with a temporal derivative. Hence, our goal will be to find an expression for

$$
\partial_t \vec{D}(t).
$$

(2.46)

Here and in the following, we omit the spatial dependence of $\vec{D}$ to emphasise the time-dependence. Fourier-transforming the derivative with respect to time leads to

$$
\partial_t \vec{D}(t) = \frac{1}{2\pi} \partial_\omega \int_{-\infty}^{\infty} \vec{D}(\omega) \cdot \exp(-i\omega t) \, d\omega
$$

(2.47)

$$
= \frac{1}{2\pi} \int_{-\infty}^{\infty} -i\omega \vec{D}(\omega) \cdot \exp(-i\omega t) \, d\omega.
$$

To summarise the last equation and Eq. (2.4), we have two rules for performing a Fourier transform:

$$
\vec{D}(t) \quad \xleftarrow{\text{FT}} \quad \vec{D}(\omega),
$$

$$
\partial_t \vec{D}(t) \quad \xleftarrow{\text{FT}} \quad -i\omega \vec{D}(\omega).
$$

(2.48)

These rules motivate us to find a frequency-domain expression for $-i\omega \vec{D}(\omega)$, which is easily transferred into the time-domain.

As a first step, we decompose the frequency-dependent permittivity into

$$
\epsilon(\omega) = \epsilon_\infty + \chi(\omega),
$$

where $\epsilon_\infty$ is a constant, i.e., frequency-independent background permittivity and $\chi(\omega)$ is the frequency-dependent susceptibility. Inserting this relation in (2.44) and multiplying by $-i\omega$ leads to

$$
-i\omega \vec{D}(\omega) = -i\omega \epsilon_\infty \cdot \vec{E}(\omega) - i\omega \chi(\omega) \cdot \vec{E}(\omega).
$$

(2.49)
This can be formulated as a system of two equations

\[ -i\omega \vec{D}(\omega) = -i\omega \varepsilon_\infty \cdot \vec{E}(\omega) + \vec{j}_p(\omega), \]  

\[ \vec{j}_p(\omega) = -i\omega \chi(\omega) \cdot \vec{E}(\omega). \]  

Here, we have defined an auxiliary field \( \vec{j}_p(\omega) \) which represents a polarization current. Transforming (2.50a) into the time-domain yields

\[ \partial_t \vec{D}(t) = \varepsilon_\infty \partial_t \vec{E}(t) + \vec{j}_p(t). \]  

This expression is easily inserted into Maxwell’s curl equations:

\[ \partial_t \vec{E}(\vec{r}, t) = \varepsilon_\infty^{-1}(\vec{r}) \cdot \left( \vec{\nabla} \times \vec{H}(\vec{r}, t) - \vec{j}(\vec{r}, t) - \vec{j}_p(\vec{r}, t) \right). \]  

Please recall that \( \vec{j} \) represents an external current source which should not be confused with the polarization current \( \vec{j}_p \). As opposed to Eq. (2.45), Eq. (2.52) does not include a convolution, but an auxiliary field instead. Obviously, the time-evolution of the polarization current is governed by the Fourier transform of Eq. (2.50b). Consequently, Maxwell’s curl equations are accompanied by an auxiliary differential equation (ADE) for \( \vec{j}_p(t) \).

Though we have successfully avoided a convolution integral in the curl equations themselves, the problem appears to have been shifted to the polarization current instead. As it turns out, however, conveniently chosen susceptibility models, i.e., rational functions with respect to \( i\omega \), lead to simple ADEs for \( \vec{j}_p(t) \) (and probably additional auxiliary fields). The following sections will introduce two susceptibility models of considerable relevance for the modelling of metals in the visible and near-infrared spectrum.

### 2.3.2 The Drude Model

In a first approximation originally proposed by Drude, metals can be considered as a uniform distribution of identical atoms [49]. These atoms consist of heavy, quasi-immobile nuclei and a number of electrons. Of the latter, most are bound to the nuclei and, consequently, can be considered quasi-immobile as well. The remaining valence electrons, however, are only weakly bound. Furthermore, we assume that the valence electrons interact with neither the other electrons nor the ions formed by the nuclei and the bound electrons. Thus, metals are described as a free electron gas on a jellium background.

In the frequency domain, the equation of motion for a valence electron subject to an external electric field is given by

\[ -i\omega \vec{p}(\omega) + \gamma_D \vec{p}(\omega) = -e \cdot \vec{E}(\omega). \]  

Here, \( \vec{p} \) is the electron’s momentum, \( -e \) its negative electric charge, and \( \gamma_D \) a phenomenological collision frequency. Obviously, this leads to the solution

\[ \vec{p}(\omega) = \frac{-e}{\gamma_D - i\omega} \cdot \vec{E}(\omega). \]  

Since all valence electrons are subject to the same electric field, their collective movement leads to an electric charge current

\[ \vec{j}_p(\omega) = -en \cdot \frac{\vec{p}(\omega)}{m_e}, \]  

\[ \text{(2.55)} \]
where \( n \) is the density of valence electrons and \( m_e \) is their effective mass. After inserting the previous result for \( \vec{p}(\omega) \), we obtain

\[
\vec{j}_p(\omega) = \sigma(\omega) \cdot \vec{E}(\omega) \quad \text{with} \quad \sigma(\omega) = \frac{e^2 n}{m_e \cdot (\gamma_D - i\omega)}.
\] (2.56)

The conductivity \( \sigma(\omega) \) is related to the electric susceptibility via

\[
\chi_D(\omega) = -\frac{\sigma(\omega)}{i\omega} = -\frac{e^2 n}{m_e \cdot \omega(\omega + i\gamma_D)} = -\frac{\omega_D^2}{\omega(\omega + i\gamma_D)}.
\] (2.57)

In the last step, we have introduced the plasma frequency

\[
\omega_D = \sqrt{\frac{e^2 n}{m_e}}.
\] (2.58)

Please note that this quantity is also given in the unit system presented in section 2.1.4. As such, conversion to the SI system obeys the conversion rules compiled in Table 2.1.

Equation (2.57) describes the response of a Drude metal to an externally applied harmonic electric field. Though the Drude model ignores the solid foundation of quantum mechanics, it provides a surprisingly good description for a wide range of metals in the near-infrared region. In this frequency regime, photon energies are too low to excite interband transitions. Hence, free electrons are a rather good approximation. In practice, it is common to consider \( \omega_D \) and \( \gamma_D \) as free parameters, which can be chosen to provide the best fit of the permittivity\(^3\) to a set of experimental data in a given spectral range.

Let us now return to the problem of finding the time-dependence of the polarisation current

\[
\vec{j}_D(\omega) = -i\omega \chi_D(\omega) \cdot \vec{E}(\omega).
\] (2.59)

Please note that we have renamed \( \vec{j}_p \) to \( \vec{j}_D \) to stress that this is the polarisation current associated with the Drude model. Inserting (2.57) into (2.59) yields

\[
-i\omega \vec{j}_D(\omega) = \omega_D^2 \vec{E}(\omega) - \gamma_D \vec{j}_D(\omega)
\]

after a few algebraic manipulations. Finally, the time-domain equivalent of this equations follows immediately from the Fourier transform rules (2.48):

\[
\partial_t \vec{j}_D(t) = \omega_D^2 \vec{E}(t) - \gamma_D \vec{j}_D(t).
\] (2.60)

The presence of a single Drude pole in the susceptibility leads to an auxiliary differential equation for the associated polarisation current \( \vec{j}_D(t) \). It is straightforward to extend the susceptibility by adding additional Drude poles. For each pole, however, we incur the cost of an additional ADE.

\(^3\)Alternatively, of the susceptibility or the refractive index
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2.3.3 The Drude-Lorentz Model

The Drude model is a fairly good description of metals in the near-infrared region. For higher frequencies in the visible regime, however, an externally applied electric field triggers interband transitions [49].

To improve on the description of the permittivity for shorter wavelengths, a common ansatz is to accompany the Drude model with Lorentz oscillators [21, 46, 50]. Again, we start with the equation of motion for an electron in an external electric field:

\[-i\omega \vec{p}(\omega) + \gamma_L \vec{p}(\omega) - \frac{\omega_L^2}{i\omega} \cdot \vec{p}(\omega) = -e\vec{E}(\omega).\]  

(2.61)

In addition to a damping coefficient \(\gamma_L\) as in the Drude model, we have also introduced the resonance frequency \(\omega_L\) of the undriven Lorentz oscillator. Following the already familiar path we obtain

\[\chi_L(\omega) = \frac{\Delta \epsilon_L \cdot \omega_L^2}{\omega_L^2 - i\gamma_L \omega - \omega^2}\]  

(2.62)

as the susceptibility associated with the Lorentz model. Herein, we have defined the oscillator strength

\[\Delta \epsilon_L = \frac{\omega_D^2}{\omega_L^2} \quad \text{(with } \omega_D^2 \equiv \frac{e^2 n}{m_e}).\]  

(2.63)

Although \(\omega_D\) shares its formal definition with the Drude model’s plasma frequency (2.58), it should be acknowledged that \(\omega_D\) is usually considered a fit parameter. Thus, replacing \(\omega_D\) by \(\Delta \epsilon_L\) highlights that it presents an independent fit parameter of the Lorentz model as well. Thus, the Lorentz model features a total of three parameters \(\omega_L, \gamma_L,\) and \(\Delta \epsilon_L\), which can be used to model dispersion as accurately as possible.

Since Eq. (2.62) is a rational function in \(i\omega\), it easily translates into the time-domain. Inserting (2.62) into (2.50b), one obtains

\[-i\omega \vec{j}_L(\omega) = \Delta \epsilon_L \omega_L^2 \vec{E}(\omega) + \vec{q}_L(\omega),\]  

(2.64)

where we have introduced a second auxiliary field

\[\vec{q}_L(\omega) = -\frac{\omega_L^2 \vec{j}_L(\omega) + \gamma_L \Delta \epsilon_L \omega_L^2 \vec{E}(\omega)}{\gamma_L - i\omega} .\]  

(2.65)

A few straightforward algebraic manipulations yield

\[-i\omega \vec{q}_L(\omega) = -\omega_L^2 \vec{j}_L(\omega) - \gamma_L \Delta \epsilon_L \omega_L^2 \vec{E}(\omega) - \gamma_L \vec{q}_L(\omega).\]  

(2.66)

Again, applying the Fourier transform rules (2.48) yields the time-domain formulation

\[\partial_t \vec{j}_L(t) = \Delta \epsilon_L \omega_L^2 \vec{E}(t) + \vec{q}_L(t)\]  

\[\partial_t \vec{q}_L(t) = -\omega_L^2 \vec{j}_L(t) - \gamma_L \Delta \epsilon_L \omega_L^2 \vec{E}(t) - \gamma_L \vec{q}_L(t).\]  

(2.67)

In contrast to the Drude model, the Lorentz model requires two auxiliary fields \(\vec{j}_L\) and \(\vec{q}_L\). Both equations have to be solved in parallel to Maxwell’s curl equations.
Finally, we can combine an arbitrary number of both Drude and Lorentz poles to the Drude-Lorentz model, for which the permittivity is given by

\[
\epsilon(\omega) = \epsilon_\infty - \sum_{i=1}^{N_D} \frac{\omega_{D,i}^2}{\omega(\omega + i\gamma_{D,i})} + \sum_{j=1}^{N_L} \frac{\Delta \epsilon_{L,j} \cdot \omega_{L,j}^2}{\omega_{L,j}^2 - \gamma_{L,j} \omega - \omega^2}.
\] (2.68)

For each of the \(N_D\) Drude poles, we have to specify two fit parameters and introduce one auxiliary field \(\mathbf{j}_{D,i}\). Similarly, each of the \(N_L\) Lorentz poles requires two ADEs for \(\mathbf{j}_{L,j}\) and \(q_{L,j}\), which incorporate three fit parameters.

### 2.3.4 Material Parameters

Quite a few publications have dealt with the experimental acquisition of material parameters for a wide range of metals. Johnson and Christy tabularise the optical properties of gold, silver, and copper for various photon energies in the optical and near-infrared regime [45]. They also provide fit parameters for Drude models commonly used in the literature. Figures 2.4 and 2.5 show measured values of \(\epsilon\) and corresponding Drude fits for silver and gold. Ordal et al. compile tables for a number of metals, including non-noble metals such as aluminium [51]. Fit parameters can also be found in their paper. Vial et al. improve on the simple Drude model for gold using an additional Lorentz term [46]. They report a much better fit in the visible spectrum, especially for the imaginary part of the permittivity.

Results in later chapters mostly involve resonances of gold nanostructures in the near-infrared regime. Consequently, we utilise a simple Drude model with parameters according to Johnson and Christy to model the dispersion of gold. This parameter set is widely used in the literature.

**Figure 2.4:** Permittivity of silver and gold. The plots show the real (left panel) and imaginary parts (right panel) of \(\epsilon\). The crosses are measured data points taken from Ref. [45]. The solid curves are the results of Drude fits presented in the same publication. For wavelengths in the near-infrared region, i.e., above 1000 nm, the Drude model approximates the dispersion of both materials rather well. A close-up of both figures for lower wavelengths is given in Fig. 2.5.
Figure 2.5: Permittivity of silver and gold. For an explanation of the plots please refer to Fig. 2.4. In this zoomed view, it is apparent that a simple Drude model is not sufficient to capture the intricate dispersion of metals in the visible frequency regime. In particular, the imaginary part shows significant deviations due to inter-band transitions.

their paper, we extract the values

\[
\epsilon_\infty = 1, \quad \omega_D = 1.3780 \cdot 10^{16} \text{s}^{-1}, \quad \text{and} \quad \gamma_D = 1.0753 \cdot 10^{14} \text{s}^{-1}. \quad (2.69)
\]

2.4 Elements of Electromagnetic Scattering

One of the most important notions in physics is the concept of energy. Thus, it is of little surprise that energy—more precisely, the transport of energy—is of utmost importance for nanophotonics as well. The transport of electromagnetic energy for all times \( t \) and positions \( \vec{r} \) is given by the Poynting vector \[43\]

\[
\vec{S}(\vec{r}, t) = \vec{E}(\vec{r}, t) \times \vec{H}(\vec{r}, t). \quad (2.70)
\]

For experiments, however, this general definition is of little relevance. Spectrometers, for example, decompose an incoming signal into its respective frequency components, and thus measure the energy flux of time-harmonic fields \( \vec{E}(\vec{r}, \omega) \) and \( \vec{H}(\vec{r}, \omega) \). Furthermore, conventional detectors cannot resolve the time-dependence of the fields since visible and near-infrared electromagnetic waves oscillate at frequencies of 100 THz and more \[50\]. Instead, for time-harmonic fields the time-averaged Poynting vector

\[
\vec{S}(\vec{r}, \omega) = \frac{1}{2} \Re \left\{ \vec{E}(\vec{r}, \omega) \times \vec{H}^*(\vec{r}, \omega) \right\} \quad (2.71)
\]

is the relevant quantity. Please note that Eq. (2.71) is not the Fourier transform of Eq. (2.70).

Once it is clear how the transport of energy can be described, we can apply our knowledge to a small section of the broad topic of electromagnetic scattering \[50, 52\]. Our primary goal is to analyse how an object of arbitrary shape and material composition interacts with an incident plane
wave (Fig. 2.6). Outside the scatterer, we decompose the total electromagnetic fields, labelled “tot”, into respective incident (“inc”) and scattered fields (“scat”):

\[
\begin{align*}
\mathbf{E}_{\text{tot}}(\mathbf{r}, \omega) &= \mathbf{E}_{\text{inc}}(\mathbf{r}, \omega) + \mathbf{E}_{\text{scat}}(\mathbf{r}, \omega), \\
\mathbf{H}_{\text{tot}}(\mathbf{r}, \omega) &= \mathbf{H}_{\text{inc}}(\mathbf{r}, \omega) + \mathbf{H}_{\text{scat}}(\mathbf{r}, \omega).
\end{align*}
\]

(2.72)

In the absence of scatterers, we would have \( \mathbf{E}_{\text{scat}}(\mathbf{r}, \omega) = \mathbf{H}_{\text{scat}}(\mathbf{r}, \omega) \equiv 0 \). It is highly desirable to summarise the scattering properties of a particle in a small set of numbers. In particular, these numbers should provide an intuitive understanding on how much light is scattered and absorbed by a certain particle.

To this end, we construct a virtual volume \( V \) with closed surface \( \partial V \) which encloses the scatterer. If we assume the absence of sources in \( V \), electromagnetic energy can only enter through the volume’s surface. Thus, the energy

\[
W_{\text{abs}}(\omega) = -\int_{\partial V} \mathbf{S}_{\text{tot}}(\mathbf{r}, \omega) \cdot \hat{n}(\mathbf{r}) \, d^2r
\]

(2.73)

represents energy “lost” within the volume. Herein, we have used the total Poynting vector \( \mathbf{S}_{\text{tot}} \), which is constructed from the total electromagnetic fields. Moreover, \( \hat{n} \) represents an outwardly directed unit normal with respect to \( \partial V \). The minus sign is a matter of convention; if energy enters the volume, we have \( \mathbf{S}_{\text{tot}} \cdot \hat{n} < 0 \). Hence, a positive value of \( W_{\text{abs}} \) indicates energy has entered, but not left the volume. For a lossless medium surrounding the scatterer, \( W_{\text{abs}} \) can only be attributed to absorption in the scatterer.

Similarly, we analyse the scattered portion of the electromagnetic fields. Thus, the energy scattered by an object is given by

\[
W_{\text{scat}}(\omega) = +\int_{\partial V} \mathbf{S}_{\text{scat}}(\mathbf{r}, \omega) \cdot \hat{n}(\mathbf{r}) \, d^2r.
\]

(2.74)
As compared to Eq. (2.73), the Poynting vector in Eq. (2.74) merely comprises scattered fields, i.e.,
\[ \vec{S}_{\text{scat}}(\vec{r}, \omega) = \frac{1}{2} \Re \{ \vec{E}_{\text{scat}}(\vec{r}, \omega) \times \vec{H}_{\text{scat}}^*(\vec{r}, \omega) \}. \tag{2.75} \]
Furthermore, the sign has changed with respect to Eq. (2.73). If scattered fields emerge from the volume, we have \( \vec{S}_{\text{scat}} \cdot \hat{n} > 0 \). Consequently, positive values of \( W_{\text{scat}} \) indicate outgoing scattered waves. Since \( \vec{E}_{\text{scat}}(\vec{r}, \omega) = \vec{H}_{\text{scat}}(\vec{r}, \omega) \equiv 0 \) in the absence of scatterers, those waves must be attributed to the object enclosed by \( V \).

So far, both \( W_{\text{abs}} \) and \( W_{\text{scat}} \) depend on the amplitude of the incident plane wave. To eliminate this, we can normalise both quantities by the incident irradiance, which is the magnitude of the Poynting vector of the incident wave. Thus, we obtain the absorption cross section
\[ C_{\text{abs}} = -\frac{1}{|\vec{S}_{\text{inc}}(\omega)|} \cdot \int_{\partial V} \vec{S}_{\text{tot}}(\vec{r}, \omega) \cdot \hat{n}(\vec{r}) \, d^2 r \tag{2.76} \]
and the scattering cross section
\[ C_{\text{scat}} = \frac{1}{|\vec{S}_{\text{inc}}(\omega)|} \cdot \int_{\partial V} \vec{S}_{\text{scat}}(\vec{r}, \omega) \cdot \hat{n}(\vec{r}) \, d^2 r. \tag{2.77} \]
Finally, the extinction cross section
\[ C_{\text{ext}} = C_{\text{abs}} + C_{\text{scat}} \tag{2.78} \]
unites the effects of both absorption and scattering. Intuitively, the extinction cross section can be understood in terms of geometrical optics: There, it corresponds to the size of the shadow cast by a perfectly intransparent obstacle. In the regime of wave optics, however, the “shadow” can be significantly different—both larger and smaller—from the geometrical cross section [50].
Chapter 3

Spatial Discretisation via the Discontinuous Galerkin Approach

Maxwell’s curl equations (2.18), introduced in the previous chapter, form a system of partial differential equations. Such equations are inherently difficult to solve with conventional analytical tools. Although solutions to a number of (usually highly symmetric) electromagnetic problems are available, they often require considerable algebraic effort and involve special functions. For just a little more complicated problems we have to rely on a numerical treatment of the curl equations.

To this end, we have to develop a method to represent these equations in a computer. In this chapter, we present the Discontinuous Galerkin (DG) method as an attractive technique to discretise the spatial dependence of the electromagnetic fields. The time-dependence of the electromagnetic fields is covered later in chapters 4 and 5.

Section 3.1 familiarises the reader with the basic concepts behind the DG method. Technicalities which have been omitted to avoid unnecessary distraction are subsequently presented in section 3.2. Besides some derivations, these also include important details on the actual implementation. This chapter concludes with a discussion of DG’s key advantages and shortcomings in section 3.3.

3.1 An Illustrated Tour of the Discontinuous Galerkin Method

We start with a quick overview of the DG method [27, 28]. Maxwell’s curl equations, rewritten in a special form (section 3.1.1), are solved on a finite part of the physical volume, the computational domain. Moreover, the latter is decomposed into a set of mutually distinct elements (section 3.1.2).

On each of these elements, we require the residuum of the numerical solution to be orthogonal to a set of test functions (section 3.1.3). Most importantly, orthogonality is defined in a local sense, i.e., without involving numerical solutions on neighbouring elements. At some point, however, the respective neighbours must interact with an element to allow for wave propagation across element boundaries. This is achieved by introducing the numerical flux (section 3.1.4), which also provides a convenient means to enforce boundary conditions (section 3.1.5).

Once we represent the electromagnetic fields in terms of an expansion basis (section 3.1.6), it is just a few simple steps to obtain the semi-discrete form of Maxwell’s curl equations (section 3.1.7).
In this form, all spatial dependencies have been reduced to a set of (time-dependent) expansion coefficients and corresponding matrix operators.

### 3.1.1 Maxwell’s Equations in Conservation Form

As has already been pointed out in section 2.1.3, the time-evolution of the electromagnetic fields is governed by Maxwell’s curl equations. For convenience, they shall be repeated here for isotropic, dispersionless materials in the unit system introduced in section 2.1.4:

\[
\begin{align*}
\partial_t \vec{E}(\vec{r}, t) &= \varepsilon^{-1}(\vec{r}) \cdot (\vec{\nabla} \times \vec{H}(\vec{r}, t) - \vec{j}(\vec{r}, t)), \\
\partial_t \vec{H}(\vec{r}, t) &= -\mu^{-1}(\vec{r}) \cdot \vec{\nabla} \times \vec{E}(\vec{r}, t).
\end{align*}
\]

For the time being, we want to restrict ourselves to source-free regions, i.e., \(\vec{j}(\vec{r}, t) \equiv 0\). A thorough discussion of sources is topic of section 6.1.

A series of definitions allows us to rewrite the curl equations in a form more accessible to the following derivation of the discontinuous Galerkin method. To this end, we introduce the material matrix \(Q\) and the state vector \(q\) as

\[
Q(\vec{r}) = \begin{pmatrix} \varepsilon(\vec{r}) & 0 \\ 0 & \mu(\vec{r}) \end{pmatrix}, \quad q(\vec{r}, t) = \begin{pmatrix} \vec{E}(\vec{r}, t) \\ \vec{H}(\vec{r}, t) \end{pmatrix},
\]

Furthermore, we define the flux

\[
\vec{F} = \begin{pmatrix} F_x \\ F_y \\ F_z \end{pmatrix}^T, \quad F_i(q) = \begin{pmatrix} -\hat{e}_i \times \vec{H}(\vec{r}, t) \\ \hat{e}_i \times \vec{E}(\vec{r}, t) \end{pmatrix},
\]

where \(\hat{e}_x\), \(\hat{e}_y\), and \(\hat{e}_z\) represent Cartesian unit vectors. Please note that the state vector \(q\) represents the three components of both electromagnetic fields and, thus, has six components. The flux vector \(\vec{F}\) has three components \((x, y,\text{ and } z)\), where each component is a state vector of six components itself. This notation seems confusing at first glance, but turns out to be convenient in the following. Table 3.1 shows the vector notations used in this thesis. With these definitions in place, it is possible to reformulate Eq. (2.18) as the conservation law

\[
Q(\vec{r}) \cdot \partial_t q(\vec{r}, t) + \vec{\nabla} \cdot \vec{F}(q) = 0.
\]

All efforts in the proceeding sections will be directed to discretise the spatial dependence of this equation.

### 3.1.2 Tessellation of the Computational Domain

The DG method is a volume method, which means that we sample field values all over the simulation volume, also called the computational domain. Due to the limited amount of available memory, this volume must be of finite extent. Obviously, the computational domain should capture the essential features of the physical setup under investigation. For example, a scattering setup in the computer
includes the scatterer itself plus its immediate environment. The remainder of the physical system, i.e., the part which is not contained within the computational domain, must be accounted for by suitable boundary conditions. A thorough discussion of boundary conditions is presented in section 3.1.5.

Depending on the dimensionality of the system, the computational domain is then decomposed into mutually distinct elements which make up the mesh. For one-dimensional simulations, these elements would be line segments. In two and three dimensions, the standard choices of triangles and tetrahedrons, respectively, lead to efficient methods. Other element types such as quadrilaterals, hexahedrons [53], prisms, pyramids, or meshes with multiple types are possible [54] and sometimes advantageous. However, in this thesis we will only consider conforming triangular and tetrahedral meshes.

Either way, those elements need not be equally sized or shaped and, thus, form an unstructured mesh. This considerable freedom can be exploited to resolve spatial features of the computational domain with as many elements as needed to achieve a desired level of accuracy, while large homogeneous regions can be modelled with fewer elements. In Figs. 3.1 to 3.3 we show one-, two-, and three-dimensional examples of meshes for a couple of systems together with sketches of typical elements.

The task of creating a mesh for a given geometric setup is a vast research field of its own. Luckily, there are quite a few meshing tools available. Among the more popular open source tools we find NETGEN [55], TetGen [56], and Gmsh [57]. Virtually all meshes for the computations in this thesis have been created using NETGEN; The remaining ones have been created by custom MATLAB scripts to enforce certain mesh symmetries.

### 3.1.3 Working on Single Elements

Let us now consider a single element $\Delta$ of the computational domain. Our goal is to find a numerical approximation $q_N$ to the correct (and generally unknown) solution $q$ of Maxwell’s equations in
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Figure 3.1: Tessellation of a one-dimensional physical system, in this case a series of Bragg layers. The colours represent different refractive indices. Please note that the elements which make up the various layers are of different sizes. The right-hand side shows a zoomed view of one of these elements, which is mapped to a reference element via a linear transformation (see section 3.2.3).

Figure 3.2: Tessellation of two-dimensional waveguides coupled to a slotted microresonator. The colours represent different material parameters. The right-hand side illustrates the affine transform which maps a single element of the mesh to a reference triangle (see section 3.2.3).

Figure 3.3: Tessellation of a three-dimensional system which comprises a split-ring resonator (see Fig. 1.1 in the introduction) on a substrate. The flexibility of the mesh generation process allows for an accurate modelling of corners smoothed by the fabrication process. The right-hand panel shows one of the elements of the mesh and its relation to a reference tetrahedron (see section 3.2.3).
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conservation form. In general, Eq. (3.3) will not hold exactly for \( q_N \), but will have to be modified to

\[
Q(\vec{r}) \cdot \partial_t q_N(\vec{r}, t) + \vec{\nabla} \cdot \vec{F}(q_N) = \text{res},
\]

(3.4)

where res is the residuum of the equation. While ideally the residuum would be zero, this is usually not the case and we have to find—and define—the best approximation.

Within a given, finite, linear function space, there exists an optimal function \( q_N \) minimising the residuum, which then will be orthogonal to the function space. Let \( L_i(\vec{r}) \) be a scalar basis function of said function space. Thus, orthogonality between the residuum and the function space is locally expressed via the vanishing scalar product on the element \( \Delta \) with volume \( V_\Delta \):

\[
\int_{V_\Delta} \left( Q(\vec{r}) \cdot \partial_t q_N(\vec{r}, t) + \vec{\nabla} \cdot \vec{F}(q_N) \right) \cdot L_i(\vec{r}) \, d^3r = \int_{V_\Delta} \text{res} \cdot L_i(\vec{r}) \, d^3r = 0.
\]

(3.5)

The numerical solution on the element \( \Delta \) must satisfy Eq. (3.5) for all test functions \( L_i \). The global solution must satisfy Eq. (3.5) on all elements.

At this point it should be noted that Eq. (3.5) is a completely local statement. It only involves field values and derivatives on the element \( \Delta \). From physical reasoning it is clear that we cannot assume to get a correct solution of our problem from Eq. (3.5) alone, because Maxwell’s equations are formulated in a continuous space, not in a segmented one. Electromagnetic waves propagate and, thus, must leave an element and enter the neighbouring one. We will account for this in the next section.

3.1.4 Connecting Elements via the Numerical Flux

So far, we have completely ignored the presence of neighbouring elements. However, solutions to Maxwell’s equations must obey the continuity conditions. In particular, the tangential components of \( \vec{E} \) and \( \vec{H} \) must be continuous across material interfaces, while the respective normal components exhibit well-defined jumps. This leaves us with two options.

1. We can define boundary conditions on each element. The boundary conditions depend on the field values in neighbouring elements.
2. We can absorb the boundary conditions into modifications of the physical equations. These modifications depend on fields in neighbouring elements as well.

For our purposes we choose the second option. Acknowledging that the coupling to neighbouring elements must be achieved across the element boundary, we integrate (3.5) by parts and obtain

\[
\int_{V_\Delta} \left( Q(\vec{r}) \partial_t q_N(\vec{r}, t) - \vec{F}^* (q_N) \cdot \vec{\nabla} L_i(\vec{r}) \right) \, d^3r = -\int_{\partial V_\Delta} \left( \hat{n} \cdot \vec{F}^* (q_N) \right) \cdot L_i(\vec{r}) \, d^2r.
\]

(3.6)

In the right-hand side’s integral over the element’s surface \( \partial V_\Delta \), \( \hat{n} \) represents the corresponding outwardly directed normal vector of unit length.

In the spirit of option 2 stated above, we will now replace the flux \( \vec{F} \) on the right-hand side of this equation by a coupling term \( \vec{F}^* \), commonly referred to as the numerical flux, which we will have to define later. This procedure, though seemingly random, allows us to reintroduce the coupling
to neighbouring elements previously eliminated by defining the orthogonality in an element-wise fashion. Undoing the integration by parts then yields

$$\int_{V_h} \left( \mathbf{Q}(\vec{r}) \cdot \partial_t \mathbf{q}_N(\vec{r}, t) + \nabla \cdot \mathbf{F}(\mathbf{q}_N) \right) \cdot L_i(\vec{r}) \, d^3r$$

$$= \int_{\partial V_h} \mathbf{n} \cdot \left( \mathbf{F}(\mathbf{q}_N) - \mathbf{F}^*(\mathbf{q}_N) \right) \cdot L_i(\vec{r}) \, d^2r. \quad (3.7)$$

This is the strong variational formulation of Maxwell’s curl equations [27].

At this point, it is worthwhile to mention that the left-hand side of Eq. (3.7) is still a local statement, and thus entirely confined to the element $\triangle$. The evaluation of the right-hand side requires both the flux and the numerical flux on the element’s boundary. As hinted at above, $\mathbf{F}^*$ is used to establish coupling to—and hence must incorporate field values from—neighbouring elements. As a consequence, the right-hand side is a non-local statement.

Hitherto, we have postponed to specify how the numerical flux is actually defined. Given that it mediates coupling between neighbouring elements, it is fairly obvious that the numerical flux $\mathbf{F}^*$ is essential for correctness and convergence of the scheme. Most interestingly, however, its choice is not unique. Hesthaven and Warburton have shown [28] that—for nodal schemes as presented later in section 3.1.6—a particular choice called upwind flux leads to a numerically stable and convergent scheme. It is given by

$$\mathbf{n} \cdot \left( \mathbf{F}(\mathbf{q}_N) - \mathbf{F}^*(\mathbf{q}_N) \right) = \begin{pmatrix} \frac{1}{Z} \left( \alpha \left[ \Delta \vec{E} - \mathbf{n} \cdot \Delta \vec{H} \right] + Z^+ \mathbf{n} \times \Delta \vec{H} \right) \\ \frac{1}{Y} \left( \alpha \left[ \Delta \vec{H} - \mathbf{n} \cdot \Delta \vec{E} \right] - Y^+ \mathbf{n} \times \Delta \vec{E} \right) \end{pmatrix}. \quad (3.8)$$

Equation (3.8) contains impedances

$$Z^\pm = \sqrt{\mu^\pm / \varepsilon^\pm}, \quad (3.9)$$

admittances

$$Y^\pm = \frac{1}{Z^\pm} = \sqrt{\varepsilon^\pm / \mu^\pm}, \quad (3.10)$$

and their respective sums

$$\bar{Z} = Z^+ + Z^- \quad \text{and} \quad \bar{Y} = Y^+ + Y^-.$$

Hence, the numerical flux (3.8) includes material parameters from both the local element (index “−”) and its neighbour (index “+”) in the normal direction $\mathbf{n}$. Furthermore, it includes the field differences

$$\Delta \vec{E} = \vec{E}^+ - \vec{E}^- \quad \text{and} \quad \Delta \vec{H} = \vec{H}^+ - \vec{H}^-$$

across the mutual interface of both elements. Stated more clearly, $\vec{E}^+$ is the limit of the electric field on the interface when approaching from the neighbouring element, while $\vec{E}^-$ is the limit when
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Figure 3.4: Illustration of the influence of the numerical flux. The panels show two neighbouring elements (triangles) and the component of the electric field tangential to the interface between both elements. The left panel depicts the situation where no numerical flux is present, i.e., where no coupling between the elements exists. As a result, the field distribution on the interface is not unique. The situation changes if one employs the upwind flux given by Eq. (3.8), which penalises jump discontinuities of the tangential fields. As a result, it weakly enforces the continuity of tangential fields across element boundaries, as shown in the right panel.

coming from the interior of the local element. As both limits are not necessarily identical, $\Delta \vec{E}$ describes a discontinuity or jump. Such discontinuities naturally occur at material interfaces, where the normal component of the electric field changes according to $\epsilon^- \hat{n} \cdot \vec{E}^- = \epsilon^+ \hat{n} \cdot \vec{E}^+$ (section 2.1.2).

As a consequence, expression (3.8) weakly enforces that

1. the fields are continuous where they ought to be and
2. satisfy the matching conditions at material interfaces.

This impact of the numerical flux on the electromagnetic fields is schematically illustrated in Fig. 3.4.

We have not yet discussed the upwind parameter $\alpha$ in Eq. (3.8). Any number in $[0, 1]$ yields a numerically stable and convergent scheme [27]. The value 1 represents the pure upwind flux, whereas we recover the (energy-conserving) central flux for $\alpha = 0$. As it turns out, for a nodal expansion basis as introduced later in section 3.1.6, the upwind flux is preferable because it strongly damps unphysical modes at the expense of strict energy conservation. Thus, the choice of $\alpha$ strongly influences the accuracy of the scheme. Optimal convergence rates are achieved for $\alpha = 1$, while the rates are less clear for other values of $\alpha$ [27, 28]. A derivation of the pure upwind flux is presented in section 3.2.1.

3.1.5 Boundary Conditions

It has already been mentioned that volume methods cannot discretise an infinite space with a finite amount of memory. Hence, the computational domain must be truncated. We need to specify boundary conditions, i.e., how the electromagnetic fields should behave at the interface to the non-simulated part of the universe. The numerical flux allows for an easy inclusion of the most important
boundary conditions, i.e., periodic boundaries, reflecting boundaries, and absorbing boundaries.

Periodic boundary conditions are a special case among the boundary conditions. In contrast to the other conditions presented below, each element on the boundary of the computational domain has a well-defined neighbour. Consequently, we can apply the very same numerical flux as we do for elements in the interior of the computational domain. Implementing this boundary condition is thus reduced to finding correct pairs of neighbours.

The situation is a bit more complicated for actual boundary elements, i.e., elements missing a neighbour. For such elements we have to provide information on the materials and fields in virtual neighbouring elements. To do so, we simply set

$$Z^+ \equiv Z^- \quad \text{and} \quad Y^+ \equiv Y^- \quad \text{(3.13)}$$

and modify the field differences as indicated by Table 3.2. Perfect electric (PEC) and perfect magnetic conductors (PMC) reflect all incident radiation and are used to create cavities or to introduce symmetry planes into the system. Silver-Müller boundary conditions [25, 26] mimic an infinite computational domain by partially absorbing outgoing radiation. However, only spherical waves which normally impinge on the (potentially spherical) boundary are (at least theoretically) perfectly absorbed. All other angles of incidence lead to spurious reflections. Thus, to minimise reflections one should place a spherical Silver-Müller boundary sufficiently far away from the radiation source. Still better results can be obtained by adding perfectly matched layers (see chapter 7).

### 3.1.6 Expanding the Electromagnetic Fields

Equations (3.7) and (3.8) are the strong formulation of Maxwell’s curl equations for numerical approximations of the electromagnetic fields. However, the explicit form of the approximation has yet to be specified, which is the task of this section.

To this end, we represent the electromagnetic fields in terms of the previously defined test functions $L_i$. Using the same function space for both the test functions and the field expansion is called the Galerkin choice. For each field component in each element $\Delta$, we obtain expressions analogous to

$$E^\Delta_{x,N}(\vec{r}, t) = \sum_{j=1}^{n} \tilde{E}_{x,j}^\Delta(t) \cdot L_j(\vec{r}) \equiv \tilde{E}_{x,j}^\Delta(t) \cdot L_j(\vec{r}). \quad \text{(3.14)}$$
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Figure 3.5: Two-dimensional Lagrange polynomials on a triangle. For $p = 2$ we obtain a total of six Lagrange polynomials which are depicted above. The triangle outline marks the $x$-$y$-plane, the values of the Lagrange polynomials are encoded in the $z$-direction. The node positions are given by the vertical lines which range from $z = -0.5$ to $z = 1$. Apparently, each Lagrange polynomial is assigned to a node where it has unit value; at all other nodes it is zero. In between, Lagrange polynomials show a smooth interpolation behaviour.

Here, $\tilde{E}_x^\Delta$ was introduced as a vector of $n$ expansion coefficients for the numerical solution of the $x$-component of the electric field (see Table 3.1 for an overview on notation). Please note the Einstein notation which implies summation for repeating indices and is frequently used in the remainder of this thesis. Furthermore, it is important to realise that Eq. (3.14) separates time and space dependencies from each other. Specifically, the time dependence of the electric field is entirely determined by the expansion coefficients. Likewise, the spatial modulation is uniquely defined by the basis functions.

In general, one has to reconstruct the numerical solution at any point within the element using the expansion coefficients and the basis functions. However, there is a special basis which allows us to immediately connect the expansion coefficients with field values. The basis functions we use are called Lagrange polynomials or interpolating polynomials (Fig. 3.5). Their defining property is given by

$$L_i(\vec{r}_j) = \delta_{ij} \equiv \begin{cases} 0 & \text{for } i \neq j \\ 1 & \text{for } i = j \end{cases}, \quad i, j \in 1 \ldots n, \quad (3.15)$$

where $\delta_{ij}$ is the Kronecker symbol. Given a number $n$ of predetermined nodes $\vec{r}_j$, each basis function will be zero for each but one of them. With this property it is easy to show that

$$E_{x, N}^\Delta(\vec{r}_k, t) = \tilde{E}_{x, j}^\Delta(t) \cdot L_j(\vec{r}_k) = \tilde{E}_{x, j}^\Delta(t) \cdot \delta_{jk} = \tilde{E}_{x, k}^\Delta(t). \quad (3.16)$$

Thus, the expansion coefficients correspond to the field values at the nodes. Hence, we call our DG method a nodal one. Usually, the more basis functions—and thus more coefficients—we use, the more accurate our expansion will be (compare Figs. 3.6 and 3.7). With the general shape of Lagrange polynomials of order $p$ being given by

$$L_i(\vec{r}) = \sum_{k, l, m=0}^{k+l+m \leq p} a_{k,l,m}^{(i)} \cdot x^k y^l z^m, \quad (3.17)$$
Figure 3.6: Representation of the electric field in terms of Lagrange polynomials for $p = 2$. The left element shows the correct solution $E_x(\vec{r})$ to Maxwell’s equations. The right-hand side shows the contributions of the six Lagrange polynomials to the numerical approximation $E_{x,N}(\vec{r})$. The element in between shows the deviation $E_x(\vec{r}) - E_{x,N}(\vec{r})$, magnified by a factor of 5 for better visibility. This deviation cannot be captured in the chosen function space; it is orthogonal to it. The overall approximation, however, is quite good since $E_x(\vec{r})$ only varies slowly with position.

Figure 3.7: Representation of the electric field in terms of Lagrange polynomials for $p = 2$. For a basic explanation of how to read this figure, see Fig. 3.6. However, here we try to approximate a strongly oscillating field. Obviously, the six Lagrange polynomials are not sufficient to properly resolve these oscillations, since the deviation (not magnified) is of the order of the original field values. More elements or higher-order basis functions can be used to improve on this.
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Table 3.3: Number of nodes in one-, two-, and three-dimensional simplex elements. $p$ denotes the polynomial order, $n$ the total number of nodes, $n'$ the number of nodes on a single face, $b$ the number of nodes on the element’s boundary, and $i$ the number of nodes within the element. For higher dimensions, most nodes reside on the element’s boundary.

For higher dimensions, we get a total of

$$n = p + 1 \quad \text{(1D)}$$

$$n = \frac{1}{2} \cdot (p + 1) \cdot (p + 2) \quad \text{(2D)}$$

$$n = \frac{1}{6} \cdot (p + 1) \cdot (p + 2) \cdot (p + 3) \quad \text{(3D)}$$

basis functions and nodal points per element. The coefficients $a_{k, l, m}^{(i)}$ are entirely determined by the node positions and Eq. (3.15). The actual computation of these coefficients is only trivial for one spatial dimension [27]. Section 3.2.2 sheds more light on the computation of Lagrange polynomials for two- and three-dimensional problems. A full set of Lagrange polynomials for $p = 2$ and two-dimensional systems is shown in Fig. 3.5. Table 3.3 shows numbers of nodal points and their distribution on the element boundaries for typical orders.

3.1.7 The Semi-Discrete Form

Finally, we have to insert the field expansion as presented in the previous section into Eq. (3.7), the strong formulation of Maxwell’s curl equations. To this end, we consider the following integrals:

$$I_{\Delta, i}^\lambda = \int_{V_\Delta} \mathbf{Q}(\bar{r}) \cdot \partial_t \mathbf{q}_N(\bar{r}, t) \cdot L_i(\bar{r}) \, d^3r,$$  (3.19a)

$$I_{\Delta, i}^\lambda = \int_{V_\Delta} \nabla \cdot \mathbf{F}(\mathbf{q}_N) \cdot L_i(\bar{r}) \, d^3r,$$  (3.19b)

$$I_{\Delta, i}^\lambda = \int_{\partial V_\Delta} \mathbf{n} \cdot \left( \mathbf{F}(\mathbf{q}_N) - \mathbf{F}^* (\mathbf{q}_N) \right) \cdot L_i(\bar{r}) \, d^2r.$$  (3.19c)
Mass Matrix

Let us first deal with integral $I_{1,i}$. For clarity’s sake, we restrict ourselves to the first component of $q$, i.e., the $E_x$-component. On inserting the field expansion (3.14), we obtain

$$I_{1,i} = \int_{V_\Delta} \epsilon(\vec{r}) \cdot \partial_t \vec{E}_{x,j}(t) \cdot L_j(\vec{r}) L_i(\vec{r}) \, d^3r$$

$$= \partial_t \vec{E}_{x,j}(t) \int_{V_\Delta} \epsilon(\vec{r}) \cdot L_i(\vec{r}) L_j(\vec{r}) \, d^3r.$$

(3.20)

We can simplify this further if we assume $Q(\vec{r})$ (and thus $\epsilon(\vec{r})$ and $\mu(\vec{r})$) to be constant within each element. For two reasons, this is generally not a restriction:

- Smooth material distributions are rarely encountered in nanophotonics. In those circumstances where they are, they are usually effective material properties derived from some substructure [7]. In these situations, it is controversial if effective material parameters include all physically relevant effects. It should be noted, however, that an accurate description of liquid crystals, for example, is not possible with elementwise constant material parameters.

- Normally, material parameters change abruptly, i.e., on atomic scales which cannot be resolved by wavelengths in the visible spectrum. Suppose we would allow for a discontinuity of $\epsilon(\vec{r})$ within an element. In turn, the corresponding normal component of the electric field acquires a discontinuity as well. The latter, though, cannot be resolved with smooth Lagrange polynomials, which we use to represent the electric field within aforementioned element. The DG method, however, does allow for discontinuous fields across element interfaces.

Thus, we adapt our mesh in a way that material interfaces always coincide with element interfaces. In this case, integral $I_{1,i}^\Delta$ reduces to

$$I_{1,i}^\Delta = \epsilon^\Delta \cdot \partial_t \vec{E}_{x,j}^\Delta(t) \int_{V_\Delta} L_i(\vec{r}) L_j(\vec{r}) \, d^3r,$$

(3.21)

where $\epsilon^\Delta$ is the constant permittivity of element $\Delta$. In matrix-vector notation, this is conveniently written as

$$I_{1,i}^\Delta = \epsilon^\Delta \cdot \partial_t \left( \mathcal{M}^\Delta \vec{E}_{x}(t) \right)_i$$

(3.22)

with the components of the mass matrix $\mathcal{M}^\Delta$ given by

$$\left( \mathcal{M}^\Delta \right)_{ij} = \int_{V_\Delta} L_i(\vec{r}) L_j(\vec{r}) \, d^3r.$$

(3.23)
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Stiffness Matrices

Similarly, we can discuss the second integral. Again, we restrict ourselves to the first component of $q$ and insert the field expansion:

$$I_{△}^{△}, E_{x}^{2}, i = \int_{V_{△}} \nabla \cdot \vec{F}(q_{N}) \cdot L_{i}(\vec{r}) \, d^{3}r$$

$$= \int_{V_{△}} \left( \partial_{z} \vec{H}_{y,N}(\vec{r}, t) - \partial_{y} \vec{H}_{z,N}(\vec{r}, t) \right) \cdot L_{i}(\vec{r}) \, d^{3}r$$

$$= \int_{V_{△}} \vec{H}_{y,j}(t) \cdot L_{i}(\vec{r}) \left( \partial_{z} L_{j}(\vec{r}) \right) \, d^{3}r - \int_{V_{△}} \vec{H}_{z,j}(t) \cdot L_{i}(\vec{r}) \left( \partial_{y} L_{j}(\vec{r}) \right) \, d^{3}r$$

$$= \vec{H}_{y,j}(t) \cdot \int_{V_{△}} L_{i}(\vec{r}) \left( \partial_{z} L_{j}(\vec{r}) \right) \, d^{3}r - \vec{H}_{z,j}(t) \cdot \int_{V_{△}} L_{i}(\vec{r}) \left( \partial_{y} L_{j}(\vec{r}) \right) \, d^{3}r. \tag{3.24}$$

In complete analogy to the mass matrix, we define the stiffness matrices

$$(S_{k}^{△})_{ij} = \int_{V_{△}} L_{i}(\vec{r}) \left( \partial_{k} L_{j}(\vec{r}) \right) \, d^{3}r, \quad k = x, y, z \tag{3.25}$$

and the three-dimensional vector of stiffness matrices

$$\vec{S}^{△} = \left( S_{x}^{△}, S_{y}^{△}, S_{z}^{△} \right)^{T}. \tag{3.26}$$

With these abbreviations, we can rewrite Eq. (3.24) in matrix-vector notation:

$$I_{△}^{△}, E_{x}^{2}, i = \sum_{f} \left[ \mathcal{F}_{f}^{△} \left( \frac{\alpha \left[ \Delta \vec{E}_{f}^{△} - \hat{u} \cdot \Delta \vec{E}_{f}^{△} \right]}{Z} + Z^{+} \hat{u} \times \Delta \vec{H}_{f}^{△} \right)_{x} \right]_{i}. \tag{3.28}$$

Please note that $\vec{H}^{△}$ represents a three-dimensional vector with $x$-, $y$-, and $z$-components, where each component is a vector of expansion coefficients (compare Table 3.1). Hence, the vector product also leads to a three-dimensional vector whose components are vectors of expansion coefficients. Thus, the index $(x, i)$ selects the $i$-th expansion coefficient in the $x$-component of this vector product.

Face Mass Matrices

Finally, we have to deal with the remaining integral $I_{3, i}^{△}$. Conceptually, there is no big difference to the steps necessary to simplify $I_{1, i}^{△}$ and $I_{2, i}^{△}$. Due to the number of terms in $\hat{u} \cdot (\vec{F} - \vec{F}^{*})$, however, writing down the necessary steps is rather tedious. Since there is little new to be learned, we simply state the end result:

$$I_{3, i}^{△}, E_{s} = \sum_{f} \left[ \mathcal{F}_{f}^{△} \left( \frac{\alpha \left[ \Delta \vec{E}_{f}^{△} - \hat{u} \cdot \Delta \vec{E}_{f}^{△} \right]}{Z} + Z^{+} \hat{u} \times \Delta \vec{H}_{f}^{△} \right)_{x} \right]_{i}. \tag{3.28}$$

1The terms “mass matrix” and “stiffness matrix” were originally coined in the context of finite element analysis of continuum mechanics.
Here, we have introduced face mass matrices

$$
\left( F^\Delta_f \right)_{ij} = \int_{f_i} L_i(\vec{r})L_j(\vec{r}) \, d^2r,
$$

(3.29)

where we integrate over the $f$-th face of element $\Delta$. Due to the special property (3.15) of the Lagrange polynomials, a Lagrange polynomial $L_j$ identically vanishes on a face $f$ if the associated node $\vec{r}_j$ does not lie on this face. Thus, many matrix entries of $F^\Delta_f$ are zero. In addition, $\Delta \tilde{\vec{E}}^\Delta_f$ represents a three-dimensional vector ($x$-, $y$-, $z$-components) of differences of expansion coefficients for the electric field across element $\Delta$’s face $f$. An equivalent statement holds for $\Delta \tilde{\vec{H}}^\Delta_f$. Consequently, the indices $x$ and $i$ in Eq. (3.28) should be understood in the spirit of Eq. (3.27).

Matrix Formulation of the Time-Dependent Curl Equations

Now that we have understood how the field expansion transforms spatial dependencies into matrix-vector products, we can solve for the time-dependent expansion coefficients to obtain the semi-discrete form of Maxwell’s curl equations for linear, isotropic, dispersion-less, piecewise constant material parameters:

$$
\partial_t \tilde{\vec{E}}^\Delta = \frac{1}{\epsilon^\Delta} (M^\Delta)^{-1} \left( \tilde{\vec{S}}^\Delta \times \tilde{\vec{H}}^\Delta + F^\Delta_f \alpha \left[ \Delta \tilde{\vec{E}}^\Delta_f - \hat{n}(\hat{n} \cdot \Delta \tilde{\vec{E}}^\Delta_f) \right] + Z^+ \hat{n} \times \Delta \tilde{\vec{H}}^\Delta_f \right),
$$

$$
\partial_t \tilde{\vec{H}}^\Delta = \frac{1}{\mu^\Delta} (M^\Delta)^{-1} \left( - \tilde{\vec{S}}^\Delta \times \tilde{\vec{E}}^\Delta + F^\Delta_f \alpha \left[ \Delta \tilde{\vec{H}}^\Delta_f - \hat{n}(\hat{n} \cdot \Delta \tilde{\vec{H}}^\Delta_f) \right] - Y^+ \hat{n} \times \Delta \tilde{\vec{E}}^\Delta_f \right),
$$

(3.30)

Please note that the inverse mass matrix and the face mass matrix are applied to physical vectors with $x$-, $y$-, and $z$-components, where each component itself is a vector of expansion coefficients (see Table 3.1). To such three-dimensional vectors, these matrices appear like scalar coefficients, i.e.,

$$
F^\Delta_f \cdot \tilde{a} \equiv \left( F^\Delta_f \tilde{a}_x, F^\Delta_f \tilde{a}_y, F^\Delta_f \tilde{a}_z \right)^T.
$$

(3.31)

The semi-discrete form (3.30) determines the time evolution of all expansion coefficients in a single element. Since the same equation can be independently applied to all elements, it also determines the time-evolution of the global electromagnetic fields.

This is the key difference to standard finite element methods (FEM). Even though these methods follow a similar approach, they uniquely define fields everywhere in the computational domain. This, in turn, leads to a strong coupling of neighbouring elements. It is not possible to assign a local mass matrix $M^\Delta$ to a single element, since this element effectively shares some degrees of freedom, i.e., expansion coefficients, with its neighbours. The global mass matrix lacks the block-diagonality of

---

2The restriction of a polynomial of order $p$ in three dimensions on a face is still a polynomial of at most order $p$, albeit a two-dimensional one. At the same time, each face contains a number of nodes which corresponds to the degrees of freedom of such a polynomial. Hence, the values at the node positions uniquely determine the restriction of the original polynomial on the face. If these values are all zero, the restriction must be the trivial polynomial.
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Figure 3.8: Mass matrices for standard finite elements (left panel) and the discontinuous Galerkin method (right panel) for a one-dimensional system. Uniquely defined field values lead to an interwoven pattern in the case of standard FEM. Since the DG method uses two degrees of freedom to describe a field on both sides of an element-element interface, we obtain a block-diagonal mass matrix, whose inverse retains this convenient property. However, this comes at the price of an increased number of degrees of freedom, especially for three-dimensional calculations.

the DG method (Fig. 3.8), which follows from assigning different field values to both sides of an element-element interface. Where DG’s global mass matrix can be easily inverted by inverting the local mass matrices, this is considerably more difficult for FEM: There, the inverse global mass matrix will be a dense matrix in general, i.e., a matrix where most elements are nonzero. As the number of entries in this matrix quadratically depends on the number of elements used, inverting (and storing) it is impractical even for small systems. With DG, we are not subject to such restrictions. More details on matrix handling can be found in section 3.2.3.

To summarise, in this section we have absorbed the spatial dependence in Maxwell’s equations in a set of expansion coefficients and matrix operators. The resulting semi-discrete curl equations (3.30) present a set of coupled, meanwhile ordinary differential equations with respect to $t$. To solve these equations, chapters 4 and 5 provide complementary approaches in the time- and frequency-domain, respectively.

3.2 Technicalities

In section 3.1, we have presented the key ideas behind the discontinuous Galerkin method. Now it is time we provided additional information which might have been found distracting if mentioned earlier. First, we motivate the result for the numerical flux as given by Eq. (3.8). Subsequently, instructions on generating Lagrange polynomials in higher dimensions are provided. Then, we reduce all matrix operations in the semi-discrete form to operations on a reference element. This is the foundation to a memory-efficient implementation. In the last part, we describe a set of assembly-based routines which lead to significant performance gains as compared to standard libraries and C++ implementations.
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Figure 3.9: Idea behind the upwind flux. Consider two one-dimensional elements with a common interface (yellow plane in the figures). At some initial time $t = 0$, we have a smooth distribution of the electric field on both sides of the interface (left panel). We are interested in the electric field near the interface after evolving the fields for an infinitesimally short time. To this end, we approximate the fields on both elements by constants which match the respective values of the electric field at the interface (central panel). This constitutes a Riemann problem. Solving this, we obtain propagating waves whose light cones enclose a central region (depicted in green). The amplitude in this region is determined by the material parameters in both elements (see Fig. 3.11).

3.2.1 Derivation of the Numerical Flux

The numerical flux, introduced in Eq. (3.7) and defined in Eq. (3.8), is one of the central elements of the discontinuous Galerkin discretisation. Fortunately, the concept of numerical flux is borrowed from the related finite volume methods for hyperbolic differential equations [37]. Experience gathered in this area of research is easily transferred to the DG method.

As already mentioned, the choice of the numerical flux is not unique. A viable numerical flux must have the following properties:

- It mediates coupling between adjacent elements.
- It enforces the matching conditions of the electromagnetic fields at material interfaces. In particular, it reconciles the field values on both sides of an element-element interface, if both elements are filled with the same material.
- It leads to a numerically stable and convergent scheme.

A suitable (and somewhat natural) choice is given by the upwind flux [27, 28].

To this end, let us consider an element, which we associate with the index “−”, and its neighbour, which we associate with the index “+”. The interface between both elements is defined by the outwardly directed normal vector $\hat{n}$, i.e., $\hat{n}$ points from element $\triangle^-$ to element $\triangle^+$. In both elements, we have two independent field distributions $q^-(\vec{r})$ and $q^+(\vec{r})$, respectively.

Intuitively, the numerical flux $\vec{F}^*$ represents those fields which propagate from the neighbour to the local element at some given time $t$. To determine this propagation, we evolve the electromagnetic fields according to Maxwell’s curl equations for an infinitesimally short time $dt$. Since the speed of light is finite, only field values in an infinitesimally small volume around the interface must be considered. Thus, we can safely approximate the fields $q^-(\vec{r})$ and $q^+(\vec{r})$ by constant field values taken on the interface. This situation is illustrated in Fig. 3.9 and constitutes a Riemann problem [37]: We investigate the time evolution of a hyperbolic system (Maxwell’s equations) with the initial...
As a first step, we rewrite Maxwell’s equations in conservation form (3.3) in terms of matrices $A_k$:

$$Q \partial_t q + A_x \partial_x q + A_y \partial_y q + A_z \partial_z q = 0.$$  
\hspace{1cm} (3.32)

For example, $A_x$ is given by

$$A_x = \begin{pmatrix}
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & -1 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & -1 & 0 & 0 \\
0 & 1 & 0 & 0 & 0
\end{pmatrix}. \quad (3.33)$$

The dynamics of the Riemann problem depends on the speed with which the electromagnetic fields propagate in the direction normal to the interface. This velocity is given by the eigenvalues of

$$Q^{-1} \cdot (n_x A_x + n_y A_y + n_z A_z), \quad (3.34)$$

where $n_k$ denotes the $k$-th component of the unit vector $\hat{n}$. Depending on the material constants in the elements $\Delta^-$ and $\Delta^+$, we obtain three distinct eigenvalues

$$c_{1}^\pm = 0, \quad c_{2}^\pm = +c^\pm, \quad \text{and} \quad c_{3}^\pm = -c^\pm \quad \text{with} \quad c^\pm = \frac{1}{\sqrt{\varepsilon^\pm \mu^\pm}}. \quad (3.35)$$

Wave propagation in each medium can only occur with the respective velocities. In particular, the discontinuity in the fields $q^\pm$ at the interface can only propagate along three characteristic lines, also called characteristics [37]:

- It can propagate in negative direction with respect to the interface normal, i.e., into element $\Delta^-$. The corresponding velocity is given by $-c^-$.  
- Propagation is also possible along the normal direction, i.e., into element $\Delta^+$. Consequently, the respective velocity is given by $+c^+$.  
- Alternatively, the discontinuity can remain at the interface, which corresponds to a vanishing velocity. 

These characteristic lines divide the $\vec{r}$-$t$ space into four domains, in each of which the respective values of $q$ are constant. Since the discontinuity only propagates at finite speed, the values in two of these domains are already known and given by $q^-$ and $q^+$. The other two regions, represented by indices “$*$” and “$**$”, introduce new, currently unknown field values $q^*$ and $q^{**}$, respectively. This setup is sketched in Fig. 3.10.

On crossing one of the characteristics, the component of $q$ which corresponds to the eigenvector associated with the given characteristic exhibits a jump. The latter is related to the respective components of the fields on either side of the characteristic. This observation is known as the Rankine-Hugoniot jump condition [37]. Since we have three characteristics to cross, the Rankine-Hugoniot
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**Figure 3.10:** Fields in the vicinity of an interface between two elements. In essence, this figure is a top-view of Fig. 3.9. The colours indicate different field values. Note that the discontinuity propagates along characteristic lines with speeds determined by the material parameters.

Condition leads to the equations [27]

\[
\begin{align*}
-c^- Q^- \cdot (q^- - q^-) + \hat{n} \cdot (\vec{F}^+ - \vec{F}^-) &= 0, \\
\hat{n} \cdot (\vec{F}^+ - \vec{F}^{**}) &= 0, \\
-c^+ Q^+ \cdot (q^{**} - q^+) + \hat{n} \cdot (\vec{F}^{**} - \vec{F}^+) &= 0.
\end{align*}
\]  

(3.36a)  
(3.36b)  
(3.36c)

Herein, we have used the obvious abbreviations

\[
\vec{F}^\pm = \vec{F}(q^\pm), \quad \vec{F}^* = \vec{F}(q^*), \quad \text{and} \quad \vec{F}^{**} = \vec{F}(q^{**}).
\]  

(3.37)

Starting from this ansatz, we can solve for \(\hat{n} \cdot \vec{F}^+\), and subsequently determine \(\hat{n} \cdot (\vec{F}^+ - \vec{F}^*)\). To this end, we use Eq. (3.36b) to eliminate \(\hat{n} \cdot \vec{F}^{**}\) in Eq. (3.36c). Then, we multiply (3.36a) by \(c^+ Q^+\) and (3.36c) by \(c^- Q^-\). Adding the last two equations and inserting the definitions (3.9) through (3.11), we obtain

\[
Y^+ Y^- \left( \vec{E}^- - \vec{E}^+ \right) + Y^+ Y^- \left( \vec{E}^{**} - \vec{E}^* \right) \\
- \hat{n} \times \left( Y^+ \vec{H}^- + Y^- \vec{H}^+ \right) + Y \hat{n} \times \vec{H}^* = 0.
\]  

(3.38)

Taking the scalar product of Eq. (3.38) and \(\hat{n}\) yields

\[
\hat{n} \cdot (\vec{E}^{**} - \vec{E}^*) = \hat{n} \cdot (\vec{E}^* - \vec{E}^-).
\]  

(3.39)

From (3.36b) we know that

\[
\hat{n} \times (\vec{E}^{**} - \vec{E}^*) = 0.
\]  

(3.40)

Since the identity

\[
\vec{X} = \hat{n} \cdot (\hat{n} \cdot \vec{X}) - \hat{n} \times (\hat{n} \times \vec{X})
\]  

(3.41)
Figure 3.11: Solutions of the Riemann problem as seen in Fig. 3.9 for different material parameters. In all panels, the left-hand side elements represent vacuum, i.e., $\epsilon = \mu = 1$. The right-hand side elements feature different parameters: $\epsilon = \mu = 1$ (left panel), $\epsilon = 1, \mu = 12$ (central panel), and $\epsilon = 12, \mu = 1$ (right panel). Please note the different amplitudes of the electric field in the central region and the varying apex angle in element 2, which corresponds to the speed of light in the respective medium.

holds for any vector $\vec{X}$, this leads to

$$\vec{E}^{**} - \vec{E}^* = \Delta \vec{E} + \hat{n} \times \left( \hat{n} \times \Delta \vec{E} \right),$$

where we have employed field differences as defined in Eq. (3.12). Then, we insert (3.42) into (3.38) and solve for $\vec{H}^*$:

$$-\hat{n} \times \vec{H}^* = \frac{1}{\bar{Z}} \cdot \left[ \hat{n} \times \left( \hat{n} \times \Delta \vec{E} \right) - \hat{n} \times \left( Z^- \vec{H}^- + Z^+ \vec{H}^+ \right) \right].$$

This, however, is one of the unknown terms in

$$\hat{n} \cdot \left( \vec{F}^- - \vec{F}^* \right) = \left( \begin{array}{c} -\hat{n} \times \left( \vec{H}^- - \vec{H}^* \right) \\ \hat{n} \times \left( \vec{E}^- - \vec{E}^* \right) \end{array} \right).$$

Similarly, we can find an expression for $\hat{n} \times \vec{E}$. Finally, we identify $\vec{F}^- \equiv \vec{F}$ and obtain the result (3.8). Figure 3.11 visualises the values of the electric field in various regions for a one-dimensional problem with various material parameters.

3.2.2 Creation of Basis Functions

In section 3.1.7, we have defined matrix operators which involve volume integrals over a kernel of Lagrange polynomials $L_i(\vec{r})$. Obviously, we need to know these basis functions explicitly. According to Eq. (3.15), the Lagrange polynomials are uniquely defined once the interpolation nodes $\vec{r}_i$ are specified.

As it turns out, the choice of the node positions heavily influences the accuracy with which an arbitrary function can be interpolated in between the nodes [27]. A suitable choice of nodes for one-dimensional elements is given by the Legendre-Gauss-Lobatto (LGL) quadrature points [27]. Simple construction rules are available for both the quadrature points and Lagrange polynomials.
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Figure 3.12: Node positions in two dimensions for various polynomial orders \( p \). The optimal node distribution on the edges is given by an analytical formula. Using the Warp\&Blend method, nodes are smoothly arranged within the element. Please note that the nodes are not equally spaced. In particular, higher orders feature very small distances near the corners which heavily influences the maximum time step for the discontinuous Galerkin time-domain method (see section 4.3).

The generalisation to higher dimensions, however, is not as straightforward as one would hope for. For two- and three-dimensional problems, the empirical Warp\&Blend method allows to generate two- and three-dimensional point sets starting from LGL nodes on an element’s edges [58]. In principle, more optimised point sets might slightly improve the interpolation error [59], but for most practical calculations the nodes generated via the Warp\&Blend method perform sufficiently well. Figure 3.12 shows the distribution of nodes in a two-dimensional element.

Once the \( \vec{r}_i \) are given, we can use Eqs. (3.15) and (3.17) to obtain linear systems of equations, whose solutions determine the Lagrange polynomials. Unfortunately, solving these systems suffers from bad conditioning and low precision, especially for higher polynomial orders \( p \) [27]. A more viable alternative to compute the \( L_j \) employs an intermediate basis of polynomials \( \psi_j(\vec{r}) \) [28].

In analogy to the field expansion (3.14) in terms of Lagrange polynomials, we expand the fields in our intermediate basis:

\[
E_x(\vec{r}) \approx \sum_{j=1}^{n} \tilde{E}'_{x,j} \cdot \psi_j(\vec{r}) \equiv \sum_{j=1}^{n} \tilde{E}_{x,j} \cdot L_j(\vec{r}). \quad (3.45)
\]

While \( \tilde{E}_x \) denotes the set of expansion coefficients for the \( L_j \) basis, \( \tilde{E}'_x \) is the corresponding set for the \( \psi_j \) basis. Please note that both function spaces describe the same space of polynomials; Thus, any approximation of \( E_x(\vec{r}) \) in terms of \( \psi_j \) can also be represented in terms of \( L_j \) without introducing errors. In particular, we can represent the field at a node position \( \vec{r}_i \):

\[
E_x(\vec{r}_i) \approx \sum_{j=1}^{n} \tilde{E}'_{x,j} \cdot \psi_j(\vec{r}_i) \equiv \sum_{j=1}^{n} \tilde{E}_{x,j} \cdot L_j(\vec{r}_i) \equiv \tilde{E}_{x,i}. \quad (3.46)
\]
This implies the relation

\[ \tilde{E}_x = \mathcal{V} \tilde{E}_x', \]

where we have introduced the generalised\(^3\) Vandermonde matrix [28]

\[ \mathcal{V}_{ij} \equiv \psi_j(\tilde{r}_i). \]

The Vandermonde matrix facilitates an easy transition between the two bases. Obviously, it can be used to express the basis functions in terms of each other, i.e.,

\[ \psi_i(\tilde{r}) = \sum_{j=1}^{n} \mathcal{V}_{ji} \cdot L_j(\tilde{r}) = \sum_{j=1}^{n} (\mathcal{V}^T)^{-1}_{ij} \cdot \psi_j(\tilde{r}), \]

and, vice versa,

\[ L_i(\tilde{r}) = \sum_{j=1}^{n} (\mathcal{V}^T)^{-1}_{ij} \cdot \psi_j(\tilde{r}). \]

Hence, the computation of Lagrange polynomials is essentially reduced to the inversion of the transposed Vandermonde matrix. As compared to the solution of the linear system of equations mentioned earlier, here we have actually retained some freedom. The condition of \(\mathcal{V}^T\), basically an indicator of linear independence, strongly affects the precision of the matrix inversion process. The condition number, though, is entirely determined by the choice of basis functions \(\psi_j(\tilde{r})\). Experience shows that a choice of orthonormal\(^4\) basis functions yields a sufficient degree of linear independence, such that the inverse is easily and accurately calculated [28]. In our computer code, we employ the Koornwinder–Dubiner polynomials [27, 28, 60], which are constructed from products of classical orthogonal Legendre polynomials.

We conclude that the Warp&Blend method together with the Koornwinder–Dubiner polynomials enable us to efficiently construct Lagrange polynomials of arbitrary spatial orders \(p\) in a generic way. This is an important difference to conventional finite element methods, where the construction of higher-order vector elements is not trivial.

### 3.2.3 Operations on the Reference Element

In section 3.1.7, we have derived the semi-discrete form of Maxwell’s curl equations (3.30) on a single element \(\triangle\). It appears that for each element we have to construct an individual set of basis functions \(L_i(\tilde{r})\) and perform the required integrations. This, however, would be impractical regarding either CPU time, memory consumption, or even both. In the following, we will introduce an important technique which allows for an extremely efficient computation of mass, stiffness, and face mass matrices.

The key idea has already been illustrated in Figs. 3.1 to 3.3: For each element in the mesh, we define an affine transform which maps the element \(\triangle\) (and the associated set of nodal points) to a common reference element \(\triangle_{\text{ref}}\). In general, such a transform is given by

\[ \tilde{r}^\triangle = \tilde{r}^\triangle_0 + J^\triangle \tilde{s}. \]

\(^3\)We omit this attribute in the remainder of this thesis.

\(^4\)Orthonormality is defined with respect to an appropriate scalar product.
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Given a point \( \vec{s} = (s_1, s_2, s_3)^T \) in the reference element, Eq. (3.51) constructs the corresponding point in an element of the mesh. The specific values of the offset \( \vec{r}_\Delta \) and the Jacobian matrix

\[
\mathcal{J}_\Delta = \frac{\partial \vec{r}}{\partial \vec{s}} = \begin{pmatrix}
\frac{\partial x}{\partial s_1} & \frac{\partial y}{\partial s_1} & \frac{\partial z}{\partial s_1} \\
\frac{\partial x}{\partial s_2} & \frac{\partial y}{\partial s_2} & \frac{\partial z}{\partial s_2} \\
\frac{\partial x}{\partial s_3} & \frac{\partial y}{\partial s_3} & \frac{\partial z}{\partial s_3}
\end{pmatrix} = \begin{pmatrix}
\mathcal{J}_{1x} & \mathcal{J}_{1y} & \mathcal{J}_{1z} \\
\mathcal{J}_{2x} & \mathcal{J}_{2y} & \mathcal{J}_{2z} \\
\mathcal{J}_{3x} & \mathcal{J}_{3y} & \mathcal{J}_{3z}
\end{pmatrix}
\]

(3.52)
depend on the shapes of both elements, particularly on the respective vertices. If we assume both \( \Delta \) and \( \Delta_{\text{ref}} \) to be straight-sided simplices, the Jacobian matrix is constant and depends on neither \( \vec{s} \) nor \( \vec{r} \).

Mass Matrix

With this knowledge, we can express the mass matrix of element \( \Delta \) in terms of an integral over the reference element:

\[
(M^\Delta)_{ij} = \int_{\tilde{V}_\Delta} L_i(\tilde{r}) L_j(\tilde{r}) \, d^3r = \int_{V_{\text{ref}}} L_i'(\vec{s}) L_j'(\vec{s}) \cdot \det(J^\Delta(\vec{s})) \, d^3s.
\]

(3.53)

It is important to realise that the Lagrange polynomials \( L_i'(\vec{s}) \) are defined on the reference element; Nevertheless, they are connected to the Lagrange polynomials on element \( \Delta \) by

\[
L_i(\vec{r}_j) \equiv L_i'(\vec{s}_j),
\]

(3.54)

with \( \vec{r} \) and \( \vec{s} \) related via Eq. (3.51). In the following, we will omit this explicit distinction. In the important special case of straight-sided simplices (straight-sided triangles and tetrahedrons), we can remove the Jacobian determinant

\[
J^\Delta = \det(J^\Delta)
\]

(3.55)
from Eq. (3.53)’s integrand. With the help of Eq. (3.50), we obtain

\[
(M^\Delta)_{ij} = J^\Delta (\mathcal{V})^{-1} k_{ik} (\mathcal{V})^{-1} l_{jl} \int_{V_{\text{ref}}} \psi_k(\vec{s}) \psi_l(\vec{s}) \, d^3s.
\]

(3.56)
The integral collapses to a mere Kronecker delta \( \delta_{kl} \) due to the orthogonality of the chosen polynomial set on the reference element (see section 3.2.2 and Ref. [28]). Acknowledging

\[
(\mathcal{V})^{-1} \equiv (\mathcal{V}^{-1})^T,
\]

(3.57)
we obtain the result

\[
M^\Delta = J^\Delta \mathcal{M} \quad \text{with} \quad \mathcal{M} \equiv (\mathcal{V}\mathcal{V}^T)^{-1}.
\]

(3.58)
Thus, the mass matrix of any straight-sided element \( \Delta \) is conveniently reduced to the mass matrix \( \mathcal{M} \) of the reference element scaled by a scalar factor \( J^\Delta \). This drastically reduces the memory consumption: For three-dimensional elements with a fourth order \( (p = 4) \) basis, the mass matrix consists of \( 35 \cdot 35 = 1225 \) entries (cf. Table 3.3).\(^5\) Obviously, a single number \( J^\Delta \) is much easier to store.

\(^5\)Actually, we would only need to store the upper half of the matrix due to symmetry.
Stiffness and Derivative Matrices

Motivated by this success, we strive to obtain a similar result for the stiffness matrix. Let us start by reformulating the definition of the stiffness matrix (3.25):

\[
(S_{E})_{ij} = \int_{V_{h}} L_{i}(\vec{r}) \left( \partial_{k} L_{j}(\vec{r}) \right) d^{3}r = \int_{V_{h}} L_{i}(\vec{r}) \left( \partial_{k} L_{j}(\vec{r}) \right) \left( \partial_{l} \psi_{n}(\vec{r}) \right) d^{3}r.
\] (3.59)

Here, we have made use of the fact that the derivative of any polynomial of order \( p \) is a polynomial of order \( p - 1 \). As such, there is a unique and exact representation of the derivative in terms of Lagrange polynomials, with the coefficients given by the values of \( \partial_{k} L_{j} \) at the nodal positions. More concisely, the previous equation then reads

\[
(S_{E})_{ij} = \left( D_{E} \right)_{mj} \int_{V_{h}} L_{i}(\vec{r}) L_{m}(\vec{r}) d^{3}r = \left( M_{\Delta} D_{E} \right)_{ij}
\] (3.60)

with the derivative matrices \( D_{E} \) defined by

\[
(D_{E})_{mj} = \partial_{k} L_{j}(\vec{r}).
\] (3.61)

For later use, we also define the vector of derivative matrices

\[
\vec{D}_{\Delta} = (D_{\Delta x}, D_{\Delta y}, D_{\Delta z})^T.
\] (3.62)

Interestingly, in the semi-discrete form of Maxwell’s curl equations (3.30), the stiffness matrices only occur in combination with the inverse mass matrix. Thus, we seek for a representation of

\[
\left( M_{\Delta} \right)^{-1} S_{E} = D_{E}
\] (3.63)

in terms of matrices on the reference element. Such a connection is easily established using the inverse Jacobian matrix

\[
\left( J_{\Delta} \right)^{-1} = \frac{\partial \vec{s}}{\partial \vec{x}};
\] (3.64)

with which we find

\[
(D_{E})_{mj} = \sum_{d} \left( J_{\Delta} \right)^{-1}_{kd} \cdot \partial_{d} L_{j}(\vec{s}_{m})
\] (3.65)

Here, the summation index \( d \) runs from 1 to 3 for three-dimensional systems. We identify the term

\[
(D_{d})_{mj} = \left( V^{T} \right)^{-1}_{jn} \cdot \partial_{d} \psi_{n}(\vec{s}_{m})
\] (3.66)

with the derivative matrix \( D_{d} \) on the reference element, and employ this definition to find a compact notation on the element \( \Delta \):

\[
D_{E} = \sum_{d=1}^{3} \left( J_{\Delta} \right)^{-1}_{kd} \cdot D_{d}.
\] (3.67)

We conclude that for an efficient computation of the derivative matrix on each element of the mesh, we need to store the elements of the inverse Jacobi matrix plus a set of derivative matrices on the reference element.
Face Mass Matrix

The remaining component of the semi-discrete form, the face mass matrix, can be computed in analogy to the mass matrix:

\[
(F_f^\triangle)_{ij} = J_f^\triangle \cdot F_f \quad \text{with} \quad F_f = \int_{\triangle f} L_i(\vec{s}) L_j(\vec{s}) \, d^2s,
\]

(3.68)

As expected, the face mass matrices on each element \(\triangle\) can be easily computed from face mass matrices on a reference element, provided we store the respective face Jacobian determinants \(J_f^\triangle\).

The Semi-Discrete Form on the Reference Element

Let us now summarise the efforts made in the previous paragraphs. After replacing the matrices with their counterparts on the reference element, the semi-discrete form of Maxwell’s curl equations on straight-sided elements reads:

\[
\frac{\partial}{\partial t} \tilde{E}^\triangle = \frac{1}{\varepsilon} \left( \tilde{D}^\triangle \times \tilde{H}^\triangle + \frac{J_f^\triangle}{J_f^\triangle} \mathcal{M}^{-1} F_f \alpha \left[ \frac{\Delta \tilde{E}_j^\triangle - \tilde{n}(\tilde{n} \cdot \Delta \tilde{E}_j^\triangle)}{Z} \right] + \bar{Z} \right),
\]

\[
\frac{\partial}{\partial t} \tilde{H}^\triangle = \frac{1}{\mu} \left( - \tilde{D}^\triangle \times \tilde{E}^\triangle + \frac{J_f^\triangle}{\bar{J_f}^\triangle} \mathcal{M}^{-1} F_f \alpha \left[ \frac{\Delta \tilde{H}_j^\triangle - \tilde{n}(\tilde{n} \cdot \Delta \tilde{H}_j^\triangle)}{Y}\right] - \bar{Y} \right),
\]

(3.69)

Thus, Eq. (3.69) determines the time-evolution of the field expansion coefficients solely with matrix operators formulated on a reference element.\(^6\) For an efficient computation, we need the following ingredients:

- On the reference element, we need to precalculate and store the inverse mass matrix \(\mathcal{M}^{-1}\), the derivative matrices \(\mathcal{D}_i\), and the face mass matrices \(F_f\).
- For each element in the computational domain, we need to store the Jacobian determinant of the affine transform (3.51). Furthermore, we need to store the components of the inverse Jacobian matrix. Finally, the face Jacobian determinants must be kept in memory.

For three-dimensional calculations, this leads to a total of 14 numbers per element. In double precision, this amounts to an insignificant 112 bytes of memory. This is independent of the order of the Lagrange polynomials.

3.2.4 Efficient Implementation of Matrix-Vector Products

In the previous section we have learned that the time-dependence of the electromagnetic fields is given by the right-hand sides of Eq. (3.69). Therein, the spatial dependence of the fields is represented by matrix operators acting on vectors of expansion coefficients. Since the time-stepping schemes presented in chapter 4 and the iterative solvers in chapter 5 rely on repeated evaluations of

\(^6\)For typesetting reasons, we have refrained from replacing \(\tilde{D}^\triangle\) by Eq. (3.67).
the right-hand sides of the semi-discrete form, fast matrix-vector multiplications are crucial for the overall performance.

First of all, let us consider the dimensions of the matrices involved. The (inverse) mass matrix $\mathcal{M}^\Delta$ is an $n \times n$ matrix, and so are the derivative matrices $D_k^\Delta$. We recall that $n$ is the number of nodes per element in $d$ dimensions for order $p$. Omitting zeros, the face mass matrices are $n \times n'$ matrices, where $n'$ is the number of points on a face. This number coincides with the total number of nodes for dimension $d - 1$ and order $p$. Typical values of $n$ and $n'$ for various orders and dimensions can be found in Table 3.3. In most cases, $n$ and $n'$ will be approximately 20. Hence, the matrices typically contain just a few hundred entries.

Numerous libraries, usually some implementations of the standard Basic Linear Algebra System (BLAS), provide highly optimised matrix-vector products. However, the optimisations are usually performed with large matrices with tens of thousands of entries in mind. Standard implementations of matrix-vector products written in C++ yield unsatisfactory results. Thus, we have developed a custom library of hand-written assembly routines, which is dedicated to matrices with the typical DG sizes.

Our library heavily leans on the streaming single-instruction multiple-data extensions (SSE), which are built-in instruction sets provided by most modern desktop and server processors [61]. In particular, we use features of a certain iteration called SSSE3. CPUs which support this instruction set provide 16 registers (extremely fast memory) with a size of 16 bytes each. This size is sufficient to store two floating point numbers in double precision. We will refer to such numbers as “doubles”. SSE provides useful instructions which allow for concurrent handling of two numbers. For example,
Figure 3.14: Optimised matrix-vector product \( \tilde{y} \leftarrow \tilde{y} + A\tilde{x} \) for a small matrix with odd size. Here, blue blocks indicate conflicts in the 16 byte pattern, i.e., blocks where the two values belong to different columns of \( A \). 1. As in Fig. 3.13, \( \tilde{y} \) is loaded into registers. Due to the odd size, one register is padded with a randomly read number (grey boxes). 2. We proceed as in Fig. 3.13, but only with odd columns. For these, we can always load 16 bytes starting with the first value. The last value, however, will be accompanied by another value, which will be added to the pad double in the \( \tilde{y} \)-registers. This value is either an actual matrix entry from the next, even column (blue), or a pad value behind the matrix (grey). 3. We shuffle the values in the \( \tilde{y} \)-registers such that the pad double is at first position. 4. We repeat step 2 for even columns. Note that we load data starting with the last value of the previous column to guarantee alignment. The additional values will be added to the pad number in \( \tilde{y} \). Once we have completed all columns, we store the contents of the \( \tilde{y} \)-registers back to main memory, carefully avoiding storing the pad number.

The left arrow means: Overwrite left-hand side with result from right-hand side.
3.2 Technicalities

<table>
<thead>
<tr>
<th>p</th>
<th>Matrix size</th>
<th>Aligned</th>
<th>C++</th>
<th>MKL BLAS</th>
<th>Optimised</th>
<th>Speed-Up</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>3 × 3</td>
<td>✓</td>
<td>10.00</td>
<td>30.78</td>
<td>6.67</td>
<td>1.50</td>
</tr>
<tr>
<td></td>
<td>—</td>
<td></td>
<td>10.00</td>
<td>30.89</td>
<td>7.44</td>
<td>1.34</td>
</tr>
<tr>
<td></td>
<td>3 × 6</td>
<td>✓</td>
<td>7.50</td>
<td>17.06</td>
<td>4.56</td>
<td>1.64</td>
</tr>
<tr>
<td></td>
<td>—</td>
<td></td>
<td>7.50</td>
<td>17.50</td>
<td>4.56</td>
<td>1.64</td>
</tr>
<tr>
<td>2</td>
<td>6 × 6</td>
<td>✓</td>
<td>5.83</td>
<td>8.94</td>
<td>2.08</td>
<td>2.80</td>
</tr>
<tr>
<td></td>
<td>—</td>
<td></td>
<td>5.83</td>
<td>8.94</td>
<td>2.08</td>
<td>2.80</td>
</tr>
<tr>
<td></td>
<td>6 × 9</td>
<td>✓</td>
<td>4.80</td>
<td>3.97</td>
<td>1.42</td>
<td>3.38</td>
</tr>
<tr>
<td></td>
<td>—</td>
<td></td>
<td>4.75</td>
<td>3.87</td>
<td>1.31</td>
<td>3.63</td>
</tr>
<tr>
<td>3</td>
<td>10 × 10</td>
<td>✓</td>
<td>4.47</td>
<td>2.53</td>
<td>1.27</td>
<td>3.52</td>
</tr>
<tr>
<td></td>
<td>—</td>
<td></td>
<td>4.47</td>
<td>2.53</td>
<td>1.27</td>
<td>3.52</td>
</tr>
<tr>
<td></td>
<td>10 × 12</td>
<td>✓</td>
<td>4.75</td>
<td>3.38</td>
<td>1.31</td>
<td>3.63</td>
</tr>
<tr>
<td></td>
<td>—</td>
<td></td>
<td>4.75</td>
<td>3.38</td>
<td>1.31</td>
<td>3.63</td>
</tr>
<tr>
<td>4</td>
<td>15 × 15</td>
<td>✓</td>
<td>4.30</td>
<td>1.96</td>
<td>1.05</td>
<td>4.10</td>
</tr>
<tr>
<td></td>
<td>—</td>
<td></td>
<td>4.29</td>
<td>2.22</td>
<td>1.05</td>
<td>4.09</td>
</tr>
<tr>
<td></td>
<td>21 × 18</td>
<td>✓</td>
<td>4.29</td>
<td>1.84</td>
<td>1.00</td>
<td>4.29</td>
</tr>
<tr>
<td></td>
<td>—</td>
<td></td>
<td>4.29</td>
<td>2.07</td>
<td>1.00</td>
<td>4.29</td>
</tr>
<tr>
<td></td>
<td>21 × 21</td>
<td>✓</td>
<td>4.15</td>
<td>1.20</td>
<td>0.81</td>
<td>5.12</td>
</tr>
<tr>
<td></td>
<td>—</td>
<td></td>
<td>4.20</td>
<td>1.39</td>
<td>0.85</td>
<td>4.94</td>
</tr>
</tbody>
</table>

**Table 3.4:** Performance of optimised matrix-vector products for two-dimensional systems. The first three columns list the polynomial order p, the size of the matrix, and the correct alignment of \( \tilde{y} \). The next three columns feature the ratio of CPU cycles and the number of elements in the matrix for three different implementations: A standard C++ implementation (compiled with GNU C++ Compiler 4.3.2 with full optimisations), a call to Intel’s Math Kernel Library (MKL) routines, and our optimised functions. Finally, the last two columns provide speed-up factors achieved with our assembly code as compared to the C++ and MKL implementations, respectively. All measurements were performed on an Intel® Core™2 Quad Q9300 CPU running at 2.5 GHz.

quently introduced pad numbers are more efficient than unaligned memory access.

More difficulties arise due to potentially unaligned \( \tilde{y} \)-vectors, and for vectors too large to be fully held in the registers. In the first case, one has to switch the order of odd and even columns, while in the second case the columns have to be split into multiple sections.

We have created optimised matrix-vector products for orders up to \( p = 6 \) for two-dimensional systems. For three-dimensional computations, we provide matrix-vector products up to \( p = 5 \). In our code, we combine \( M^{-1}F_f \) for all faces to one large matrix. Hence, this matrix has the size \( n \times (d + 1)n' \).

Tables 3.4 and 3.5 compare the performance of our custom matrix-vector products against a standard C++ implementation and the BLAS implementation included with the Intel’s Math Kernel Library (MKL). The average numbers of CPU cycles per matrix entry listed in these tables are a measure of speed. Each CPU instruction requires a certain number of cycles of the clock frequency generator.  

\(^8\)For a CPU running at 2.5 GHz, each cycle corresponds to a time of 0.4 ns.
Table 3.5: Performance of optimised matrix-vector products for three-dimensional systems. Compare Fig. 3.4 for an explanation of the columns.

For a standard matrix-vector product, we require a number of multiplications which corresponds to the number of elements in the matrix. Since modern CPUs execute additions and multiplications in parallel [62], the additions should not increase the execution time. As SSSE3 allows two multiplications in parallel, the theoretical minimum for the number of cycles per element is 0.5.

In practice, this number cannot be reached for the small matrices presented here due to the overhead of function calls. Furthermore, all implementations actually compute

\[ y \leftarrow \beta y + \alpha A x. \]  

The additional multiplications by two real-valued numbers \( \alpha \) and \( \beta \) lead to additional effort. For increasing matrix sizes, however, these operations become less dominant since they only scale linearly with the number of matrix rows, not with the number of elements.

Our results demonstrate a significant speed-up when using our implementation of matrix-vector products. The performance gains are most pronounced for two-dimensional systems and low orders. This is expected, as Intel’s BLAS implementation is optimised for larger matrices. Nevertheless, we can save 30% and more time when using our custom library. This allows to simulate more time steps and larger systems in the same time.

3.3 Discussion

To conclude our presentation of the discontinuous Galerkin method, we want to highlight a few key points. Section 3.3.1 briefly recapitulates a few computational techniques and emphasises why DG is an efficient method. Section 3.3.2 provides us with a result on the accuracy of the spatial discretisation. At the same time, it motivates to use higher-order basis functions. Finally, section 3.3.3 summarises the considerable benefits DG holds for nanophotonic systems.
3.3 Discussion

3.3.1 Computational Efficiency

The semi-discrete form, Eqs. (3.30), looks rather involved, especially in comparison with expressions obtained by standard finite-difference discretisations (see appendix A). It contains a number of matrices and even the inverse of the mass matrix. This section will explain why the discontinuous Galerkin discretisation is an efficient choice after all.

As we have seen in section 3.2.4, the occurring matrices are quite small and comprise a few hundred numbers. Storage and inversion are not a problem at all. When following the derivation, we find that small matrices are an immediate consequence of explicitly allowing discontinuous fields. In contrast, conventional finite element methods yield large, sparse matrices. The inverse of a sparse matrix, however, is not necessarily sparse itself; in the case of standard finite elements, we would have to store large \((10^{10})\) numbers for \(10^{9}\) degrees of freedom) inverse matrices. This is not possible even for medium-sized problems, since the size of the mass matrix reflects the number of elements in the computational domain.

Furthermore, we have learned in section 3.2.3 that—in most cases—there is no need to actually store mass and derivative matrices for each element separately. Using simple affine transformations, straight-sided elements (for curvilinear elements please refer to section 6.3) are mapped on a reference element. Thereby, all matrices can be recovered by scaling and combining matrices defined on the reference element. Instead of storing a number of matrices for each element, we merely store a few parameters associated to the affine transformation.

This overhead to the actual degrees of freedom, the expansion coefficients, is comparatively small and negligible for higher orders \(p\). Hence, we have a memory-efficient scheme at hand. Furthermore, the right-hand side of the semi-discrete form is explicitly known because we deduce the required matrices on any element following simple rules. Given an arbitrary set of expansion coefficients, we can immediately determine their time-evolution without solving a system of linear equations first. It is this property which renders the DG method so attractive for solving Maxwell’s equations in the time-domain (see Chapter 4).

The price we pay is that on each interface between neighbouring elements we store two distinct sets of field values; one for each element involved. Table 3.3 compares \(n\), the total number of nodal points, with \(b\), the number of nodal points on the element’s boundary. In addition, the number of internal, non-boundary points \(i\) is listed. For two- and three-dimensional systems, most nodes are boundary nodes. Thus, we store most of the points twice. Higher orders reduce this overhead, but yield larger matrices. Nevertheless and especially in nanophotonics, higher orders are often favourable as will be discussed in the upcoming sections.

3.3.2 Error of the Spatial Discretisation

For numerical simulations it is essential to control the error of the approximate solution with respect to the correct solution of the original equation. In our case, we can increase the accuracy of the simulations by either decreasing the element size \(h\) or by increasing the polynomial degree \(p\). For

---

9 A sparse matrix is a matrix where almost all elements are zero. With this we mean that there is a fixed maximum number of nonzero elements per matrix row, which does not depend on the size of the matrix. Sparse matrices are extremely important in numerics, because only the values and positions of nonzero entries need to be stored. Furthermore, specialised algorithms which make use of the sparsity are available (see chapter 5).
sufficiently smooth solutions and an upwind flux \((\alpha \equiv 1)\), the deviation between the numerical and the analytical solution is given by

\[
\| q^{\text{ref}} - q^{\text{num}} \| = \mathcal{O}(h^{p+1}).
\]  

(3.71)

A rigorous proof can be found in Ref. [28]. Here, \(q^{\text{ref}}\) represents the (not necessarily known) exact reference solution of the original, non-discretised equation, while \(q^{\text{num}}\) is the numerical one. Given some arbitrary norm \(\| \cdot \|\), the convergence is algebraic in \(h\) and exponential in \(p\). Via \(p\), we can choose how fast the error shall decrease with the mesh size, with the cost of additional operations per element. In principle, both \(h\) and \(p\) can be different for each element (\(hp\)-adaptivity). In practice, it is convenient to use the same \(p\) for all elements and vary \(h\) locally. To control the error, one can globally increase \(p\) (\(p\)-refinement) or reduce \(h\) either globally or locally (\(h\)-refinement). Finding a balance between accuracy and computational effort is not always easy. However, in most of our calculations we find that orders of \(p \in [3, 4, 5, 6]\) offer a good compromise. For the mesh-size \(h\) we then typically choose a maximal edge length which corresponds to at most half the wavelength of interest.

### 3.3.3 The Discontinuous Galerkin Method and Nanophotonics

The spatial discretisation via the discontinuous Galerkin method has a number of merits of particular interest to nanophotonics. First of all, the method does not rely on regular grids such as the FDTD method, but on flexible meshes with elements of various sizes and shapes instead. This freedom basically allows us to “adapt” the simulation to a specific system. In particular, it is straightforward to handle inclined or curved material interfaces (compare Fig. A.2). Locally increasing the spatial resolution (via \(h\)- or \(p\)-refinement) allows to accurately model strong local variations of electromagnetic fields, e.g., near metallic surfaces. At the same time, one can save a substantial amount of degrees of freedom in regions with field variations on long length scales. This is usually the case in the area surrounding a nanophotonic device with features often much smaller than the wavelength of interest. Therefore, the DG method lends itself for multi-scale analysis.

Secondly, since the method employs discontinuous basis functions, discontinuities in the electromagnetic fields are inherently dealt with. Accuracy and convergence issues due to inhomogeneous material distributions as present in FDTD simulations are absent in DG calculations. At the same time, the special choice of basis functions also allows us to treat the elements separately. As a result, the DG discretisation lends itself for parallel computations on multiple cores, multiple computers, and graphic processors [63]. Especially higher polynomial orders \(p\) result in excellent parallel performance, since the ratio of local-element operations and inter-element communication is more favourable.

Simultaneously, high interpolation orders also lead to very faithful representations of both magnitudes and phases of propagating electromagnetic fields [28]. Resonators, interferometers, and other, potentially nonlinear, phase-sensitive systems often encountered in nanophotonics greatly benefit from the accuracy of higher-order methods [38].
Chapter 4

The Discontinuous Galerkin Time-Domain Method

Starting from Maxwell’s curl equations, chapter 3 explained how to discretise the electromagnetic fields via the discontinuous Galerkin method. After a number of steps, the final result is given by the semi-discrete form (3.30), which presents a set of coupled, first-order, ordinary differential equations of time-dependent expansion coefficients.

In this chapter, we will regard the semi-discrete form as an initial value problem. Starting from some initial state \( q(\vec{r}, t_0) \equiv (\vec{E}(\vec{r}, t_0), \vec{H}(\vec{r}, t_0)) \), we will apply an iterative procedure to evolve the electromagnetic fields time step by time step. Thus, we will obtain the Discontinuous Galerkin Time-Domain (DGTD) method.

The upcoming discussion is prefixed by a general introduction to time-domain methods (section 4.1). Afterwards, section 4.2 presents our time stepping algorithm of choice, the low-storage Runge-Kutta method. The issue of picking an appropriate time step is covered in section 4.3. Based on insight gained there, we briefly motivate the use of customised Runge-Kutta schemes in section 4.4, before we eventually compare the DGTD method with other numerical methods (section 4.5).

4.1 General Characteristics of Time-Domain Simulations

Before we come to the details of the DGTD method, let us outline a few general characteristics, advantages, and shortcomings of time-domain methods first. Time is a quantity human beings have an intuitive feeling for. Being accustomed to the concept that the present translates into the future, time-domain visualisations may help us distinguish cause and effect.

For example, we might be able to recognise the dominant scatterer among a set of particles just by looking at what happens to a pulse which propagates in a scattering region. We could study a light pulse in a photonic crystal waveguide bend and see where undesirable reflections occur. In phase-sensitive experiments, we can track interfering light pulses. Their phase differences will often be visible as spatial displacements. Researchers can benefit from such knowledge, since it helps to improve designs of devices and scatterers. In the extreme, animations of time-dependent field distributions most easily illustrate the behaviour of a physical system even for non-experts in the
field (or even the general area of science).¹

At the end of the day, however, visualisation is not everything. To elevate a method above the status of a fancy toy, we must be able to predict the outcome of experiments. To this end, we are usually interested in spectral information about a system. The most trivial time-domain approach, i.e., simulating the same system over and over again with plane waves of different frequencies, leads to inadequately long simulation times. Instead, one launches ultra-short pulses into the system. Such pulses possess a very broad frequency spectrum (see section 6.1.3). Using the on-the-fly Fourier transform (section 6.4), one can obtain a spectrum over the complete bandwidth in a single time-domain simulation. Hence, obtaining spectra with time-domain methods is not a conceptual problem.

Nevertheless, time-domain simulations may have difficulties with some systems. Resonators with high quality factors, for example, often require excessively long simulation times in order to obtain reliable results. The inclusion of dispersive materials in the time-domain is also a non-trivial task (compare section 2.3), and may require a considerable amount of computational effort. Furthermore, for some systems it is challenging to obtain eigenmodes which often prove invaluable to understand the physics of a system.

On the other hand, time-domain solvers have a number of fundamental advantages. In particular, they are not limited to the treatment of linear equations. Classical nonlinearities, for example, lead to the generation of sum and difference frequencies and other wave mixing effects [64]. While frequency-domain methods (chapter 5) cannot treat such phenomena directly, time-domain methods do not have conceptual problems with nonlinear physics, since the equations themselves are given in the time-domain. Last but not least, time-domain methods are usually quite memory-efficient. In most cases, it is sufficient to store one or two vectors of expansion coefficients plus information about the physical system. Both the memory requirements and the computational time scale linearly with the number of degrees of freedom. Thus, time-domain methods can handle large systems—even on computers with limited resources.

### 4.2 Time-Stepping and the Runge-Kutta Method

To simplify the notation, we summarise Eqs. (3.30) as

$$\partial_t \begin{pmatrix} \tilde{E}(t) \\ \tilde{H}(t) \end{pmatrix} = \mathcal{H} \cdot \begin{pmatrix} \tilde{E}(t) \\ \tilde{H}(t) \end{pmatrix}$$

(4.1a)

or, more concisely,

$$\partial_t \tilde{q}(t) = \mathcal{H} \tilde{q}(t).$$

(4.1b)

The system operator $\mathcal{H}$ acting on the current expansion coefficients $\tilde{q}(t)$ represents the right-hand sides of Eqs. (3.30). Please note that $\tilde{q}(t)$ comprises all elements in the mesh, and not just a single one. Furthermore, we add source terms

$$\tilde{q}^{\text{source}}(t) = \left( \tilde{E}^{\text{source}}(t), \tilde{H}^{\text{source}}(t) \right)^T$$

(4.2)

¹As a side note, visualisations are also most helpful for testing numerical implementations. In many cases, one can track down bugs by identifying regions where instabilities occur, for example.
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\[ \partial_t \tilde{q}(t) = \mathcal{H}\tilde{q}(t) + \tilde{q}^{\text{source}}(t). \]  (4.3)

Section 6.1 will explain how sources are included in the simulation.

Equation (4.3) represents a set of ordinary differential equations of first order in time. To solve it numerically, we divide the time axis into a number of (not necessarily equidistant) time steps. The fields at the first time step \( t_0 \) define the initial condition. Usually, one assumes vanishing fields but other initial conditions, e.g., cavity modes, are not uncommon. Using a time stepping scheme, we successively evolve the fields from \( t_n \) to \( t_{n+1} \), where \( n \) indicates the time step. Time stepping concludes once \( t_n \) exceeds a predetermined maximum simulation time \( T \).

Let us consider the equation

\[ \partial_t \tilde{q}(t) = \tilde{f}(\tilde{q}(t), t), \]  (4.4)

which is a generalisation of Eq. (4.3). The choice of the time stepping scheme crucially affects the performance. In essence, one can either choose explicit or implicit methods.

For explicit methods, we need to evaluate the right-hand side \( \tilde{f}(\tilde{q}(t), t) \), depending on the scheme usually multiple times per time step. Prominent solvers are multistep and Runge-Kutta methods [27]. However, if the time step is too large, then explicit solvers yield numerically unstable simulations, i.e., the electromagnetic fields undergo unphysical exponential growth. In contrast, implicit methods require the solution of a system of equations for each time step, but in turn provide unconditionally stable results. Nevertheless, the error increases with the time step size. As solving a system of equations is computationally expensive, time stepping with implicit solvers is often less efficient than using explicit solvers.

In the case of DGTD, the time evolution of the electromagnetic fields is most conveniently accomplished using explicit low-storage Runge-Kutta (LSRK) methods [65] for a number of reasons. First of all, the evaluation of the right-hand side of Eq. (4.3) is extremely efficient due to the techniques presented in sections 3.2.3 and 3.2.4. Hence, we expect good performance of explicit solvers. Secondly, it is desirable to accompany the higher-order accurate DG discretisation in space with a higher-order accurate time stepping scheme. Suitable LSRK schemes are available for up to fourth order. Finally, given a total number of \( N \) expansion coefficients, LSRK methods require a total of \( 2N \) values stored in two registers \( \tilde{q} \) and \( \tilde{p} \).\(^2\) This represents a moderate increase in memory requirements as compared to FDTD’s leapfrog scheme, which only requires the storage of one set of field values at a time (see appendix A.3). However, FDTD is restricted to second-order accuracy in time and requires the electric and magnetic fields to be interleaved by half a time step.

To evolve the electromagnetic fields one time step from \( t_n \) to \( t_{n+1} \), LSRK methods in the formulation of Williamson [66] comprise the following steps:

\[ \tilde{q}_0 := \tilde{q}(t_n), \]  (4.5a)
\[ \tilde{p}_i := A_i \cdot \tilde{p}_{i-1} + \Delta t \cdot \tilde{f}(\tilde{q}_{i-1}, t_n + c_i \Delta t), \]  (4.5b)
\[ \tilde{q}_i := \tilde{q}_{i-1} + B_i \cdot \tilde{p}_i, \]  (4.5c)
\[ \tilde{q}(t_{n+1}) := \tilde{q}_s. \]  (4.5d)

Steps (4.5b) and (4.5c) define the stages \( i = 1 \ldots s \), where \( s \) is the number of stages. Together with this parameter, the coefficients \( A_i \) (\( A_1 \equiv 0 \)), \( B_i \), and \( c_i \) define the properties (order of accuracy,\(^2\) These registers should not be confused with registers in the CPUs as discussed in section 3.2.4.)
stability contour) of the LSRK scheme. It is noteworthy, however, that the storage requirements of the algorithm neither depend on the order of accuracy nor the number of stages. The five-stage, fourth-order accurate LSRK scheme by Carpenter and Kennedy [65] is most commonly used for the field evolution in DGTD [28,34,67]. Nevertheless, other choices [68–70] are possible and potentially advantageous. Hence, they are discussed in section 4.4.

4.3 Eigenvalues, Conditional Stability and Maximum Time Steps

Being explicit methods, LSRK schemes are subject to conditional stability, also known as the Courant-Friedrichs-Lewy condition (CFL condition) [21]. As soon as the time step \( \Delta t \) exceeds a critical time step \( \Delta t_{\text{max}} \), the numerical solution is subject to unphysical exponential growth. The critical time step, for which the numerical solution just does not grow exponentially, depends both on the time stepping scheme and the system of equations to be integrated.

Let us first consider the influence of a specific LSRK scheme, which is characterised by the characteristic polynomial (or amplification factor)

\[
R(z) = 1 + \gamma_1 z + \gamma_2 z^2 + \cdots + \gamma_s z^s, \quad z \in \mathbb{C}. \tag{4.6}
\]

Here, the coefficients \( \gamma_i \) can be directly related to the coefficients \( A_j \), \( B_j \), and \( c_j \) of the LSRK scheme [69, 70]. In the absence of sources, the discretised physical system can be expressed as a matrix-vector product of a system matrix \( H \) and a number of unknowns, compare Eq. (4.3). We can only obtain a stable time-integration if the necessary condition

\[
| R(\Delta t \cdot \lambda_i) | \leq 1 \tag{4.7}
\]

holds for all eigenvalues \( \lambda_i = -i\omega_i \) of \( H \), where \( \omega_i \) is the frequency associated with this mode (see section 5.2). If there is a single eigenvalue for which \( | R(\Delta t \lambda_i) | > 1 \), then the amplitude of the corresponding mode will be unphysically amplified each time step. As a consequence, the simulation will yield spurious results.

Geometrically speaking, the curve \( | R(z) | = 1 \) defines a stability contour in the complex plane. The complex eigenvalue spectrum of \( H \) can be scaled by the time step \( \Delta t \) until it is completely enclosed by the stability contour. This is illustrated in Fig. 4.1. The largest time step for which this condition holds is called the maximum stable time step \( \Delta t_{\text{max}} \). It should be noted that this time step does not guarantee stability, since its derivation only relies on a necessary condition. Nevertheless, it serves as a good approximation to the time step obtained from a sufficient condition [27, 71].

Depending on the shape of the eigenvalue spectrum, the scaling factor required to squeeze it within the stability contour is different. Hence, it is worth to investigate the typical eigenvalue spectrum of our discretised Maxwell operator \( H \) as defined by Eq. (3.30). The spectrum is subject to a number of influences and can be tuned by changing the upwind parameter \( \alpha \) [27, 70]. As discussed in section 3.1.4, \( \alpha = 0 \) reduces the upwind flux to the energy-conserving central flux. Consequently, all eigenfrequencies \( \omega_i \) should be real numbers, provided the physical system does not include dissipative materials or absorbing boundary conditions. This translates to an eigenvalue spectrum of purely imaginary \( \lambda_i \). As \( \alpha \) increases, the eigenvalues gain a negative real part. This effectively damps modes which do not fulfil the vanishing divergence condition or are not sufficiently
Figure 4.1: Low-storage Runge-Kutta stability contour and eigenvalues of a two-dimensional cavity. The red contour encloses the region of stability of the five-stage, fourth-order accurate low-storage Runge-Kutta scheme as proposed by Carpenter and Kennedy [65]. The blue crosses indicate eigenvalues $\lambda_i$ of the system operator $\mathcal{H}$ rescaled by the maximum time step $\Delta t_{\text{max}}$. If the time step were any larger, at least one rescaled eigenvalue would lie outside of the stability contour. As a result, the numerical simulation would be numerically unstable. The data for this plot was kindly provided by Richard Diehl [70].

resolved by the spatial discretisation. Auxiliary fields, for example to implement dispersive materials (see chapter 6) or perfectly matched layers (chapter 7), further modify the spectrum.

The size of the time step is strongly related to the quality of the spatial discretisation as well. Similarly to the popular FDTD algorithm (see appendix A), where the maximum time step is given by

$$\Delta t_{\text{max}} = \frac{\Delta x}{c \sqrt{\text{dim}}}$$

the smallest length scale in the spatial discretisation influences the DGTD time step. The smallest length scale is given by the smallest node-to-node distance (measured within each element). The higher the polynomial order $p$ (cf. Fig. 3.12) and the less regular\(^3\) an element is, the smaller the maximum time step will be. In practice, one can use the estimate

$$\Delta t_{\text{max}} = f \cdot d_{\text{min}}(p) \cdot \min_{\Delta} (r_{\text{in}}^\Delta),$$

where $r_{\text{in}}^\Delta$ is the radius of the insphere of element $\Delta$, $d_{\text{min}}(p)$ is the smallest distance between two nodes on an edge of the reference element, and $f$ is a constant factor of the order of 1. This heuristic approach works for a wide range of applications. However, it rarely provides the optimal time step. Especially for higher orders $p > 4$, the maximally allowed time step is often underestimated

\(^3\)An element is regular if all edges have the same length.
and, therefore, performance is lost. The estimate (4.9) can be improved by making the factor $f$ order-dependent and use a fitting to empirical data to improve the performance. As an example, in Ref. [72], a $p$-dependence of

$$f(p) = 0.8 + 0.27p - 0.011p^2$$

(4.10)

was proposed for Carpenter and Kennedy’s LSRK scheme and the upwind parameter $\alpha = 1$. An extensive study of the maximum time step and its dependence on the polynomial order $p$, choice of numerical flux, element shape, and more was recently presented in Ref. [73].

For a more advanced, system-dependent estimate of the optimal time step, one can calculate a few extremal eigenvalues of the system operator using an iterative eigenvalue solver such as ARPACK [74]. From these eigenvalues, one can infer a scaling factor which ensures all of them are found within the stability contour of some given time step algorithm. Unfortunately, the computational cost associated with finding a sufficient number of eigenvalues can be quite considerable for large systems. Therefore, this approach is only feasible for medium-sized problems.

### 4.4 Optimised Runge-Kutta Schemes

The dependence of the time step on the shape matching between the eigenvalue spectrum and the Runge-Kutta stability contour suggests that performance gains can be expected from optimised Runge-Kutta schemes. For memory efficiency we restrict ourselves to LSRK schemes. The parameters $A_i$, $B_i$, and $c_i$ are subject to a number of conditions stemming from the desired order of accuracy and the low-storage property. Increasing the number of stages $s$ above the LSRK’s order of accuracy introduces additional free parameters. As they affect the characteristic polynomial, they can be used to modify the shape of the stability contour [69, 70].

To compare the performance of different schemes, it is worthwhile to consider the normalised time step

$$\Delta \bar{t} = \frac{1}{s} \cdot \Delta t.$$  

(4.11)

It represents the fraction of the total time step which can be attributed to a single stage. This is a reasonable measure because each stage requires a new evaluation of the right-hand side $\tilde{f}(q_{i-1}, t_n + c_i \Delta t)$, see Eq. (4.5b). Hence, the normalised time step also represents a measure for time step per computational effort (CPU time). Diehl et al. have compared more than 50 established RK schemes to the commonly used Carpenter-Kennedy scheme [68]. For fourth-order accurate schemes, only marginal performance improvements could be found for the upwind parameter $\alpha$ close to one. For $\alpha \approx 0.6$, the five-stage third-order scheme by Spiteri and Ruuth [75] yields a speed-up factor of up to 1.6.

Very recently, Diehl et al. have developed a numerical optimisation method to generate LSRK schemes with tailored stability regions [69]. With this approach, a fourth-order 14-stage scheme has been generated which outperforms the 5-stage scheme by Carpenter and Kennedy by around 40-50%. It is remarkable that these performance gains can be achieved by merely changing a couple of numbers in an existing DGTD implementation, which typically features several thousand lines of code.
We conclude the discussion of DGTD by a short comparison with other existing time-domain methods. Let us start with the most established one. Compared to FDTD (appendix A), DGTD requires significantly more computations per degree of freedom because we have a number of—albeit small—matrix-vector products within each element. At the same time, DGTD computations usually require less degrees of freedom to obtain results of similar accuracy. This is an immediate consequence of the superior $h$- and $p$-refinement capabilities of DGTD. Small elements can be used to resolve small geometrical features. Even curvilinear elements (see section 6.3) can be employed where necessary. Depending on the system, DGTD can be considerably more efficient concerning both memory and CPU time than FDTD [38].

The finite volume (FVTD) and finite element time-domain (FETD) methods are conceptually quite similar to DGTD. In fact, the DGTD method discussed here reduces to a classical FVTD scheme for zeroth order ($p = 0$). However, in contrast to traditional finite volume methods, the DGTD method also offers a systematic approach to increase the order of the spatial discretisation to an arbitrarily high polynomial degree. This is also a big advantage over FETD, where the generation of higher order Nédélec elements [25, 26] is certainly not trivial. In addition, as mentioned before, a FETD approach requires the solution of a large (albeit sparse) system of linear equations each time step, since it is not possible to store and invert the global mass matrix. The main disadvantage of the DGTD method is that one has to deal with considerably more degrees of freedom due to the discontinuities across element interfaces. These discontinuities, however, also allow us to treat elements individually with a set of small matrix-vector multiplications. For this reason, DGTD is an ideal candidate for parallelisation on multiple cores, computers, and graphics cards [63].

To summarise, we find that DGTD is an explicit time-domain method which combines the efficiency of FDTD with unstructured meshes and higher order accuracy as known from finite element methods. Moreover, we are free to choose the time stepping algorithm. Customised low-storage Runge-Kutta algorithms appear particularly efficient. As a consequence, DGTD can accurately simulate systems which involve fine geometric features, strongly varying local fields, and different length and time scales. Hence, DGTD is certainly an excellent method for the time-domain simulation of nanophotonic systems.
In the previous chapter, we have introduced low-storage Runge-Kutta methods to discretise the time dependence in

$$\partial_t \tilde{q}(t) = H \tilde{q}(t) + \tilde{q}_{\text{source}}(t). \quad (4.3)$$

This chapter follows a different approach. Instead of looking at the full dynamics of the system, we restrict ourselves to time-harmonic solutions in the frequency domain. Thus, we employ the Fourier transformation rules (2.48) to obtain

$$-i \omega \tilde{q}(\omega) = H \tilde{q}(\omega) + \tilde{q}_{\text{source}}(\omega). \quad (5.1)$$

Please recall that $\omega$ denotes the angular frequency\(^1\) and that $\tilde{q}$ consists of expansion coefficients for all field components and all elements in the mesh. As opposed to the time-domain quantities used in chapters 3 and 4, $\tilde{q}(\omega)$ is a vector of frequency-dependent expansion coefficients, where each expansion coefficient is a complex number. The corresponding time-domain solution is given by

$$\tilde{q}(t) = \Re \left\{ \tilde{q}(\omega) \cdot \exp(-i \omega t) \right\}. \quad (5.2)$$

We would like to emphasise that in this thesis we want to solve the very same first-order system as in the time-domain. In particular, we will not derive a wave equation for one of the electromagnetic fields as, for example, done in Ref. [76]. Therefore, our approach will not lead to optimal performance, but to maximum consistency with an existing time-domain code.

The remainder of this chapter is structured as follows: First, we present general properties of frequency-domain methods and compare them against time-domain methods in section 5.1. Section 5.2 briefly deals with eigenvalue problems and illustrates problems which arise due to the DG discretisation. Source-driven problems, subsequently presented in section 5.3, are more suitable for the DG method. Among other topics, we discuss various techniques to solve the system of linear equations which the problem is eventually reduced to. These techniques are applied to three model systems in section 5.4. These systems allow us to compare the performance of various solvers in terms of CPU and memory consumption. Finally, this chapter concludes with section 5.5, which summarises the merits and disadvantages of discontinuous Galerkin frequency-domain (DGFD) methods.

---

\(^1\)For brevity, we will simply refer to $\omega$ as “frequency”.

5.1 General Characteristics of Frequency-Domain Simulations

Even though Maxwell’s equations are formulated in terms of time-dependent electromagnetic fields, most experiments in the nanophotonic regime cannot resolve the time scales involved. Instead, such experiments usually yield time-averaged frequency-domain quantities, i.e., spectral information.

Obviously, such data is the natural output of frequency-domain solvers. Furthermore, it is straightforward to include frequency-dependent quantities as input parameters. This facilitates, for example, direct inclusion of material dispersion (section 2.1.1). In particular, we do not have to rely on analytical models for dispersion as presented in section 2.3; we can immediately employ \( e(\omega) \) and \( \mu(\omega) \) for a given frequency \( \omega \).

If we want to obtain a complete spectrum, we have to run separate simulations of the same system for each frequency of interest. This may or may not be an advantage depending on how many simulations we have to perform. If we are only interested in a few frequencies\(^2\) or coarse spectra, frequency-domain solvers usually provide corresponding results faster than time-domain simulators (chapter 4). If we are interested in highly refined spectra, time-domain solvers may prove more efficient. Efficiency, however, strongly depends on the system under investigation. Time-domain methods require extremely long simulation times to obtain reliable results for high-quality resonators. In such cases, frequency-domain methods are often favourable. Once we have detected a resonance, frequency-domain solvers allow to refine the spectrum in this region simply by performing additional simulations. These simulations may be trivially run in parallel on multiple cores: There is no need to implement a parallelised computer program.

In terms of numerics, frequency-domain methods generally yield eigenvalue problems or systems of linear equations which need to be solved. Both possibilities are computationally challenging. Available resources, in particular main memory, often limit the applicability of frequency-domain solvers to medium-sized problems. More fundamentally, frequency-domain methods are limited to linear equations, since nonlinearities prohibit the superposition of solutions.

For linear materials, however, time-harmonic solvers provide an alternative route to obtain numerical results for a multitude of systems. Depending on the situation, either frequency-domain or time-domain simulations are better suited. In some cases, a time-domain simulation is used to calculate a broad-band spectrum. Once the resonances are identified, time-harmonic simulations are employed to evaluate mode profiles. In this sense, both approaches complement each other to the user’s benefit.

5.2 Eigenvalue Problems

Let us first consider a system (characterised by the system operator \( \mathcal{H} \) introduced in section 4.2) in the absence of external sources, i.e.,

\[
\tilde{\mathbf{E}}_{\text{source}}(\omega) \equiv \tilde{\mathbf{H}}_{\text{source}}(\omega) \equiv 0.
\]

In this case, Eq. (5.1) reduces to the eigenvalue problem

\[
\mathcal{H}\tilde{q}(\omega) = -i\omega\tilde{q}.
\]
5.3 Driven Problems

The solution to this problem consists of complex eigenvalues $-i\omega$ and corresponding eigenvectors of expansion coefficients. Thus, $\omega$ is the result of an eigenvalue problem.

Though this problem looks simple enough, its numerical solution using iterative eigenvalue solvers such as ARPACK [74] is rather challenging. In particular, the spectrum of the discretised Maxwell operator $\mathcal{H}$ features a large number of spurious (i.e., unphysical) modes. For example, Fig. 4.1 shows the eigenvalues $\lambda = -i\omega$ of $\mathcal{H}$ for a two-dimensional rectangular cavity. In principle, all eigenvalues should lie on the imaginary axis, i.e., they should correspond to real-valued frequencies $\omega$. In particular, there should be a minimum frequency which translates to the largest possible wavelength in the system.

Instead, we observe eigenvalues with negative real parts which appear due to the artificial damping introduced by the upwind flux (see section 3.1.4). It can be difficult to distinguish the associated unphysical modes from physical modes if absorbing materials are present in the system. Furthermore, we even find eigenvalues on the real axis which correspond to purely complex $\omega$. In particular, we find a very large number of zero eigenvalues which correspond to the null space of the DG operator and belong to stationary solutions of Maxwell’s curl equations with non-vanishing divergence.

As a result, iterative eigenvalue solvers have difficulties to find physical eigenvalues. Eigenvalues with small frequencies are particularly difficult to find because of the large spurious null space. On the other hand, eigenvalues with large magnitudes often correspond to unphysical modes introduced by the spatial discretisation. Even when using the shift and invert transformation [77] to find eigenvalues near a complex value $\sigma$, great care on the choice of $\sigma$ has to be taken in order to obtain physical eigenvalues. The underlying reason for the formation of spurious modes is that the DG discretisation does not enforce the global divergence conditions (2.8a) and (2.8b). To reduce the number of spurious modes, one could use a locally divergence-free basis on each element [78]. Combining such a scheme with a suitable numerical flux significantly reduces the null space and helps to distinguish physical modes from spurious ones for certain systems [27]. Nevertheless, calculating and identifying relevant eigenvalues still remains a non-trivial problem, for which the DG method is not ideally adapted. Thus, we will not study eigenvalue problems in more detail.

5.3 Driven Problems

The eigenvalue problem presented in the previous section investigates “natural” states of the electromagnetic fields, i.e., field patterns which are sustained even in the absence of external irradiation. On the other hand, the response of a system to incident light of a specific frequency $\omega$ is studied in the majority of experiments.

In this section we want to calculate field distributions of arbitrary systems illuminated by general illumination patterns $\tilde{q}_{\text{source}}(\omega)$. To this end, we rewrite Eq. (5.1) as

$$\left(\mathcal{H} + i\omega\right) \cdot \tilde{q}(\omega) = -\tilde{q}_{\text{source}}(\omega).$$

(5.5)

Apparently, the desired field distribution $\tilde{q}(\omega)$ is the solution of a system of linear equations (SLE). Its right-hand side is given by the sources while the equations are characterised by the DG system operator plus a diagonal shift. In contrast to the eigenvalue problem, $\omega$ enters the calculation as an input parameter which determines the oscillation frequency of the external source. Thus, we will refer to Eq. (5.5) as the driven time-harmonic problem. For brevity’s sake, we will often omit the
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Figure 5.1: Sketch of the system matrix for a two-dimensional cavity as a sample system. The
matrix $H'$ on the left-hand side consists of a number of rectangular blocks, each of which couples
degrees of freedom of a certain element (column) to those of another element (row). However,
just a few of these blocks actually feature non-zero entries. Blocks with at least one non-zero
entry are coloured black (if the block lies on the diagonal of $H'$) or red (the block is off-diagonal).
The right-hand side features the corresponding mesh used to create the system matrix. Of the
fourteen numbered elements, elements 5 and 8 support more degrees of freedom due to being
filled with a dispersive material (see section 6.2).

![System Matrix Sketch](image)

word “driven” in the future. Consequently, strategies to solve Eq. (5.5) will be called time-harmonic
solvers.

5.3.1 The Structure of the System Matrix

Before we discuss different strategies of how to solve Eq. (5.5), it is worthwhile to have a closer look
at the properties of the system matrix

$$\mathcal{H}' = \mathcal{H} + i\omega.$$ \hspace{1cm} (5.6)

The shape of this matrix immediately follows from the semi-discrete form (3.30) derived in section
3.1.7. We identify the following contributions to $\mathcal{H}'$:

- The degrees of freedom associated with an element $\Delta$ are coupled to each other via the curl
  operator discretised in terms of derivative matrices $D_i$. These matrices are square $n \times n$
  matrices, where $n$ is the number of nodes per element (Table 3.3). Please note that these
  matrices are not symmetric. This is an immediate consequence of the first-order form of
  Maxwell’s equations we want to solve.

- Vectors of differences of expansion coefficients across the faces of an element, $\Delta \tilde{E}$ and $\Delta \tilde{H}$,
  occur in combination with matrices $\mathcal{M}^{-1}F_f$ due to the numerical flux. This introduces cou-
  pling to the finite number of neighbouring elements. The matrices $\mathcal{M}^{-1}F_f$ are of size $n \times n'$,
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where \( n' \) is the number of points per face (Table 3.3).

- The term \( i\omega \) translates to a diagonal shift in the system matrix.

Some extensions, for example dispersive materials (section 6.2) and perfectly matched layers (chapter 7), introduce auxiliary fields which are coupled to the electromagnetic fields. This leads to additional, often diagonal \( n \times n \) matrices in \( \mathcal{H}' \).

What is common to all these contributions is that they connect degrees of freedom of each element with themselves or with those of its neighbours. There are no contributions which connect elements which do not share a common interface. For a \( d \)-dimensional system, each element has up to \( d + 1 \) neighbours. Since this number does not depend on the total number of elements, almost all entries of \( \mathcal{H}' \) will be zero. Thus, \( \mathcal{H}' \) is called a sparse matrix. The system matrix is visualised in Fig. 5.1 at hand of a small test system.

Properties of Sparse Matrices

Sparse matrices are an important concept in numerical analysis and often occur when discretising partial differential equations using finite differences or finite elements [26, 79]. In comparison to conventional dense matrices, storage and matrix-vector products are more efficient. For a dense matrix of size \( N \times N \), \( N \) being the total number of unknowns, we need to store \( N^2 \) matrix entries. Likewise, the product of such a matrix and a vector of dimension \( N \) requires \( N^2 \) scalar multiplications and \( N \cdot (N - 1) \) scalar additions. Such quadratic scaling impedes the use of dense matrices for larger systems.

In contrast, sparse matrices of the same size feature a limited, constant number of at most \( n_{nz} \ll N \) non-zero entries per row. Thus, the total number of non-zero entries in a sparse \( N \times N \) matrix is given by \( N \cdot n_{nz} \). It is sufficient to store only these numbers plus their respective positions, i.e., their row and column indices. Similarly, matrix-vector products require at most \( N \cdot n_{nz} \) scalar multiplications and \( N \cdot (n_{nz} - 1) \) additions. It is important to appreciate that \( n_{nz} \) is independent of \( N \), since it is essentially a measure of finite coupling. Increasing the number of elements, i.e., the problem size \( N \), leads to an optimal linear scaling behaviour of both the storage requirements and the costs of matrix-vector products. This property makes sparse matrices extremely attractive for numerics, since it renders larger systems computationally accessible.

Sparse Block Matrices

In addition, we note that all contributions to the system matrix \( \mathcal{H}' \) can be written as special matrices with \( n \) rows and either \( n \) or \( n' < n \) columns. Depending on the type of the coupling, those matrices are either dense (derivatives), diagonal (auxiliary fields, diagonal shift), or have a column-shaped structure (numerical flux). This is demonstrated in Fig. 5.2, which provides a zoomed view on those matrix elements which correspond to the rows that belong to element 8 in Fig. 5.1. We observe that the numerical flux leads to a structurally non-symmetric system matrix, i.e., the distribution of non-zero entries of \( \mathcal{H}' \) and \( \mathcal{H}'^T \) differs.

In our code, we exploit this structure in an adaptive matrix generation algorithm. Instead of storing \((\text{row, column, value})\) triples for each matrix entry, we create a sparse block matrix: The \( N \times N \) matrix is divided into a set of smaller \( n \times n \) matrices. For each matrix we need to store a single
Figure 5.2: Details on the structure of the system matrix $\mathcal{H}'$. In principle, this figure is a more detailed view of row 8 of Fig. 5.1 for $p = 3$. In contrast to the latter figure, coloured rectangles indicate individual non-zero matrix entries here. Spatial derivatives, the numerical flux, auxiliary differential equations (ADEs) for a Drude model (section 6.2) and the diagonal shift contribute matrix entries to the diagonal block, which corresponds to the black 8-8 block in Fig. 5.1. Neighbours influence the chosen element via the numerical flux across the mutual interface. As an example, the red 8-13 block has been chosen. All other elements do not contribute non-zero elements to a particular row of the system matrix $\mathcal{H}'$.

Storage Order of Expansion Coefficients

A last remark concerns the ordering of the field expansion coefficients in $\tilde{\mathbf{q}}$. It appears natural to store all expansion coefficients of a single field component for a single element in a contiguous memory area. Doing so leaves us with the task of mixing field components and elements (see Fig. 5.3). In principle, one can either group expansion coefficients of one field component for all elements, i.e.,

$$\tilde{\mathbf{q}} = \left( \tilde{E}^{\Delta_1}_x, \tilde{E}^{\Delta_2}_x, \ldots, \tilde{E}^{\Delta_1}_y, \tilde{E}^{\Delta_2}_y, \ldots, \tilde{E}^{\Delta_1}_z, \tilde{E}^{\Delta_2}_z, \ldots \right),$$

(5.7)

or one can group all field components of a single element, i.e.,

$$\tilde{\mathbf{q}} = \left( \tilde{E}^{\Delta_1}_x, \tilde{E}^{\Delta_1}_y, \tilde{E}^{\Delta_1}_z, \ldots, \tilde{E}^{\Delta_2}_x, \tilde{E}^{\Delta_2}_y, \tilde{E}^{\Delta_2}_z, \ldots \right).$$

(5.8)

The second version seems preferable since it keeps element-local data together. This improves CPU cache usage and eases data handling for computations on graphics cards. In addition, it simplifies...
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Figure 5.3: Storage order of expansion coefficients. Tasked with storing expansion coefficients for a number of field components on a number of elements, one can either store individual field components (top display) or all components of individual elements (bottom display) in contiguous blocks of memory. Usually, the latter is preferable (see section 5.3.1).

Figure 5.4: Decomposition of the matrix $\mathcal{H}'$ into lower and upper triangular matrices. The top panel illustrates the result for a dense matrix, while the lower panel shows the decomposition for a sparse matrix. Each small square represents a non-zero matrix entry. Please note that the matrices used in this sketch bear little similarity to the actual system matrix.

the use of block Jacobi preconditioners later presented in section 5.3.3. Figures 5.1 and 5.2 employ this storage order.

5.3.2 Direct and Iterative Methods

Let us now return to the actual solution of Eq. (5.5). From the discussion in the previous section we know that the system matrix is sparse, structurally non-symmetric, and complex-valued. For such matrices, efficient SLE solvers are available [79–83]. These solvers can be roughly divided into two categories: direct and iterative solvers.

Direct Solvers

Direct solvers attempt to decompose the system matrix into a product of a lower triangular matrix $\mathcal{L}$ and an upper triangular matrix $\mathcal{U}$ in a process called LU factorisation:

$$\mathcal{H}' = \mathcal{L} \mathcal{U}. \quad (5.9)$$
Figure 5.4 illustrates sample factorisations for small matrices. The main challenge is not to lose the sparsity property of $H'$, i.e., to minimise the number of non-zero entries in both $L$ and $U$. To this end, sophisticated column-reordering strategies are employed [80, 81]. Once the triangular matrices are known, the problem

$$H' \tilde{q}(\omega) = \tilde{q}^{\text{source}}(\omega)$$

reduces to the—then trivial—forward and backward substitutions

$$L \tilde{p}(\omega) = \tilde{q}^{\text{source}}(\omega),$$
$$U \tilde{q}(\omega) = \tilde{p}(\omega).$$

A key issue with direct solvers is storing the triangular matrices, which suffer from a large fill-in of entries as compared to the original matrix $H'$. Larger systems can only be simulated on computers equipped with dozens of gigabytes of memory. Once these resources are available, direct solvers provide fast and highly accurate results. In this thesis we employ the popular direct solver libraries PARDISO [81] and UMFPACK [80].

**Iterative Methods**

Iterative methods follow a different approach to find a solution to Eq. (5.10) [79, 82–84]. Instead of factorising $H'$, they start with an initial guess $\tilde{q}_0$ and try to reduce the residuum

$$H' \tilde{q}_i(\omega) - \tilde{q}^{\text{source}}$$

in an iterative procedure. Here, the index “$i$” represents the $i$-th iteration step. The iterative procedure stops once the condition

$$\left\| H' \tilde{q}_i(\omega) - \tilde{q}^{\text{source}} \right\| \leq \text{tol} \cdot \left\| \tilde{q}^{\text{source}} \right\|$$

is met. Here, the symbol $\| \cdot \|$ denotes the Euclidean norm of a vector and the tolerance $\text{tol}$ is a positive real number.

To update the temporary solution $\tilde{q}_i$, iterative solvers rely on matrix-vector products between the system matrix $H'$ and (auxiliary) vectors of expansion coefficients. This is conceptually similar to the low-storage Runge-Kutta time stepping algorithm presented in section 4.2. In both cases it is not necessary to store $H'$ explicitly, as long as we can efficiently evaluate its product with an arbitrary vector. This is indeed the case as the discussion in section 3.3.1 shows. There are, however, two differences compared to the matrix-vector product which is used in the Runge-Kutta scheme: By splitting the matrix-vector product with $H'$ into two parts, i.e.,

$$H' \tilde{q}(\omega) = H \tilde{q}(\omega) + i\omega \tilde{q},$$

we see that we have to multiply $H$ with a complex-valued vector $\tilde{q}(\omega)$. Furthermore, we have to take care of the diagonal shift, which translates to a simple scaling of the original vector $\tilde{q}(\omega)$.

Nevertheless, the DG method provides us with a very efficient scheme to perform matrix-vector products.

In our computer program we employ a custom implementation of the stabilised biconjugate gradients method BiCGstab(l) [82] and an implementation of the restarted generalised minimal

---

1 The version of PARDISO we use is included in Intel’s Math Kernel Library (MKL).
2 Courtesy of Jens Niegemann.
residual method (GMRES) [83] as provided by Intel’s Math Kernel Library (MKL). Unfortunately, the number of iterations, and thus matrix-vector products, required to reach the target tolerance strongly depends on the physical system, the size of the elements in the mesh, and the polynomial order \( p \). In section 5.3.3 we will introduce techniques which reduce the influence of the system. Furthermore, the desired level of accuracy tremendously influences the simulation times, though we are free to specify what we understand by “accurate simulations”.

Finally, iterative solvers are quite sensitive to the initial guess \( \tilde{q}_0 \). The naïve choice of all initial expansion coefficients being zero often represents a poor guess. For scattering problems, it can prove advantageous to use the fields as created by the time-harmonic source in the absence of scatterers as an initial guess. This is especially the case in the limit of weak scattering. For example, a plane wave can be a good start when one is interested in Mie scattering of a sphere.

### 5.3.3 Preconditioning

Usually, large time-harmonic problems cannot be treated by direct solvers because of vast memory requirements. Iterative solvers, on the other hand, have very low memory requirements at the cost of increased run times. Besides the number of unknowns \( N \) and the quality of the initial guess, the run time essentially depends on the condition number \( \kappa(H^t) \) of the system matrix \( H^t \) [79]. For the spectral norm, it can be expressed as

\[
\kappa(H^t) = \frac{\max_i \sigma_i}{\min_i \sigma_i},
\]

the ratio between the maximum and the minimum absolute values of the system operator’s singular values \( \sigma_i \). Intuitively, the condition number measures how much the solution of an SLE changes if

\footnote{It should be noted that the techniques presented here are by no means as sophisticated as those presented in Ref. [79], for example.}
the system matrix or the right-hand side are perturbed [79]. The larger the condition number, the
more iterations it takes to reach a desired level of accuracy. The idea behind preconditioning is not
to solve Eq. (5.10), but the equivalent problem
\[ P^{-1}H' \tilde{q} = P^{-1} \tilde{q}_{\text{source}}. \]  
Please note that Eq. (5.16) has the very same solution \( \tilde{q} \) as Eq. (5.10). The \( N \times N \) matrix \( P \) is called
a preconditioner. If
\[ \kappa(P^{-1}H') \ll \kappa(H') \]  
and the cost of multiplying \( P^{-1} \) with a vector is sufficiently small, than the reduced number of
iterations outweighs the additional computational costs per iteration. As a consequence, iterative
solvers combined with preconditioners may need considerably less time to obtain an approximate
solution to the system of linear equations than iterative solvers for the bare matrix \( H' \).

The minimum condition number is obtained for \( P = H' \). However, in this case one would require
the inverse of \( H' \)—which would be the solution of the actual problem (5.10) for any source vector.
If such an inverse was readily available, one would not have to resort to iterative solvers in the first
place. Instead, preconditioners should approximate the system operator in a way that allows an easy
computation (and probably storage) of its inverse, while the preconditioned matrix \( P^{-1}H' \) should be
as close to the unit matrix as possible.

Fulfilling and balancing these requirements—especially for non-symmetric complex problems like
the present one—is not easy and sometimes more art than science. In the following, we will present
a few simple preconditioners. Corresponding comparisons of performance characteristics are later
presented in section 5.4.

**Jacobi and Block Jacobi Preconditioners**

The most simple preconditioner, the so-called Jacobi preconditioner, is given by [79]
\[ P_{ij} = \begin{cases} H'_{ii} & \text{for } i = j \\ 0 & \text{for } i \neq j \end{cases}. \]  
Unfortunately, the system operator of the DG method is not diagonally dominant, which limits the
effectiveness of the Jacobi preconditioner. On the other hand, it is simple to implement and memory-
efficient, since it only requires the storage of \( N_\Delta \cdot n \) numbers, where \( N_\Delta \) is the total number of
elements in the mesh.

A block Jacobi preconditioner extends this approach by dividing the available indices into mutually
distinct contiguous index sets \( I_k \):
\[ P_{ij} = \begin{cases} H'_{ij} & \text{for } i \in I_k, j \in I_k \\ 0 & \text{for } i \in I_k, j \in I_l, l \neq k \end{cases}. \]  
Thus, \( P \) represents those values of \( H' \) which lie on square blocks on its diagonal. The size of the
blocks is given by the number of elements in each index set \( I_k \). Naturally, the block size influences
the performance of the preconditioner. For our DG scheme, there are three obvious choices.
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Choice of Block Size

For a start, the blocks might comprise the $n$ expansion coefficients of a single field component in a single element. In this case, the entries in each block typically correspond to coupling of a field component with itself as introduced by the numerical flux (compare Fig. 5.2). Our experience shows that this choice only leads to minor speed-ups for iterative solvers.

A more advanced choice involves index sets which consist of all degrees of freedom of single elements, respectively. These blocks are $[n \cdot (N_c + N_{ADE})] \times [n \cdot (N_c + N_{ADE})]$ matrices, where $N_c$ denotes the number for electromagnetic field components\(^7\) and $N_{ADE}$ represents the number of auxiliary fields in the respective element (see section 6.2 and chapter 7). Seen from a physical perspective, this preconditioner corresponds to the solution of Maxwell’s equations in an element-local fashion. Hence, it is very similar to the original idea of the DG discretisation. We will call this choice an element Jacobi preconditioner.

Finally, we can choose index sets which merely comprise the electromagnetic field expansion coefficients of single elements, even if auxiliary fields are present. As a result, all blocks have the same size and represent $N_c n \times N_c n$ matrices. The remaining indices which correspond to auxiliary fields can be preconditioned using simple Jacobi preconditioners or the inverse diagonal shift $(i\omega)^{-1}$. We will call this choice a Maxwell block Jacobi preconditioner.

Block Jacobi preconditioners with suitably chosen block sizes significantly speed up iterative solvers (see section 5.4). It should be pointed out, though, that storing these blocks may be quite memory-consuming. For example, a $p = 3$ discretisation in three dimensions ($n = 20, N_c = 6$) leads to $120 \times 120$ blocks for the Maxwell block Jacobi preconditioner. These numbers require 225 kB of memory to store the complex entries in double precision.\(^8\) This severely reduces the practicability of block Jacobi preconditioners for larger systems.

Incomplete Factorisations

Incomplete factorisation preconditioners follow a different approach. For example, incomplete LU (ILU) factorisations approximate the system matrix by a product of lower and upper triangular matrices $L'$ and $U'$, respectively:

$$\mathcal{H}' = L'U' + \mathcal{R}. \quad (5.20)$$

Because these matrices are not the complete factors $L$ and $U$ from Eq. (5.9), there remains a residual matrix $\mathcal{R}$ when reconstructing $\mathcal{H}'$. There are several ways to compute ILU factorisations. The basic algorithm ILU0 uses a predetermined sparsity pattern for both $L'$ and $U'$. These matrices only have non-zero entries where $\mathcal{H}'$ is non-zero as well. Other implementations store more elements to achieve a better approximation of $\mathcal{H}'$ at the cost of additional memory. A more detailed description together with algorithms can be found in Ref. [79].

Once an ILU factorisation is available, we use it as a preconditioner:

$$\mathcal{P} = L'U'. \quad (5.21)$$

---

\(^7\)For two-dimensional simulations we typically have $N_c = 3$, while for three-dimensional systems $N_c = 6$.

\(^8\)Half the memory is needed if we work with single precision preconditioners.
A preconditioner’s basic operation is the application of its inverse to an arbitrary vector $\tilde{x}$. The result of this application is given by

$$\tilde{y} \equiv P^{-1} \tilde{x}. \quad (5.22)$$

This, however, is equivalent to solving the SLE

$$P\tilde{y} = L' U' \tilde{y} = \tilde{x}. \quad (5.23)$$

In analogy to Eq. (5.11), $\tilde{y}$ is easily obtained via forward and backward substitutions. Thus, ILU preconditioners can be efficiently applied to any vector of expansion coefficients $\tilde{x}$.

## 5.4 Performance Comparison

Having introduced the numerical techniques, it is time to demonstrate the computational capabilities of the time-harmonic solvers. Eigenvalue problems are not considered due to the issues discussed in section 5.2.

In the following, we consider three test cases. The scattering of light by an infinite cylinder is investigated in the first one. Mie theory provides an analytical reference solution for this system. In a second test, we investigate a slotted microresonator coupled to two waveguides. Finally, we examine the scattering of light by a sphere as a three-dimensional model problem.

### 5.4.1 Scattering of Light by an Infinite Cylinder (2D)

As a first test system we consider an infinite dielectric cylinder of radius $r = 150\ \text{nm}$ embedded in vacuum (Fig. 5.5). The cylinder is made of a dielectric material with permittivity $\varepsilon = 2.25$ and permeability $\mu = 1$. Due to the translational invariance of the system along the cylinder axis we reduce it to a two-dimensional problem (see section 2.1.5). Of the two available polarisations we choose to investigate the transverse-electric (TE) polarisation. The cylinder is illuminated by a monochromatic plane wave with wavelength $\lambda$, which is injected into the system by means of the total-field/scattered-field (TF/SF) technique presented in section 6.1.1.\(^9\) To this end, a TF/SF interface is included in the system and divides the computational domain into a total-field (TF) and a scattered-field (SF) region, respectively.

On the boundary of the computational domain we apply a Silver-Müller boundary condition to absorb outgoing radiation. In addition, a uniaxial perfectly matched layer (UPML, see chapter 7) surrounds the physical region of interest. UPMLs are implemented in the DG method by adding auxiliary equations and degrees of freedom to the standard system of equations given by the discretised version of Maxwell’s curl equations. Using the meshing tool NETGEN, we generate a triangular mesh which consists of exactly 2,000 straight-sided elements. Thus, the cylinder is not represented perfectly, but well enough to serve as a system for performance tests.

### Spectrum

Before we present an actual comparison of performance characteristics, we want to establish the correctness of our code. To this end we calculate the scattering cross section spectrum of the di-
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![Diagram of computational domain and mesh](image)

**Figure 5.5:** The setup used for the calculations in section 5.4.1. The left-hand panel shows the computational domain. A cylinder of radius \( r \) made of a material with permittivity \( \epsilon \) (yellow shade) is embedded in vacuum. The total-field/scattered-field interface (blue contour) divides the domain into the total-field (TF region, light blue shade) and the scattered-field (SF region, white) region (see section 6.1.1). A uniaxial perfectly matched layer (blue shade) surrounds the physical region and absorbs outgoing radiation (see chapter 7). The right-hand panel shows the mesh we use for our simulations, which has been generated with the aid of NETGEN. It only features straight-sided elements.

Electric cylinder for wavelengths between 60 and 600 nm. It is easily obtained by integrating the time-averaged scattered-field Poynting vector (2.75) on the TF/SF contour and normalising it to the incident power flux according to Eq. (2.77). Please note that in this two-dimensional system we can only specify the scattering cross section per unit length of the cylinder. We employ the direct solver UMFPACK to solve the occurring SLEs for the unknown field expansion coefficients up to machine precision. Figure 5.6 presents the resulting spectra for polynomial orders \( p \leq 5 \). Furthermore, the figure includes an analytical reference solution obtained using Mie theory [50, 52].

We observe that the high-wavelength part of the spectrum is well reproduced for all \( p \). Visible deviations start to emerge for \( \lambda \lesssim 200 \text{ nm} \). In this range, the wavelength is relatively small compared to the size of the elements in the mesh (Fig. 5.5). As a result, lower order polynomials, in particular \( p = 2 \), cannot accurately resolve the electromagnetic fields. A closer inspection of the relative error

\[
\text{rel. error}(\lambda) = \frac{C_{\text{num}, p}^{\text{scat}}(\lambda)}{C_{\text{ref}}^{\text{scat}}(\lambda)} - 1
\]

is facilitated by Fig. 5.7, where \( C_{\text{num}, p}^{\text{scat}} \) is the scattering cross section calculated using DGFD for order \( p \) and \( C_{\text{ref}}^{\text{scat}} \) is the corresponding value obtained by Mie theory.

Higher polynomial orders provide significantly more accurate results in the lower wavelength regime. For larger wavelengths, all orders roughly produce the same, but non-vanishing deviation. This residual error is caused by the misrepresentation of the cylinder using straight-sided elements. Smaller elements or curvilinear ones (section 6.3) will reduce this effect. Nevertheless, it is justified to conclude that our frequency-domain implementation works and produces valid results.
Figure 5.6: Scattering cross section spectra of a cylinder calculated for various polynomial orders $p$. The figure also includes a reference solution calculated using Mie theory.

Figure 5.7: Relative error of the spectra Spectrum of a cylinder for various polynomial orders. An analytical reference solution is given by Mie theory. The relative error is defined according to Eq. (5.24). Please note the semi-logarithmic scale.
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Direct vs. Iterative Solvers

Let us now come to a first series of tests in which we want to determine the performance of various solvers. Specifically, we compare the performance of two direct solvers, UMFPACK [80] and PARDISO [81], with the iterative solvers BiCGstab(l) (l = 8) [82] and GMRES (restarted after 40 iterations) [83]. For the iterative solvers we choose a tolerance of tol = 10^{-4} in Eq. (5.13). BiCGstab(l) comes in four variations. First, we test the pure algorithm without a preconditioner. In addition, we combine BiCGstab(l) with three different preconditioners (element Jacobi, Maxwell block Jacobi, ILU0). GMRES is accompanied by a Maxwell block Jacobi preconditioner.

For each solver, we measure the pure time needed to create and solve the system of equations for a single frequency which corresponds to \( \lambda = 80 \) nm. This frequency will be investigated in all subsequent studies. The time required for initialisation (mesh loading, building the physical system, precalculations, etc.) is not considered and is below 2s for this test case. Furthermore, we record the total memory consumption of the simulation program. In contrast to the time measurements, this includes “overhead” not immediately related to the actual system of equations (material parameters, mesh data, etc.). For the iterative solvers we monitor the number of iterations and the number of matrix-vector products with the (preconditioned) system matrix \( H' \) as well. For all computations we used a computer equipped with an Intel® Core™ 2 Quad Q9300 CPU running at 2.5 GHz and 8 GB main memory. The results of our measurements for various polynomial orders \( p \) (see section 3.1.6) are listed in Table 5.1.

Comparing UMFPACK and PARDISO with BiCGstab(l) without preconditioner, we observe that direct and iterative solvers represent different extrema of the time/memory spectrum. While direct solvers are very fast, they require enormous amounts of memory. For example, PARDISO calculates the solution to the \( p = 7 \)th order problem in 170s, but requires about 4.5 GB of memory. On the other hand, BiCGstab(l) solves the same problem with just 114 MB of memory in about 14 minutes. Comparing both direct solvers with each other, UMFPACK appears to be slightly more memory-efficient than PARDISO. At the same time, it is considerably faster. Thus, UMFPACK is our direct solver of choice.

Addressing the question whether we can combine the speed of direct solvers with the memory-efficiency of iterative solvers, we find a trade-off is possible with preconditioners. While the iteration count increases with \( p \) for standard BiCGstab(l), it is approximately stable if we use element Jacobi (around 35) or Maxwell block Jacobi (around 38) preconditioners. The combination with an incomplete LU factorisation (ILU0) shows erratic behaviour for orders above \( p = 3 \). For \( p \geq 5 \) it even fails to converge within 20,000 iterations. Thus, we focus our discussion on the more reliable element Jacobi and Maxwell block Jacobi preconditioners. Even though the iteration count—and consequently the number of matrix-vector products—is a little lower for the element Jacobi preconditioner, it is less efficient than the Maxwell block Jacobi preconditioner. Apparently, the advantage of better preconditioning (fewer iterations) is outweighed by the increased computational costs of larger matrix-vector products due to the presence of auxiliary fields in some elements (cf. Fig. 5.2).

Remarkably, BiCGstab(l) with a Maxwell block Jacobi preconditioner can even compete with the performance of direct solvers. In particular, it outperforms PARDISO for all orders except \( p = 2 \). Compared to UMFPACK for \( p = 7 \), it is just 30% slower, but requires only a seventh of its memory. Hence, BiCGstab(l) with a Maxwell block Jacobi preconditioner seems an excellent compromise between speed and memory usage. Finally, we compare GMRES combined with a Maxwell
Table 5.1: Performance of direct and iterative solvers for the scattering of light by an infinite dielectric cylinder. For all solvers we measure the time required to construct and solve the SLE. Memory consumption is measured for the entire program including overhead for meshes, precached values, and more. \textit{BiCGstab(1)} and \textit{GMRES} are combined with various types of preconditioners (element Jacobi, Maxwell block Jacobi, ILU0). For these, we also list the number of iterations and matrix-vector products required until the solution is sufficiently converged.
block Jacobi preconditioner with this successful combination. However, we find that GMRES requires significantly more matrix-vector products than BiCGstab(1) to obtain sufficiently converged results.\footnote{There is not too much point in comparing the iteration count of different solvers because iterations require different amounts of work, i.e., matrix-vector products per iteration.} Consequently, this leads to longer simulation times. In addition, GMRES requires more main memory. We have tested GMRES with other preconditioners as well, but find that BiCGstab(1) is consistently faster and more memory-efficient. Thus, it is our iterative solver of choice.\footnote{It should be noted that GMRES in principle leads to ideal convergence, i.e., it converges in at most $N$ steps, where $N$ is the number of unknowns in the system [79]. This, however, requires that we store an individual vector of expansion coefficients for each iteration. In this study we restart the GMRES solver after 40 iterations, and thus we have to store 40 vectors of expansion coefficients. While this limits the memory consumption, it also impedes the performance. The number of iterations performed until the algorithm is restarted is a free parameter which allows a trade-off between memory and speed. Forty iterations, however, already seems a rather large number.}

### Influence of the Initial Guess

As pointed out earlier, a good initial guess leads to rapid convergence of iterative solvers. Since we have identified BiCGstab(1) together with the Maxwell block Jacobi preconditioner as the most efficient combination, we restrict the following study to this solver.

Let us consider two different initial guesses which we would like to use for the standard cylinder setup. The first guess is the trivial one, i.e., we assume all electromagnetic and auxiliary fields to be zero everywhere. The second choice is more involved and was tacitly employed for the calculations presented in the previous section: In the scattered-field region (including the PML boundary), all fields remain zero. In the total-field region, however, the electric and the magnetic field components assume the respective values of the unperturbed plane wave which illuminates the cylinder. Disregarding errors introduced by the spatial discretisation, this initial guess is the solution of the “scattering” problem of a vacuum cylinder. Thus, we expect this “TF/SF” initial guess to be a fairly good choice for the scattering of light by cylinders with low refractive indices $n = \sqrt{\epsilon} (\mu \equiv 1)$. Both initial guesses along with the scattered field and the final solution of the problem are visualised in Fig. 5.8.

To verify this expectation we perform additional simulations for the standard cylinder setup for both types of initial guesses. This time, however, we vary the cylinder’s refractive index. Figure 5.9 compares the corresponding numbers of iterations. We observe the tendency that more iterations are required for higher refractive indices. The reasons behind this behaviour include the following effects:

- The differences between the initial guess and the actual solution of the SLE are more pronounced for higher $n$.
- The condition number of $H'$ changes with $n$.

In this simple experiment we cannot distinguish between both effects. Furthermore, it is likely that the fixed wavelength $\lambda = 80$ nm crosses some resonances of the cylinder as we vary its refractive index. This may influence the iteration count beyond $n = 2.2$.

Comparing the performance of both initial guesses with each other, we find that the TF/SF guess usually requires fewer iterations than the zero initial guess, in particular for $n \leq 2.1$. For higher refractive indices we cannot predict which guess leads to better performance. Across the entire
Figure 5.8: Initial guesses, scattered field, and final solution for a cylinder with $n = 1.5$ illuminated by a plane wave with $\lambda = 80\,\text{nm}$. All plots show the $z$-component of the magnetic field on the same, but arbitrary colourbar. The top left panel shows the trivial initial guess with all fields being zero. The top right panel shows the TF/SF guess with field values in the TF region determined by the incident wave. The bottom left panel shows the field scattered by the cylinder. This is the difference between the TF/SF guess and the final solution, which is plotted in the bottom right panel. Dashed white lines indicate TF/SF and PML interfaces (see Fig. 5.5).
5.4 Performance Comparison

Figure 5.9: Influence of the initial guess on the performance of iterative solvers. We used the same iterative solver (BiCGstab(l) with a Maxwell block Jacobi preconditioner) in combination with two initial guesses. The zero initial guess initialises all fields with zeros. The TF/SF initial guess consists of vanishing fields in the SF region and the incident electromagnetic wave in the TF region. The abscissa shows the refractive index of the cylinder in the setup described in section 5.4.1.

<table>
<thead>
<tr>
<th>Refractive Index</th>
<th>Zero Initial Guess</th>
<th>TF/SF Initial Guess</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3.5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>100</td>
<td></td>
<td></td>
</tr>
<tr>
<td>120</td>
<td></td>
<td></td>
</tr>
<tr>
<td>140</td>
<td></td>
<td></td>
</tr>
<tr>
<td>160</td>
<td></td>
<td></td>
</tr>
<tr>
<td>180</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

We conclude that a good initial guess may save some time. It is, however, difficult to predict which of these generic initial guesses will perform better.

Influence of the Precision Threshold

Iterative solvers do not provide the exact solution of an SLE. Instead, they provide approximations which are accurate up to some predefined precision threshold, often called tolerance. In our case, we refine the numerical solution \( \tilde{q}_i \) until the condition (5.13) is satisfied. Using BiCGstab(l) and the Maxwell block Jacobi preconditioner, we perform additional simulations of the cylinder setup with \( \epsilon = 2.25 \). We investigate the number of iterations required until various levels of precision are achieved. Results for various polynomial orders \( p \) are compiled in Fig. 5.10. We notice an approximately logarithmic connexion between the number of iterations and the tolerance:

\[
\#\text{Iterations} \propto \log(\text{tol}). \tag{5.25}
\]

Improving the precision threshold by one order of magnitude roughly leads to an additional 10 to 20 iterations in this example. For other systems and frequencies the behaviour may be different.
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![Figure 5.10](image.png)

**Figure 5.10:** Influence of the precision threshold on the number of iterations required by BiCGstab(l) combined with a Maxwell block Jacobi preconditioner for various polynomial orders \( p \). Please note the logarithmic scale on the abscissa.

Obviously, performance comes at the cost of accuracy and vice versa. It is important to know how inaccuracies in the solution of the SLE affect quantities we extract from the simulation. To answer this question we compare the results of iterative solvers with different thresholds against UMFPACK calculations of corresponding orders.\(^\text{12}\) More precisely, we define the relative error as

\[
\text{rel. Error} = \left| \frac{C_{\text{BiCGstab}(l), p, \text{tol}}(\lambda = 80 \text{ nm})}{C_{\text{UMFPACK}, p}(\lambda = 80 \text{ nm})} - 1 \right|. \quad (5.26)
\]

In this definition, \( C_{\text{BiCGstab}(l), p, \text{tol}}(\lambda = 80 \text{ nm}) \) represents the scattering cross section of the cylinder for \( \lambda = 80 \text{ nm} \) when calculated using BiCGstab(l) with a precision threshold of \( \text{tol} \) and Lagrange polynomials of order \( p \). Similarly, \( C_{\text{UMFPACK}, p}(\lambda = 80 \text{ nm}) \) describes the scattering cross section obtained with UMFPACK.

The dependence of the relative error on \( p \) and \( \text{tol} \) is plotted in Fig. 5.11. These results indicate that the tolerance of iterative solvers roughly translates one-to-one to the relative deviation of physical quantities. It should be noted that “relative” refers to the exact solution of the SLE, which features spatial discretisation errors as well. This is an important point: Errors due to inaccurately solved SLEs are often shadowed by discretisation errors, in particular for round objects and small wavelengths. Thus, there is often little benefit in extreme tolerances for iterative solvers. In practice, a tolerance of \( 10^{-4} \) is sufficient in many cases.

\(^\text{12}\) If we compared results obtained with BiCGstab(l) against the analytical solution, artifacts due to the inaccurate solution of the SLE would mix with errors due to the spatial discretisation. Since UMFPACK solves the very same SLE as BiCGstab(l) does, it provides a better reference for our purpose.
5.4 Performance Comparison

![Figure 5.11: Relative error of the scattering cross section as a function of the target tolerance used when solving an SLE with the iterative solver BiCGstab(l) (combined with a Maxwell block Jacobi preconditioner). For a definition of the relative error please refer to Eq. (5.26).](image)

**Dispersion**

In a final series of simulations, we investigate the influence of dispersion on the performance of numerical solvers. In our code, two different techniques are used to implement dispersive materials in the frequency domain:

- One may keep real-valued material parameters \( \varepsilon \) (and \( \mu \)), but introduce auxiliary differential equations (ADEs) and associated auxiliary fields. This increases the size of the SLE and the vector of expansion coefficients \( \tilde{q} \).

- Alternatively, one may choose complex values for the material parameters. This does not introduce additional degrees of freedom.

A more detailed explanation of both approaches can be found in section 6.2. It is worthwhile to investigate whether the ADE method has any benefits over the use of complex material parameters.

To this end, we conduct additional simulations for a metallic cylinder illuminated by a plane wave with \( \lambda = 169 \text{ nm} \) and monitor the performance of three different solvers (UMFPACK and BiCGstab(l) combined with element Jacobi and Maxwell block Jacobi preconditioners). The metallic behaviour is modelled by a standard Drude model with a single pole (section 2.3.3). The material parameters are given by Eq. (2.69) and model the dispersion of gold.\(^1\) Both implementations of dispersion were used in combination with each solver for various polynomial orders \( p \). The results are compiled in Table 5.2.

\(^{13}\) Even though this approximation of gold is everything but accurate in the considered wavelength regime, it is sufficient as a test case. No conclusions concerning the actual physics of gold cylinders are drawn.
### Table 5.2: Performance of direct and iterative solvers for the scattering of light by an infinite cylinder. In contrast to Table 5.1, the values presented here are measured for a cylinder made of a Drude metal. To model this kind of dispersion we may either use auxiliary differential equations (rows with trailing “ADEs”, see section 6.2) or employ complex values of the permittivity $\varepsilon$ (rows with trailing “$\varepsilon \in \mathbb{C}$”). For each solver/preconditioner combination and each polynomial order $p$, we list performance data (according to Table 5.1) for both implementations. Values with a “+” indicate that convergence has not been achieved.

<table>
<thead>
<tr>
<th>Polynomial order</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>ADEs $\varepsilon \in \mathbb{C}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Degrees of freedom</td>
<td>45,024</td>
<td>75,040</td>
<td>112,560</td>
<td>157,584</td>
<td>ADEs $\varepsilon \in \mathbb{C}$</td>
</tr>
<tr>
<td>UMFPACK Memory [MB]</td>
<td>349</td>
<td>767</td>
<td>1,294</td>
<td>2,143</td>
<td>ADEs $\varepsilon \in \mathbb{C}$</td>
</tr>
<tr>
<td>UMFPACK Time [s]</td>
<td>3.7</td>
<td>10.3</td>
<td>20.7</td>
<td>33.9</td>
<td>ADEs $\varepsilon \in \mathbb{C}$</td>
</tr>
<tr>
<td>BiCGstab(l) Memory [MB]</td>
<td>58</td>
<td>99</td>
<td>170</td>
<td>286</td>
<td>ADEs $\varepsilon \in \mathbb{C}$</td>
</tr>
<tr>
<td>BiCGstab(l) Time [s]</td>
<td>17.8</td>
<td>57.7</td>
<td>140.7</td>
<td>306.0</td>
<td>ADEs $\varepsilon \in \mathbb{C}$</td>
</tr>
<tr>
<td>BiCGstab(l) $+$ Element Jacobi Iterations</td>
<td>77</td>
<td>131</td>
<td>182</td>
<td>243</td>
<td>ADEs $\varepsilon \in \mathbb{C}$</td>
</tr>
<tr>
<td>BiCGstab(l) $+$ Element Jacobi MV products</td>
<td>1,237</td>
<td>2,103</td>
<td>2,917</td>
<td>3,897</td>
<td>ADEs $\varepsilon \in \mathbb{C}$</td>
</tr>
<tr>
<td>BiCGstab(l) $+$ Maxwell block Jacobi Memory [MB]</td>
<td>51</td>
<td>81</td>
<td>130</td>
<td>206</td>
<td>ADEs $\varepsilon \in \mathbb{C}$</td>
</tr>
<tr>
<td>BiCGstab(l) $+$ Maxwell block Jacobi Time [s]</td>
<td>100+</td>
<td>180+</td>
<td>300+</td>
<td>500+</td>
<td>ADEs $\varepsilon \in \mathbb{C}$</td>
</tr>
<tr>
<td>BiCGstab(l) $+$ Maxwell block Jacobi Iterations</td>
<td>500+</td>
<td>500+</td>
<td>500+</td>
<td>500+</td>
<td>ADEs $\varepsilon \in \mathbb{C}$</td>
</tr>
<tr>
<td>BiCGstab(l) $+$ Maxwell block Jacobi MV products</td>
<td>8,000+</td>
<td>8,000+</td>
<td>8,000+</td>
<td>8,000+</td>
<td>ADEs $\varepsilon \in \mathbb{C}$</td>
</tr>
</tbody>
</table>

Table 5.2: Performance of direct and iterative solvers for the scattering of light by an infinite cylinder. In contrast to Table 5.1, the values presented here are measured for a cylinder made of a Drude metal. To model this kind of dispersion we may either use auxiliary differential equations (rows with trailing “ADEs”, see section 6.2) or employ complex values of the permittivity $\varepsilon$ (rows with trailing “$\varepsilon \in \mathbb{C}$”). For each solver/preconditioner combination and each polynomial order $p$, we list performance data (according to Table 5.1) for both implementations. Values with a “+” indicate that convergence has not been achieved.
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It appears that even though the number of degrees of freedom—and thus the size of the SLE—is considerably larger if we use ADEs, the performance of UMFPACK is largely unaffected by the choice of how to implement dispersion. Both implementations require roughly the same amount of memory and CPU time, although the performance seems to be slightly worse than in the dielectric case presented in Table 5.1. In contrast, BiCGstab(1) benefits from using complex material parameters. The solver requires less memory and is faster as it is when using ADEs. Unfortunately, the combination of BiCGstab(1) and the Maxwell block Jacobi preconditioner, which proved excellent in the dielectric case, fails to converge within 500 iterations when using ADEs to model the cylinder’s Drude-type dispersion. For complex $\epsilon$, it is significantly slower than BiCGstab(1) with the element Jacobi preconditioner. In comparison to the dielectric case, the general performance of BiCGstab(1) is worse. This may be attributed to the different frequency (a resonance of the metallic cylinder) and the system itself. We conclude, however, that it is best to avoid ADEs if possible.

5.4.2 Light Propagation in Waveguides Coupled to a Slotted Ring Resonator (2D)

As a second test system we consider a two-dimensional slotted ring resonator which is coupled to two waveguides (Fig. 5.12) in transverse-electric polarisation (section 2.1.5). This system has been investigated recently in Ref. [85], to which the reader is referred to for a more extensive study.\footnote{In the referenced paper, the authors use coupled-mode theory and compare it to DGTD results.}
Figure 5.13: Through power spectrum of a ring resonator coupled to two waveguides. The colours represent calculations performed with different polynomial orders $p$. For $p = 2$, almost no energy is transmitted to the through port, since insufficiently resolved fields lead to dissipation due to the numerical flux. For $p = 3$ we already observe the ring resonator’s resonances. The spectrum for $p = 4$ still shows some dissipation, but otherwise nicely reproduces the converged result for $p = 7$. Calculations for $p = 5$ and $p = 6$ are hardly distinguishable from $p = 7$ and are thus not shown.

The ring resonator has an outer radius of $r = 5 \mu m$ and consists of two concentric rings. Both rings have a width of $w_{r1} = w_{r2} = 0.4 \mu m$. The gap between both rings has a width of $w_{\text{gap}} = 0.2 \mu m$. Both waveguides have a width of $w_{\text{wg}} = 0.4 \mu m$. The distance between the waveguides and the resonator is $d = 0.4 \mu m$. In the upper left port (Fig. 5.12), the input port, we inject the fundamental waveguide mode. If the ring resonator were absent, this mode would propagate along the waveguide towards the upper right port, the through port. Uniaxial perfectly matched layers (chapter 7) surround the computational domain and absorb energy which passes through the ports. A mesh of this system is generated using NETGEN and is shown in Fig. 5.12 as well. Curvilinear elements (section 6.3) are used to model the slotted ring resonator’s circular structure as accurately as possible. In total, the mesh consists of 2,220 elements, out of which 632 are curvilinear.

Spectrum

We first investigate the through power spectrum of the resonator-waveguide system. To this end, we record the power transmitted to the through port and normalise it by the power injected in the input port. The quantity thus obtained is called the normalised through power and takes values between 0 and 1. The calculations are repeated for several orders, where we use the direct solver UMFPACK to solve the SLE up to machine precision. The resulting spectra are plotted in Fig. 5.13.

It is important to sufficiently resolve the electromagnetic fields, in particular in the waveguides and...
the resonators. For low orders \((p = 2, 3)\), there is strong dissipation and only little energy reaches the through port. This effect is caused by the upwind flux (section 3.1.4), which does not conserve energy and damps modes of high spatial frequency \([27]\). This effect is still visible in the results for \(p = 4\). Starting with \(p = 3\), however, the resolution is sufficiently high so that light noticeably couples to the resonator. Consequently, resonances appear in the spectrum. Higher orders \((p = 5\) and above) show nearly full transmittance in between resonances and virtually no energy reaches the through port at the main resonances. The field distributions at resonance calculated for various orders are plotted in Fig. 5.14.

**Direct vs. Iterative Solvers**

Once the spectrum is available, we focus on the resonance at \(\lambda = 1.54285 \, \mu\text{m}\) in order to compare the performance of direct and iterative solvers. For this wavelength we simulate the system for various orders \(p\) using UMFPACK as a direct solver and BiCGstab(1) combined with a Maxwell block Jacobi preconditioner as an iterative solver. The precision threshold for BiCGstab(1) is set.
Table 5.3: Performance of UMFPACK and BiCGstab(1) combined with a Maxwell block Jacobi preconditioner at a resonance of the resonator-waveguide system. For an explanation of the rows please refer to Table 5.1.

to $10^{-4}$. Table 5.3 lists the results of our performance tests.

The results for UMFPACK are very similar to those of the dielectric cylinder system (Table 5.1). On the other hand, BiCGstab(1) is not as efficient as expected. The number of iterations is much higher and significantly increases with $p$, even though this effect seems to saturate for $p \geq 5$. This behaviour is similar to that of the spectrum, for which we obtain accurate results for the same polynomial orders. This shows that the performance of iterative solvers—even if preconditioners are applied—strongly depends on the system.

Multigrid Methods

In an attempt to speed up iterative solvers, we return to the question of a good initial guess. Following the discussion of section 5.3.2, we want to use multigrid methods to obtain a system-dependent initial guess. The general strategy is as following:

1. We choose a start order $p_s$ for the Lagrange polynomials (section 3.1.6) and a target order $p_t > p_s$. For all $p \in [p_s, p_t]$, we create corresponding sets of nodes on all elements of the same mesh.

2. We construct an SLE for $p = p_s$. This SLE is either solved directly using UMFPACK or using BiCGstab(1) in combination with a Maxwell block Jacobi preconditioner. The (intermediate) tolerance of the iterative solver in this step is given by $tol_i$. We will have to study the influence of this parameter later.

3. The solution of the previous SLE is used as the initial guess for the subsequent order $p$. Since the SLE for this order has more degrees of freedom than the previous one, it is necessary to interpolate the fields. To this end, we reconstruct the fields obtained for $p - 1$ at the node positions of order $p$. These field values correspond to the expansion coefficients due to the Lagrange polynomials’ defining property (3.15).

4. Starting from this initial guess, we use BiCGstab(1) with a Maxwell block Jacobi preconditioner to solve the SLE up to the intermediate tolerance $tol_i$. 

<table>
<thead>
<tr>
<th>Polynomial order</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
</tr>
</thead>
<tbody>
<tr>
<td>Degrees of freedom</td>
<td>41,448</td>
<td>69,080</td>
<td>103,620</td>
<td>145,068</td>
<td>193,424</td>
<td>248,688</td>
</tr>
<tr>
<td>UMFPACK Memory [MB]</td>
<td>294</td>
<td>746</td>
<td>1,275</td>
<td>2,048</td>
<td>2,984</td>
<td>3,496</td>
</tr>
<tr>
<td>UMFPACK Time [s]</td>
<td>3.7</td>
<td>9.9</td>
<td>19.2</td>
<td>31.8</td>
<td>50.7</td>
<td>71.5</td>
</tr>
<tr>
<td>BiCGstab(1) Memory [MB]</td>
<td>56</td>
<td>88</td>
<td>143</td>
<td>230</td>
<td>360</td>
<td>548</td>
</tr>
<tr>
<td>BiCGstab(1) Time [s]</td>
<td>15.1</td>
<td>70.3</td>
<td>145.1</td>
<td>264.5</td>
<td>426.3</td>
<td>601.1</td>
</tr>
<tr>
<td>BiCGstab(1) Iterations</td>
<td>52</td>
<td>150</td>
<td>188</td>
<td>221</td>
<td>234</td>
<td>232</td>
</tr>
<tr>
<td>BiCGstab(1) MV products</td>
<td>835</td>
<td>2,405</td>
<td>3,012</td>
<td>3,540</td>
<td>3,749</td>
<td>3,716</td>
</tr>
</tbody>
</table>
### 5.4 Performance Comparison

<table>
<thead>
<tr>
<th>Start order $p_s$</th>
<th>UMFPACK Time [s] for $\text{tol}_i = 10^{-1}$</th>
<th>BiCGstab(l) $\text{tol}_i = 10^{-1}$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$10^{-1}$</td>
<td>$10^{-2}$</td>
</tr>
<tr>
<td>1</td>
<td>351.1</td>
<td>454.3</td>
</tr>
<tr>
<td>2</td>
<td>372.8</td>
<td>435.1</td>
</tr>
<tr>
<td>3</td>
<td>308.6</td>
<td>393.7</td>
</tr>
<tr>
<td>4</td>
<td>286.6</td>
<td>292.9</td>
</tr>
<tr>
<td>5</td>
<td>282.3</td>
<td>289.4</td>
</tr>
<tr>
<td>6</td>
<td>102.5</td>
<td>102.2</td>
</tr>
</tbody>
</table>

Table 5.4: Performance of multigrid methods for a ring resonator coupled to two waveguides for target order $p_t = 7$ and target tolerance $\text{tol}_t = 10^{-4}$. The left-hand table presents data obtained for multigrid methods which employ UMFPACK in the first step. Furthermore, we have used different values for the intermediate tolerance $\text{tol}_i$ at step 4. We also list the memory requirements of the calculations, which are independent of the intermediate tolerance. The right-hand table lists results of multigrid strategies which apply BiCGstab(l) in step 1. For these results the intermediate tolerance is fixed to $\text{tol}_i = 10^{-1}$. The rows of both tables represent different start orders $p_s$.

5. Steps 3 and 4 are repeated until the target order $p_t$ is reached. For the target order, the tolerance of the iterative solver is the target tolerance $\text{tol}_t$.

Please note that one is not restricted to this particular choice of solvers and preconditioners. There is no point, however, in using a direct solver at step 4. We perform a few performance tests to find a good combination of solvers and parameters. For all calculations, we assume $p_t = 7$ and $\text{tol}_t = 10^{-4}$. The start order $p_s$ and the intermediate tolerance $\text{tol}_i$ are varied. Corresponding measurements of CPU time and memory consumption are compiled in Table 5.4.

Using UMFPACK at step 1 of the multigrid strategy, we observe that the total memory consumption is dominated by the direct solver, especially for higher start orders $p_s$. Even though higher orders lead to reduced simulation times (the direct solver already does most of the job), the memory overhead is pronounced. The best compromise between CPU time and memory consumption seems to be achieved for $p_s = 3$. This is the first polynomial order for which we observe resonances in the spectrum (Fig. 5.13) and non-negligible fields in the ring resonator (Fig. 5.14). Another important observation is the fact that smaller intermediate tolerances do not speed up the multigrid process at all. The overhead of additional matrix vector products for lower orders outweighs the potential gain of having a slightly better initial guess for the next order.

In the right-hand side of Table 5.4, we show results for multigrid strategies which employ preconditioned BiCGstab(l) in step 1. Since we have found that low intermediate tolerances do not lead to performance improvements, we fix $\text{tol}_i = 10^{-1}$. The fastest result is obtained for $p_s = 3$. Please note that for lower start orders we incur a higher memory overhead due to the additional storage of node positions and degrees of freedom for intermediate orders. Comparing the performance of UMFPACK and BiCGstab(l) used in step 1 of the multigrid algorithm for $p_s = 3$, we find that UMFPACK is slightly (15%) faster, but requires almost twice of BiCGstab(l)’s memory.
Figure 5.15: The sphere system used for the calculations in section 5.4.3. The left-hand panel shows the computational domain. A sphere of radius $r = 100 \text{ nm}$ made of a material with refractive index $n = 1.5$ (yellow shade) is embedded in vacuum. A total-field/scattered-field interface (red contour) injects a plane wave into the system (see section 6.1). A uniaxial perfectly matched layer (blue shade) surrounds the physical region and absorbs outgoing radiation (see chapter 7). The grey plane indicates the plane of symmetry which is exploited to reduce the number of elements by a factor of two. The right-hand panel shows surface meshes of the symmetry plane and the sphere for four different element sizes (cf. Eq. (5.24)). From left to right, the three-dimensional meshes consist of 13,073, 16,236, 22,515, and 26,245 tetrahedrons.

5.4.3 Scattering of Light by a Sphere (3D)

As a final example we investigate the scattering of light by a sphere in fully three-dimensional computations. Essentially, this system is a generalisation of the two-dimensional cylinder system presented in section 5.4.1: A sphere of radius $r = 100 \text{ nm}$ and refractive index $n = 1.5$ is surrounded by vacuum (Fig. 5.15). A plane wave is injected into the system via the TF/SF technique (section 6.1). The physical region is surrounded by a layer of UPMLs (chapter 7) to absorb scattered radiation. Except for the higher dimensionality of the sphere system, the only other difference to the cylinder setup is the inclusion of a symmetry plane, on which we apply perfect electric conductor boundary conditions (section 3.1.5). This reduces the size of the computational domain—and consequently the number of degrees of freedom—by 50%. The symmetry plane’s normal vector is parallel to the electric field of the incident plane wave.

As before, NETGEN is used to generate meshes of the sphere system. Specifically, we create four different meshes which consist of 13,073 to 26,245 straight-sided tetrahedral elements. Surface meshes of the sphere and the symmetry plane are depicted in Fig. 5.15. We perform a series of simulations for Lagrange polynomials of order $p = 2$ using a BiCGstab(1)-based multigrid solver. The target tolerance is set to $10^{-4}$, the $p = 1$ step employs the same iterative solver and an intermediate tolerance of $10^{-1}$. As usual, we also employ a Maxwell block Jacobi preconditioner.
5.5 Advantages and Drawbacks

Let us conclude this chapter with a short discussion regarding the frequency-domain methods. The approach presented here relies on a semi-discrete version of Maxwell’s curl equations, i.e., we solve for both the electric and the magnetic fields. This is in contrast to conventional finite element methods (FEM), which usually solve a discretised version of a wave equation for either the electric or the magnetic field. This reduces the degrees of freedom by a factor of two as compared to our DG approach.

Furthermore, FEM commonly employs curl-conforming edge elements [25, 26] which explicitly enforce the divergence condition on each element. In contrast, DG’s nodal basis (section 3.1.6) does not enforce the divergence conditions. As a consequence, we are burdened with more degrees of freedom than necessary and eigenvalue computations are extremely difficult.

From these simulations, we extract the scattering cross section by integrating the scattered Poynting vector over the area of the TF/SF interface according to Eq. (2.77). Figure 5.16 compares the resulting spectra against a reference obtained via Mie theory [50, 52]. We observe that the relative error strongly depends on the spatial resolution, where finer meshes reduce artificial damping due to insufficiently resolved modes and enhance the geometrical accuracy of the sphere mesh.

Concerning the computational resources, we record a memory consumption of 2.6 GB for the finest mesh. The corresponding SLE comprises 2,376,120 unknowns. Figure 5.17 presents the time required to solve the SLEs depending on the mesh and the wavelength of interest. Finer meshes obviously require more time to find a solution. In addition, the solution time increases for higher wavelengths. For $\lambda < 300 \text{ nm}$ we obtain a frequency point within a few minutes on a single core of an Intel® XEON® X5670 CPU with a clock speed of 2.93 GHz.

Figure 5.16: Scattering cross section of a sphere. The left panel shows the cross section as calculated with the finest mesh for $p = 2$ and a reference solution obtained via Mie theory. The right-hand panel shows the absolute value of the relative deviation between the numerically calculated scattering cross section and the reference solution for four different meshes on a semi-logarithmic scale. The finer the mesh, the lower the errors are.
Finally, we are challenged by the non-symmetric nature of the system matrix $\mathbf{H}'$, which leads to issues regarding preconditioning and solving the related system of linear equations for driven problems. Symmetric DG discretisations of the second-order wave equation, as discussed in Ref. [76], for example, seem preferable from an efficiency point of view.

The advantage of our approach is its simplicity and that it exploits the key strength of the DG method, the fast matrix-vector product. This is the same property which renders the time-domain algorithm so efficient (chapter 4). We identify two key modifications to an existing code base:

1. The code must support complex field expansion coefficients in addition to real-valued ones. Appropriate routines to multiply real-valued matrices (derivative matrices, etc.) with complex-valued vectors must be provided as well.

2. Solvers for systems of linear equations must be provided.

We have presented an extensive study regarding the second issue. We have found that direct solvers are fast, but very memory-consuming. UMFPACK outperforms PARDISO and is our direct solver of choice. Iterative solvers are slow in comparison, but require moderate amounts of memory only. Preconditioners applied to iterative solvers are useful techniques to trade speed versus memory. Best results are obtained for BiCGstab(l) combined with an element Jacobi or Maxwell block Jacobi preconditioner. The accuracy of iterative solvers has been investigated as well. In most cases moderate tolerances on the deviation to the correct solution are acceptable, since the corresponding errors are shadowed by modelling imperfections. The initial guess heavily influences the performance of iterative solvers. Multigrid methods provide a better initial guess at reasonable costs.

We conclude that—equipped with these techniques—our time-harmonic solver is efficient enough to complement the time-domain algorithm in two and three spatial dimensions. In typical situations, time-domain simulations will be used to obtain finely resolved frequency spectra. A closer investigation of resonances is then facilitated by additional frequency-domain computations. In certain situations, frequencies of interest are known in advance because a laser of certain frequency provides the illumination, for example. In such cases, one may even get along with just the frequency-domain techniques presented in this chapter.

![Figure 5.17: Time required to solve an SLE for various meshes and frequencies.](image)
The previous chapters have shown us how to discretise Maxwell’s equations using the discontinuous Galerkin approach in combination with time stepping schemes or frequency-domain solvers. Along the way, however, we have made a few assumptions which considerably limit the range of applications of these methods. For example, we have eliminated current sources from Maxwell’s equations. The material description has been restricted to linear, isotropic, non-dispersive dielectrics. Straight-sided (linear) elements have been assumed to efficiently deduce mass, face mass, and derivatives matrices from matrices calculated on a reference element. The truncation of an infinitely extended system to a finite computational domain has been discussed half-heartedly at best.

The reasons behind these assumptions do not lie in fundamental issues with the DG method. Rather, these simplifications have been introduced for notational convenience, to highlight the key ideas of the method, and to provide as concise a discussion as possible.

In this and the following chapters we present a few extensions to recover a great deal of flexibility. This particular chapter mainly focusses on well-established techniques. First, we describe how to include sources via the total-field/scattered-field technique (section 6.1). Based on the auxiliary differential equation method discussed in chapter 2, we generalise the DG method to support dispersive materials (section 6.2). Afterwards, differences between curved and linear elements are briefly discussed (section 6.3). On a final note, we describe how to obtain frequency-domain quantities in the course of time-domain simulations (section 6.4). Chapters 7 and 8 focus on novel techniques to implement absorbing boundaries and anisotropic materials. These developments have been achieved during the research which led to this thesis, and thus have been moved to dedicated chapters.

### 6.1 Sources

When modelling a physical system, one usually thinks in terms of materials and geometrical structures. Equally important, though, is how the system is illuminated, as the properties of the incident light might decide whether we will observe interesting physics or not. Consequently, control over amplitude, polarisation, propagation direction, and frequency (spectrum) of an incident wave is desired for a number of possible illumination patterns. These patterns include plane waves (section 2.2), waveguide modes [86], focussed laser beams [87], point sources [88], shaped beams [89], and many more.
In principle, almost arbitrary radiation patterns can be included via properly set initial conditions $\vec{E}(\vec{r}, t_0)$ and $\vec{H}(\vec{r}, t_0)$. Unfortunately, even short pulses show significant field amplitudes in rather large volumes compared to the wavelength. Hence, additional computational effort is needed just to model the illumination. Furthermore, some radiation patterns such as a dipole source in close vicinity to a scatterer cannot be easily represented using initial conditions. As soon as the initial fields are non-zero within the scatterer, wrong results will be obtained unless the scatterer is incorporated during the calculation of the initial field pattern. If this were the case, however, there would be no need for a simulation in the first place. Finally, frequency-domain simulations do not support initial conditions. Thus, we need another way to deal with incident fields. The method of choice is the total-field/scattered-field technique, which is efficiently implemented via the numerical flux.

### 6.1.1 The Total-Field/Scattered-Field Technique

The total-field/scattered-field (TF/SF) technique is very popular for incorporating plane wave sources in FDTD simulations [21, 90]. It relies on the linearity of Maxwell’s equations, which allows us to split the electromagnetic fields into two contributions (section 2.4):

\[
\begin{align*}
\vec{E}_{\text{tot}}(\vec{r}, t) &= \vec{E}_{\text{inc}}(\vec{r}, t) + \vec{E}_{\text{scat}}(\vec{r}, t), \\
\vec{H}_{\text{tot}}(\vec{r}, t) &= \vec{H}_{\text{inc}}(\vec{r}, t) + \vec{H}_{\text{scat}}(\vec{r}, t).
\end{align*}
\]

The subscripts “tot” indicate the total, i.e., physical fields, whereas “inc” and “scat” represent incident and scattered fields, respectively. The incident field is given by a predetermined analytical expression for the desired illumination pattern for arbitrary time and position, e.g., the field distribution of a plane wave (section 2.2.1). With its help, one can calculate scattered fields from total fields and vice versa.

Acknowledging this, we exploit that elements only couple to their immediate neighbours and divide the computational domain—and thus the mesh—into two regions, the total-field (TF) and the scattered-field (SF) region (Fig. 6.1a). Due to linearity, we can solve Maxwell’s equations in both regions for either the scattered or the total electromagnetic fields. Hence, we solve the following equations in the respective domains:

\[
\begin{align*}
\mathbf{Q}(\vec{r}) \cdot \vec{v}_t(\vec{r}, t) + \nabla \cdot \vec{F} = 0, & \quad \text{(TF region)} \\
\mathbf{Q}(\vec{r}) \cdot \vec{v}_s(\vec{r}, t) + \nabla \cdot \vec{F} = 0. & \quad \text{(SF region)}
\end{align*}
\]

From the steps involved in the DG discretisation (section 3.1), it is clear that within both regions no changes to the standard scheme are necessary. In particular, it is straightforward to evaluate the field differences

\[
\begin{align*}
\Delta \vec{E}_{\text{tot}}(\vec{r}, t) &= \vec{E}_{\text{tot}}^+(\vec{r}, t) - \vec{E}_{\text{tot}}^-(\vec{r}, t), \\
\Delta \vec{E}_{\text{scat}}(\vec{r}, t) &= \vec{E}_{\text{scat}}^+(\vec{r}, t) - \vec{E}_{\text{scat}}^-(\vec{r}, t).
\end{align*}
\]

As previously introduced in section 3.1.4, “+” represents the value of the electric field given by the neighbouring element while “−” represents the corresponding value from the local element.

Right at the interface between both regions, however, we cannot adhere to the procedure of subtracting field values from both sides of the interface. As illustrated in Fig. 6.1b, the elements involved
Figure 6.1: Illustration of the total-field/scattered-field technique as discussed in section 6.1.  

(a) The computational domain is split into a total-field and a scattered-field region. The blue line indicates their mutual interface.  

(b) Zoom on the elements highlighted in a). One element stores total field components $\vec{E}_{\text{tot}}$ while the other stores scattered field components $\vec{E}_{\text{scat}}$. According to section 3.1.4, the field differences across element interfaces are given by the fields in the neighbouring element minus the fields in the local one, as indicated by the arrows.  

(c) After the field differences for all elements have been calculated according to b), the field differences on the total-field/scattered-field interface are modified. Using the incident field $\vec{E}_{\text{inc}}$, we can convert $\vec{E}_{\text{scat}}$ to $\vec{E}_{\text{tot}}$ and vice versa.

store different fields: The neighbour of an element in the TF region stores $\vec{E}_{\text{scat}}$, and not $\vec{E}_{\text{tot}}$ as would be needed. Obviously, we can use relation (6.1) to obtain

$$
\Delta \vec{E}_{\text{tot}}(\vec{r}, t) = \vec{E}_{\text{scat}}^+(\vec{r}, t) - \vec{E}_{\text{tot}}^+(\vec{r}, t) + \vec{E}_{\text{inc}}(\vec{r}, t),
$$

$$
\Delta \vec{E}_{\text{scat}}(\vec{r}, t) = \vec{E}_{\text{tot}}^+(\vec{r}, t) - \vec{E}_{\text{scat}}^+(\vec{r}, t) - \vec{E}_{\text{inc}}(\vec{r}, t).
$$

(6.4)

Analogous statements hold for the differences of the magnetic field. To implement TF/SF sources in an existing framework, there is no need to explicitly distinguish between total fields and scattered fields—or even implement independent discretisations of Maxwell’s equations in both regions. Instead, it is sufficient to use the standard scheme on the whole computational domain. The only necessary modification relates to the field differences right at the TF/SF interface, where we either add or subtract the incident electromagnetic fields according to Eq. (6.4). This procedure is illustrated in Fig. 6.1c.

Finally, we have to derive an expression for $\vec{q}_{\text{source}}$ in Eqs. (4.3) and (5.1). To this end, we assume that the system operator $\mathcal{H}$ employs the standard calculation of field differences across interfaces between neighbouring elements. Tracking the modifications introduced by the TF/SF method eventually leads to an additional contribution to the numerical flux. Taking the expansion of the fields in terms of Lagrange polynomials into account yields the electric field’s source term

$$
\vec{E}_{\text{source}, \Delta} = \pm (\mathcal{M}^\Delta)^{-1} \sum_{f \in \text{IF}} \mathcal{F}_f \frac{\alpha \left[ \vec{E}_{\text{inc}, f} - \hat{n} \cdot \vec{E}_{\text{inc}, f} \right]}{Z} + Z^+ \hat{n} \times \vec{H}_{\text{inc}, f}.
$$

(6.5)

An analogous expression holds for $\vec{H}_{\text{source}, \Delta}$. The summation runs over all faces $f$ which lie on
the TF/SF interface IF and vanishes if no such faces are present in element \( \Delta \). The plus sign in Eq. (6.5) is valid if \( \Delta \) is part of the total-field region. Conversely, the minus sign is valid if \( \Delta \) is part of the scattered-field region. Please note that \( \vec{E}_{\text{inc},f} \) and \( \vec{H}_{\text{inc},f} \) represent expansion coefficients of the known incident fields. They are easily determined by calculating the respective field values at the node positions on the TF/SF interface.

### 6.1.2 Spatial Profiles

Typically, the mathematical trick of the TF/SF technique presented in the last section is used for various types of plane waves, as for example discussed in section 2.2. As long as the field distribution is known analytically, we have perfect control over polarization, angle of incidence, intensity, and other parameters of the incident beam.\(^1\)

A less intuitive application of the TF/SF technique is modelling oscillating dipoles. Instead of adding an electric current to one of the expansion coefficients of the electric field, it is favourable to calculate the field distribution using a standard Green’s function approach [34, 54]. This altogether avoids the problem of resolving diverging fields near the location of the source. We will employ this implementation of point sources in section 7.3.1 to test the performance of absorbing boundary conditions.

### 6.1.3 Time Dependencies

In order to employ the TF/SF technique we need to know the incident field distribution at any position \( \vec{r} \) for any time \( t \). In section 2.2 we have learned that the time dependence of a plane wave at any point reduces to the time dependence of the electric field at some reference point in combination with position-dependent delay times, e.g., compare Eqs. (2.32), (2.38), and (2.43). In the case of frequency-domain computations, it is fairly obvious that the time-dependence of this reference point must be harmonic, i.e.,

\[
\vec{E}(t) = \vec{E}_0 \cdot \exp(-i\omega t). \tag{6.6}
\]

Here, \( \vec{E}_0 \) represents a constant polarization vector. The situation is more involved for time-domain simulations, to which the remainder of this section is dedicated.

Let us first reconsider the harmonic time dependence a plane wave is usually associated with:

\[
\vec{E}(t) = \vec{E}_0 \cdot \sin(\omega_0 t), \tag{6.7}
\]

Even though this equation is very familiar, it is disadvantageous for time-domain simulations for a number of reasons:

- The plane wave exists at all times, it has neither a well-defined beginning nor an end. As the sum of incident and scattered fields must match the total field, the initial condition in the TF region must match the incident wave. If it does not, artificial, non-physical scattering occurs at the TF/SF interface. However, modifying the initial condition is not trivial, especially in the presence of scatterers. If we knew how an initial field in the presence of a scatterer could be calculated, we would not need the simulation anyway.

\(^1\)In the case of a focussed laser beam, for example, we can control the laser mode and the numerical aperture of the focussing objective [87].
• A Fourier transform is often employed for data acquisition and analysis (see section 6.4 for a detailed discussion). Accurate results require the fields of interest to decay until the end of the simulation. The plane wave as given by Eq. (6.7) does not decay at all.

• The plane wave is monochromatic. For such computations frequency domain simulations seem more appropriate.

A more sophisticated time dependence is given by

\[ \vec{E}(t) = \vec{E}_0 \cdot \sin \left( \omega_0 (t - t_0) \right) \cdot \exp \left( -\frac{(t - t_0)^2}{2\sigma^2} \right). \]  

(6.8)

It represents a harmonic oscillation with frequency \( \omega_0 \) with a Gaussian envelope centred around \( t_0 \) with width \( \sigma \). Due to this envelope, all problems which we have discussed earlier are accounted for:

• For \( t = 0 \), the electromagnetic fields are sufficiently close to zero for all positions \( \vec{r} \) within the TF region, provided that \( t_0 \) is sufficiently large. Hence, artificial scattering introduced by the mismatch of the trivial initial condition (vanishing fields) and the incident field is minimised.

• Similarly, for large values of \( t \) the Gaussian envelope will exponentially suppress the amplitude of the incident field. Only a finite amount of energy is injected into the system. Loss channels in the system, for example dispersion (sections 2.3 and 6.2) or absorbing boundary conditions (section 3.1.5 and chapter 7), eventually lead to a decay of the electromagnetic fields. Thus, errors due to residual fields in subsequent Fourier transforms are minimised.

• Last but not least at all, the Fourier transform of the time-dependence (6.8) is given by

\[ \vec{E}(\omega) = \vec{E}_0 \cdot i\sigma \sqrt{\frac{\pi}{2}} \left[ \exp \left( -\frac{\sigma^2 (\omega - \omega_0)^2}{2} \right) - \exp \left( -\frac{\sigma^2 (\omega + \omega_0)^2}{2} \right) \right] \cdot \exp(i\omega t_0). \]  

(6.9)

Please note that the minus sign between the exponential functions in parentheses is a consequence of the sine in Eq. (6.8). Evidently, the energy of the incident pulse is distributed across a frequency band instead of just a single frequency. There is no contribution for \( \omega = 0 \), thus we avoid the creation of static fields. The larger \( \sigma \), i.e., the longer the duration of the pulse in the time-domain, the narrower the band of significantly contributing frequencies will be. Conversely, low values of \( \sigma \), which correspond to ultra-fast pulses, lead to very broad frequency spectra.

The last point is particularly important for time-domain methods. Using appropriate signal processing techniques (section 6.4), a single time-domain simulation yields spectral information equivalent to the outcome of many frequency-domain simulations. Depending on the desired spectral resolution and the system, either calculation can be faster.

For spatial profiles other than a plane wave, dispersion is often a problem. For example, the shape of a focussed laser beam heavily depends on its frequency. Similar statements hold for waveguide modes and other profiles. In this case, one may calculate the spatial field pattern for a central frequency \( \omega_0 \) and use a slowly ramped (large \( \sigma \)) Gaussian pulse (6.8) for the time-dependence. This leads to a very sharp, well-defined peak in the frequency spectrum while at the same time avoiding the problems otherwise introduced by a standard harmonic time dependence. Alternatively, one
can construct the pulse correctly by superimposing spatial profiles of individual frequencies with time-dependent phase shifts.

Other time dependencies might be interesting to match experiments involving ultra-fast phenomena or to achieve coherent control [67, 89, 91]. In particular, the application of time-reserved pulses to achieve spatio-temporal localisation of radiation is most appealing [92]. The higher-order spatio-temporal discretisation of the DGTD method appears to be ideally suited for such problems.

6.2 Dispersive Media

Dispersive materials, in particular metals such as silver and gold, play a prominent role in nanophotonics. Consequently, there is significant demand for accurately modelling these materials within the DG framework. As we have already seen in section 2.1.1, dispersion enters Maxwell’s equations via frequency-dependent material parameters.

Obviously, frequency-domain methods as presented in chapter 5 should have little problems handling such parameters. Indeed, if a system is excited by a time-harmonic source (section 5.3), it is sufficient to initialise both permittivity and permeability with the corresponding values at the respective frequency. Thus, each frequency is associated with a specific set of (complex) material parameters $\varepsilon(\omega)$ and $\mu(\omega)$.

On the other hand, eigenvalue problems (section 5.2) yield eigenfrequencies as a solution; they are no input parameters. Thus, it is difficult to determine the frequency for which material parameters should be taken. Reliable results are only obtained in a narrow band around this frequency. Modelling the actual dispersion, i.e., the change of material parameters with frequency, seems preferable.

A suitable option to model dispersion for both frequency- and time-domain simulations is given by the auxiliary differential equation (ADE) method presented in section 2.3. In particular, the Drude-Lorentz model, Eq. (2.68), leads to a good description of plasmonic systems.

Implementation and Efficiency Considerations

For convenience, we collect the ADEs derived in section 2.3 for the Drude model:

$$\partial_t \tilde{E}(\vec{r}, t) = \varepsilon_{\infty}^{-1}(\vec{r}) \cdot \left( \nabla \times \tilde{H}(\vec{r}, t) - \tilde{j}_D(\vec{r}, t) \right), \tag{2.52'}$$

$$\partial_t \tilde{j}_D(\vec{r}, t) = \omega_D^2 \cdot \tilde{E}(\vec{r}, t) - \gamma_D \cdot \tilde{j}_D(\vec{r}, t). \tag{2.60'}$$

Repeating the steps undertaken in section 3.1, we first append the polarisation current $\tilde{j}_D(t)$ to the state vector $q$. Since the ADE for $\tilde{j}_D(t)$ does not involve spatial derivatives, the components of the flux vector are extended by zeros to match the size of the state vector. In complete analogy to the electromagnetic fields, we also expand the auxiliary current in terms of Lagrange polynomials. Due to the convenient absence of spatial derivatives, the only ADE-related matrices which appear in the discretisation are mass matrices $M^\Delta$ (section 3.1.7):

$$M^\Delta \partial_t \tilde{E}(\vec{r}, t) = \varepsilon_{\infty}^{-1}(\vec{r}) \cdot \left( \hat{S}^\Delta \times \tilde{H}(\vec{r}, t) - M^\Delta \tilde{j}_D(\vec{r}, t) + F^\Delta \cdot \left[ \hat{n} \cdot \left( \tilde{F} - \tilde{F}^* \right) \right]_{\vec{E}, f} \right), \tag{6.10}$$

$$M^\Delta \partial_t \tilde{j}_D(t) = (\omega_D^2) \cdot M^\Delta \tilde{E}(\vec{r}, t) - \gamma_D^2 \cdot M^\Delta \tilde{j}_D(t).$$
6.3 Curvilinear Elements

Please note that we have assumed constant material parameters $\omega_D$ and $\gamma_D$ on the element $\Delta$. The numerical flux components which correspond to the electric field are not modified with respect to Eq. (3.8). Multiplying Eqs. (6.10) with the inverse mass matrix yields

\[
\begin{align*}
\partial_t \tilde{E}_\Delta(t) &= \varepsilon_\infty^{-1}(\vec{r}) \cdot \left( \tilde{\mathbf{D}}_\Delta \times \tilde{\mathbf{H}}_\Delta(\vec{r}, t) - \tilde{j}^\Delta_\Delta(\vec{r}, t) + \left( \mathbf{M}_\Delta \right)^{-1} \mathbf{F}_\mathbf{E} \cdot \left[ \hat{n} \cdot (\tilde{\mathbf{E}} - \tilde{\mathbf{E}}^s) \right]_{\mathbf{E}, f} \right), \\
\partial_t \tilde{j}^\Delta_\Delta(t) &= (\omega_D^2) \cdot \tilde{E}_\Delta(t) - \gamma_D^2 \cdot \tilde{j}^\Delta_\Delta(t).
\end{align*}
\]

These equations do not feature any additional matrices\(^2\) as compared to the semi-discrete curl equations (3.30). Thus, each expansion coefficient of the auxiliary current couples to exactly one expansion coefficient of the electric field. As a result, this coupling spawns diagonal blocks in the system operator $\mathcal{H}$ (cf. section 5.3.1 and Fig. 5.2).

The discussion of the Drude model is also valid in the case of the Lorentz model. Again, the absence of spatial derivatives leads to node-local coupling between auxiliary and electromagnetic fields, this time, however, with two auxiliary fields instead of one.

At first glance it seems quite expensive to store additional field components. A single Lorentz pole, for example, doubles the number of unknowns in three-dimensional simulations.\(^3\) It is, however, important to note that—in most simulations—only a few elements (typically below 10% of the mesh) are filled with metals. A little book keeping allows us to restrict the necessary ADEs to these elements only. As a consequence, the storage of auxiliary fields can be avoided on all non-metallic elements. Furthermore, memory is usually not an issue for time-domain simulations, where the CPU time consumption generally is the limiting factor. However, evaluating the Drude-Lorentz ADEs is very fast because of the absence of matrix operations. Consequently, the inclusion of dispersion in a DGTD framework merely leads to slight performance impairments.

In conclusion, adding these ADEs to an existing DG framework requires two simple steps:

1. The expansion coefficients for the auxiliary fields must be integrated into the vector of expansion coefficients $\tilde{q}$. As discussed previously in section 5.3.1, we suggest to store all degrees of freedom of a single element in a contiguous block of memory.

2. For most elements, the system operator $\mathcal{H}$ without ADEs can be immediately applied. For all other elements, one first applies the existing operator. Then, one applies corrections due to the ADEs in a “post-processing” step.

With the vector $\tilde{q}$ and the system operator $\mathcal{H}$ thus modified, the existing time stepping scheme or SLE solver can be used to solve both physical and auxiliary fields at the same time.

6.3 Curvilinear Elements

One of the key strengths of the DG discretisation is that it does not rely on structured grids, but employs geometry-adapted meshes instead. This allows to accurately represent thin films, small features, tilted planes and more. However, curved objects remain challenging to model, particularly since we strive for meshes with as few elements as possible. Specifically, we wish to avoid very

\(^2\)Besides “invisible” unit matrices, of course.

\(^3\)We have to store $\tilde{j}_L$ and $\tilde{q}_L$ in addition to $\tilde{E}$ and $\tilde{H}$.
small elements which drastically limit the maximum stable time step. For this reason, it makes sense to introduce curvilinear elements [35, 93] as a means to reduce the number of elements while at the same time increasing the accuracy of the geometrical representation.

When revisiting the derivation of the semi-discrete system (3.30), we find that no assumptions were made on the specific shape of the elements. The only place where the shape of an element actually enters is in the construction of the matrices, i.e., in Eqs. (3.23), (3.25), and (3.29). As detailed in section 3.2.3, for straight-sided elements we can generate the matrices of each element from only five template matrices evaluated on a straight-sided reference element $\Delta_{\text{ref}}$.

If we wish to represent a curved element, this necessarily leads to a non-affine mapping between the coordinates $\vec{r}$ of the curved element and the coordinates $\vec{s}$ of the straight-sided reference element. This mapping can be described by a spatially dependent Jacobian matrix $J^h(\vec{s})$. Details on how to obtain this mapping and related topics can be found in Refs. [25, 27, 35, 94].

For a given non-affine mapping, we then have to evaluate the matrices individually for each curved element. In practice, one typically calculates the volume and surface integrals numerically by employing suitable cubature rules [95]. Then, the mass, stiffness and face-mass matrices need to be stored individually for every curved element. This leads to a dramatically increased memory consumption of the calculation, but also significantly improves the accuracy of the geometrical description. Fortunately, in most systems few elements actually need to be curvilinear. Therefore, even rather large three-dimensional systems can be treated without running into memory constraints. An elegant formulation which altogether avoids this memory overhead was recently proposed by Tim Warburton [96]. However, it requires some post-processing if we are interested in the electromagnetic fields.

### 6.4 Data Recording and Analysis

The natural output of DGTD simulations are time-dependent expansion coefficients. Most experiments, however, cannot resolve the rapid oscillations of the electromagnetic fields in the optical regime, i.e., frequencies around 100/THz. Instead, time-averaged frequency spectra of integrated quantities like the transmittance of a material slab are often desired. Evidently, such quantities are naturally obtained from frequency-domain computations. For time-domain computations it is obvious to extract spectral information using some discretised analogon of the Fourier transform (2.4).

More precisely, from a series of $\tau$ time steps we infer the discrete Fourier transform

$$F(\omega) \approx \sum_{i=1}^{\tau} F(t_i) \cdot \exp(i\omega t_i) \cdot \Delta t_i$$

(6.11)

of an arbitrary time-domain quantity $F(t)$. Here, $t_i$ represents the simulated time after the $i$-th time step, $t_0$ the time of initialisation, and $\Delta t_i = t_i - t_{i-1}$ is the size of the $i$-th time step. The popular fast Fourier transform (FFT) [97, 98] is not the ideal choice to evaluate Eq. (6.11). Though it is arguably the fastest method to extract the complete information from a given time series, it is subject to a few limitations:

---

4This is the crucial difference to the discussion in section 3.2.3.
6.4 Data Recording and Analysis

- All time steps must be equally large. Time stepping schemes with adaptive time steps cannot be implemented if we want to use conventional FFT. In principle, however, generalisations to non-equidistant time steps are available, e.g., see Ref. [99].

- Due to the divide and conquer strategy used by FFT, it is essential that the complete time series is available at the time we want to calculate the Fourier transform. For a single data point this is hardly a problem in most cases. If one is, however, interested in recording fields on a plane or in a volume, one often ends up with tens of thousands of data points, each accompanied by a distinct series of time steps. As it turns out, storing these series can be a severe issue even if the simulation itself easily fits into main memory.

Furthermore, obtaining the full spectral information is usually not desired. Rather, one is often interested in a certain frequency range with a certain resolution. For example, a metamaterial might show an interesting behaviour for wavelengths between 800 and 1800 nm. A resolution of 5 nm in this range leaves us with a total of 201 wavelengths and, thus, frequencies of interest. As the number of frequencies is orders of magnitudes smaller than the number of time steps in typical simulations, it is convenient to perform an on-the-fly Fourier transform.

To this end, we specify a set of frequencies $\omega_j$ for which the field $F$ should be recorded. After each time step, one updates the Fourier coefficients according to

$$F(\omega_j) := F(\omega_j) + F(t_c) \cdot \exp(i \omega_j t_c) \cdot \Delta t_c. \quad (6.12)$$

Here, the subscript "c" denotes the current time step. Using this iterative update procedure, it is not necessary to store the complete time series, as we only need one value a time. In particular, the memory consumption of the on-the-fly Fourier transform does not depend on the number of time steps, but rather on the number of frequencies.

However, its accuracy does. The transition from continuous time, i.e., Eq. (2.4), to discrete time, i.e., Eq. (6.11), truncates the domain of integration. If the conditions

$$F(t) \equiv 0 \quad \text{for} \quad t \in (-\infty, 0],$$

$$F(t) \equiv 0 \quad \text{for} \quad t \in [t_f, \infty) \quad (6.13)$$

are satisfied, the error of the discrete Fourier transform only depends on $\Delta t$, which is usually sufficiently small due to the explicit time stepping scheme. The first condition is easily fulfilled by setting all initial expansion coefficients to zero. The second condition states that the fields must decay during the simulation, where $t_f$ is the final simulation time. Even though this can never be achieved perfectly, the system needs to be simulated long enough to allow for a sufficient decay. Problems arise especially for systems with high quality factors because they require extremely long simulation times for the fields to decay. If it is too short, oscillations appear in the spectrum.

In essence, the Fourier transform—whichever way implemented—allows us to obtain a spectrum from just a single time-domain simulation. This is an important point, as we do not have to launch multiple simulations with incident waves of slightly different frequencies. It is often cited as a key benefit of time-domain methods.

---

5For example, this is necessary to obtain transmittance and reflectance spectra (see section 9.3.2).

6Several ten thousand time steps are quite common. High quality resonators may even require hundreds of thousands of time steps in order to obtain reliable results.
Chapter 7

Absorbing Boundaries: Perfectly Matched Layers

Being a volume method, the discontinuous Galerkin technique cannot inherently solve infinitely extended systems. In contrast to Green’s functions techniques, for example, the basis functions are spatially localised. In particular, there are no dedicated basis functions for radiation into the infinity of space. Though this property eventually leads to the explicit time-stepping scheme and the sparsity of the system matrix, it complicates the simulation for many physical situations.

In nanophotonics, one is often interested in studying isolated particles, i.e., particles which are surrounded by free space and often lie on a substrate. One might also be interested in the transmittance spectrum of a periodic array of building blocks. There, incident illumination is both transmitted and reflected into free space. Obviously, the boundary of the computational domain requires special treatment which goes beyond reflecting boundary conditions such as perfect electric or magnetic conductor boundary conditions (see section 3.1.5). The issues arising with these reflecting boundary conditions are illustrated in Fig. 7.1.

All energy which is radiated into infinity should be lost for the actual system of interest because infinity does not contain any scatterers. Hence, if we have to terminate our computational domain, its boundary should perfectly absorb incident light irrespective of its angle of incidence, wavelength, and polarisation. Boundary conditions which approximate this behaviour are called absorbing boundary conditions (ABCs, see Fig. 7.1). Two complementary approaches exist.

First, one can directly enforce physical boundary conditions which support outgoing radiation modes but suppress reflected ones. Strategies which follow this route are called analytical ABCs (AABCs). Even though higher-order schemes are available [100], in practice one usually employs lower order approximations of AABCs. While relatively straightforward to implement, they suffer from mediocre performance for oblique incidence and short distances between the radiation source and the boundary [21]. With larger distances, however, the number of unknowns significantly increases while most of them essentially simulate free space. For this reason, AABCs often do not suffice in practice.

As an alternative, Bérenger developed a novel technique in the mid 90s [101]. His idea was to divide the computational domain into a physical region and a surrounding, specially tailored, absorbing boundary layer. To this end, he introduced an unphysical splitting of the fields in Maxwell’s
equations. By cleverly defining additional material parameters in the boundary layer, he was able to match its impedance with that of the material in the physical region. Thus, the interface between both domains is perfectly transparent for electromagnetic waves. Hence, he called the boundary layer a perfectly matched layer (PML). Within the PML, propagating waves are attenuated. Even though they are eventually reflected at the boundary of the computational domain, by then they have been sufficiently attenuated to provide a merely insignificant contribution to the electromagnetic fields in the physical region (see Fig. 7.2).

Over the years, Bérenger’s original formulation was refined and generalised [21, 102–104]. Today, one usually implements PMLs either as an uniaxial anisotropic absorber (UPML) or interprets them in terms of a complex stretching of the coordinate axes. Instructions how to include UPMLs in a DGTD framework have been known for some time [34, 105] and will be reviewed in section 7.1. Section 7.2 describes a novel stretched-coordinate based implementation of PMLs in the discontinuous Galerkin framework, which has been published recently in Ref. [39]. In particular, we present a numerical flux which yields numerically stable and accurate results. Finally, a study of numerical and computational performance concludes the discussion of absorbing boundaries in section 7.3.

### 7.1 Uniaxial Perfectly Matched Layers

The uniaxial perfectly matched layer (UPML) approach is very convenient for the DG method [34, 105], since it requires only minor modifications to the basic algorithm. The idea is to replace scalar, non-dispersive material properties $\epsilon$ and $\mu$ by material tensors [21, 102]

\begin{equation}
\epsilon' = \Lambda \epsilon \quad \text{and} \quad \mu' = \Lambda \mu, \quad \text{where} \quad \Lambda = \begin{pmatrix}
\frac{s_z s_z}{s_x} & 0 & 0 \\
0 & \frac{s_z s_y}{s_x} & 0 \\
0 & 0 & \frac{s_x s_y}{s_z}
\end{pmatrix}.
\end{equation}

![Figure 7.1: Effect of absorbing boundaries. Left panel: A dipole source emits radiation (red and blue circles) at the centre of the computational domain (black box). The cylindrical waves propagate towards the domain’s boundary (blue arrow). Central panel: Once the wave impinges on a non-absorbing boundary it is reflected. Right panel: An absorbing boundary, however, does not reflect incident waves. Thus, it appears like a transparent boundary to an infinitely extended, but not simulated domain.](image)
7.1 Uniaxial Perfectly Matched Layers

**Figure 7.2:** Working principle of perfectly matched layers. Incident radiation is attenuated in the PML region. At the boundary of the computational domain the light wave is reflected and undergoes continued attenuation. Once it reenters the physical region, its amplitude (typically suppressed by multiple orders of magnitude) no longer represents a significant perturbation to the physical fields. Please note the absence of reflections at the interface between the physical and the PML region.

The PML parameters $s_i, i = x, y, z$ are chosen as

$$s_i(\omega) \equiv 1 - \frac{\sigma_i}{\omega}, \quad (7.2)$$

where the frequency-independent parameter $\sigma_i$ controls the damping of a wave propagating along the $i$-direction. We observe that $s_i$ is both complex-valued and dispersive. Please note that Eq. (7.2) also obeys the Fourier transform’s sign convention (2.4).

From the discussion of section 2.3.1, we are already familiar with how to handle dispersive material parameters in the time-domain.\(^1\) In the spirit of the auxiliary differential equation (ADE) technique presented there, we aim at an easy time-domain transformation of

$$-i\omega \vec{D}(\omega) = -i\omega \epsilon' \vec{E}(\omega),$$
$$-i\omega \vec{B}(\omega) = -i\omega \mu' \vec{H}(\omega). \quad (7.3)$$

In the following, we will only consider the $x$-component of the electric field to simplify the notation. Analogous procedures lead to expressions for the other two components and the magnetic field. Inserting (7.1) yields

$$-i\omega D_x(\omega) = -i\omega \epsilon E_x + j_x(\omega), \quad (7.4a)$$
$$j_x(\omega) = -i\omega \epsilon \cdot \left( \frac{s_y s_z}{s_x} - 1 \right) \cdot E_x(\omega). \quad (7.4b)$$

Here, we have introduced an auxiliary field $j_x(\omega)$, which should not be confused with the electric source current in Maxwell’s equations (2.18). Using definition (7.2), we can rewrite (7.4b) to obtain

$$-\sigma_x j_x(\omega) = -i\omega \left[ j_x(\omega) + \epsilon \cdot (\sigma_x - \sigma_y - \sigma_z) \cdot E_x(\omega) \right] - \epsilon \sigma_y \sigma_z E_x(\omega). \quad (7.5)$$

\(^1\)The following discussion is also valid and useful for the frequency-domain, since it essentially eliminates the necessity to modify the numerical flux due to tensorial material parameters.
Motivated by the Fourier rules (2.48), we introduce
\[ p_x(\omega) = j_x(\omega) + \epsilon \cdot (\sigma_x - \sigma_y - \sigma_z) \cdot E_x(\omega) \] (7.6)
to replace \( j_x(\omega) \) as the auxiliary field. Doing so, Eqs. (7.4) read
\[
\begin{align*}
-\omega D_x(\omega) &= -\omega \epsilon E_x + p_x(\omega) - \epsilon \cdot (\sigma_x - \sigma_y - \sigma_z) \cdot E_x(\omega), \\
-\omega p_x(\omega) &= (\sigma_x^2 - \sigma_x \sigma_y - \sigma_x \sigma_z + \sigma_y \sigma_z) \cdot \epsilon E_x(\omega) - \sigma_x p_x(\omega).
\end{align*}
\] (7.7)
Applying the—then trivial—Fourier transform finally leads to the time-domain formulation
\[
\begin{align*}
\partial_t E_x(t) &= \epsilon^{-1} [\hat{\nabla} \times \hat{H}(t)]_x + (\sigma_x - \sigma_y - \sigma_z) \cdot E_x(t) - \epsilon^{-1} p_x(t), \\
\partial_t p_x(t) &= (\sigma_x^2 - \sigma_x \sigma_y - \sigma_x \sigma_z + \sigma_y \sigma_z) \cdot \epsilon E_x(t) - \sigma_x p_x(t).
\end{align*}
\] (7.8)
Similar equations follow for the other electromagnetic field components.

Apparently, UPMLs introduce one additional field component per electromagnetic field component. Please note that in the region of interest, i.e., the domain which is surrounded by the PML, we have \( \sigma_x = \sigma_y = \sigma_z = 0 \). In this case, we do not need to store the auxiliary fields since both the initial conditions and the time derivatives of the auxiliary fields vanish. Following the DG discretisation procedure (section 3.1), one obtains the matrix form
\[
\begin{align*}
\partial_t \tilde{E}_x^\alpha(t) &= \frac{1}{\epsilon^\alpha} \left[ \tilde{D}^\alpha \times \tilde{H}^\alpha(t)_x \right] + (\sigma_x^2 - \sigma_x \sigma_y - \sigma_x \sigma_z) \cdot \tilde{E}_x^\alpha(t) - \frac{1}{\epsilon^\alpha} \tilde{p}_x^\alpha(t) \\
&\quad+ (\mathcal{M}^\Delta)^{-1} \mathcal{F}^\Delta \cdot \left[ \hat{n} \cdot \left( \hat{F} - \hat{F}^* \right) \right]_{E_x, f}, \\
\partial_t \tilde{p}_x^\alpha(t) &= \left( (\sigma_x^2 - \sigma_x \sigma_y - \sigma_x \sigma_z + \sigma_y \sigma_z) \cdot \epsilon^\Delta \tilde{E}_x^\alpha(t) - \sigma_x^\Delta \tilde{p}_x^\alpha(t) \right).
\end{align*}
\] (7.9)
Here, we have assumed constant PML parameters \( \sigma_x^\alpha \) within the element \( \Delta \). These equations must be solved concurrently in order to implement UPMLs in a DG framework. In particular, the state vector \( \mathbf{q} \) must be expanded to contain the auxiliary fields as well.

Please note that the operation \( \hat{n} \cdot (\hat{F} - \hat{F}^*) \) returns a vector with the same size as the state vector \( \mathbf{q}^\Delta \). Hence, the subscript “\( E_x \)” of this term refers to those components which correspond to \( \tilde{E}_x^\Delta \) in \( \mathbf{q}^\Delta \). The additional subscript “\( f \)” again refers to the faces of the element \( \Delta \). Also note the convenient absence of additional matrix-vector products in Eq. (7.9). Instead, each auxiliary expansion coefficient solely depends on the corresponding expansion coefficient of an electromagnetic field, which allows for an extremely fast implementation. This is an immediate consequence of the locality of the UPML ADEs which do not feature spatial derivatives.

**Modifications for Dispersive Materials**

Though UPMLs are fairly easily formulated for simple dielectric materials, the derivation is more complicated for dispersive materials. In this case, it is useful to write
\[
\begin{align*}
-\omega D_x(\omega) &= -\omega \left[ \epsilon_\infty + \chi(\omega) \right] \cdot \left[ 1 + \left( \frac{s_y s_z}{s_x} - 1 \right) \right] \cdot E_x(\omega) \\
&= -\omega \epsilon_\infty E_x(\omega) - \omega \epsilon_\infty \left( \frac{s_y s_z}{s_x} - 1 \right) \cdot E_x(\omega) - \omega \chi(\omega) E_x(\omega) - \omega \left( \frac{s_y s_z}{s_x} - 1 \right) \cdot \chi(\omega) E_x(\omega).
\end{align*}
\] (7.10)
The first three terms represent dielectric material properties, UPMLs for dielectric materials, and the dispersion as already known from previous discussions, respectively. The last term can be generically written as

\[ k_x(\omega) = -i\omega \left( \frac{s_y s_z}{s_x} - 1 \right) \cdot \chi(\omega) E_x(\omega) \]

\[ = \left( \frac{s_y s_z}{s_x} - 1 \right) \cdot j_x(\omega), \]

where \( j_x(\omega) \) is the polarisation current as given by Eq. (2.50b), i.e., it models the dispersion of a material.

Inserting the definitions of \( s_i \) and applying some algebraic transformations eventually leads to an additional auxiliary field for each electric field component as soon as we want to combine UPMLs and dispersive materials. Since Eq. (7.11) holds for any polarisation current \( j_x(\omega) \), it is also valid if \( j_x(\omega) \) is the result of a combination of multiple Drude and Lorentz poles (see section 2.3.3). Hence, the combination of dispersion and UPMLs always, i.e., irrespective of the number of Drude and Lorentz poles, leads to one additional ADE per electromagnetic field component.

### 7.2 A Novel Stretched-Coordinate Implementation

As an alternative to the established UPML formulation, we have adapted the coordinate stretching approach of Chew and Weedon [103] to the DG method. Though their technique is often used in combination with the FDTD algorithm [21], its implementation within a DGTD framework is less straightforward. In this section we present our recently published results concerning this issue [39].

#### 7.2.1 Stretched Coordinates in Maxwell's Equations

In a homogeneous medium, plane waves propagate according to \( \exp(i[\vec{k} \cdot \vec{r} - \omega t]) \), where \( \vec{k} \) is the wave vector and \( \omega \) the frequency of the wave (see section 2.2.1). To achieve spatial damping, either \( \vec{k} \) or \( \vec{r} \) has to be a complex-valued vector. A coordinate transformation, proposed by Chew and Weedon in 1994 [103], allows us to map real position vectors \( \vec{r} \) to the complex space. We can include such a stretching into Maxwell's equations via the substitutions [21]

\[ \frac{\partial}{\partial x} \rightarrow \frac{1}{s_x(\omega)} \frac{\partial}{\partial x}, \quad \frac{\partial}{\partial y} \rightarrow \frac{1}{s_y(\omega)} \frac{\partial}{\partial y}, \quad \frac{\partial}{\partial z} \rightarrow \frac{1}{s_z(\omega)} \frac{\partial}{\partial z}, \]

where we have introduced complex, dispersive stretching factors \( s_i(\omega) \). A choice commonly found in the FDTD literature [21] is given by

\[ s_i(\omega) \equiv \kappa_i - \frac{\sigma_i}{i\omega - \alpha_i}. \]

This particular choice includes three real-valued parameters which can be tuned for optimum performance. The main control parameter for the imaginary part of \( s_i \) is \( \sigma_i \). For all \( \sigma_i = 0 \) we retrieve the non-absorbing physical space as indicated in the right-hand side of Fig. 7.2. A non-zero value of \( \alpha_i \) shifts the pole from \( \omega = 0 \) to the complex frequency \( \omega = -i\alpha_i \). Hence, PMLs with this particular choice of the stretching factor are referred to as complex frequency-shifted PMLs (CFS-PMLs).
Finally, \( \kappa_i \) is the main contribution to the real part. Instead of adding absorption to the coordinate transform, \( \kappa_i > 1 \) effectively increases the width of the PML layer. This parameter plays an important role for FDTD, where one often resorts to an equidistant grid. For DGTD, however, this parameter is less relevant, since we can stretch the PML layer and the elements it consists of during the generation of the mesh. Thus, we can assume \( \kappa_i \equiv 1 \) without losing generality as compared to FDTD:

\[
s_i(\omega) \equiv 1 - \frac{\sigma_i}{i\omega - \alpha_i}. \tag{7.14}
\]

In the following, we will show how the inclusion of the stretching factor (7.14) modifies Maxwell’s curl equations (2.18). For brevity, we again restrict our discussion to the necessary changes to the \( E_x \) component. The relevant equation in the frequency-domain reads

\[
-i\omega \epsilon E_x(\omega) = \frac{1}{s_y} \partial_y H_z(\omega) - \frac{1}{s_z} \partial_z H_y(\omega).
\tag{7.15}
\]

Similarly to the derivation of the UPML formulation (section 7.1), we will introduce auxiliary differential equations which absorb the dispersive nature of the stretching factors. By splitting

\[
\frac{1}{s_i} = 1 + \left( \frac{1}{s_i} - 1 \right)
\]

and introducing two auxiliary fields \( G_{xy}^E(\omega) \) and \( G_{xz}^E(\omega) \), we obtain

\[
-i\omega E_x(\omega) = \partial_y H_z(\omega) - \partial_z H_y(\omega) - G_{xy}^E(\omega) - G_{xz}^E(\omega),
\]

\[
G_{xy}^E(\omega) = -\left( \frac{1}{s_y} - 1 \right) \cdot \partial_y H_z(\omega),
\]

\[
G_{xz}^E(\omega) = \left( \frac{1}{s_z} - 1 \right) \cdot \partial_z H_y(\omega).
\tag{7.17}
\]

Now we insert the identity

\[
\frac{1}{s_i} - 1 = \frac{\sigma_i}{i\omega - (\sigma_i + \alpha_i)}
\]

and multiply by the denominator, which yields

\[
-i\omega G_{xy}^E(\omega) = \sigma_y \partial_y H_z(\omega) - \left( \alpha_y + \sigma_y \right) \cdot G_{xy}^E(\omega),
\]

\[
-i\omega G_{xz}^E(\omega) = -\sigma_z \partial_z H_y(\omega) - \left( \alpha_z + \sigma_z \right) \cdot G_{xz}^E(\omega).
\tag{7.19}
\]

Applying the Fourier transformation rules (2.48) finally leads to the time-domain formulation

\[
\epsilon \partial_t E_x(t) = \partial_y H_z(t) - \partial_z H_y(t) - G_{xy}^E(t) - G_{xz}^E(t),
\]

\[
\frac{1}{\sigma_y} \partial_t G_{xy}^E(t) = \partial_y H_z(t) - \frac{\alpha_y + \sigma_y}{\sigma_y} \cdot G_{xy}^E(t),
\]

\[
\frac{1}{\sigma_z} \partial_t G_{xz}^E(t) = -\partial_z H_y(t) - \frac{\alpha_z + \sigma_z}{\sigma_z} \cdot G_{xz}^E(t).
\tag{7.20}
\]

Similar equations for the other components of the electric field follow from cyclic permutations of the coordinate axes. Expressions for the magnetic field can be obtained by straightforward substitutions. Hence, Eq. (7.20) represents Maxwell’s curl equations in a stretched coordinate system.
7.2.2 Spatial Discretisation via the Discontinuous Galerkin Method

The derivation of the DG discretisation for the stretched-coordinate formulation does not provide any conceptual difficulties and follows closely the procedure detailed in section 3.1. We start by recasting Maxwell’s equations with stretched-coordinate ADEs into the conservation form

\[ \mathcal{Q} \partial_t \mathbf{q} + \vec{\nabla} \cdot \vec{F} + \mathbf{S} = 0. \] (7.21)

The state vector \( \mathbf{q} \) of the standard Maxwell case, Eq. (3.1), must be extended to include the auxiliary fields, i.e.,

\[ \mathbf{q} = \left( E_x, E_y, E_z, H_x, H_y, H_z, G_{xy}^E, G_{xz}^E, \ldots, G_{xy}^H, G_{xz}^H, \ldots, G_{zy}^H \right)^T. \] (7.22)

\( G_{ij}^{E/H} \) denotes the auxiliary field which results from the modification of the \( j \)-derivative for the \( i \)-component of \( E \) or \( H \), respectively. The material matrix \( \mathcal{Q} \) is modified as well and reads

\[ \mathcal{Q} = \text{diag} \left( \epsilon, \epsilon, \mu, \mu, \frac{1}{\sigma_y}, \frac{1}{\sigma_z}, \frac{1}{\sigma_x}, \ldots, \frac{1}{\sigma_y} \right). \] (7.23)

Finally, we define the components

\[ \mathbf{F}_x(\mathbf{q}) = \left( 0, H_z, -H_y, 0, -E_z, E_y, 0, 0, H_z, 0, 0, -H_y, 0, 0, -E_z, 0, 0, E_y \right)^T, \]
\[ \mathbf{F}_y(\mathbf{q}) = \left( -H_z, 0, H_x, E_z, 0, -E_x, -H_z, 0, 0, H_x, 0, E_z, 0, 0, 0, -E_x, 0 \right)^T, \]
\[ \mathbf{F}_z(\mathbf{q}) = \left( H_y, -H_x, 0, -E_y, E_x, 0, 0, H_y, 0, -H_x, 0, 0, E_y, 0, -E_x, 0, 0 \right)^T \]

of the flux vector \( \vec{F} = (\mathbf{F}_x, \mathbf{F}_y, \mathbf{F}_z)^T \) and specify the newly introduced source vector [28] as

\[ \mathbf{S} = \left( G_{xy}^E + G_{xz}^E, \ldots, G_{xz}^H + G_{zy}^H, \frac{\alpha_y + \sigma_y}{\sigma_y} G_{xy}^E, \ldots, \frac{\alpha_y + \sigma_y}{\sigma_y} G_{zy}^H \right)^T. \] (7.25)

After conducting the usual steps, we obtain the following semi-discrete form for the \( x \)-component of the electric field and related ADEs:

\[ \epsilon^{\Delta} \partial_t \bar{E}_x^\Delta = \mathcal{D}_y^\Delta \cdot \bar{H}_z^\Delta - \mathcal{D}_z^\Delta \cdot \bar{H}_y^\Delta - \left( \tilde{G}_{xy}^\Delta + \tilde{G}_{xz}^\Delta \right) + \left( \mathcal{M}^\Delta \right)^{-1} \mathcal{F}_{\tilde{F}} \cdot \left[ \hat{n} \cdot (\vec{F} - \bar{F}) \right]_{E_x, f}, \]
\[ \frac{1}{\sigma_y^\Delta} \partial_t \tilde{G}_{xy}^\Delta = \mathcal{D}_y^\Delta \cdot \bar{H}_z^\Delta - \left( \alpha_y^\Delta + \sigma_y^\Delta \right) \cdot G_{xy}^\Delta + \left( \mathcal{M}^\Delta \right)^{-1} \mathcal{F}_{\tilde{F}} \cdot \left[ \hat{n} \cdot (\vec{F} - \bar{F}) \right]_{G_{xy}, f}, \]
\[ \frac{1}{\sigma_z^\Delta} \partial_t \tilde{G}_{xz}^\Delta = -\mathcal{D}_z^\Delta \cdot \bar{H}_y^\Delta - \left( \alpha_z^\Delta + \sigma_z^\Delta \right) \cdot G_{xz}^\Delta + \left( \mathcal{M}^\Delta \right)^{-1} \mathcal{F}_{\tilde{F}} \cdot \left[ \hat{n} \cdot (\vec{F} - \bar{F}) \right]_{G_{xz}, f}. \] (7.26)

In comparison to the semi-discrete form (7.9) of the UPML formulation, we note the presence of flux terms in the ADEs. The origin of these terms are the spatial derivatives in the continuous equations (7.20). For this reason we have to find a modified expression for the numerical flux.
7.2.3 The Split-Flux Formulation

The numerical flux (compare sections 3.1.4 and 3.2.1) is the remaining key ingredient of the spatial discretisation. It is responsible for the exchange of information between adjacent elements and, as a result, crucial for the accuracy and stability of the whole numerical scheme. The upwind flux (3.8) is our choice for the standard Maxwell equations.

Ultimately, our new flux (including the components for the ADEs) should be compatible with the established formulation. In particular, the flux components relevant for the electric and magnetic field components should correspond to the upwind case. Proposing a new flux is particularly easy once we note that

\[
\hat{n} \cdot (\vec{F} - \vec{F}^*) \\
= \frac{1}{Z} \left( \alpha \left[ \Delta \vec{E} - \hat{n} (\hat{n} \cdot \Delta \vec{E}) \right] + Z^+ \hat{n} \times \Delta \vec{H} \right) \\
\equiv \frac{1}{Z} \hat{n} \times \left( Z^+ \Delta \vec{H} - \alpha \hat{n} \times \Delta \vec{E} \right). \tag{7.27}
\]

The upwind parameter \( \alpha \) should not be confused with the frequency shifts \( \alpha_i \). Apparently, the curl operator (which motivated the flux definition in section 3.1.1) translates to a vector product with the normal vector \( \hat{n} \) on a face of an element. It seems natural to split the vector product into two contributions once we deal with just one spatial derivative\(^3\) of the curl operator. Hence, we propose to use

\[
\hat{n} \cdot (\vec{F} - \vec{F}^*) \bigg|_{GE} = \sum_{k=1}^{3} \varepsilon_{ijk} \frac{n_j}{Z} \left( Z^+ \Delta \vec{H} - \alpha \hat{n} \times \Delta \vec{E} \right)_k \tag{7.28}
\]

as the numerical flux for the stretched-coordinate formulation of PMLs. Please note the use of the Levi-Civita symbol

\[
\varepsilon_{ijk} = \begin{cases} 
1 & \text{for } (ijk) \equiv (123) \text{ and cyclic permutations} \\
-1 & \text{for } (ijk) \equiv (213) \text{ and cyclic permutations} \\
0 & \text{for all other triples } (ijk) \end{cases} \tag{7.29}
\]

Analogue expressions hold for the magnetic field components and the respective auxiliary equations.

An interesting analogy to Bérenger’s original split field formulation [101] surfaces in the identity

\[
\hat{n} \cdot (\vec{F} - \vec{F}^*) \bigg|_{E_x} = \left[ \hat{n} \cdot (\vec{F} - \vec{F}^*) \right]_{G_{xy}} + \left[ \hat{n} \cdot (\vec{F} - \vec{F}^*) \right]_{G_{zz}}. \tag{7.30}
\]

Instead of splitting the electromagnetic fields, our stretched-coordinate formulation relies on splitting the numerical flux into two contributions. Hence, the term “split-flux formulation” seems appropriate.

\(^2\)Unfortunately, the use of \( \alpha \) in both contexts is established in the literature.  
\(^3\)In this case \( \partial_y H_z \) and \( \partial_z H_y \).
7.3 Parameter Choice and Performance Comparison

7.2.4 Stability

Since we do not provide an explicit proof of the stability of our stretched-coordinate formulation, we perform numerical time-domain experiments to demonstrate stability. To this end, we continuously illuminate a spherical object \( (\varepsilon = 2.25) \) of diameter 2 with a plane wave of wavelength \( \lambda = 2.5 \) (all lengths are given in dimensionless units, see section 2.1.4). Scattered radiation is absorbed by a single layer of stretched-coordinate PMLs. The computational domain is terminated by a perfect electric conductor to exclude absorption of the boundaries as a means of extracting energy from the computational domain. We record the time-dependent electric field at a few points within the computational domain and monitor the amplitudes of the oscillations. After simulating a few time units, a steady state is reached and the amplitudes do not change any more. In particular, the amplitudes do not grow exponentially with time. After simulating for 100,000 time units, i.e., 40,000 optical cycles, we conclude that our implementation is numerically stable. Similarly, numerical experiments will demonstrate the correctness of our formulation in section 7.3.2.

7.2.5 Some Differences to UPMLs

Apparently, the inclusion of CFS-PMLs in Maxwell’s equations (7.26) leads to the rather significant overhead of two auxiliary fields per electromagnetic field component. In comparison, the UPML formulation Eq. (7.9) requires only one auxiliary field per field component. Please note, however, that the auxiliary fields in both formulations can be omitted in regions where no PMLs are present, i.e., where \( \sigma_i = 0 \) for all \( i \).

Furthermore, the stretched-coordinate formulation features matrix-vector products in the auxiliary equations. Hence, the computational effort to calculate the right-hand sides of Eq. (7.26) is significantly higher than that of the corresponding scalar operations in Eq. (7.9).

On the other hand, during the derivation of the stretched-coordinate formulation we have not made any assumptions besides isotropy concerning the materials. Thus, the stretched-coordinate formulation intrinsically supports dispersive materials (and in principle even nonlinear ones), which are usually implemented via auxiliary polarisation currents. The UPML formulation, in contrast, requires additional auxiliary fields to combine dispersive materials and PML regions. Hence, the memory consumption of both PML formulations is equal in such overlapping metal/PML regions.

Last but not least, it is worthwhile to remark that CFS-PMLs provide additional free PML parameters \( \alpha_i \). In some situations, these may help us to improve the performance of the absorbing boundary layer, but more on that matter in the next section.

7.3 Parameter Choice and Performance Comparison

In the previous sections we have presented two implementations of PMLs. Together with Silver-Müller absorbing boundary conditions introduced in section 3.1.5, we have a total of three methods which essentially serve the same purpose. Hence, it is interesting to investigate and compare their respective numerical performance. To this end, we study the influence of the PML parameters on the numerical error with the help of a simple test case.
7 Absorbing Boundaries: Perfectly Matched Layers

Figure 7.3: Setup of the test system. The left panel shows a surface mesh of the computational domain. The red triangles indicate the extent of the boundary layer. The blue surface is used for the injection of radiation as generated by an oscillating dipole located at the centre of the system. The volume mesh consists of a number of tetrahedrons, a few of which are depicted in the right panel. As outlined in the text, five tetrahedrons make up a cube. For better visibility, all tetrahedrons have been coloured and shrunked.

7.3.1 Test Configuration

Our physical test system consists of vacuum with a radiating point dipole located at the origin and was used in similar form to optimise UPML parameters in the literature [34,54]. As no scatterers are present, outgoing radiation should propagate towards the infinity of space. We model this physical problem by a cubic computational domain centred around the origin. The computational domain consists of the actual domain of interest and a surrounding boundary layer. The domain of interest is given by $\vec{r} \in [-2.0, 2.0]^3$ in dimensionless units. The boundary layer has a variable thickness. A sketch of the computational domain is presented in Fig. 7.3.

Manually generated, regular meshes are used to avoid mesh-induced perturbations of outgoing waves. To this end, we divide the whole computational domain into small cubes of edge length $\Delta x = 0.5$. In turn, each of these cubes is made up of five tetrahedrons (see Fig. 7.3). We further minimise the mesh anisotropy by dividing the computational domain into eight sectors separated by the $xy$-, $yz$-, and $xz$-planes. Within each sector all cubes share the same configuration of tetrahedrons. The respective configurations in the other sectors follow by mirror symmetry operations (cf. Fig. 7.3).

We include the dipole source by means of the total-field/scattered-field method (section 6.1.1). The injection surface surrounds the origin and was chosen to be as spherical as possible with the

\[ \text{More specifically, we use a custom MATLAB script to generate the meshes in a well-defined and orderly fashion.} \]
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given mesh (Fig. 7.3) to minimise numerical errors. The time-dependence of the dipole is given by

\[
\vec{j}(t) = \begin{cases} 
\hat{e}_z \cdot \sin(\omega_0 t) \cdot \exp \left( -\frac{(t-t_0)^2}{2w^2} \right), & 0 \leq t \leq 2t_0 \\
0, & \text{otherwise}
\end{cases}
\]

(7.31)

where \(\hat{e}_z\) represents the unit vector in \(z\)-direction. The excitation parameters in dimensionless units are given by \(\omega_0 = 0.4 \cdot 2\pi\), \(w = 1\), and \(t_0 = 5\). We simulate this system for a total of 15 time units using the DGTD method. During the simulation, the time-dependence of \(E_z\) is recorded for each time step \(t_i\) at three different observation points

\[
\vec{r}_A = (1.8, 0.0, 0.0)^T, \quad \vec{r}_B = (1.8, 1.8, 0.0)^T, \quad \vec{r}_C = (1.8, 1.8, 1.8)^T.
\]

(7.32)

These points lie in close vicinity to the boundary layer. Hence, potential distortions of the outgoing waves due to the PMLs should be quite pronounced.

The accuracy of the absorbing boundary can be obtained by comparing the numerical solution with a reference field distribution. Even though an analytical reference for dipole radiation is readily available, it is not suitable for our purpose. Each numerical simulation introduces discretisation errors which might overshadow the influence of the boundary condition.

Instead, we perform another DGTD simulation on the much larger computational domain \(\vec{r} \in [-10.0, 10.0]^3\) terminated by a perfect electric conductor (PEC boundary condition). The mesh is generated in the same fashion as outlined earlier. This system, too, is simulated for 15 time units with the same time step as the smaller system. During this time, the dipole source emits radiation which propagates towards the boundaries of the computational domain. Since the system is terminated by PECs, all radiation is reflected. As the speed of light in dimensionless units is given by 1, a distance of 10 units from the centre to the boundary guarantees that within the simulation time the field at the observation points is not influenced by the reflected waves. Thus, the enlarged system provides a reference solution which incorporates the very same spatial and temporal discretisation errors as our performance test system. Consequently, it is perfectly suited to isolate the errors due to the truncation of the domain with absorbing boundaries from other sources.

Finally, we define the error of the absorbing boundary implementation as

\[
\text{Error} (\vec{r}_p) = \max_{t_i \leq 15} \left| \frac{E_{z}^{\text{abs}}(\vec{r}_p, t_i) - E_{z}^{\text{ref}}(\vec{r}_p, t_i)}{E_{z}^{\text{ref}}(\vec{r}_p, t_i)} \right|, \quad p = A, B, C.
\]

(7.33)

This error measure represents the largest relative deviation between the reference simulation on the larger system (index "ref") and the one with an absorber (index "abs"), where we take the maximum over all time steps \(t_i\). To get a representative error measure for the whole computational domain, we define the average error

\[
\mathcal{E} = \frac{1}{3} \left( \text{Error} (\vec{r}_A) + \text{Error} (\vec{r}_B) + \text{Error} (\vec{r}_C) \right).
\]

(7.34)

7.3.2 Numerical Results

Using the setup described in the previous section we perform a number of simulations for various parameters. For a boundary layer of size \(\Delta x\), i.e., for one layer of cubes as described in the previous
Absorbing Boundaries: Perfectly Matched Layers

In this section, parameter scans for five different configurations of absorbing boundaries are conducted. These configurations are classified as

- Only a Silver-Müller boundary condition (SMBC) without PMLs,
- UPMLs combined with a PEC boundary condition,
- UPMLs combined with a Silver-Müller boundary condition,
- Stretched-coordinate PMLs with a PEC boundary condition,
- Stretched-coordinate PMLs with a Silver-Müller boundary condition.

With the exception of the first (parameter-free) configuration, we vary the parameter \( \sigma \equiv \sigma_x \equiv \sigma_y \equiv \sigma_z \) in 51 steps. More precisely, \( \sigma \) is obtained via the formula

\[
\sigma = \frac{R}{2d},
\]

(7.35)

where \( d \) is the thickness of the PML layer and \( R \) is a parameter which was varied in the range \([0.0, 20.0]\) in steps of \( \Delta R = 0.4 \). Equation (7.35) is also used in the FDTD community, where it is usually combined with a polynomial grading [21]. Such a grading, however, was previously shown to have no beneficial impact on the PML error in a DGTD code [34, 54]. Thus, we do not employ one in our study. The stretched-coordinate formulation also allows us to tune the complex frequency-shift \( \alpha \equiv \alpha_x \equiv \alpha_y \equiv \alpha_z \), which we vary in steps of \( \Delta \alpha = 0.05 \) in the ranges \([0.0, 1.0]\) (PEC) and \([0.0, 2.0]\) (Silver-Müller), respectively.

These calculations are repeated for Lagrange polynomials of orders \( p = 3, 4, 5 \), where higher orders represent a finer spatial discretisation (see section 3.1.6). Additional simulations are performed for \( p = 3 \) with SMBCs, where we investigate the influence of additional layers of PMLs, i.e., two and three layers. The results are depicted in Figs. 7.4 to 7.7.

Figure 7.4 illustrates the performance of the stretched-coordinate PML formulation for \( p = 3 \). The left panel shows the results for the computational domain being terminated by PEC boundary conditions, while an SMBC was used in the right panel. The averaged error \( E(R, \alpha) \) is mapped on a logarithmic pseudo-colour scale. For better visibility each order of magnitude has been assigned a distinct colour. Moreover, black lines represent isocontours of the error in the \( R-\alpha \)-plane. Thick lines indicate the orders of magnitude while thin lines are isocontours defined by

\[
\log_{10} E(R, \alpha) \equiv 0.1 \cdot n,
\]

(7.36)

where \( n \) is an arbitrary integer. The parameter set with the minimum error is marked by a black cross. For comparison with the UPML formulation we added another isocontour (thick blue contour). Its level is given by the minimum error obtained from corresponding UPML simulations with optimised \( \sigma \). We do not present individual plots for the UPML results, since this has been done earlier in Refs. [34, 54], for example. Due to the poor performance of SMBCs without PMLs, we refrain from including a corresponding isocontour in the system. Please note that we have kept the size of the computational domain the same for all simulations in Fig. 7.4. This guarantees a fair comparison of the different techniques. Finally, the error of the SMBC and the minimum errors of the UPML and CFS-PML calculations are included in the respective colour bars. This facilitates a quick quantitative overview on the performance of the various methods. The panels in Figs. 7.5 to 7.7 are to be understood in this fashion, too.

\[^{5}\text{The complex frequency shift } \alpha \text{ should not be confused with the upwind parameter } \alpha \text{ of the numerical flux. Throughout this study, the upwind parameter is set to 1.}\]
Figure 7.4: Performance of the stretched-coordinate formulation in comparison to UPMLs and Silver-Müller boundary conditions for $p = 3$ and one layer of PMLs. The left panel shows the average error $E$ for a test system terminated using the PEC boundary condition. The right-hand side shows corresponding results with the PEC replaced by a Silver-Müller boundary condition. Please note the logarithmic scales of the pseudo-colour plots. The blue isocontour represents the level of accuracy achieved with UPMLs with optimal parameters. These levels together with the best value for stretched-coordinate PMLs are included in the colour bar as well.

Figure 7.5: Performance of the stretched-coordinate formulation in comparison to UPMLs and Silver-Müller boundary conditions for $p = 4$ and one layer of PMLs. For a more detailed explanation please refer to the caption of Fig. 7.4.
Table 7.1: Optimal $R$-parameters for one layer of stretched-coordinate PMLs for various orders $p$. The computational domain is terminated using a Silver-Müller boundary condition. Please note that the optimal value of the complex frequency-shift $\alpha$ depends on the excitation and, thus, cannot be easily tabularised.

<table>
<thead>
<tr>
<th>Order $p$</th>
<th>Optimal $R$</th>
<th>Minimal error $\mathcal{E}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>6.8</td>
<td>$6.2 \cdot 10^{-4}$</td>
</tr>
<tr>
<td>4</td>
<td>8.0</td>
<td>$2.2 \cdot 10^{-4}$</td>
</tr>
<tr>
<td>5</td>
<td>8.4</td>
<td>$6.6 \cdot 10^{-5}$</td>
</tr>
</tbody>
</table>

The results for one layer of PMLs and $p = 3, 4, 5$ (Figs. 7.4 to 7.6) show quite a few similarities. For fixed $\alpha$, the variation of $R$ leads to strong variations of the error. If $R$ is too small, the PMLs do not sufficiently absorb radiation: Eventually, it is (partly) reflected at the outer boundary of the computational domain (see Figs. 7.1 and 7.2) and reenters the physical region. If $R$ is too high, then the PMLs absorb radiation too fast, i.e., the mesh cannot properly resolve the abrupt spatial change of the electromagnetic fields. For extreme values of $R$ we would just observe an almost immediate drop from a finite value to zero. This situation would be comparable to a perfect electric conductor, inside of which electromagnetic fields cannot exist. Of such a conductor, however, we know that it presents a mirror to incoming radiation. Hence, high values of $R$ lead to numerically induced reflection from the PML interface. The optimum value of $R$ balances both effects.

We observe that both UPMLs and our stretched-coordinate formulation considerably outperform the simple SMBC. Nevertheless, combining the Silver-Müller condition with PMLs helps to reduce the error. At the same time, the error becomes less sensitive on the PML parameters. Since the SMBC is easily implemented via the numerical flux, its usage is essentially for free and does not introduce any computational overhead over PEC boundaries. Hence, we recommend to always accompany PMLs with the Silver-Müller boundary condition. For this case, Table 7.1 lists optimum parameter values $R$ for various polynomial orders $p$.

It is also obvious that the additional freedom in choosing $\alpha$ significantly reduces the error. For $p = 5$ and Silver-Müller termination, the best error for the stretched-coordinate formulation is one order of magnitude smaller than the corresponding UPML error (see Fig. 7.6). It should be noted, though, that this impressive result strongly depends on the ratio between the wavelength and the thickness of the PML. In experiments with other pulse parameters (increased $\omega_0$) we observe that $\alpha \neq 0$ is only advantageous if the PML is small compared to the wavelength of the incident light. This result is consistent with the FDTD literature [21]. We also observe this behaviour in Fig. 7.7, where we have increased the size of the boundary region to two and three layers. The optimum value for $\alpha$ is very close to 0 and the accuracy gains of the stretched-coordinate formulation over the UPML formulation are quite small. Since the optimum value of $\alpha$ crucially depends on the incident wavelength to PML width ratio, it is difficult to give general recommendations.

A final lesson we can learn from Figs. 7.4 to 7.7 is that we can reduce spurious reflections by improving the spatial discretisation. Either we use higher-order Lagrange polynomials or we increase the thickness of the PML layer. Both approaches effectively distribute more degrees of freedom in the PML region. As a result, the evanescent decay of the incident radiation is much better resolved,
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Figure 7.6: Performance of the stretched-coordinate formulation in comparison to UPMLs and Silver-Müller boundary conditions for $p = 5$ and one layer of PMLs. For a more detailed explanation please refer to the caption of Fig. 7.4.

Figure 7.7: Comparison of the PML performance for two and three layers and $p = 3$. For a more detailed explanation please refer to the caption of Fig. 7.4.
Table 7.2: Computational effort required for the simulation of various systems. The table features a short system description (all systems terminated by SMBCs), the total number of elements \( N_{\text{tot}} \) in the mesh, the number of PML elements \( N_{\text{PML}} \) in the mesh, and the CPU time required to evolve the respective system for 15 time units (see section 7.3.2). The next column compares the CPU time against the system without PMLs and against the system with one layer of UPMLs. Finally, the last column provides an error comparison for the different boundary conditions.

<table>
<thead>
<tr>
<th>System</th>
<th>( N_{\text{tot}} )</th>
<th>( N_{\text{PML}} )</th>
<th>Time</th>
<th>Relative time</th>
<th>Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>No PMLs</td>
<td>5,000</td>
<td>—</td>
<td>132 s</td>
<td>100% / —</td>
<td>( 9.5 \cdot 10^{-2} )</td>
</tr>
<tr>
<td>UPML, 1 layer</td>
<td>5,000</td>
<td>2,440</td>
<td>155 s</td>
<td>117% / 100%</td>
<td>( 2.0 \cdot 10^{-3} )</td>
</tr>
<tr>
<td>CFS-PML, 1 layer</td>
<td>5,000</td>
<td>2,440</td>
<td>185 s</td>
<td>140% / 119%</td>
<td>( 6.2 \cdot 10^{-4} )</td>
</tr>
<tr>
<td>UPML, 2 layers</td>
<td>8,640</td>
<td>6,080</td>
<td>279 s</td>
<td>— / 180%</td>
<td>( 4.0 \cdot 10^{-4} )</td>
</tr>
</tbody>
</table>

and thus reflections due to insufficient resolution are diminished.

### 7.3.3 Computational Efficiency

As we have seen in the previous section, stretched-coordinate PMLs can significantly suppress the numerical errors introduced by the boundary of the computational domain. In this section we provide some numbers regarding the associated computational overhead.

To this end, we measure the time required to simulate the test systems of the previous section. All systems are terminated by Silver-Müller boundary conditions. All simulations are performed with third-order polynomials \( (p = 3) \) on a single core of an Intel® Core™ 2 Quad CPU (Q9300) running at 2.50 GHz. CPU times are recorded for four systems. The first one does not comprise any PMLs. The next ones feature single layers of UPMLs and stretched-coordinate CFS-PMLs, respectively. The last system is surrounded by two layers of UPMLs. The PML parameter values correspond to the best values in Figs. 7.4 and 7.7. Please note that for these optimal parameters the residual error when using one layer of CFS-PMLs is approximately the same as the error caused by two layers of UPMLs.

The resulting CPU times can be found in Table 7.2. As compared to the single layer UPML formulation, the stretched-coordinate formulation requires 19% more time for the same physical system. However, it provides more accurate results. On the other hand, two layers of UPMLs require 80% more time than the single layer computation, while providing only slightly more accurate results than the CFS-PML simulations. It should be noted, though, that in these systems an unusually large fraction of the mesh elements is filled with PMLs. In practice, the relative number of PML elements is often below 10% if one resorts to one layer of PMLs.

### 7.4 Summary

In this chapter, we have presented two implementations of perfectly matched layers. UPMLs are easy to implement. Stretched-coordinate PMLs lead to significant computational overhead and re-
quire a modified numerical (split-) flux, but are material-independent and provide an additional free parameter. Performance comparisons indicate that stretched-coordinate PMLs may lead to faster calculations than UPMLs in situations where

1. the ratio of wavelength to PML thickness is large, i.e., if we have a setup where the complex frequency-shift $\alpha$ provides an advantage, and
2. one actually requires low PML errors.

In most other situations UPMLs should be sufficient. In any case, PMLs should always be accompanied by Silver-Müller boundary conditions to reduce numerical errors and the sensitivity of the PML's performance on the PML parameters.
Chapter 8

Anisotropic Materials in the Discontinuous Galerkin Framework

The discussion of the discontinuous Galerkin method, so far, was limited to the case of isotropic permittivities. This excludes a wide class of interesting materials and related physics. For example, anisotropic materials provide a way to achieve so-called invisibility cloaking using carpets, cylindrical structures, or more general geometries [7, 106, 107].

The treatment of anisotropic materials within a DGTD approach was discussed in Ref. [108], where the authors employed a central flux (see Eq. (3.8) with $\alpha = 0$) to interconnect neighbouring elements. However, a central flux may reduce the accuracy because spurious modes are not sufficiently damped. Furthermore, it may introduce instabilities when used in combination with perfectly matched layers [68]. Thus, it is highly desirable to generalise on previous results reported in the literature.

In the following, we will present how to extend the standard DG method to anisotropic materials using an upwind flux as in section 3.1.4. These results were recently published in Ref. [40]. Section 8.1 quickly derives the semi-discrete form of Maxwell’s equations with anisotropic materials. Section 8.2 solves the Riemann problem to obtain an upwind numerical flux. The algorithm is tested in section 8.3 with a small cavity. An optical cloak serves as a more advanced application and a stress test in section 8.4 before we summarise the results of this chapter in section 8.5.

8.1 The Semi-Discrete Form of the Anisotropic Maxwell Equations

To simplify the problem, we restrict ourselves to the important case of two-dimensional systems in TE-polarisation, i.e., the only non-vanishing components of the electromagnetic fields are $E_x$, $E_y$, and $H_z$ (section 2.1.5). Furthermore, we assume an anisotropic permittivity tensor

$$\epsilon = \begin{pmatrix} \epsilon_{xx} & \epsilon_{xy} \\ \epsilon_{yx} & \epsilon_{yy} \end{pmatrix}$$

and an isotropic permeability $\mu \equiv \mu_{zz}$. The corresponding curl equations (2.22) have already been derived in section 2.1.5. Please note that for notational convenience we have reduced the three-dimensional material tensors of Eq. (2.21) to those parts relevant to the TE case. Our first task will
be to discretise the spatial dependencies in Maxwell’s equations using the discontinuous Galerkin method. Since conceptual differences to the standard derivation given in section 3.1 are minuscule, we just state the end result:

\[
\begin{align*}
\partial_t \vec{E}_x^\triangle &= \eta_{xx}^\triangle D_y^\triangle \vec{H}_z^\triangle + \eta_{yx}^\triangle \left( M^\triangle \right)^{-1} \vec{F}_f^\triangle \left[ \hat{n} \cdot (\vec{F} - \vec{F}^*) \right]_{E_x, f} \\
&\quad - \eta_{xy}^\triangle D_x^\triangle \vec{H}_z^\triangle + \eta_{yx}^\triangle \left( M^\triangle \right)^{-1} \vec{F}_f^\triangle \left[ \hat{n} \cdot (\vec{F} - \vec{F}^*) \right]_{E_y, f}, \\
\partial_t \vec{E}_y^\triangle &= \eta_{yx}^\triangle D_x^\triangle \vec{H}_z^\triangle + \eta_{yy}^\triangle \left( M^\triangle \right)^{-1} \vec{F}_f^\triangle \left[ \hat{n} \cdot (\vec{F} - \vec{F}^*) \right]_{E_x, f} \\
&\quad - \eta_{yy}^\triangle D_y^\triangle \vec{H}_z^\triangle + \eta_{yx}^\triangle \left( M^\triangle \right)^{-1} \vec{F}_f^\triangle \left[ \hat{n} \cdot (\vec{F} - \vec{F}^*) \right]_{E_y, f}, \\
\partial_t \vec{H}_z^\triangle &= \frac{1}{\mu^\triangle} D_y^\triangle \vec{E}_x^\triangle - \frac{1}{\mu^\triangle} D_x^\triangle \vec{E}_y^\triangle + \frac{1}{\mu^\triangle} \left( M^\triangle \right)^{-1} \vec{F}_f^\triangle \left[ \hat{n} \cdot (\vec{F} - \vec{F}^*) \right]_{H_z, f}.
\end{align*}
\]

Please recall the definition of the inverse permittivity tensor \( \eta \equiv \epsilon^{-1} \). Furthermore, we want to point out that the operation \( \hat{n} \cdot (\vec{F} - \vec{F}^*) \) yields a vector with the same size as the state vector \( \vec{q}^\triangle = (E_x^\triangle, E_y^\triangle, H_z^\triangle)^T \). Hence, the subscripts of this term refer to the expansion coefficients of the corresponding field component of \( \vec{q} \). The additional subscript “\( f \)” again refers to the faces of the element \( \triangle \).

### 8.2 An Upwind Flux for Anisotropic Materials

To complete our extension to anisotropic materials, we have to obtain an upwind expression for \( \hat{n} \cdot (\vec{F} - \vec{F}^*) \). It is clear that Eq. (3.8) cannot be the correct solution in the anisotropic case, since it only involves a scalar permittivity \( \epsilon \).

In search of an upwind numerical flux, we have to solve the Riemann problem \([37]\)

\[
\begin{align*}
c^- Q^- \cdot \left( \vec{q}^+ - \vec{q}^- \right) + \hat{n} \cdot \left( \vec{F}^* - \vec{F}^- \right) &= 0, \\
\hat{n} \cdot \left( \vec{F}^* - \vec{F}^{**} \right) &= 0, \\
-c^+ Q^+ \cdot \left( \vec{q}^{**} - \vec{q}^+ \right) + \hat{n} \cdot \left( \vec{F}^{**} - \vec{F}^+ \right) &= 0
\end{align*}
\]

previously introduced in section 3.2.1. In comparison to the Riemann problem for isotropic materials, however, the speed with which a wave travels along the direction of the unit normal is different:

\[
c^\pm = \sqrt{\frac{\hat{n}^T \epsilon \pm \hat{n}}{\mu \pm \det(\epsilon \pm)}}.
\]

After some tedious algebraic manipulations we find

\[
H_z^- - H_z^* = \frac{1}{d} \left[ c^- \det(\epsilon^-) \cdot \left( \hat{n}^T \epsilon^+ \hat{n} \right) \cdot \Delta H_z - c^- c^+ \det(\epsilon^-) \det(\epsilon^+) \cdot \left( \hat{n} \times \Delta \vec{E}_z \right) \right],
\]

where the denominator \( d \) is given by

\[
d = c^- \det(\epsilon^-) \cdot \left( \hat{n}^T \epsilon^+ \hat{n} \right) + c^+ \det(\epsilon^+) \cdot \left( \hat{n}^T \epsilon^- \hat{n} \right).
\]
8.2 An Upwind Flux for Anisotropic Materials

The $E_x$ and $E_y$ components of the numerical flux follow immediately from Eq. (8.4). Furthermore, we obtain

$$\hat{n} \cdot \left( \vec{F}^- - \vec{F}^+ \right) = \frac{1}{c^+ \mu^- + c^- \mu^+} \left[ -c^- c^+ \mu^- \mu^+ \Delta H_z + c^- \mu^- \cdot \left( \hat{n} \times \Delta \vec{E} \right)_z \right].$$  

(8.6)

The intermediate results (8.4) and (8.6) can be simplified by eliminating $\det(\xi^\pm)$ and $\hat{n}^T \xi^\pm \hat{n}$ using the square of (8.3). Finally, the numerical flux reads

$$\hat{n} \cdot \left( \vec{F}^- - \vec{F}^+ \right) = \begin{pmatrix} -n_y (H^-_x - H^+_x) \\ n_x (H^-_x - H^+_x) \\ n_x (E^-_y - E^+_y) \\ -n_y (E^-_y - E^+_y) \end{pmatrix} = \begin{pmatrix} -n_y \frac{Z^+ + Z^-}{Z^+ + Z^-} \left[ Z^+ \Delta H_z - \left( n_x \Delta E_y - n_y \Delta E_x \right) \right] \\ n_x \frac{Z^+ + Z^-}{Z^+ + Z^-} \left[ Z^+ \Delta H_z - \left( n_x \Delta E_y - n_y \Delta E_x \right) \right] \\ 1 \frac{Z^+ + Z^-}{Y^+ + Y^-} \left[ Y^+ \left( n_x \Delta E_y - n_y \Delta E_x \right) - \Delta H_z \right] \end{pmatrix},$$  

(8.7)

where we have defined $Z^\pm = \mu^\pm c^\pm$ and $Y^\pm = (Z^\pm)^{-1}$ as before.\(^1\)

A closer examination of Eq. (8.7) reveals that it has the exact same form as the numerical flux (3.8) for two-dimensional TE polarisation and isotropic materials. The only difference is hidden in the speed of light, Eq. (8.3), which eventually enters the numerical flux via the impedances and admittances. Fortunately, Eq. (8.3) is closely connected to the speed of light in isotropic media. If we assume a medium characterised by an effective scalar permittivity

$$\epsilon_{\text{eff}}^\pm = \frac{\det(\xi^\pm)}{\hat{n}^T \xi^\pm \hat{n}},$$  

(8.8)

then the speed of light in this medium will be identical to Eq. (8.3). Hence, replacing $\epsilon^\pm$ by $\epsilon_{\text{eff}}^\pm$ in the definitions of the impedances and admittances, Eqs. (3.9) and (3.10), accounts for all modifications of the numerical flux due to anisotropic materials. The semi-discrete form (8.2), however, still contains the full inverse permittivity tensor $\eta$.

Besides this rigorous derivation of the upwind flux, a physical interpretation is readily available. Consider the numerical flux through an edge of a triangle as shown in Fig. 8.1. The vector normal to this edge is given by

$$\hat{n} = \left( \cos(\phi), \sin(\phi) \right)^T.$$  

(8.9)

The upwind flux describes the propagation of fields across an element boundary, i.e., along the direction of $\hat{n}$. Since for a plane wave we know that $\vec{E} \cdot \vec{k} = 0$ (cf. section 2.2.1), we identify the electric field component parallel to the edge, $\vec{E}_||$, as the relevant component for the propagation. After a rotation of the system around the $z$-axis by the angle $-\phi$, the normal vector is parallel to the $x$-axis. For the inverse permittivity in the new system we obtain

$$\eta' = \mathcal{R}(-\phi) \xi^{-1} \mathcal{R}^T(-\phi)$$  

(8.10)

$$= \frac{1}{\det(\xi)} \cdot \mathcal{R}(-\phi) \begin{pmatrix} \epsilon_{yy} & -\epsilon_{xy} \\ -\epsilon_{yx} & \epsilon_{xx} \end{pmatrix} \mathcal{R}^T(-\phi).$$  

(8.11)

\(^1\)In the isotropic case, $c^\pm = (\epsilon^\pm \mu^\pm)^{-1/2}$, and thus $Z^\pm = \mu^\pm c^\pm \equiv (\mu^\pm/c^\pm)^{1/2}$.  
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Figure 8.1: Physical interpretation of the effective permittivity. We consider the electric field component parallel to an edge of a triangle. Rotating the system in a way that the normal vector coincides with the \( x \)-axis allows us to connect the projection of \( \epsilon^{-1} \) on \( \vec{E}_\parallel \) with the effective permittivity we need for the numerical flux.

Here, \( \mathcal{R}(\phi) \) denotes the two-dimensional rotation matrix for the angle \( -\phi \). After evaluating the matrix products, we find the identity

\[
\epsilon_{\text{eff}} \equiv \frac{1}{n'_{22}} \quad \text{or, differently stated,} \quad \epsilon_{\text{eff}}^{-1} \equiv n'_{22}.
\]

(8.12)

Thus, the inverse effective permittivity is essentially the projection of the inverse permittivity tensor on the direction of the electric field component parallel to the edge of an element.

Please note that the rigorous derivation can be applied to three-dimensional systems as well. However, one has to account for two distinct polarisations normal to a propagation direction \( \hat{n} \), which significantly complicates matters. In particular, the physical interpretation cannot hold in its current form as polarisation effects are not considered so far. Nevertheless, ongoing investigations hint that these can be accounted for by minor modifications.

8.3 Validation

To validate our method for anisotropic materials, we investigate the square cavity \((x, y) \in [0, L]^2\) as shown in the left-hand panel of Fig. 8.2. The cavity is filled with an anisotropic material characterised by

\[
\epsilon = \begin{pmatrix}
\epsilon_{xx} & 0 \\
0 & \epsilon_{yy}
\end{pmatrix}.
\]

(8.13)

The boundary of the cavity is a perfect electric conductor, i.e., the electric field component tangential to the boundary vanishes (see section 3.1.5). For any given time \( t \), the field distribution within the
8.3 Validation

Figure 8.2: The setup used for the validation of our implementation of anisotropic materials. The left-hand side shows a square cavity of side length $L$ filled with a material with permittivity $\varepsilon$ which is bounded by a perfect electric conductor. The cavity is tessellated into a number of congruent triangles characterised by a side length $h$. This system translates into the own shown at the right-hand side by rotating it by an angle $\phi$. Thereby, the permittivity tensor changes and acquires off-diagonal components. In turn, this provides us with a robust test case for a general anisotropy.

cavity for the $(1, 1)$-mode is analytically given by

\[
E^\text{ref}_x(\vec{r}, t) = \frac{-\pi}{\omega L \varepsilon_{xx}} \cdot \cos \left( \frac{\pi}{L} x \right) \cdot \sin \left( \frac{\pi}{L} y \right) \cdot \sin(\omega t),
\]
\[
E^\text{ref}_y(\vec{r}, t) = \frac{\pi}{\omega L \varepsilon_{yy}} \cdot \sin \left( \frac{\pi}{L} x \right) \cdot \cos \left( \frac{\pi}{L} y \right) \cdot \sin(\omega t),
\]
\[
H^\text{ref}_z(\vec{r}, t) = \cos \left( \frac{\pi}{L} x \right) \cdot \cos \left( \frac{\pi}{L} y \right) \cdot \cos(\omega t),
\]

(8.14)

where

\[
\omega = \frac{\pi}{L} \cdot \sqrt{\frac{1}{\varepsilon_{xx}} + \frac{1}{\varepsilon_{yy}}}. \tag{8.15}
\]

By comparing results of a numerical simulation with this analytical reference we can establish the correctness of our algorithm.

However, with this simple test we can only validate our method for diagonal permittivity tensors. For a more general validation, we rotate the entire system by an angle $\phi$. In the rotated system, the cavity is filled with a material

\[
\varepsilon' = R(\phi) \varepsilon R(\phi)^T.
\]

(8.16)

Again, $R(\phi)$ denotes the rotation matrix. Thus, in the $x$-$y$ coordinate system the rotated cavity is filled with an anisotropic material with (in general) non-vanishing, identical off-diagonal elements. The analytical solution of this system is given by a mere rotation of (8.14).

We initialise the fields in our numerical simulation with the respective analytical values for the $(1, 1)$-mode at $t = 0$. Using the DGTD method (chapter 4), we evolve the fields in time for various
Figure 8.3: Numerical errors for the $H_z$ component of the $(1, 1)$-mode in a cavity rotated by $30^\circ$. As material parameters we use $\epsilon_{xx} = 4.0$ and $\epsilon_{yy} = 2.0$ and transfer the permittivity tensor into the rotated system. The crosses indicate the deviations from the numerical solution to the analytical one for different element sizes $h$ (as defined in Fig. 8.2). The colours represent different orders $p$ of Lagrange polynomials. The straight lines are the results of linear fitting procedures which favour smaller values of $h$. 

The figure shows the error in dependence of $h$ and $p$. We observe that the exponential convergence of the isotropic case (compare Eq. (3.71)),

$$\text{Error} \propto h^{p+1},$$

is nicely reproduced even for anisotropic materials. Thus, we conclude that our algorithm works for experimentally relevant symmetric permittivity tensors. Nevertheless, as in the course of the derivation we only assume that $\underline{\epsilon}$ is invertible, the extension should hold for even more general permittivities.
8.4 Optical Cloaking

As a stress test for our method we want to apply it to optical cloaking [7,106]. The idea is to coat an obstacle with a specially tailored material layer which guides light around it. Ideally, the shape of the incident electromagnetic wave is recovered behind the scatterer. As an observer cannot distinguish between the recovered wave and the original one, the object is invisible.

In order to achieve optical cloaking, the material layer usually has uncommon properties. In particular, the permittivity of the material continually changes with position. Furthermore, the materials generally show anisotropic behaviour. However, such materials do not exist in nature. Therefore, one relies on artificially created metamaterials whose substructures cannot be resolved by incident radiation and, hence, act as effective media. A variation of the substructure allows for a change in the material parameters, rendering intriguing properties possible. While this problem is experimentally very challenging, it also imposes great problems on numerical simulations.

Let us consider a cylindrical shell of inner radius $a$ and outer radius $b$ as shown in Fig. 8.4. The shell consists of a material with [7]

$$\mu_z = 1, \quad \epsilon_\phi = \left( \frac{b}{b-a} \right)^2, \quad \text{and} \quad \epsilon_r = \left( \frac{b}{b-a} \right)^2 \left( \frac{r-a}{r} \right)^2. \quad (8.19)$$

We note that the permittivity is given in a cylindrical coordinate system whose origin coincides with the shell’s centre with azimuthal and radial components $\epsilon_\phi$ and $\epsilon_r$, respectively. Most strikingly, $\epsilon_r$.
vanishes as the distance \( r \) to the centre of the shell approaches \( a \). As a consequence, the phase speed diverges to infinity.

In our simulations, we model the cylindrical cloak by a series of twenty rings. Each ring is approximated by homogeneously filled triangles. Specifically, the material properties of a triangle are determined by the position of its centre according to Eq. (8.19). Though this does not represent ideal, continuously varying parameters, we argue that this is a good approximation to the experimental situation, where one would change the material by varying the material composition of finite-sized unit cells. The outermost ring is five times as thick as the innermost ring to account for the drastic changes near the inner boundary. As an obstacle, we fill the inside of the shell with a perfect magnetic conductor (PMC, see section 3.1.5). We illuminate our system by a transverse-electric (section 2.1.5) polarised plane wave of wavelength \( \lambda = 632.8 \text{ nm} \) via the total-field/scattered-field technique (section 6.1). UPMLs (section 7.1) absorb light which is scattered by the cloak/PMC system. For the geometrical parameters we choose \( a = \lambda \) and \( b = a/0.314 \).

To speed up the simulations, we exploit the mirror symmetry of the system. Our mesh is depicted in Fig. 8.4. Third-order Lagrange polynomials are used as local basis functions. To maintain numerical stability, the time step is reduced by the maximum phase speed in the system according to the CFL criterion (cf. Eq. (4.8) or Ref. [21]). For our discretisation, this is a factor of about 50.

Figure 8.4 also features a pseudo-colour plot of the magnetic field. The total-field region shows what an observer would see. The scattered-field region reveals all deviations of the resulting field to an ideal plane wave due to scattering off the optical cloak and the enclosed PMC. In the case of perfect cloaking, an undisturbed plane wave would be expected in the total-field region, while no scattered light should be present in the scattered-field region. Though deviations are obvious, the overall performance of the cloak seems acceptable as the plane wave shape is approximately recovered once the wave has passed the scatterer. To further quantify the quality of the cloak, we calculate its scattering cross section per unit length by integrating the energy flux on a closed contour in the scattered-field region (see Eq. (2.77)) and compare it to that of the PMC alone, i.e., without the cloak. We obtain

\[ C_{\text{PMC}}^{\text{scat}} \approx 2890 \text{ nm}, \quad \text{and} \quad C_{\text{cloak}}^{\text{scat}} \approx 464 \text{ nm}. \]  

Thus, the cloak reduces the amount of scattered light by a factor of approximately 6.2.

The performance of the cloak is fundamentally limited by the chosen material parameters (8.19), which are impedance-mismatched at the outer cloak boundary [7]. Hence, some light is scattered away before the cloak can actually start to guide it around the obstacle. Secondly, the performance of the cloak is further limited by the size of the elements used to generate the desired material parameters. As the permittivity abruptly changes from element to element, inter-element scattering inevitably occurs and impedes the cloaking effect. Finally, the diverging material parameters at the inner boundary cannot be achieved in practice. To assess the dominant contribution to the scattering cross section, we repeat our simulations for 10, 15, and 25 rings. We find that the scattering cross section is nearly independent of the number of rings with the relative difference between the maximum and the minimum cross sections being below 0.3%. We conclude that the impedance mismatch at the outer boundary is the main factor which impairs the performance of the cylindrical cloak. The overall cloaking effect is still visible for surprisingly few rings.

As a last note, we want to mention that time-domain simulations might not be ideal for such kinds of simulations. Tests with radially independent material parameters indicate that it is crucial
to properly resolve the material parameters at the inner boundary. As we increase the resolution near the inner cylinder, the elements’ centres approach the boundary as well. Thus, at the same time that we decrease the mesh size $h$, we also increase the speed of light $c$ according to Eq. (8.19). Since the critical time step $\Delta t_{\text{max}}$ is limited by the smallest element size $h$ and the (inverse) maximum speed of light $c$, both effects decrease the time step. In turn, this drastically increases the computational time needed for the simulation. For such situations, frequency-domain calculations are more appropriate (see chapter 5). Nevertheless, the cloaking system serves as an excellent stress test for our DGTD implementation of anisotropic materials.

8.5 Summary

We have discussed an extension to the DG method for Maxwell’s equations, which allows the inclusion of anisotropic materials in two-dimensional TE polarisation. We have shown that the semi-discrete form undergoes simple modifications. Changes to the numerical flux can be summarised by an effective scalar permittivity, whose numerical value depends on the permittivity tensor and the orientation of the element boundary. Our extension conserves the exponential convergence property of the original method. We have applied our method to an optical cloaking device and have observed pronounced scattering for realistic setups. For the future, a three-dimensional formulation and the application to other physical problems will be interesting.
In the preceding chapters we have introduced a number of techniques and algorithms, the combination of which yields a very flexible and versatile numerical simulation tool in both time- and frequency-domain. In this chapter, we will demonstrate the computational power of DGTD using the example of split-ring resonators (SRRs) [109–114]. An introduction to the topic is given in section 9.1 along with the definition of relevant parameters. Section 9.2 is dedicated to the investigation of individual SRR resonances and their dependence on geometrical parameters. Coupling to other SRRs is included in section 9.3, where we investigate periodic arrays of resonators. In an attempt to understand the formation of array modes, we study the mutual coupling of SRR dimers in section 9.4. Finally, we calculate spectra of finite-sized arrays in section 9.5 and summarise the results of this chapter in section 9.6.

9.1 Split-Ring Resonator Basics

The term “split-ring resonator” in its common use refers to a type of building block of metamaterials, originally proposed by Pendry et al. [109]. In essence, an SRR is a metallic structure (often with nanoscopic dimensions) which resembles a circular or rectangular ring with a slot in it. When interacting with incident radiation of appropriate polarisation and frequency, resonances in the collective movement of the metal electrons appear. These resonances lead to an effective magnetic response which may even lead to negative permeabilities $\mu$. In this section we establish the common basis for all subsequent studies and investigations. In particular, we provide parameter definitions and default values for a standard SRR and discuss the physics of the SRR’s fundamental mode.

9.1.1 Geometry and Material Parameters

In the remainder of this chapter we will restrict ourselves to a specific shape of SRRs which is depicted in Fig. 9.1. Our SRR can be considered as a rectangular block with a rectangular gap in one of its sides. Alternatively, we can describe it in terms of a rectangular base with two orthogonally attached arms. In either view, this type of SRR is characterised by five independent parameters:
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Figure 9.1: Geometry of SRRs. Each SRR has a width \( w \), a height \( h \), a gap width \( w_g \), and a gap height \( h_g \). Alternatively, the last two parameters may be expressed in terms of the arm width \( w_a = \frac{1}{2} \cdot (w - w_g) \) and the base height \( h_b = h - h_g \). The right-hand side shows our model for smooth corners with radius \( r \). The SRR’s thickness, i.e., its extent in \( z \)-direction, is denoted by \( t \) (not shown in this sketch).

- The SRR has a width \( w \) of 200 nm. This corresponds to the length of the base.
- The total height of the SRR is \( h = 200 \) nm. This corresponds to the height of the arms.
- The gap has a width \( w_g \) of 80 nm. From this, it follows that each arm has a width \( w_a = \frac{1}{2} \cdot (w - w_g) = 60 \) nm.
- The gap height \( h_g \) amounts to 100 nm. Consequently, the base height \( h_b = h - h_g = 100 \) nm as well.
- The SRR’s thickness \( t \) is 30 nm.

Please note that the resulting SRR is always mirror symmetric with respect to a plane which both includes the SRR’s centre and is parallel to the \( x - y \) plane (see Fig. 9.1 for the coordinate system). The specific parameter values indicate the standard SRR which is used as a reference in all following computations.

In addition, we have to specify the material properties of the SRR. In our study, we assume the investigated SRRs to be made of gold, which is modelled by a single-pole Drude model. For the material parameters we employ those specified in Eq. (2.69) [45]. A typical realisation of an array of gold SRRs using modern electron beam lithography is depicted in Fig. 1.1. From this, it is apparent that even with sophisticated fabrication methods, experimental realisations usually do not feature sharp corners. Hence, we introduce a sixth material parameter:

- The SRR’s corners may be replaced by quadrants\(^1\) of radius \( r \) to account for the fabrication process (Fig. 9.1). In most cases we use \( r = 0 \) nm, i.e., sharp corners.

Furthermore, SRRs rarely float in space. In most cases, SRRs are fabricated on a planar substrate of refractive index \( n \). Typically, we use \( n = 1.5 \) which corresponds to glass. Since its thickness is usually in the order of 100 \( \mu \)m and above, it is much thicker than the resonators it supports. Thus, it is included in our simulations as a dielectric half space.

\(^1\)A quarter of a circle
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Figure 9.2: Simple models for the physics of the fundamental resonance of a SRR for horizontal polarisation. The left-hand panel shows a charge current density $\vec{j}$ induced by an externally applied electric field $\vec{E}_{\text{inc}}$. It leads to an accumulation of positive and negative electric charges, in particular at both sides of the gap. The charge distribution in this sketch is motivated by the electric field plot in Fig. 9.3. Electric and magnetic dipole moments $\vec{p}$ and $\vec{m}$ are attributed to these charges and currents, respectively. The right-hand panel shows a more abstract notion of the resonator in terms of an RLC circuit. The arms form a capacitor of capacitance $C$, while the entire ring is an inductor of inductance $L$. A resistor with resistance $R$ accounts for Ohmic and radiative losses.

9.1.2 Physical Principles

We are interested in the interaction of SRRs with incident light of frequency $\omega$. In all subsequent studies, we will only consider plane waves at normal incidence with respect to the substrate plane. Furthermore, we will restrict our analysis of SRRs to the important special case of horizontal polarisation, i.e., the incident electric field $\vec{E}_{\text{inc}} = (E_{\text{inc}}, 0, 0)^T$ is parallel to the base (see Fig. 9.2). In addition, we only describe the physics of the fundamental resonance, i.e. the resonance with the lowest frequency.

The incident electric field interacts with quasi-free gold electrons in the SRR: If the electric field at some time points towards the negative $x$-axis, i.e., towards the left arm, it exerts a force on the electrons which shuffles them towards the right arm (Fig. 9.2). This leads to an electric charge current $\vec{j}$ from one arm to the other one. The positively charged ions, in contrast, are too heavy to be moved. The relative excess of ions in the left arm leads to a net positive charge distribution, while the right arm gains a net negative charge. Hence, the incident light wave leads to a separation of charges and in turn to a restoring force which opposes the incident electric field. Eventually, this would lead to a steady state if the incident electric field were static. Since the incident electric field oscillates with frequency $\omega$, however, the charges will follow the external field and move from the right arm to the left one and back again with the same frequency. This collective oscillation is called a plasmon-polariton.

To obtain a physical understanding it is not always necessary to consider the full charge and current distribution in the SRR [112]. Instead, qualitative statements can be obtained by effective electric and magnetic dipole moments $\vec{p}$ and $\vec{m}$, respectively (Fig. 9.2). Figure 9.3 illustrates electric and magnetic field distributions for an individual SRR (section 9.2) and motivates to attribute the electric dipole due to the separated charges to the centre of the gap. The magnetic dipole due to the
charge current is attributed to the centre of the SRR. This effective induced dipole model is useful to investigate the coupling of SRRs.

An even simpler and more intuitive description of SRRs is given by an RLC resonator circuit [110]. The aggregation of charges on both sides of the gap is identified with a capacitor of capacitance \( C \). Similarly, the split-ring is considered an incomplete loop of a coil, and thus is assigned a self inductance \( L \). This situation is illustrated in the right-hand panel of Fig. 9.2. To account for Ohmic and radiative losses, we also include a resistor with resistance \( R \) into the circuit. When driven by an external AC voltage of frequency \( \omega \), its resonance frequency is given by

\[
\omega_{\text{res}} = \frac{1}{\sqrt{LC}}. \tag{9.1}
\]

As a final model, SRRs can also be considered as antennas whose ends are bent upwards to form the arms of the split-ring (Fig. 9.4). Thus, we can assign an equivalent antenna length \( l \) to the SRR, which depends on the geometrical parameters. If we assume the length of the antenna to be determined by a rectangular wire which runs through the centres of the arms and base, we can calculate \( l \) by

\[
l = (w - w_a) + (2h - h_b) = \frac{1}{2}(w + w_g) + (h + h_g). \tag{9.2}
\]

Thus, the length of the antenna is mostly determined by the height \( h \) and the gap height \( h_g \). The fundamental resonance of an antenna corresponds to the frequency for which the wavelength in the antenna material is \( \frac{\lambda}{2} \) (Fig. 9.4).
9.2 Individual Split-Ring Resonators

We begin our numerical investigation of SRRs by studying individual gold resonators on a glass substrate. The term “individual” means that we do not consider additional objects besides the substrate and the SRR. Section 9.2.1 introduces the basic computational setup used for all computations in this chapter, with the exception of those performed in section 9.3. We subsequently discuss scattering, absorption, and extinction spectra for the standard SRR presented in section 9.1.1. Finally, we investigate the influence of numerous parameters on the resonances of SRRs in section 9.2.4.

9.2.1 Simulation Setup

The simulation setup used in the following is presented in Fig. 9.5. The brick-shaped computational domain consists of an SRR on top of a half space with permittivity $\varepsilon = n^2$. The remainder of the computational domain is “filled” with vacuum, i.e., $\varepsilon = 1.0$. A layer of uniaxial perfectly matched layers (UPMLs, see chapter 7) with a thickness of 100 nm surrounds the computational domain. The substrate/vacuum interface divides the PMLs into two halves.

The computational domain is furthermore divided into two regions via a total-field/scattered-field (TF/SF) interface (see section 6.1). The TF/SF interface fully encloses the SRR and also extends into the substrate. The same interface is used to inject a plane wave into the system. For the spatial profile of the incident wave we use Eq. (2.38), i.e., the solution to the half space problem presented in section 2.2.2. This solution acknowledges the presence of the substrate: If the SRR were absent, we would not observe any light outside the TF/SF interface, i.e., in the scattered-field region. Thus, scattered light must originate from the investigated SRR.\(^2\)

The system is perfectly symmetric with respect to the SRR’s plane of symmetry in terms of geometry and excitation. Since the incident electric field is normal to the plane of symmetry, any positive charge on one side of the plane is mirrored by a negative charge on the other side. Hence, we can remove one half of the computational domain if we replace the plane of symmetry by a perfect electric conductor (PEC, see section 3.1.5). This is the same concept used in the method of images often encountered in electrostatic boundary problems [43].

The computational domain reduced in such a manner is transformed into a mesh using NETGEN.

\(^2\)This situation mirrors the experimental one, where one normalises the signal recorded for a scatterer to a reference signal obtained for the substrate only.
Figure 9.5: Computational setup for the simulation of individual SRRs on a substrate. The sketch shows a three-dimensional visualisation of the system and corresponding planar projections. The SRR, a more detailed sketch of which can be found in Fig. 9.1, is depicted in yellow. The green region indicates the substrate. A layer of UPMLs (section 7) surrounds the entire computational domain and is represented by blue blocks. The lighter shade of blue indicates PMLs in the substrate region. For better visibility we have only included regions where at least two layers (terminating the $x$-, $y$-, and $z$-axes, respectively) overlap. Furthermore, we have removed parts of the blocks to allow for an unobstructed view on the SRR. Red lines indicate the TF/SF interface (section 6.1) used to inject a plane wave into the system. Finally, we have included the system’s plane of symmetry in the image (grey shade in the three-dimensional plot, thick black lines in the projections). We apply PEC boundary conditions (section 3.1.5) on this plane. This allows us to simulate the system on just one side of the plane.
We perform DGTD simulations with a 14-stage, fourth-order accurate low-storage Runge-Kutta scheme (chapter 4) for Lagrange polynomials of order $p = 4$ (section 3.1.6). In preliminary studies, this spatial order was previously found to yield sufficiently converged results for all SRRs investigated in this chapter. The dispersion of gold is modelled by auxiliary differential equations as explained in section 6.2.

### 9.2.2 Scattering, Absorption, and Extinction

For individual particles we are mainly interested in scattering, absorption, and extinction cross sections. These quantities have been discussed in section 2.4. It is straightforward to extract them from simulations using the setup discussed in the previous section.

The TF/SF contour divides the computational domain into regions in which we compute total fields $\vec{E}_{\text{tot}}, \vec{H}_{\text{tot}}$ and scattered fields $\vec{E}_{\text{scat}}, \vec{H}_{\text{scat}}$, respectively. In particular, we find fields of both types on the TF/SF interface due to the discontinuous nature of our numerical method. With the scattered and total fields available in the time-domain, we employ an on-the-fly Fourier transform (section 6.4) to obtain frequency-domain fields. From the latter we calculate the total and scattered Poynting vectors which are integrated over the TF/SF interface. A subsequent normalisation to the incident Poynting vector, easily constructed using Eq. (6.9), yields the scattering and absorption cross sections $C_{\text{scat}}$ and $C_{\text{abs}}$ according to Eqs. (2.76) and (2.77). The extinction cross section $C_{\text{ext}}$ follows immediately from Eq. (2.78) as the sum of $C_{\text{scat}}$ and $C_{\text{abs}}$.

Figure 9.6 shows the resulting spectra for an SRR with standard parameters taken from section 9.1.1. We observe pronounced resonances around 1465 nm for all three kinds of cross sections. At resonance, the ratio between $C_{\text{scat}}$ and $C_{\text{abs}}$ is roughly $2 : 1$, i.e., roughly two thirds of the extinction
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Figure 9.7: Lorentzian fit for the extinction cross-section of an SRR with standard parameters specified in section 9.1.1. Blue crosses indicate data points taken from the simulation which are not used to fit the parameters of the Lorentzian. Red crosses represent data points used for the fit. For better visibility, only every other data point is plotted. The continuous curve represents the resulting Lorentzian from which we extract the resonance wavelength, peak amplitude, and quality factor. Please note that our fitting procedure favours values close to the resonance.

is due to scattering. This is consistent with results obtained using FDTD (see appendix A) we have previously reported for a similar SRR [111].

Using an automated least-squares fit, we obtain a set of parameters which describe the resonance in terms of a Lorentzian (Fig. 9.7). From these parameters, we determine the resonance wavelength, peak amplitude, and quality factor of a resonance. The quality factor $Q$ is defined as

$$ Q = \frac{\omega_{\text{res}}}{\Delta \omega}, $$

where $\omega_{\text{res}}$ is the resonance frequency and $\Delta \omega$ the full width at half maximum [87]. It is a measure of how much energy stored in a resonator is lost per cycle. The higher $Q$ is, the less energy is lost and the longer a resonance can be sustained in the absence of driving fields. Potential loss channels include Ohmic losses in the metal and radiation of electromagnetic waves into the far-field, since the SRRs is essentially a bent antenna (see Fig. 9.4). For our standard resonator we extract $Q \approx 8.6$.

9.2.3 Field Distributions

Resonant field and current distributions of an individual SRR are depicted in Fig. 9.3. To record the data for such plots we run a second DGTD simulation after having identified the frequencies and
wavelengths of interest.\textsuperscript{3} During this second simulation we perform on-the-fly Fourier transforms to obtain frequency-domain fields on a plane through the centre of the SRR which is parallel to the $x$-$y$ plane.

In this fashion we acquire the electric field $\vec{E}(\omega)$, the magnetic field $\vec{H}(\omega)$, and the Drude model’s polarisation current $\vec{j}_D(\omega)$. Since the illumination spectrum deviates from a straight line, we have to normalise the fields to the incident field strengths. Thus, we obtain the field enhancement factor

$$\frac{|\vec{E}(\omega)|}{|\vec{E}_{\text{inc}}(\omega)|},$$

(9.4)

where $\vec{E}_{\text{inc}}$ is the amplitude of the incident electric field. The field enhancement factor is plotted in the left-hand panel of Fig. 9.3 in pseudo-colours. The same plot also features the polarisation current $\vec{j}_D$ within the resonator. Since we are interested in the direction and relative strength of this current, the figure presents the real parts of $\vec{j}_D(\omega)$. In contrast to absolute values of frequency-domain quantities, taking the real part is an operation sensitive to the complex phase of the field distribution. For the current we use the very same phase as for the normalised\textsuperscript{4} out-of-plane ($z$-)component of the magnetic field as shown in pseudo-colours in the right-hand panel of Fig. 9.3. The latter’s phase is determined in a simple procedure: First, we identify the point of maximum $|H_z(\omega)|$. For this point, we determine the angle by which the phase must be adjusted such that $\Re\{H_z(\omega)\} \equiv |H_z(\omega)|$. Both $\vec{j}_D(\omega)$ and $H_z(\omega)$ are then modified to match this phase.

All mode plots other than Fig. 9.3 are generated in the same fashion, too. Furthermore, the colour scales in all these plots are the same to facilitate an easy comparison for different configurations.

9.2.4 Parameter Studies

Obviously, is is highly desirable to control the resonance of an SRR. Thus, we would like to address the question how the resonance frequency, the quality factor, and the maximum amplitudes of $C_{\text{scat}}$, $C_{\text{abs}}$, and $C_{\text{ext}}$ depend on the geometrical parameters of the SRR. For each of the following calculations we vary one of the parameters outlined in section 9.1.1 while we keep the remaining parameters unchanged if possible. This allows for a systematic investigation of the influence of each parameter.

Width

We start by varying the width of the SRR in steps of 10 nm around $w = 200$ nm. Since the relation between the gap width $w_g$ and the arm width $w_a$ depends on $w$, we have to choose which of these parameters we want to fix. We decide to keep the arm width constant. Corresponding results are presented in Fig. 9.8. We observe an approximately linear dependence of the resonance frequency on $w$ with larger values of $w$ corresponding to larger resonance wavelengths. This is expected from the simple antenna picture summarised in Eq. (9.2), where larger widths correspond to longer antennas and, thus, higher resonance wavelengths. However, for small $w$ the change seems less pronounced and indicates a saturation effect. The reason for this behaviour lies in the dispersion of gold [115, 116].

\textsuperscript{3}Obviously, a frequency-domain simulation would be more convenient. Due to the large number of elements, however, a time-domain simulation is more memory-efficient.

\textsuperscript{4}With respect to the incident magnetic field $|\vec{H}_{\text{inc}}(\omega)|$, obviously.
Figure 9.8: Influence of the width $w$ on a single SRR’s resonance wavelength and cross sections. In these calculations, the arm width $w_h$ was fixed to 60 nm. Red data points indicate values which correspond to the standard SRR of section 9.1.1. Please note that all corresponding plots in this section show the same ranges on the respective axes of ordinate.

Figure 9.9: Influence of the height $h$ on a single SRR’s resonance wavelength and cross sections. In these calculations, the base height was fixed to $h_b = 100$ nm. Red data points indicate values which correspond to the standard SRR of section 9.1.1.
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Concerning the cross sections, we observe that the peak absorption cross section barely depends on the SRR’s width. The scattering cross section, however, is strongly affected by this parameter and shows a linear growth in $w$. This is not only due to the increased geometrical cross section

\[ C_{\text{geo}} = w \cdot h - w_g \cdot h_g \] (9.5)

of the SRR (which also grows linearly with $w$), but also due to the increased scattering efficiency $C_{\text{scat}}/C_{\text{geo}}$ (not shown). Effectively, there is a closer resemblance between more elongated SRRs and strongly scattering antennas than there is for SRRs of smaller widths. The quality factor degrades from $Q \approx 11.2$ for $w = 160 \text{ nm}$ to $Q \approx 7.2$ for $w = 240 \text{ nm}$ (not shown).

**Height**

Similarly to the case of the width, we decide to keep the base height $h_b$ constant when varying the total height $h$. The SRR’s resonance wavelength shows an even more pronounced dependence on $h$ than on $w$ (Fig. 9.9), which is expected from Eq. (9.2). Increasing the height by 40 nm shifts the resonance another 250 nm towards higher wavelengths. At the same time, this leads to a significant increase of the absorption cross section. Even though the geometrical cross section $C_{\text{geo}}$ grows for larger $h$, a decreasing scattering efficiency (not shown) leads to a moderate decline of the scattering cross section. Smaller scattering efficiencies are expected since the resonator departs from the ideal antenna shape for larger $h$. All in all, the extinction cross section slightly grows with $h$. The quality factor increases from $Q \approx 6.3$ for $h = 160 \text{ nm}$ to $Q \approx 10.2$ for $h = 240 \text{ nm}$ (not shown).

**Gap Width**

The gap width has only minor influence on the resonance of an SRR (Fig. 9.10). For larger $w_g$—and consequently smaller arm widths $w_a$—we observe slightly larger resonance wavelengths. This is consistent with Eq. (9.2), although one would expect shifts similar to the width parameter study.
Figure 9.11: Influence of the gap height \( h_g \) on a single SRR’s resonance. Red data points indicate values which correspond to the standard SRR of section 9.1.1.

Figure 9.12: Influence of the thickness \( t \) on a single SRR’s resonance. Red data points indicate values which correspond to the standard SRR of section 9.1.1.
This highlights that the antenna model cannot be used for quantitative predictions. A general trend for the cross sections is not apparent; they appear to be roughly constant. Similarly, the quality factor degrades only slightly from $Q \approx 9.0$ for $w_g = 40 \text{ nm}$ to $Q \approx 8.6$ for $w_g \geq 80 \text{ nm}$ (not shown).

**Gap Height**

The influence of the gap height $h_g$ on the SRR’s resonance is easily confused with the results obtained for the total height $h$. Again, we note that the resonance wavelength is very sensitive on $h_g$ and can be tuned in the range of 1200 to 1800 nm for $h_g \in [60, 140] \text{ nm}$ (Fig. 9.11). This behaviour is well understood in the antenna model. The quality factor steadily increases from $Q \approx 5.6$ for $h_g = 60 \text{ nm}$ to $Q \approx 10.4$ for $h_g = 140 \text{ nm}$ (not shown). Simultaneously, the absorption cross section grows for larger $h_g$ while $C_{\text{scat}}$ decreases.

Please note that large gap heights correspond to small base heights $h_b$. For small $h_b$, the base is a bottleneck for the charge transport from one arm to another. Since the resistance of a conductor is inversely proportional to its geometrical cross section, smaller $h_b$ generate higher Ohmic losses, and thus larger absorption cross sections.

**Thickness**

The thickness $t$ is perfectly suited to tune the SRR’s resonance frequency to the desired wavelength. Larger $t$ reduce the resonance wavelength, while thin resonators have very high resonance wavelengths (Fig. 9.12). We see a strong increase of the scattering cross sections for thicker resonators, while the absorption cross section decreases for $t \leq 15 \text{ nm}$. The quality factor increases for $t \leq 15 \text{ nm}$ and decreases for $t > 15 \text{ nm}$ (not shown). The minimum and maximum values in the considered parameter range are $Q \approx 7.3$ and $Q \approx 9.6$, respectively. Experimentally, the thickness is often controllable up to the level of single atomic layers using electron beam evaporation, and is thus more accessible than the other parameters.

**Roundings**

Real-world fabrication of nanostructures often tends to smooth corners. Depending on the quality of the fabrication process, the radius $r$ of smoothed corners is in the order of 5 to 25 nm. Including such roundings in our numerical setup, we find that larger radii decrease the resonance wavelength, and thus the effective antenna length $l$ (Fig. 9.13). The cross sections hardly change, but the ratio between scattering and absorption cross sections increases for larger $r$. The quality factor simultaneously decreases from $Q \approx 8.6$ for $r = 0 \text{ nm}$ to $Q \approx 7.9$ for $r = 25 \text{ nm}$ (not shown).

**Material Losses**

Material losses are difficult to control in the experiment with the obvious exception of using a different material altogether. It should be noted, however, that Ohmic losses do play a role regarding the shape of SRR resonances. In particular, it is not clear whether the data measured by Johnson and Christy using thin films [45] is applicable for nanostructures. Some papers [110, 117] report
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Figure 9.13: Influence of the corner radius $r$ on a single SRR’s resonance. Data points which correspond to a rectangular SRR, i.e., $r = 0$, are plotted in red.

Figure 9.14: Influence of the collision frequency $\gamma_D$ on a single SRR’s resonance. The Drude model’s collision frequency $\gamma_D$ is given relative to the value determined by Johnson and Christy, Eq. (2.69). Data points for the standard collision frequency are plotted in red.
9.2 Individual Split-Ring Resonators

Enhanced agreement between simulation and experiment if the Drude model’s collision frequency $\gamma_D$ (section 2.3) is increased as compared to the original Johnson Christy parameters.

To this end, we have studied the influence of $\gamma_D$ on the resonance of an SRR with standard parameters (Fig. 9.14). To allow for a simple comparison, we specify the collision frequency relative to the original value specified in Eq. (2.69). We find that the resonance frequency hardly changes at all (not shown) and direct our attention to the resonator’s quality factor $Q$. For higher collision frequencies the resonance broadens, which corresponds to lower quality factors. At the same time, the peak scattering cross section decreases. The peak absorption cross section, however, slightly grows. The broadening of the resonance impedes even higher peak values of $C_{abs}$.

Substrate

Finally, we investigate the influence of the dielectric substrate on the SRR’s resonance. Please recall that the wave injected via the TF/SF contour is the solution to the half space problem presented in section 2.2.2. Thus, any scattering stems from the resonator itself. Figure (9.15) shows that the resonance wavelength grows linearly with the substrate’s refractive index $n$, at least for $n \in [1.0, 1.7]$. All cross sections decrease for larger $n$, while the ratio between scattering and absorption is roughly conserved. At the same time, the quality factor decreases from $Q \approx 9.9$ to $Q \approx 8.1$ (not shown).

We furthermore investigate the influence of a different type of substrate. For some applications experimentalists cannot use glass substrates as thick as 100 $\mu$m. Extremely smooth surfaces and a uniform substrate thickness $t_s$ are achieved with ultra-thin substrates of silicon nitride ($\text{Si}_3\text{N}_4$, $n \approx 2.0$), which are often used for transmission electron microscopy (TEM). Thus, we investigate the influence of the thickness of such a TEM substrate on the resonance of an SRR with reference parameters.

To this end, we modify the standard scattering setup (section 9.2.1) and replace the substrate half space by a thin substrate film. To eliminate scattering by the substrate itself, we have to incorpo-
rate the substrate in the TF/SF source’s spatial profile. The time-domain solution of a plane wave impinging on a thin film is given in section 2.2.3.

Results for TEM substrates of various thicknesses $t_s$ are presented in Fig. 9.16. We note that the absorption and extinction cross sections are considerably higher than for the glass half space. For thicker substrates we observe a strong red shift (150 nm) of the resonance and a slight decrease in the cross sections. Scattering and absorption approach each other. At the same time, the quality factor decreases from $Q \approx 10.3$ for $t_s = 20 \text{ nm}$ to $Q \approx 10.0$ for $t_s = 50 \text{ nm}$ (not shown). This behaviour is somewhat expected. The thin film can be imagined as an imaginary half space with an effective refractive index. The thicker the TEM substrate, the larger the effective index will be, and thus we find behaviour similar to Fig. 9.15.

9.2.5 Summary

The present study indicates that a single SRR’s resonance position, cross sections, and quality factor are strongly influenced by geometrical parameters and material constants. Similar results for periodic arrays have been reported in the literature [114,118]. Material constants are not that easily controlled in the experiment, but it shows that the material model used in the simulation significantly affects the outcome of the simulations. Smoothed corners introduced by the fabrication process can shift resonance wavelengths by as much as 100 nm compared to rectangular SRRs. The relative impact of all parameters on the SRR’s fundamental resonance is conveniently summarised in Table 9.1.

9.3 Periodic Arrays of Split-Ring Resonators

In the previous section we have learned how geometrical parameters influence the fundamental resonances of individual SRRs. The investigation of individual SRRs, however, is not commonplace. Instead, arrays of SRRs are usually employed in experiments [110,114,119,120]. Consequently, researchers are interested in transmittance, reflectance, and absorption spectra for such arrays. In this section we will investigate the idealised situation of infinitely extended, periodic arrays of identical
### 9.3 Periodic Arrays of Split-Ring Resonators

<table>
<thead>
<tr>
<th>Parameter</th>
<th>$\lambda_{\text{res}}$</th>
<th>$C_{\text{ext}}$</th>
<th>$C_{\text{scat}}$</th>
<th>$C_{\text{abs}}$</th>
<th>$Q$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Width $w$</td>
<td>++</td>
<td>++</td>
<td>++</td>
<td>0</td>
<td>-</td>
</tr>
<tr>
<td>Height $h$</td>
<td>+++</td>
<td>+</td>
<td>-</td>
<td>++</td>
<td>++</td>
</tr>
<tr>
<td>Gap width $w_g$</td>
<td>+</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>-0</td>
</tr>
<tr>
<td>Gap height $h_g$</td>
<td>+++</td>
<td>+/0</td>
<td>-/0</td>
<td>++</td>
<td>+++</td>
</tr>
<tr>
<td>Thickness $t$</td>
<td>-</td>
<td>++/+</td>
<td>+++/+</td>
<td>0/-</td>
<td>++/–</td>
</tr>
<tr>
<td>Corner radius $r$</td>
<td>-</td>
<td>0</td>
<td>+</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Coll. frequency $\gamma_D$</td>
<td>0</td>
<td>-</td>
<td>-</td>
<td>0</td>
<td>-</td>
</tr>
<tr>
<td>Substrate index $n$</td>
<td>+++</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

**Table 9.1:** Summary of the results gathered from the parameter study. The table lists the investigated parameters and their effect on the resonance wavelength $\lambda_{\text{res}}$, the peak cross sections $C_{\text{ext}}$, $C_{\text{scat}}$, and $C_{\text{abs}}$, and the quality factor $Q$. The tag “++” indicates that the respective quantity increases if the value of the parameter increases. Conversely, a “-” represents that a quantity decreases with larger parameter values. The number of “+” and “-” indicates the relative influence of a parameter on said quantity. Finally, the symbol “0” indicates constant values or changes hardly worth mentioning. In some cases, slashes separate trends for low and high parameter values.

SRRs by means of the DGTD method.

#### 9.3.1 Simulation Setup

To study periodic arrays of SRRs we need another setup as the one described in section 9.2.1. Figure 9.17 visualises the computational domain used throughout this section.

The computational domain takes the shape of a cuboid with a geometrical cross section of $a_x \times a_y$ along the $z$-direction. Periodic boundary conditions (section 3.1.5) are applied along the $x$- and $y$-axes, which makes $a_x$ and $a_y$ the lattice constants in $x$- and $y$-direction. We place a standard SRR (see section 9.1.1 for parameters) on top of a substrate with refractive index $n = 1.5$. The remainder of the domain is “filled” with vacuum. The vacuum/glass interface is normal to the $z$-direction and roughly divides the system into two halves.

A plane $I$ in the vacuum region injects a plane wave into the system via the TF/SF technique (section 6.1). In our study we only consider the case of normal incidence, i.e., the wave vector of the incident light is parallel to the $z$-axis. Thus, we can only excite $\Gamma$-point Bloch modes in the periodic lattice [2, 49]. In contrast to the scattering setup in section 9.2.1, this wave is not aware of the material interface, i.e., the spatial profile is given by Eq. (2.32). Thus, the material interface contributes to reflection. UPMLs (chapter 7) terminate the system in both the positive and negative $z$-direction and absorb transmitted and reflected light.

We use the tool NETGEN to create the meshes used in our simulations. All simulations are carried out in the time-domain using a 14-stage, fourth-order accurate low-storage Runge-Kutta scheme (chapter 4) for Lagrange polynomials of order $p = 4$ (section 3.1.6). As before, the dispersion of
gold is modelled by auxiliary differential equations (section 6.2).

9.3.2 Transmittance, Reflectance, and Absorption

As mentioned in the introduction of this section, we are mainly interested in transmittance, reflectance, and absorption spectra. To record such spectra, we introduce a detector plane $D$ behind the resonator (Fig. 9.17). Processing the total electromagnetic fields on this plane and the incident fields on the injection plane yields the transmittance

$$T(\omega) = \frac{\int_D \vec{S}_{\text{tot}}(\vec{r}, \omega) \cdot \hat{n} \, d^2r}{\int_I \vec{S}_{\text{inc}}(\vec{r}, \omega) \cdot \hat{n} \, d^2r}. \quad (9.6)$$

Please note that we employ an on-the-fly Fourier transform (section 6.4) to obtain frequency-domain quantities from our time-domain simulations. The reflectance $R$ is calculated similarly to $T$ by integrating the scattered field Poynting vector on the injection plane $I$: 

$$R(\omega) = \frac{\int_I \vec{S}_{\text{scat}}(\vec{r}, \omega) \cdot \hat{n} \, d^2r}{\int_I \vec{S}_{\text{inc}}(\vec{r}, \omega) \cdot \hat{n} \, d^2r}. \quad (9.7)$$
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Figure 9.18: Transmittance, reflectance, and absorption spectra for a periodic array of SRRs with standard parameters (section 9.1.1) and lattice constant $a = 300$ nm.

Figure 9.19: Electric field and charge polarisation current (left panel) and out-of-plane magnetic field component $H_z$ (right panel) at resonance wavelength $\lambda_{\text{res}} \approx 1393$ nm for one unit cell of a periodic array of SRRs with reference parameters (see section 9.1.1) and lattice constant $a = 300$ nm. For a more detailed explanation please refer to section 9.2.3 or Fig. 9.3.
Due to the discontinuous nature of the DGTD method, both the total and the scattered electromagnetic fields are available on the injection plane at any time during the simulation. Finally, the absorption $A$ is related to $T$ and $R$ via

$$A(\omega) = 1 - T(\omega) - R(\omega).$$

(9.8)

Typical spectra can be found in Fig. 9.18. Corresponding field distributions at resonance are presented in Fig. 9.19. Please note that the fields, in particular $H_z$, are much weaker than those for an individual SRR (Fig. 9.3).

### 9.3.3 Influence of the Lattice Constant

With all geometrical parameters of the SRRs fixed, there is only one parameter left to investigate: The lattice constant $a$ determines the distance between an SRR and its neighbours. We expect strong

---

**Figure 9.20:** Resonance behaviour of a periodic array of SRRs in dependence of the lattice constant $a$ as indicated in the bottom right figure. The plots show the change in resonance frequency (measured for the transmittance spectrum), extremal values of transmittance (dip), reflectance (peak), and absorption (peak) at said frequency, and the quality factor. The dashed line in the top left figure indicates the resonance position of the individual SRR.
coupling effects if the gaps between SRRs are rather small. For infinitely large distances the resonance frequency of the array should converge to the resonance frequency of the individual resonator investigated in section 9.2.

To quantify the influence of coupling, we perform additional simulations for \( a \in [230, 700] \) nm in steps of 10 nm and extract the respective resonance frequencies, quality factors, and peak values of transmittance, reflectance, and absorption (Fig. 9.20).

First of all, it is apparent that the resonance frequency (wavelength) is not as heavily influenced by the lattice constant \( a \) as it is by some geometrical parameters, e.g., the height \( h \) or the thickness \( t \) (see section 9.2.4). Strong changes only appear for small lattice constants near 200 nm. These values of \( a \) correspond to very closely placed SRRs (\( w = h = 200 \) nm). For larger values, the resonance wavelength increases with the lattice constant. Similar behaviour has been reported in comparable experimental and theoretical studies [119, 120]. Near-field effects seem to be dominant in this area. For lattice constants above 450 nm, oscillations appear in the resonance frequency, which seem to gain strength for larger \( a \). Such oscillations have not been found in the references mentioned above because of too large variations of the lattice constant. In particular, the periodic array’s resonance frequency does not approach that of the individual resonator within the considered parameter range.

Once the resonance frequencies are identified, we have a look at the respective values for the transmittance (a dip at this point), reflectance (peak), and absorption (peak). For small lattice constants, we have nearly perfect suppression of transmittance. For larger unit cells, and consequently smaller fill factors, there is significant transmittance even on resonance. Similarly, reflectance decreases with increasing \( a \). Absorption approaches 40% for larger unit cells. All three quantities show oscillatory behaviour with growing amplitudes for \( a \geq 450 \) nm, which is consistent to observations made for the resonance frequency.

The quality factor strongly depends on the size of the unit cell as well. For small \( a \) we have very broad resonances, which get sharper as the lattice constant increases. The familiar oscillations are present as well.

We conclude that there must be a significant degree of coupling between neighbouring split-rings for larger lattice constants. This coupling is probably not limited to next-neighbours. For small lattice constants, nearest-neighbour interaction appears to be dominant as no oscillations are present.

\[ \text{9.4 Split-Ring Resonator Dimers} \]

In the previous section we have tried to investigate the influence of coupling on resonances of SRRs. The setup, however, is not ideal to study the origin of the related effects. In particular, the source of the oscillations observed in 9.20 is unclear. To this end, we part with the array setup and focus on the coupling of two individual SRRs. Together with our collaborators of the group of Prof. Wegener, we have published similar results with differently shaped SRRs in Ref. [112].

\[ \text{9.4.1 Simulation Setup and Configurations} \]

As usual, we start by specifying the simulation setup. We would like to investigate the following SRR dimer configurations (Fig. 9.21):
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Figure 9.21: A collection of SRR dimer configurations investigated in section 9.4. The “on-top” and “side-by-side” configurations can be found in periodic arrays. The other three configurations allow further analysis of coupling effects. Please note that thick black lines in the configuration sketches indicate the plane of symmetry in the scattering setup of Fig. 9.5. The “cheek-to-cheek” configuration does not have a plane of symmetry.

- Two SRRs with the same orientation and same \( y \)-coordinate, but a relative shift along the \( x \)-axis are called the “side-by-side” configuration. This configuration occurs in periodic arrays.

- Two SRRs with the same orientation and same \( x \)-coordinate, but a relative shift along the \( y \)-axis are called the “on-top” configuration. This configuration occurs in periodic arrays as well.

In addition, we investigate three configurations which do not occur in periodic arrays (also see Fig. 9.21):

- The “back-to-back” configuration is similar to the on-top configuration. However, the SRRs are oriented in a way that both gaps face outwards, i.e., away from each other.

- The opposite is true for the “face-to-face” configuration. The SRR positions are the same as in the on-top configuration, but the SRRs are oriented such that the gaps point inwards, i.e., towards the respective other SRR.

- The last configuration is related to the face-to-face configuration. However, we shift the upper SRR by \( w_a + w_g = 140 \text{ nm} \) to the right. We will refer to this situation as the “cheek-to-cheek” configuration.

To actually simulate these configurations we rely on the basic scattering setup presented in section 9.2.1 and Fig. 9.5. For the on-top, back-to-back, and face-to-face configurations, we include a second SRR in the system and centre it in \( x \)-direction. The mirror symmetry of the single SRR case is conserved. Thus, the simulation of two SRRs is equivalent to the simulation of two halves of two SRRs.

Similarly, the side-by-side configuration boils down to moving the single SRR in Fig. 9.5 off the mirror plane. Thus, we can reduce two coupled SRRs to one SRR plus mirror symmetry. The cheek-to-cheek configuration breaks the mirror symmetry of the standard setup. Thus, we have to remove
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Figure 9.22: Distance dependence of the resonance frequency, cross sections, and quality factor of two coupled SRRs in side-by-side configuration. The upper right plot is a zoomed view of the upper left plot and highlights the long-range interaction of the SRR dimer. In all plots, dashed lines indicate values expected for infinitely separated SRRs. This corresponds to the case of a single SRR with the cross section amplitudes multiplied by a factor of 2.

the symmetry plane and simulate the entire computational domain surrounded by PMLs. Planes of symmetries, where applicable, are also included in Fig. 9.21.

For all configurations we perform DGTD simulations for various distances $d$ up to $4.5 \mu m$ (!) between both SRRs and record the resulting scattering, absorption, and extinction cross section spectra. Results of such a study have been published in Ref. [112], where they reproduce the results of a beautiful experiment conducted by Nils Feth et al. In all configurations, we expect the dimers to behave like individual, uncoupled particles as $d$ approaches infinity. Thus, the single SRR with standard parameters (section 9.2) serves as a reference, from which we immediately take the resonance wavelength and the quality factor. The single SRR’s peak cross sections must be multiplied by a factor of two to match the number of SRRs in the dimer configurations.

Please note that $d$ exceeds both the dimensions of the SRRs and the resonance wavelength.

Albeit for smaller $d$, other SRR parameters, and not for all configurations.
Figure 9.23: Electric field and charge polarisation current (left panel) and out-of-plane magnetic field component $H_z$ (right panel) at resonance wavelength $\lambda_{\text{res}} \approx 1521 \text{ nm}$ for two SRRs in side-by-side configuration ($d = 100 \text{ nm}$) with reference parameters (see section 9.1.1). For a more detailed explanation please refer to section 9.2.3 or Fig. 9.3.

9.4.2 Side-By-Side Configuration

For a start, we investigate the distance-dependence of the fundamental resonance in side-by-side configuration. The results of our simulations are compiled in Fig. 9.22, which also contains the definition of the distance $d$ as an inset. For small distances $d < 200 \text{ nm}$, we observe a strong red shift of the resonance with respect to the resonance of the single SRR. Electromagnetic field distributions for a dimer with $d = 100 \text{ nm}$ can be found in Fig. 9.23.

This red shift can be qualitatively understood in a simple picture. Since the excitation of both SRRs is in phase (normal incidence), the charge separation in both SRRs is symmetric. If positive charges accumulate in the left SRR’s left arm, positive charges will also accumulate in the right SRR’s left arm. At the same time, negative charges accumulate in the right arm of the left SRR. These charges exert an attractive force on the positive charges in the left arm of the right resonator and vice versa. This force counteracts the repulsive forces in the charge clouds, and promotes charge separation in each SRR. Seen in the LC circuit model of section 9.1.2, this effectively increases the capacitance $C$ with respect to the individual SRR. Following Eq. (9.1), this leads to a decreased resonance frequency—and thus an increased resonance wavelength.

An alternative explanation is offered by the dipole model (Fig. 9.24). The electric field caused by the first (induced) dipole reduces the restoring force acting on the second (induced) dipole and thus reduces the resonance frequency. In turn, this corresponds to a higher resonance wavelength. It should be noted, though, that such a simple point dipole model neglects finite size effects undoubtedly present in SRRs. Furthermore, our qualitative picture neglects retardation effects and should be valid for $d < \frac{1}{4} \lambda_{\text{res}}$ only [112]. Higher multipole orders are neglected as well.

The red shift is accompanied by a reduced quality factor and a strongly suppressed absorption cross section (Fig. 9.22). Apparently, the vicinity of both SRRs gives rise to an additional, non-dissipative loss channel: The split-rings act as antennas which couple to the evanescent fields of the respective neighbouring resonator and scatter them to the far-field [112]. Scattering becomes dominant at the expense of absorption, although the maximum scattering cross section itself is slightly reduced as compared to the individual SRR, too. To understand this, it is important to realise that the geometrical cross section $C_{\text{geo}} = 0.032 \text{ $\mu$m}^2$ (see Eq. (9.5)) of a single resonator is much smaller...
Figure 9.24: Electric and magnetic dipole-dipole interaction in SRR dimers. Left panel: The electric field caused by the left electric dipole \( p \) exerts a force on the second dipole, which is directed to counteract the restoring force. As a result, the resonance frequency is decreased. Central panel: The electric field caused by the first dipole exerts a restoring force on the second dipole, and thus increases the resonance frequency. Right panel: Two antiparallel magnetic dipole moments \( \vec{m} \) and \(-\vec{m}\) interact with each other via the magnetic field. In the side view it is apparent that the magnetic field caused by the magnetic moment \(-\vec{m}\) counteracts the restoring force on \( \vec{m} \). As a result, the resonance frequency decreases. Please note that in this simple model we neglect retardation and finite size effects.

than the corresponding scattering cross section. Thus, scattering cross sections “overlap” for closely positioned resonators. Since scattered light remains scattered even if it is scattered twice, this overlap effectively reduces the dimer’s scattering cross section. Altogether, the peak extinction cross section \( C_{\text{ext}} \) is reduced for small separations \( d \).

The situation is different for larger separations, where oscillations occur in all investigated quantities. The amplitudes of these oscillations decrease with increasing \( d \); In the large separation limit, the behaviour of two individual SRRs is almost perfectly reproduced. The results for intermediate distances are consistent with corresponding theoretical and experimental studies performed for sphere dimers [121, 122]. Dahmen et al. identified constructive and destructive interference of the electromagnetic fields as the physical origin of oscillations in the resonance wavelength and the line width [121]. A model system with two point dipoles led to similar coupling effects as observed for the coupling of two spheres.

### 9.4.3 On-Top Configuration

The situation is similar, but subtly different for the on-top configuration (Fig. 9.25): For separations \( d \) below a few hundred nanometres we observe a blue shift of the dimer’s resonance with respect to the reference resonance. Exemplary field distributions for \( d = 100 \text{ nm} \) are presented in Fig. 9.26. We will reapply the simple charge model used for the side-by-side configuration to provide an intuitive explanation of this shift.

For reasons of symmetry, both SRRs are excited in phase. At some time, positive charges accumulate in the left arms of \emph{both} resonators, while negative charges are found in the right arms. The charge density is largest near the arms’ tips, but excess charges are found in the base to a small degree as well. Since we have charges of equal signs in the tip of the lower SRR’s arms and the upper SRR’s base, there exists a small, but additional repulsive Coulomb force not present in the single SRR case. This effectively leads to a decreased capacitance \( C \) and—according to Eq. (9.1)—to a resonance at
slightly lower wavelengths. An alternative explanation is again provided by electric dipole-dipole coupling (see Fig. 9.24).

As with the side-by-side configuration, non-negligible far-field interaction is also apparent in the on-top configuration. The oscillations are more pronounced and still influence the dimer’s resonance for a separation of $4.5\,\mu\text{m}$, which is more than twenty times the width of a single SRR. The explanation for the stronger coupling along the $y$-direction lies in the spatial profile of the SRR mode, which is more distinct in the direction of the gap. This behaviour is also consistent with the discussions in Refs. [121, 122].

### 9.4.4 Back-To-Back Configuration

The back-to-back configuration is similar to the on-top configuration. Thus, we would expect a similar behaviour in the near-field, i.e., a blue shift of the dimer’s resonance frequency. We observe, however, the contrary effect (Fig. 9.27).

Even though the physical picture of charges used to explain the resonance shift in both the side-
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Figure 9.26: Electric fields and charge polarisation currents (top row) and out-of-plane magnetic field component $H_z$ (bottom row) for two SRRs in on-top, back-to-back, face-to-face, and cheek-to-cheek configuration ($d = 100\ \text{nm}$) with reference parameters (see section 9.1.1). All data was recorded at the respective resonance wavelengths. For a more detailed explanation please refer to section 9.2.3 or Fig. 9.3.

by-side and on-top configurations remains valid, the involved charge densities are much smaller: In contrast to the earlier examples, the massive accumulation of charges near the tips of the arms is practically irrelevant. These charges hardly interact with charges located on the other SRR because of the rather large distance (see Fig. 9.26). The small clusters of charges at the SRRs’ bases interact with each other on a short range, but clearly this effect does not dominate the resonance.

Instead, we direct our attention to the current distribution in the SRRs. We observe that the currents are directed in opposite directions at any time (Fig. 9.26). Thus, the magnetic dipole moments of both SRRs are antiparallel. As illustrated in the right-hand panel of Fig. 9.24, the magnetic field caused by the first (induced) magnetic dipole counteracts the restoring force which acts on the second (induced) dipole. Thus, the resonance frequency (wavelength) is decreased (increased). We conclude that in this configuration magnetic dipole-dipole interaction dominates the resonance for small separations $d$, because the electric dipoles located at the gaps of both SRRs are too far apart [112, 113].

For larger distances we observe the by-now familiar oscillations in the investigated quantities. There are little differences compared to the on-top configuration, even though the amplitudes may be a bit smaller.
Figure 9.27: Distance dependence of resonance characteristics for two coupled SRRs in back-to-back configuration. See Fig. 9.22 for a more detailed explanation.
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Figure 9.28: Distance dependence of resonance characteristics for two coupled SRRs in back-to-back configuration. See Fig. 9.22 for a more detailed explanation.

9.4.5 Face-To-Face Configuration

The face-to-face configuration is closely related to the previous two configurations. For closely-spaced SRRs, the resonance strongly shifts towards lower wavelengths as compared to the individual SRR (Fig. 9.28).

This shift is easily explained by the presence of electric charges in the tips of the opposing arms of both SRRs. The repulsive force between charges with equal signs reduces the effective capacitance, and thus reduces the resonance wavelength. In particular, we observe a small area where the electric fields created by the arms almost cancel each other (Fig. 9.26). As compared to the on-top configuration, we expect a stronger shift due to the close vicinity of the arms. For large distances we observe oscillations again very similar to the on-top and back-to-back configurations.

9.4.6 Cheek-To-Cheek Configuration

As a final test for the simple charge model, we would like to investigate the more uncommon cheek-to-cheek configuration. Since the SRRs are excited by the same plane wave, the opposing arms of
Figure 9.29: Distance dependence of resonance characteristics for two coupled SRRs in cheek-to-cheek configuration. Please note the different abscissa in this plot compared to Figs. 9.22 to 9.28 which highlights the near-field interaction. The upper right panel illustrates the electric dipole-dipole interaction between both SRRs. As compared to the face-to-face configuration, the dipole moment $\vec{p}$ of the second SRR includes an angle with the electric field caused by the dipole moment $\vec{p}$ of the first SRR. This weakens the influence of the electric dipole-dipole coupling for medium distances.
both SRRs accumulate charges of opposite signs. This should lead to an attractive Coulomb force which increases the effective capacitance $C$ of each resonator and leads to strong electric fields in between the opposing arms (Fig. 9.26). This translates to a larger resonance wavelength as compared to the individual reference SRR. This is indeed what we observe in a series of numerical experiments for very small distances $d < 70$ nm (Fig. 9.29).

For medium separations, we observe a behaviour similar to the face-to-face configuration with a characteristic blue shift. However, compared to the results of Fig. 9.28 the blue shift is less pronounced. Qualitatively, this is expected because the shift in the horizontal direction leads to an angle between the electric field caused by the first resonator and the dipole moment of the second SRR (see Fig. 9.29). Thus, the electric dipole-dipole coupling is not as strong as in the face-to-face configuration. Large separations finally yield the familiar resonances (not shown).

### 9.4.7 Influence of Substrate Index

As a final topic we investigate the influence of the substrate index on the oscillations. To this end, we replace the substrate by vacuum, i.e., we set $n = 1.0$, and perform a series of simulations as before. The results (together with reference values obtained from an individual SRR without a substrate) are compiled in Fig. 9.30.

Using MATLAB’s curve fitting toolbox, we perform a fit of the distance dependence of the quality factor. We expect a sinusoidal oscillation around the quality factor obtained for an individual SRR, which is damped by a $d^{-1}$ dependence. We chose this dependence over an exponential decay, because we expect the coupling to be mediated via the electromagnetic fields. For dipole radiation, the electric field decays with $r^{-1}$, where $r$ would be the distance between the point dipole source and an observation point. Thus, we expect the quality factor to behave like

$$Q(d) = Q_\infty + \frac{\Delta Q}{d} \cdot \sin \left( \frac{2\pi (d - d_0)}{\lambda_{osc}} \right).$$  \hspace{1cm} (9.9)

Adapting the values of the infinite-distance limit $Q_\infty$, the oscillation amplitude $\Delta Q$, the oscillation length $\lambda_{osc}$, and the oscillation offset $d_0$ to best reproduce the data given in Fig. 9.30 for $d > 500$ nm, we find:

$$Q_\infty \approx 9.95, \quad \Delta Q \approx 686, \quad \lambda_{osc} \approx 1119 \text{ nm} \approx 0.92 \lambda_{res}, \quad d_0 \approx 0.452 \lambda_{osc}.$$  \hspace{1cm} (9.10)

As before, $\lambda_{res}$ denotes the resonance frequency of the individual SRR, in this case for $n = 1.0$, obviously. We perform an analogous fit for the side-by-side configuration with the substrate included. From the fitting procedure, we obtain the parameters

$$Q_\infty \approx 8.61, \quad \Delta Q \approx 323, \quad \lambda_{osc} \approx 1008 \text{ nm} \approx 0.69 \lambda_{res}, \quad d_0 \approx 0.5273 \lambda_{osc}.$$  \hspace{1cm} (9.11)

The results of both fitting procedures can be found in Fig. 9.31.

It is apparent that the vacuum fit is of much higher quality than the fit involving the substrate. Considering the parameter values (9.10) for the vacuum case, we observe that the oscillation length $\lambda_{osc}$ is in the order of the resonance wavelength $\lambda_{res}$. Small deviations are to be expected because the SRRs are not point dipoles and finite-size effects play a role. In the case of the side-by-side configuration on a substrate, however, Eq. (9.11) indicates that the oscillation length is much lower.
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**Figure 9.30:** Distance dependence of resonance characteristics for two coupled SRRs in side-by-side configuration, but without a substrate. See Fig. 9.22 for a more detailed explanation.

than the resonance wavelength. We can merely guess that the presence of the substrate leads to an effective reduction of the oscillation length by a factor of $n' \in [1.0, n]$, potentially because of the formation of surface waves with reduced velocity as compared to the vacuum speed of light. Alternatively, the behaviour may result from beating of two waves of different wavelengths in the substrate and vacuum regions. In any case, we conclude that a simple dipole interaction picture cannot accurately describe the physics for larger separations $d$ if interfaces are present.

### 9.4.8 Summary

Let us briefly summarise the results obtained in this section. If two SRRs are placed in close vicinity, we observe strong shifts of the resonance frequency. In most cases, a simple electric charge picture is sufficient to predict if we will observe a blue or a red shift. Alternatively, the interaction of two electric dipoles qualitatively describes the same behaviour. In one configuration, specifically the back-to-back configuration, we find that magnetic dipole-dipole interaction dominates the shift of the resonance because the electric dipoles are too far apart. In all configurations the quality
9.5 From Individual Particles to Finite-Sized Arrays

Finally, we employ the DGTD method to construct finite-sized arrays out of individual resonators. We successively add more SRRs to the array and monitor extinction, scattering, and absorption spectra. In the limit of infinitely many SRRs, we expect a single resonance which coincides with that of a periodic array of corresponding lattice constant. Before we construct a full array, however, we investigate linear chains of SRRs first.

9.5.1 Horizontally Coupled Linear Chains

For a start, we construct finite linear chains of horizontally coupled SRRs. These chains consist of a single row and $c$ columns in the $x$-$y$ plane (see Fig. 9.32). Thus, we denote such chains by the symbol “$1 \times c$”. The distance $d$ measured between two adjacent SRRs is 100 nm. Given a width of 200 nm, this corresponds to a lattice constant of $a = 300 \text{ nm}$ in a periodic array. Adding more SRRs to the scattering setup (see sections 9.2.1 and 9.4.1), we simulate chains with up to $c = 9$ columns.
Figure 9.32: Configuration of SRRs in linear chains and finite-sized arrays. The $r \times c$ array consists of $r$ rows and $c$ columns of SRRs. For horizontally coupled linear chains we have $r \equiv 1$, while for vertically coupled chains we have $c \equiv 1$. A distance $d = 100 \text{ nm}$ between SRRs translates to a lattice constant $a = 300 \text{ nm}$. Please note that all resonators are facing the same direction.

Figure 9.33 presents extinction, scattering, and absorption cross section spectra for these chains. To allow for an easy comparison between chains of different lengths, all cross sections are normalised to the number of SRRs in the chain. Thus, the spectra show the average contribution of an individual SRR to the chain’s total cross sections.

For $c = 1$ (individual SRR) and $c = 2$ (dimer in side-by-side configuration) we observe a single resonance of Lorentzian shape in the considered wavelength range. For $c = 3$ a pronounced kink appears in the spectrum. For larger chains, the main resonance shifts towards higher wavelengths. The kink somewhat fades away for higher frequencies, although it is still visible in the absorption cross section spectra of larger chains. Intuitively, this kink must be caused by another resonance which overlaps with the main resonance. Since the resonances are rather broad and, conversely, the quality factors are rather low, it is near impossible to extract individual resonance frequencies, quality factors, and amplitudes of individual resonances from the spectra.

Concerning the amplitudes of the cross sections, we find that all cross sections decrease with increasing $c$. In particular, the ratio between scattering and absorption further decreases as compared to the dimer case. In addition, the spectrum seems to broaden. All these effects are expected from our experience concerning dimers: Due to the close vicinity of the SRRs in the chain, resonators in the middle of the chain have two neighbours which act as antennas and scatter light into the far field. This enables radiative decay, leads to lower quality factors and favours scattering over absorption. Furthermore, the extinction cross section of an individual SRR is much larger than the geometrical cross section of an SRR ($C_{\text{geo}} = 0.032 \mu \text{m}^2$) and the size of a “unit cell” ($a^2 = 0.09 \mu \text{m}^2$ for a periodic array with $a = 300 \text{ nm}$). Thus, there ought to be some “overlap” of extinction cross sections of neighbouring resonators. Since one cannot extinguish the same light twice, this overlap effectively reduces the extinction per SRR.

All in all, we find that horizontal coupling of SRRs amplifies the effects found in resonator dimers in side-by-side configuration (section 9.4). In particular, we observe a strong red shift compared to the individual SRR, and an even stronger red shift as compared to the periodic array. This is a hint that horizontal coupling is not dominant in periodic SRR arrays.
Figure 9.33: Cross sections for finite-sized horizontally coupled linear chains with a lattice constant $a = 300$ nm. The plots show the extinction (blue), scattering (red), and absorption (green) cross sections normalised to the number of SRRs in the chain, i.e., they specify the average contribution which can be associated with a single SRR. The vertical dashed line indicates the resonance position of a periodic array of resonators with the same lattice constant $a = 300$ nm.

9.5.2 Vertically Coupled Linear Chains

At the next stage, we investigate vertical chains of SRRs, i.e., we set the number of columns $c = 1$ and vary the number of rows $r$ (see Fig. 9.32). Spectra for various $r$ are compiled in Fig. 9.34.

For one and two rows, i.e., an individual SRR and a dimer in on-top configuration, we obtain spectra of Lorentzian shape. As for the horizontal chain, kinks appear in the spectrum for $r = 3$ and diminish for larger chains. Both the main resonance and the kink shift towards the resonance of the SRR array, i.e., there is a blue shift with respect to the individual SRR’s resonance wavelength. The balance between scattering and absorption is more lopsided than for the individual particle, but not as much as for the horizontal chain. Furthermore, the resonance remains rather sharp even for nine rows.

---

The number of rows should not be confused with the corner radius, which is set to 0 nm in all these experiments.
Figure 9.34: Cross sections for finite-sized vertically coupled linear chains with a lattice constant $a = 300 \text{ nm}$. The plots show the extinction (blue), scattering (red), and absorption (green) cross sections normalised to the number of SRRs in the chain, i.e., they specify the average contribution which can be associated with a single SRR. The vertical dashed line indicates the resonance position of a periodic array of resonators with the same lattice constant $a = 300 \text{ nm}$.
Figure 9.35: Cross sections for finite-sized quadratic arrays with a lattice constant $a = 300 \text{ nm}$. The plots show the extinction (blue), scattering (red), and absorption (green) cross sections normalised to the number of SRRs in the array, i.e., they specify the average contribution which can be associated with a single SRR. The vertical dashed line indicates the resonance position of a periodic array of resonators with the same lattice constant $a = 300 \text{ nm}$. For arrays larger than $2 \times 2$ resonators the spectra strongly deviate from a Lorentzian shape. This is caused by a superposition of hybrid modes with low quality factors, which makes it difficult to identify individual resonances.
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Figure 9.36: Electric field and charge polarization current (left panel) and out-of-plane magnetic field $H_z$ (right panel) at resonance wavelength $\lambda_{\text{res}} \approx 1490 \, \text{nm}$ for a $2 \times 2$ array of SRRs ($a = 300 \, \text{nm}$) with reference parameters (see section 9.1.1). For a more detailed explanation please refer to section 9.2.3 or Fig. 9.3.

9.5.3 Finite-Sized Arrays

In a final step, we combine both types of chains to form quadratic $r \times r$ arrays of resonators for $r \leq 9$. To model the largest array with 40.5 resonators (effectively 81 due to symmetry) we use a mesh which consists of more than 700,000 elements. Including all auxiliary fields in the metal and PML regions, this amounts to roughly 200,000,000 degrees of freedom. Exploiting the parallel computing capabilities of DGTD and the general efficiency of our code, the longest computation takes just a bit over four days to finish on a computer equipped with two Intel® XEON® X5670 CPUs (12 cores) running at a clock speed of 2.93 GHz. Out of the 48 GB of memory provided, the $9 \times 9$ array calculation requires less than 10 GB. It is the efficiency of DGTD which enables us to investigate this highly complicated and extended scattering setup.

The results obtained are a continuation of those for the linear chains (Fig. 9.35). For arrays smaller than $3 \times 3$, the simulation yields a single, well-defined resonance in the considered frequency range. Figure 9.36 shows field distributions for a $2 \times 2$ array of SRRs. Starting with the $3 \times 3$ array, kinks and even side peaks appear in the spectra. Figure 9.37 shows field distributions for the $3 \times 3$ array at two wavelengths which correspond to maxima in the absorption cross section. The striking feature of these modes is that electromagnetic energy is concentrated in the outermost chains of SRRs. The central chain is almost dark. Whether the chains are aligned horizontally or vertically depends on the wavelength of the incident light. As expected from the results for linear chains, horizontal chains are visible for higher wavelengths. Vertical chains dominate for lower wavelengths. Figure 9.38 shows the field distribution for a $9 \times 9$ array at the resonance frequency of the periodic array. Vertical chains are still visible, but less pronounced: As compared to the dominant “surface” effects for smaller arrays, bulk effects are more important for larger arrays.
Figure 9.37: Electric fields and charge polarisation currents (left column) and out-of-plane magnetic field component $H_z$ (right column) at the suspected resonance wavelengths $\lambda_{\text{res}} \approx 1395 \text{ nm}$ (top row) and $\lambda_{\text{res}} \approx 1560 \text{ nm}$ (bottom row) for a $3 \times 3$ array of SRRs ($a = 300 \text{ nm}$) with reference parameters (see section 9.1.1). For a more detailed explanation please refer to section 9.2.3 or Fig. 9.3.
Overall, we observe the following tendencies in the spectra for larger arrays:

- The main resonance shifts towards the resonance wavelength of the infinite array.
- The spectrum retrieves smoothness.
- The spectrum broadens with respect to the individual resonator.
- Extinction is strongly dominated by scattering.

Comparing these observations with the results gathered for linear chains, it appears that an array’s resonance position is mostly determined by vertical coupling. The quality factor and the ratio between scattering and absorption shows the behaviour of horizontal chains. It seems that horizontal coupling merely radiates energy from strongly coupled vertical chains to the far-field.

### 9.5.4 Conclusions

The last notion gives rise to educated design guidelines for periodic SRR arrays. The resonance position can be tuned by changing the parameters of the individual resonators and by the distance between SRRs in vertical direction. Relevant information is compiled in Table 9.1 and in Fig. 9.25. Losses and the quality factor of resonances can either be tuned by modifying the geometrical parameters or by changing the distance of SRRs in horizontal direction. The impact of changing the latter can be deduced from Fig. 9.22.

As a test for these guidelines, we try to design a periodic array of SRRs with a resonance at roughly 1.55 µm (telecommunication wavelength [123]), a high quality factor and a high fill factor. Following the advice above, we take the reference SRR and change the gap height to $g_h = 140$ nm...
9.6 Summary

In this section we have presented an extensive numerical study related to SRRs. We have seen that the resonance of an individual resonator is strongly affected by geometrical parameters and the surrounding materials. The situation is more involved for periodic arrays of SRRs. In particular, the resonance wavelength and the quality factor of the resonance are strongly affected by the lattice constant and show an oscillatory behaviour for larger separations.

The origins of the observed physical effects can be traced back to the mutual coupling of SRR dimers. In particular, the distance between both split-rings plays a dominant role and controls the resonance frequency, quality factor, and extinction, scattering, and absorption cross sections. For small separations we have found reduced quality factors and absorption cross sections: Close vicinity of SRRs leads to additional coupling and radiation of near-field energy to the far-field. Resonance shifts can be explained in terms of simple charge and dipole-dipole interaction models. We have found substantial evidence for long-range coupling between SRRs, which can be attributed to dipole-
dipole coupling.

Exploiting our efficient DGTD computer code, we have taken our analysis one step further and have investigated finite-sized arrays of up to 81 SRRs. From these studies it is apparent that the resonance position of a periodic array is mainly determined by vertical coupling of linear chains. Horizontal coupling has a large influence on the absorption cross section of—and thus losses in—SRR arrays and influences the quality factor. The basic physics of the array, however, is the same as for the respective SRR dimers.

Our results indicate that a combination of knowledge obtained for single SRRs and SRR dimers provides a useful guideline for the design of periodic SRR arrays. We have successfully demonstrated the practicability of this approach with the help of a simple example.
We would like to conclude this thesis with the traditional summary and outlook. In section 10.1, we briefly highlight the main techniques and advances presented in this thesis. More details can be found at the ends of the respective chapters. Section 10.2 provides an overview of technical advances which may further improve the computational capabilities of the DG method. A few closing remarks constitute the end of this thesis in section 10.3.

### 10.1 Summary

The discontinuous Galerkin (DG) method is a numerical method which is well suited for hyperbolic partial differential equations like Maxwell’s curl equations. It is essentially a variant of conventional finite element techniques and discretises spatial variables on the elements of a geometry-adapted mesh. On each element, the electromagnetic fields are expanded in terms of Lagrange polynomials of adjustable order $p$. Higher orders lead to a more accurate discretisation. A conceptual difference to other methods is that the electromagnetic fields are not uniquely defined at mutual interfaces of neighbouring elements. Instead, each element defines its own set of values at its boundaries.

This has two important consequences. First of all, the method has no immanent difficulties with material interfaces: Accuracy and convergence is not impaired by inherently discontinuous material parameters, fields, and corresponding derivatives. At the same time, this also leads to a high degree of locality in the scheme: Potentially expensive operations can be performed on all elements separately. The numerical flux, a concept borrowed from finite volume methods, weakly enforces field matching conditions at element interfaces. In this fashion, it transports information from one cell to its neighbours and allows for wave propagation. In the end, the DG scheme reduces to a set of matrix-vector multiplications between small matrices and vectors of expansion coefficients of the electromagnetic fields. For these operations, we provide assembly-based implementations for maximum efficiency.

The DG method is only applied to the spatial variables in Maxwell’s curl equations. For the time variable two approaches have been presented. The discontinuous Galerkin time-domain (DGTD) method combines the spatial discretisation with an explicit low-storage Runge-Kutta time stepping scheme.

Alternatively, one may consider systems driven by an external source of fixed frequency and inves-
tigate time-harmonic field distributions. This approach effectively reduces to the solution of a system of linear equations. A number of strategies to solve such systems are available. Direct solvers are fast, but require lots of memory. Iterative solvers, on the other hand, are slow, but memory-efficient. Block Jacobi preconditioners in conjunction with iterative solvers find a balance between both extremes. Multigrid methods provide a better initial guess for iterative solvers. With these algorithms, we can investigate two- and three-dimensional problems with a realistic amount of computational resources.

The basic time- and frequency-domain techniques can be extended in numerous ways to handle dispersive materials, curved material interfaces, or sources of arbitrary spatial and temporal profiles. Novel implementations of perfectly matched layers and anisotropic materials have been presented and seamlessly interface with the standard algorithms.

Finally, we have investigated metallic nanoparticles called split-ring resonators (SRRs), which are often employed as building blocks of photonic metamaterials. The fundamental resonance of single resonators essentially depends on geometrical and material parameters. Periodic arrays of SRRs show that coupling heavily influences the resonance, in particular its wavelength and quality factor. For larger separations, these quantities show oscillations with the lattice constant.

Numerical experiments with SRR dimers indicate strong near-field coupling which significantly reduces the quality factor and leads to more scattering than absorption. For large separations, dimer resonances also show characteristic oscillations which can be attributed to dipole-dipole interaction between the SRRs. Adding more SRRs to the system leads to finite-sized chains and arrays. It is here where we rely most on the superior computational power of our DGTD implementation, which is able to handle several hundred thousands of elements and hundreds of millions of degrees of freedom with reasonable computational resources.

Small arrays show pronounced surface modes, while the distribution of electromagnetic energy is more homogeneous in larger arrays. Coupling between SRRs in vertical chains determines the resonance frequency of periodic arrays. Coupling in horizontal chains affects the width of the resonance and determines the ratio of scattered and absorbed light. The basic physics can be understood in terms of single resonators and SRR dimers, from which we can deduce design guidelines to tune the resonance of periodic arrays.

10.2 Outlook

From the scope of this thesis it is apparent that the DG method presents a very broad area of research. The application to nanophotonic systems is still relatively new and there is a huge number of potential systems which may benefit from DG’s higher order accuracy.

Still, there are a number of technical extensions which may further increase the computational power of the DG method.

Mesh Generation

The spatial discretisation we have presented in chapter 3 is not ideal in a number of ways. Though tetrahedrons allow us to model almost arbitrary geometries, we usually do not require this freedom in the entire computational domain.
For example, a computational domain could be enclosed by an axes-aligned perfectly matched layer (chapter 7). While the actual physical domain with arbitrary scatterers will benefit from conventional tetrahedral meshes, such boundary regions could be easily tessellated into hexahedral elements [105]. Here, nodes would be positioned in terms of tensor products of one-dimensional node distributions. As derivatives would only incorporate degrees of freedom along a line, performance gains are immediately expected. Furthermore, the surface-to-volume ratio of a cuboid is lower than that of the tetrahedrons it can be divided into (compare Fig. 7.3, for example). Hence, we have less degrees of freedom associated with element boundaries. As we have to store these values twice, hexahedrons lead to a more memory-efficient scheme.

In a similar way, one could speed up simulations of layered systems such as split-ring resonators on substrates. In such systems, prism-shaped elements allow for a triangular representation of in-plane geometrical details, while providing a simple and efficient representation of the normal direction. Unfortunately, such meshes pose significant technological challenges to mesh generation and handling, in particular if we want to mix elements of different shapes (tetrahedrons and hexahedrons, for example) in the same mesh. Appropriate data structures are needed to allow a mesh to hold elements of different types and to relate them with each other efficiently. More fundamentally, sophisticated algorithms which create optimal meshes for arbitrary geometries are required.

Spatial Basis Functions

Besides the element shape, the set of basis functions is another aspect of the DG discretisation to refine. While the nodal scheme is well tested and convenient due to the close relation between expansion coefficients and field values at the nodes, it supports fields of non-vanishing divergence (see section 5.2). Expressed in other terms, this means that the nodal basis contains superfluous degrees of freedom.

To eliminate this redundant information, one can construct a modal, vectorial basis which locally satisfies the divergence condition, i.e., in an element-wise fashion [76, 78, 124]. However, since locally divergence-free basis functions are not invariant under affine transformations, such an implementation dramatically increases the memory consumption. In addition, the calculation of the numerical flux also requires more computational effort in a modal representation when compared to the nodal version. Thus, it is not clear yet whether a locally divergence-free basis actually leads to performance improvements.

Local Adaptivity

Finally, one usually assumes that the fields in all element are discretised with the same local order of accuracy $p$. In addition to the local mesh refinement ($h$-refinement), DG also allows the local refinement (or coarsening) of $p$. Consider a structure with just a few small features which need to be resolved by a couple of small elements. Compared to the other elements, the feature region is discretised by considerably more degrees of freedom, and probably more than necessary. Hence, one could locally reduce the order of the basis functions. Following the discussion of section 4.3, this will increase the time step, as the distance between adjacent nodes is larger for lower orders. Technological difficulties are mostly restricted to the efficient computation of the numerical flux across elements with different local orders of accuracy.
Time Stepping

In contrast to FDTD, the spatial discretisation of DGTD is strictly separated from the time evolution of the fields. Though Runge-Kutta schemes show satisfactory performance, it might be worthwhile to investigate alternative time stepping techniques. The main motivation lies in the observation that in nanophotonics the time step is often limited by just a few exceptionally small or awkwardly shaped elements. If a time stepper could treat these elements separately, one could maintain a larger time step for the bulk of the elements. Hence, depending on the mesh dramatic performance boosts can be expected.

One possible strategy is to use explicit solvers with different time steps for differently sized elements [53, 125, 126]. For example, we might divide the elements into the categories small, medium, and large. Fields in small elements are evolved in steps of $\Delta t$, fields in medium-sized elements in steps of $2\Delta t$, and the largest elements in steps of $4\Delta t$. Problems arise because the numerical flux connects small and medium elements and we have to make sure that fields in both elements are known at the same time.

While such schemes are available and employed, e.g., in finite volume calculations [127], they are usually restricted to lower orders. Higher-order schemes [128] (or schemes of mixed order) appear more suitable to accompany the higher-order spatial discretisation of DGTD. Recently, higher-order Taylor approximations [129] and third-order Adams-Bashforth schemes [130] were employed to design local time stepping schemes for large electromagnetic problems.

Alternatively, one can employ hybrid implicit-explicit time stepping schemes [131]. Implicit time steppers require the solution of a system of linear equations, which is in contrast to the explicit nature of the usual DGTD update process. However, implicit schemes are unconditionally stable and allow large time steps with comparatively small numerical errors. By applying an implicit scheme to the smallest couple of elements only, one can increase the overall time step while keeping the computational effort per time step within reasonable bounds. The fields in the remaining elements are evolved in the usual explicit manner.

Massively Parallel Implementations

One of the key strengths of the DGTD method is that the algorithm essentially consists of a large number of small matrix-vector products. Over and over again, the same operation is applied to millions of independent data sets. Thus, DGTD lends itself to massively parallel implementations on processors with reduced instruction sets. Recently, scientific computing on graphics processors (GPUs) has seen much interest due to their superior computational power for simple instructions as compared to standard CPUs [63]. Here, the main challenge lies in providing a hardware-independent implementation which can handle not only the basic algorithm, but also extensions like dispersive materials and perfectly matched layers. DGTD simulations on GPUs will allow the investigation of large-scale systems with unprecedented speed and accuracy in the near future.

Material Models and Coupled System Dynamics

The material models presented in this thesis should be sufficient for most linear experiments in nanophotonics. However, nonlinear material responses [64] have attracted interest of a large number
10.3 Closing Remarks

Classical nonlinearities of $\chi^{(2)}$ and $\chi^{(3)}$ type are responsible for the optical Pockels and Kerr effects, wave mixing phenomena, etc., and are often found in substrate materials such as GaAs. The inclusion of nonlinear effects in the DGTD framework is not easy. The main problem is to find an efficient and accurate expression for the numerical flux.

In addition, nonlinear system dynamics arise when dealing with more sophisticated material models, too. For example, the simple Drude theory of metals could be extended to a hydrodynamic model, which describes the free metal electrons in terms of charge and current densities [132]. One obtains additional equations which have to be solved concurrently with Maxwell’s equations. The coupling between both types of equations via currents and driving fields introduces nonlinearities and leads to the generation of higher harmonics. Other examples of coupled systems include the interaction of classical light fields with quantum mechanical systems. For example, the radiation dynamics of light emitted from quantum wells or atoms can be significantly influenced by the surrounding media [64].

While the linear regime seems to be well understood, it appears that it has not been reported yet how to incorporate nonlinear material models in the DG framework for Maxwell’s equations. Once this issue is solved, it will open a whole new research area to the powerful machinery that is the DG method.

10.3 Closing Remarks

We believe that the discontinuous Galerkin method is on a good way to become one of the most efficient and versatile simulation tools for all kinds of nanophotonic systems. We are eager to see which further developments the future holds.
The finite-difference time-domain method (FDTD) is probably the most widely employed simulation tool in nanophotonics and presented in detail in Taflove’s excellent monograph [21]. First proposed by Kane Yee in 1966 [20], numerous sophisticated implementations are available today, including dozens of commercial and freely available simulation tools plus countless student exercises. In this section we briefly summarise the key concepts which have made FDTD such a popular tool, while we also mention the algorithm’s limitations. This knowledge helps us appreciate the benefits of the discontinuous Galerkin method.

A.1 Finite Differences

Maxwell’s curl equations (2.18) feature derivatives with respect to time and space. FDTD employs finite-difference approximations of these derivatives. Considering the Taylor series

\[
F(x \pm h) = F(x) \pm \frac{1}{1!} \partial_x F(x)h + \frac{1}{2!} \partial_x^2 F(x)h^2 \pm \frac{1}{3!} \partial_x^3 F(x)h^3 + \mathcal{O}(h^4),
\]

we can approximate the derivative of any smooth function \(F(x)\) at any point \(x\) by

\[
\partial_x F(x) = \frac{F\left(x + \frac{h}{2}\right) - F\left(x - \frac{h}{2}\right)}{h} + \mathcal{O}(h^2). \tag{A.2}
\]

This approximation is second-order accurate, i.e., if we divide \(h\) by a factor of two, the discretisation error will reduce to a quarter of its previous value.\(^2\) Furthermore, we approximate the derivative at \(x\) by taking values of \(F\) left and right of this position. Thus, Eq. (A.2) represents central differences.

\(^1\)In oral presentations sometimes called FDDT, FTDT, FTDD, and—more unusual—FDT, FDDDT and FTDDT.

\(^2\)Provided \(h\) is sufficiently small, that is.
A.2 Spatial Discretisation and the Yee Grid

We start discretising the curl equations by applying the finite-difference formula (A.2) to the spatial variables. To this end, we introduce a rectangular grid (Fig. A.1), where each cell has the same size $\Delta x \times \Delta y \times \Delta z$. In addition, we employ the shorthand notation

$$F(t)_{|i,j,k} \equiv F(i\Delta x, j\Delta y, k\Delta z, t)$$  \hspace{1cm} (A.3)

to discretise

$$\partial_t H_x(\vec{r}, t) = \mu^{-1}(\vec{r}) \cdot \left( \partial_z E_y(\vec{r}, t) - \partial_y E_z(\vec{r}, t) \right).$$  \hspace{1cm} (A.4)

Inserting finite-difference expression for the spatial derivatives ($h \to \Delta y$ and $h \to \Delta z$, respectively) yields

$$\partial_t H_x(t)_{|i,j+\frac{1}{2},k+\frac{1}{2}} = \mu^{-1}_{i,j+\frac{1}{2},k+\frac{1}{2}} \cdot \frac{1}{\Delta z} \left( E_y(t)_{|i,j+\frac{1}{2},k+1} - E_y(t)_{|i,j+\frac{1}{2},k} \right)$$

$$- \mu^{-1}_{i,j+\frac{1}{2},k+\frac{1}{2}} \cdot \frac{1}{\Delta y} \left( E_z(t)_{|i,j+1,k+\frac{1}{2}} - E_z(t)_{|i,j,k+\frac{1}{2}} \right).$$  \hspace{1cm} (A.5)

We observe that to calculate the temporal derivative of $H_x$ we require the electric field at four different positions which form a “loop” around the magnetic field component. Repeating the procedure for the components of the electric field at these positions, we find that all electromagnetic field components must be staggered with respect to each other, and hence form the famous Yee grid depicted in Fig. A.1.
A.3 A Leapfrog Scheme for Time-Evolution

Equation (A.5) is what one might call the semi-discrete form of FDTD. In principle, this form could be combined with any time stepping algorithm such as Runge-Kutta (section 4.2) or Krylov subspace methods [47, 133]. In the case of FDTD, however, temporal derivatives are approximated using central differences as well. To this end, we discretise the time variable in terms of equidistant time steps $\Delta t$ and define the convenient notation

$$F_{i,j,k}^n \equiv F(i\Delta x, j\Delta y, k\Delta z, n\Delta t). \quad \text{(A.6)}$$

Approximating the temporal derivative in Eq. (A.5) by Eq. (A.2) with $h \to \Delta t$ and solving for the most recent time step yields the update equation

$$H_x^{n+1}_{i,j+\frac{1}{2},k+\frac{1}{2}} = H_x^n_{i,j+\frac{1}{2},k+\frac{1}{2}} + \mu^{-1} \frac{\Delta t}{\Delta z} \left( E_y^{n+\frac{1}{2}}_{i,j+\frac{1}{2},k+1} - E_z^{n+\frac{1}{2}}_{i,j+\frac{1}{2},k} \right) - \mu^{-1} \frac{\Delta t}{\Delta y} \left( E_z^{n+\frac{1}{2}}_{i,j+1,k+\frac{1}{2}} - E_z^{n+\frac{1}{2}}_{i,j,k+\frac{1}{2}} \right). \quad \text{(A.7)}$$

Additional update equations are available for the remaining field components. Similarly to the spatial discretisation, introducing central differences staggers the electromagnetic fields in time. The magnetic field is required at integral time steps, while we need to know the electric field at half-integer time steps.

This allows for a very simple time stepping scheme. Starting from the magnetic field given at $t = 0$ and the electric field given at $t = \frac{1}{2}\Delta t$, we use the update equations to evolve the magnetic field to $t = \Delta t$.³ Thereby, we can safely replace previous values of the magnetic field with updated ones, because the update equation (A.7) only features the previous value of the same field component at the same position as the updated one. Once we have finished updating the magnetic field, we employ this new data to update the electric field to $t = \frac{3}{2}\Delta t$. This process of updating both fields in turn is called a leapfrog scheme, which is repeatedly applied until the desired simulation time is reached.

A.4 Discussion

FDTD is a conceptually simple, yet very powerful algorithm. The update equations are straightforwardly derived and do not feature any linear algebra at all. Hence, time stepping is as explicit as it could possibly be and applying the update equations is very fast. Secondly, the algorithm is very memory-efficient. The time step procedure merely overwrites field values of the previous time step, and thus only one set of field values needs to be stored. Last but not least, a multitude of extensions to the basic algorithm is available [21].

³To maintain numerical stability, the time step $\Delta t$ must obey the Courant-Friedrichs-Lewy (CFL) condition [21]. If $\Delta x = \Delta y = \Delta z$, the latter reads

$$\Delta t \leq \frac{\Delta x}{c\sqrt{3}}$$

where $c$ is the speed of light.
Figure A.2: Staircase effect due to the regular Yee grid. The top panels show sketches of physical systems. The bottom panels show the respective representations of the geometries using the Yee grid, where the blue lines indicate the original geometry. As a result, aspect ratios of gratings change (bottom left), while curved and oblique interfaces show steps in the numerical representation (bottom left).

Unfortunately, there are a number of shortcomings which—depending on the system of interest—may be of severe importance. The main issue is related to material interfaces (section 2.1.2). As soon as material interfaces are present in the system, the electromagnetic fields feature kinks and discontinuities. Consequently, the Taylor expansion (A.1) for smooth functions is no longer applicable. As a result, accuracy is lost. In many cases, it is not even clear which material parameters should be used within a given cell. The regular mesh cannot accurately model fine details, round objects, or oblique interfaces (see Fig. A.2). Instead, a staircase approximation of the geometry will be simulated. For highly sensitive systems, especially in nanoplasmonics, this often leads to strong distortions in both near fields and spectra. More recent efforts lead to remarkable progress regarding this issue, but a systematic treatment of interfaces remains challenging [22–24]. Finally, even if one uses central differences which improve on the second-order accuracy of Eq. (A.2), material interfaces intrinsically limit the order of accuracy to $(\Delta x)^2$. As a consequence, one often needs vast amounts of degrees of freedom to obtain sufficiently accurate results [38].
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