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Abstract. We provide optimal a priori estimates for finite element approximations of a model of rate-independent single-crystal strain-gradient plasticity. The weak formulation of the problem takes the form of a variational inequality in which the primary unknowns are the displacement and slips on the prescribed slip systems, as well as the back-stress associated with the vectorial microstress. It is shown that the return mapping algorithm for local plasticity can be applied element-wise to this non-local setting. Some numerical examples illustrate characteristic features of the non-local model.
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1. Introduction. This work is concerned with the development and analysis of finite element approximations and iterative solution algorithms of a model of small-deformation single-crystal strain-gradient plasticity. The model is assumed to be rate-independent. Strain-gradient theories of plasticity have been developed in response to the shortcomings of classical theories of plasticity at the microstructural level. The classical theories lack a material length scale and are therefore unable to account for the size effects that are an important feature of behaviour in the range of tens to hundreds of microns. The inclusion of gradients of plastic strain in constitutive models allows for these size effects to be captured. Furthermore, when linked with the underlying behaviour of geometrically necessary dislocations, the continuum concept of plastic strain gradients acquires a definite physical interpretation. Some representative works in an extensive literature are those by Gudmundson, Fleck and Hutchinson, and Nix and Gao [13, 14, 15, 25, 29]. Examples of polycrystalline strain-gradient theory developed within a thermodynamically consistent framework may be found in the works by Gurtin and co-authors (see for example [18]) and Menzel and Steinmann [25].

Similar remarks apply to the development of theories of strain-gradient single-crystal plasticity, for which a number of models exist. These range from physically motivated theories due to Evers et al. and Bayley et al. [5, 6, 10, 11], to those by Gurtin and co-authors which are located within a thermodynamic framework, and which make use of the notion of microforces and microstresses which are power-conjugate to slip rates and their gradients, respectively (see [16, 17, 19, 21] and, for a detailed exposition, [20]).

With regard to computational approaches for single-crystal plasticity, relevant works include those by Miehe and Schröder [26], Anand and Kothari [2], and Steinmann and Stein [33]. These works all deal with the rate-independent problem, which is characterized by an algorithmic difficulty: in the case of multiple slip systems the constraints that define yielding and flow on the different systems can be linearly de-
dependent. The determination of active slip systems and solutions on these systems then requires the use of techniques such as generalized inverses and singular-value decomposition. In contrast, a number of computational studies in crystal plasticity make provision for rate-dependent or viscoplastic behaviour, for which case the singularities associated with the linearly dependent systems do not arise (see, for example, Cuitiño and Ortiz [9] and the aforementioned work by Evers et al. [10]). For the case of strain-gradient plasticity Bittencourt et al. [7] have carried out a computational study based on the model due to [17], with the aim of comparing continuum predictions with those obtained from discrete dislocation dynamics. They have treated the rate-independent case, and consider examples of single-slip systems.

This work considers the theoretical analysis and numerical simulation of a rate-independent version, with non-zero hardening, of the model of non-local single-crystal plasticity due to Gurtin [17]. The variational formulation of this problem has previously been considered by Reddy [30], where the relationship between the defect energy and dissipation, and issues such as uniqueness of solutions, are explored.

The first objective of the present contribution is to provide an analysis of the discrete setting. A significant feature of the discrete formulation is the introduction of the back-stress as an additional variable. An optimal a priori error estimate in space is obtained for a single time-step finite element approximation of the problem.

The second contribution in this work relates to the use of a generalized Newton method, which entails writing the set of equations and inequalities for the problems as a set of nonlinear equations. The numerical examples presented in this work show that the generalized Newton method provides an effective way around the linear dependence that causes difficulties in the rate-independent problem. Nevertheless, this approach requires hardening in order to guarantee uniqueness in the local stress response.

The structure of the rest of this work is as follows. The model of strain-gradient crystal plasticity and its variational formulation are presented in Section 2. Section 3 is concerned with the introduction of discretization in space and time, while the optimal error estimate is given in Section 4. The idea of the classical return mapping motivates the formulation of a Newton-type algorithm in Section 5. Finally in Section 6, numerical examples illustrate aspects of the algorithm and of the behaviour of multi-slip systems.

2. A model for gradient crystal plasticity. The governing equations for the model of strain-gradient plasticity treated in this work are set out in this section. The approach follows that developed by Gurtin and co-authors in a series of works (see for example [17, 19] or the monograph [20]). In this section, the model under consideration is presented without specifying the appropriate function spaces.

Let the reference configuration $\Omega$ be a bounded Lipschitz domain in $\mathbb{R}^3$, and let $\Gamma_D \cup \Gamma_N = \partial \Omega$ and $\Gamma_H \cup \Gamma_F = \partial \Omega$ be non-overlapping decompositions of the boundary, where $\Gamma_D$ and $\Gamma_H$ are assumed to have positive measure. For simplicity of notation, only the case of homogeneous Dirichlet boundary conditions for the displacements on $\Gamma_D$ is considered. The position of a material point is denoted by $x$ and the displacement of the body from its reference configuration by $u(x,t)$.

The displacement gradient $\nabla u$ is decomposed additively into elastic and plastic parts $h^e$ and $h^p$ respectively according to

$$\nabla u = h^e + h^p.$$ (2.1)
Small deformations are assumed so that the infinitesimal strain $\varepsilon$ is given by

$$\varepsilon = \varepsilon(u) = \frac{1}{2}(\nabla u + (\nabla u)^T).$$

Plastic slip is assumed to take place on $N$ planar slip systems, each having a unit normal $m^\alpha$ and slip direction $s^\alpha$ on the $\alpha$th system. Here and henceforth lower-case Greek indices run over 1 to $N$. A typical value is $N = 12$, for face-centred cubic (fcc) crystals. In special situations symmetry can be exploited, and the case $N = 2$ is interesting to consider.

The plastic slip on the $\alpha$th plane is denoted by $\gamma^\alpha$, and the plastic part of the displacement gradient is given in terms of the slip by

$$h^p = \sum_\alpha \gamma^\alpha s^\alpha \otimes m^\alpha. \quad (2.3)$$

This defines the elastic and plastic strain

$$e^e = e^e(u, \gamma) = e(u) - e^p(\gamma), \quad e^p = e^p(\gamma) = \frac{1}{2}(h^p + (h^p)^T). \quad (2.4)$$

In (2.3) and hereafter, the notation $\sum_\alpha$ denotes $\sum_{\alpha=1}^{N}$. Furthermore, the summation convention is not assumed for Greek indices relating to slip systems.

The classical macroscopic equilibrium equation is given by

$$\text{div} \sigma + b = 0 \quad \text{in} \quad \Omega, \quad (2.5a)$$

where $\sigma$ is the Cauchy stress tensor and $b$ the body force. The macroscopic boundary conditions are

$$u = 0 \quad \text{on} \quad \Gamma_D, \quad \sigma n = t_N \quad \text{on} \quad \Gamma_N. \quad (2.5b)$$

The microforce balance equation is given by

$$\text{div} \xi^\alpha + \tau^\alpha - \pi^\alpha = 0, \quad (2.6a)$$

where the resolved shear stress $\tau^\alpha$ on slip system $\alpha$ is defined by

$$\tau^\alpha = s^\alpha \cdot \sigma m^\alpha.$$ 

In addition to this quantity, (2.6a) is expressed in terms of a scalar microforce $\pi^\alpha$ and a vectorial microstress $\xi^\alpha$. These two quantities are power-conjugate to the slip rate $\dot{\gamma}^\alpha$ and its gradient $\nabla \dot{\gamma}^\alpha$, respectively. The boundary conditions associated with (2.6a) take the form

$$\gamma^\alpha = 0 \quad \text{on} \quad \partial \Gamma_H, \quad \xi^\alpha \cdot n = 0 \quad \text{on} \quad \partial \Gamma_F. \quad (2.6b)$$

These are referred to respectively as micro-hard and micro-free conditions (see [17]).

The free energy $\psi$ is assumed to take the form

$$\psi(\varepsilon, \gamma, \nabla \gamma, \mu) = \psi_e(\varepsilon, e^p(\gamma)) + \psi_d(\nabla \gamma) + \psi_h(\mu) \quad (2.7)$$

in which $\gamma$ and $\mu$ denote the arrays $(\gamma_1 \ldots \gamma_N)$ and $(\mu_1 \ldots \mu_N)$ of slips and hardening parameters, respectively. The quantities $\psi_e, \psi_d$ and $\psi_h$ are respectively the elastic,
defect, and hardening components. These are defined by

\[
\psi_e(\varepsilon, \varepsilon^p) = \frac{1}{2}(\varepsilon - \varepsilon^p) : C(\varepsilon - \varepsilon^p),
\]

\[
\psi_d(\nabla \gamma) = \frac{1}{2}l_0^2 \pi_0 \sum_\alpha |\nabla \gamma^\alpha|^2,
\]

\[
\psi_h(\mu) = \frac{1}{2}H_0 \sum_\alpha (\mu^\alpha)^2.
\]

Here $C$ is the elasticity tensor which is assumed to be isotropic, so that it is given by

\[
C = 2\mu S \varepsilon + \lambda S \text{tr} \varepsilon I
\]

with $\mu_S, \lambda_S$ being the (positive) Lamé constants. The elasticity tensor is assumed in addition to be pointwise stable: that is, there exists a constant $c_0 > 0$ such that

\[
\varepsilon : C \varepsilon \geq c_0 |\varepsilon|^2
\]

for all symmetric second-order tensors $\varepsilon$.

The scalar $l_0 > 0$ is a material length parameter that characterizes the gradient or non-local nature of the problem, and $\pi_0$ is a parameter related to non-local strength. Finally, the scalar $H_0 > 0$ is a hardening parameter.

The Cauchy stress $\sigma$ and vectorial microstress $\xi^\alpha$ are given by

\[
\sigma = C(\varepsilon - \varepsilon^p),
\]

\[
\xi^\alpha = \frac{\partial \psi_d}{\partial \nabla \gamma^\alpha} = l_0^2 \pi_0 \nabla \dot{\gamma}^\alpha.
\]

We also define the quantity $g^\alpha$ conjugate to the hardening variable $\mu^\alpha$ by

\[
g^\alpha = -\frac{\partial \psi_h}{\partial \mu^\alpha} = -H_0 \mu^\alpha.
\]

The dissipation inequality takes the form

\[
\dot{\psi} - \sigma : \dot{\varepsilon} - \sum_\alpha \left(\pi^\alpha \dot{\gamma}^\alpha + \xi^\alpha \cdot \nabla \dot{\gamma}^\alpha\right) \leq 0.
\]

Then the use of (2.11) and (2.8) in (2.12) leads to the reduced dissipation inequality

\[
\sum_\alpha \left(\pi^\alpha \dot{\gamma}^\alpha + g^\alpha \dot{\mu}^\alpha\right) \geq 0.
\]

This inequality is the basis for constructing a flow rule. Specifically, the yield function $\varphi$ on the $\alpha$th slip system is defined by

\[
\varphi(\pi^\alpha, g^\alpha) = |\pi^\alpha| + g^\alpha - Y_0 \leq 0.
\]

The quantity $Y_0$ denotes the initial yield stress, assumed here to be constant on all slip systems, so that $Y_0 - g^\alpha$ represents the current yield stress for the $\alpha$th slip system.

Assuming rate-independent behaviour and an associative flow law the slip rate and hardening rate are given by the normality relations

\[
\dot{\gamma}^\alpha = \lambda^\alpha \frac{\partial \varphi}{\partial \pi^\alpha},
\]

\[
\dot{\mu}^\alpha = \lambda^\alpha \frac{\partial \varphi}{\partial g^\alpha} = \lambda^\alpha.
\]
where \( \lambda^\alpha \geq 0 \) is a scalar multiplier, together with the complementarity conditions
\[
\varphi \leq 0, \quad \lambda^\alpha \geq 0, \quad \lambda^\alpha \varphi = 0.
\]
(2.15c)
The flow equations (2.15a) may be inverted to give, for \( \dot{\gamma}^\alpha \neq 0 \), and using also (2.14) with \( \varphi = 0 \),
\[
\pi^\alpha = (Y_0 - g^0) \frac{\dot{\gamma}^\alpha}{|\dot{\gamma}^\alpha|}.
\]
(2.16)
From (2.15a) it is seen that \( |\dot{\gamma}^\alpha| = \hat{\mu}^\alpha \). Having initial values of \( \dot{\gamma}^\alpha \) and \( \mu^\alpha \) equal to zero we find that
\[
|\gamma^\alpha(t)| = \int_0^t |\dot{\gamma}^\alpha(s)| \, ds \leq \int_0^t |\dot{\gamma}^\alpha(s)| \, ds = \mu^\alpha(t)
\]
and thus \( |\gamma^\alpha| \leq \mu^\alpha \). Later, this condition will be imposed as a constraint on the set of admissible slips and hardening parameters.

For the current problem the dissipation function for the \( \alpha \)th slip system is given by
\[
D(\dot{\gamma}^\alpha, \mu^\alpha) = \begin{cases} 
Y_0|\dot{\gamma}^\alpha| & |\dot{\gamma}^\alpha| \leq \hat{\mu}^\alpha, \\
+\infty & \text{otherwise}.
\end{cases}
\]
(2.17)
By invoking standard techniques of convex analysis the flow relation (2.15) may be written in the form
\[
(\pi^\alpha, g^\alpha) \in \partial D(\dot{\gamma}^\alpha, \mu^\alpha)
\]
(cf. [22, Sect. 4.2]) or equivalently
\[
D(\dot{\gamma}^\alpha, \mu^\alpha) \geq D(\dot{\gamma}^\alpha, \hat{\mu}^\alpha) + \pi^\alpha : (\dot{\gamma}^\alpha - \gamma^\alpha) + g^\alpha(\mu^\alpha - \hat{\mu}^\alpha)
\]
(2.18)
for all admissible \( (\dot{\gamma}^\alpha, \mu^\alpha) \).

3. The variational problem.

3.1. Norms and spaces. We define the spaces \( V = \{ v \in H^1(\Omega, \mathbb{R}^3) : v|_{\Gamma_D} = 0 \} \) for the displacement \( u \), and \( E = L_2(\Omega, \text{Sym}(3)) \) for the strain \( e(u) \), where \( \text{Sym}(3) \subset \mathbb{R}^{3 \times 3} \) denotes the set of symmetric tensors. For the internal variables we use the spaces \( Q = \{ q \in H^1(\Omega, \mathbb{R}^N) : q|_{\Gamma_N} = 0 \} \) for the plastic slip variable \( \gamma \) and \( M = L_2(\Omega, \mathbb{R}^N) \) for the hardening parameter \( \mu \). As before, \( N \) is the number of slip systems.

For the dual variables we use \( E^* = L_2(\Omega, \text{Sym}(3)) \) for the stress \( \sigma \), and it will be shown that the microforce is in \( B = L_2(\Omega, \mathbb{R}^N) \subset Q^* \).

Let \(( \cdot, \cdot)_0\) and \( \| \cdot \|_0 \) be the inner product and natural norm in \( L_2(\Omega) = L_2(\Omega, \mathbb{R}^1), L_2(\Omega, \mathbb{R}^3), L_2(\Omega, \mathbb{R}^N) \), and \( L_2(\Omega, \text{Sym}(3)) \subset L_2(\Omega, \mathbb{R}^9) \), respectively. With respect to \( \mathbb{R}^k \), \( k \in \{ 1, 3, 9, N \} \) we use the Euclidean norm. In \( E, V, E^*, Q \) and \( M \) we define the weighted norms
\[
\begin{align*}
\| e \|_{E^*}^2 &= (C e, e)_0, & e &\in E, \\
\| v \|_V^2 &= \| e(v) \|_{E^*}^2, & v &\in V, \\
\| \sigma \|_{E^*}^2 &= (C^{-1} \sigma, \sigma)_0, & \sigma &\in E^*, \\
\| q \|_Q^2 &= \sum_{\alpha} \pi_0 q^\alpha \| \nabla q^\alpha \|_0^2, & q &\in Q, \\
\| \eta \|_M^2 &= \sum_{\alpha} H_0 \| q^\alpha \|_0^2, & \eta &\in M.
\end{align*}
\]
Note that all weighted norms are spectrally equivalent to the standard Sobolev norms associated with the relevant spaces, and the constants in the upper and lower bounds depend on the material parameters.

Given a body force density \( \mathbf{b} \in H^1(0, T; L^2(\Omega, \mathbb{R}^3)) \) and a surface traction \( \mathbf{\sigma}_N \in H^1(0, T; L^2(\Gamma_N, \mathbb{R}^3)) \), we define the load functional \( \ell(t) \in \mathbf{V}^* \) by

\[
\langle \ell(t), \mathbf{v} \rangle = \int_{\Omega} \mathbf{b}(t) \cdot \mathbf{v} \, dx + \int_{\Gamma_N} \mathbf{\sigma}_N(t) \cdot \mathbf{v} \, da, \quad \mathbf{v} \in \mathbf{V}.
\] (3.1)

### 3.2. The variational problem

To obtain the variational form of the problem we proceed formally, starting with the equilibrium equation (2.5). Taking the inner product of this equation with \( \mathbf{v} - \dot{\mathbf{u}} \) where \( \mathbf{v} \) is an arbitrary function that satisfies the homogeneous Dirichlet boundary condition, integrating over \( \Omega \), and then integrating by parts, also substituting (2.11a) for \( \mathbf{\sigma} \), the expression

\[
\int_{\Omega} C(\varepsilon(\mathbf{u}) - \varepsilon^0) : (\varepsilon(\mathbf{v}) - \dot{\varepsilon}^0) \, dx = \langle \ell(t), \mathbf{v} - \dot{\mathbf{u}} \rangle
\] (3.2)

is obtained. Next, integration of (2.19) over \( \Omega \) gives

\[
\int_{\Omega} D(\ddot{\varepsilon}^0, \ddot{\varepsilon}^0) \, dx \geq \int_{\Omega} D(\dot{\varepsilon}^0, \dot{\varepsilon}^0) \, dx + \int_{\Omega} \left( \pi^0 : (\ddot{\varepsilon}^0 - \dot{\varepsilon}^0) + g^0(\ddot{\eta}^0 - \dot{\eta}^0) \right) \, dx.
\] (3.3)

Using the microbalance equation (2.6a) and assuming that the arbitrary slips satisfy the micro-hard boundary condition (2.6b), the term involving \( \pi^0 \) can be simplified by noting that

\[
\int_{\Omega} \pi^0 : \ddot{\varepsilon}^0 \, dx = \int_{\Omega} (\text{div} \, \varepsilon^0 + \tau^0) : \ddot{\varepsilon}^0 \, dx = \int_{\Omega} (-\varepsilon^0 \cdot \nabla \dot{\varepsilon}^0 + \tau^0 : \ddot{\varepsilon}^0) \, dx.
\] (3.4)

The primal formulation is posed on the space \( \mathbf{V} \times \mathbf{Q} \times \mathbf{M} \). For this purpose, we define the bilinear form

\[
a(\mathbf{v}, \mathbf{q}, \mathbf{\eta}, \dot{\mathbf{u}}) = (\varepsilon(\mathbf{v}) - \varepsilon^0(\mathbf{q}), \varepsilon(\mathbf{v}) - \dot{\varepsilon}(\dot{\mathbf{u}}))_E + (\mathbf{q}, \dot{\mathbf{u}}) + (\mathbf{\eta}, \dot{\mathbf{u}}) \mathbf{M},
\] (3.5)

and note that \( \psi(\varepsilon(\mathbf{v}), \mathbf{q}, \nabla \mathbf{q}, \mathbf{\eta}) = \frac{1}{2} a(\mathbf{v}, \mathbf{q}, \mathbf{\eta}, \dot{\mathbf{u}}) \).

Next, the functional \( \mathcal{J} \) associated with the dissipation function \( D \) is given by

\[
\mathcal{J}(\mathbf{q}, \mathbf{\eta}) = \begin{cases} \sum_{\alpha} \int_{\Omega} |q^0_{\alpha}| \, dx & |q^0_{\alpha}| \leq \eta^0 \text{ for each } \alpha, \\ \infty & \text{else.} \end{cases}
\]

Finally, by using (3.4) in (3.3) and adding the result to (3.2), the variational inequality

\[
a(\mathbf{u}, \mathbf{\gamma}, \mathbf{\mu}, \mathbf{\dot{u}} - \mathbf{\dot{\mathbf{u}}}) + (\mathbf{v}, \mathbf{\eta}) + \mathcal{J}(\mathbf{q}, \mathbf{\eta}) \geq \langle \ell(t), \mathbf{v} - \dot{\mathbf{u}} \rangle
\] (3.6)

for all \( \mathbf{(v, q, \eta)} \in \mathbf{V} \times \mathbf{Q} \times \mathbf{M} \) is obtained.

Before considering the discretization and a priori error bounds, we state an existence and uniqueness result.
THEOREM 3.1. The variational inequality (3.6) has a unique solution \((u, \gamma, \mu) \in H^1(0, T; V \times Q \times M)\).

Proof. Following [22, Th. 7.3] it is sufficient to show continuity of \(a(\cdot, \cdot)\) and \(\ell(t)\), weak lower semicontinuity of the proper convex functional \(j(\cdot)\), and coercivity of \(a(\cdot, \cdot)\). The first two conditions can be easily seen. Thus we consider in detail only the bilinear form

\[
a((v, q, \eta), (v, q, \eta)) = \|\varepsilon(v) - \varepsilon^p(q)\|_E^2 + \|q\|^2_Q + \|\eta\|^2_M.
\] (3.7)

Using (2.10) the first term on the right-hand side of (3.7) can be bounded below according to

\[
\|\varepsilon(v) - \varepsilon^p(q)\|_E^2 \geq c_0\|\varepsilon(v) - \varepsilon^p(q)\|_0^2
\]
\[
= c_0(1 - \theta)\|\varepsilon(v)\|_0^2 - c_0\left(\frac{1}{\theta} - 1\right)\|\varepsilon^p(q)\|_0^2 \quad (0 < \theta < 1).
\]

Moreover, the norm in the plastic strain is bounded in terms of the slips according to

\[
\|\varepsilon^p(q)\|_0^2 = \int_O \sum_{\alpha, \beta} q^\alpha q^\beta (s^\alpha \cdot s^\beta)(m^\alpha \cdot m^\beta) \, dx
\]
\[
\leq N\max_{\alpha, \beta} |(s^\alpha \cdot s^\beta)(m^\alpha \cdot m^\beta)|\|q\|_0^2 \leq N\|q\|_0^2.
\]

Combining the two bounds, we find that

\[
a((v, q, \eta), (v, q, \eta)) \geq c_0(1 - \theta)\|\varepsilon(v)\|_0^2 + \left(\|q\|^2_Q - c_0N\frac{1 - \theta}{\theta}\|q\|_0^2\right) + \|\eta\|^2_M. \quad (3.8)
\]

Now, coercivity results from the Korn and Poincaré inequalities by choosing \(\theta < 1\) large enough. \(\square\)

REMARK 3.2. The case \(H_0 = 0\) and \(l_0 = 0\) corresponds to perfect plasticity, but this is excluded in our analysis, since then we cannot expect solutions in Sobolev spaces [8]. We recall that for \(l_0 = 0\) and \(H_0 > 0\) we obtain classical plasticity with hardening, where standard theory applies. Since \(\|\eta\|_M = 0\) in the limiting case of \(H_0 = 0\), it can be seen from (3.8) that the bilinear form \(a(\cdot, \cdot)\) is coercive on \(V \times Q \times \{0\}\) for \(l_0 > 0\), which guarantees well-posedness in Sobolev spaces also for gradient plasticity without hardening.

The analysis of quasi-static plasticity and discretization of the variational inequality formulation allow us to apply directly the results from [22]. Nevertheless, it should be mentioned that two equivalent characterizations of this problem can be given.

The energetic formulation introduced by Mielke [27, 28] is completely determined by the total energy

\[
\mathcal{E}(t, u, z) = \int_O \psi(\varepsilon(u), \gamma, \nabla \gamma, \mu) \, dx - (\ell(t), u)
\]

and the dissipation potential \(R = j\) (using \(z = (\gamma, \mu) \in Z = Q \times M\) for the internal variables). It is shown in [28, Prop. 2.3] that the solution \((u, z)\) of the variational inequality (3.6) satisfies the stability inequality

\[
\mathcal{E}(t, u(t), z(t)) \leq \mathcal{E}(t, v, y) + j(y - z(t)), \quad (v, y) \in V \times Z, \quad (3.9a)
\]
and the energy balance
\[ \mathcal{E}(t, u(t), z(t)) + \int_0^t j(\dot{z}(s)) \, ds = \mathcal{E}(0, u(0), z(0)) + \int_0^t \partial_\dot{z} \mathcal{E}(s, u(s), z(s)) \, ds \]  
(3.9b)

for all \( t \in [0, T] \). Thus, our model can also be considered within the global energetic framework for rate-independent evolution processes \([28, \text{Def. 2.2}]\).

The second characterization shows that our model fits into the framework of generalized standard materials. Testing (3.6) with \((\dot{u} \pm v, \dot{\gamma}, \dot{\mu})\) and \((0, q, \eta)\), the system

\[
\begin{align*}
  a((\varepsilon(u), \gamma, \mu), (\varepsilon(v), 0, 0)) &= \langle \ell(t), v \rangle, \quad v \in V, \\
  j(q, \eta) &\geq j(\dot{\gamma}, \dot{\mu}) - a((\varepsilon(u), \gamma, \mu), (0, q - \dot{\gamma}, \eta - \dot{\mu})) , \quad (q, \eta) \in Q \times M  
\end{align*}
(3.10a)
\]

\[
(3.11b)
\]

is obtained. By inserting the conjugate variables \( \sigma \) and \( (\pi, g) = -\partial_\sigma \mathcal{E}(u, z) \), the system (3.10) can be rewritten in the form

\[
\begin{align*}
  (\sigma, \varepsilon(v))_0 &= \langle \ell(t), v \rangle, \quad v \in V, \\
  (\pi, g) &\in \partial j(\dot{\gamma}, \dot{\mu}).  
\end{align*}
(3.11a)
\]

By duality, (3.11b) is equivalent to the flow rule \((\dot{\gamma}, \dot{\mu}) \in \partial j^*(\pi, g) \), where \(j^*(\cdot)\) is the convex conjugate of \(j(\cdot)\) defined by

\[ j^*(\pi, g) = \sup_{(q, \eta) \in Q \times M} \langle \pi, q \rangle_{Q^* \times Q} + \langle g, \eta \rangle_0 - j(q, \eta). \]  
(3.12)

Altogether, it is observed that our model is a rate-independent generalized standard material of monotone-gradient type \([1, \text{Def. 3.1.1}]\): we obtain from (3.11a) and the flow rule

\[
\begin{align*}
  0 &= \partial_\sigma \mathcal{E}(u, z), \\
  \dot{z} &\in \partial j^*(- \partial_\sigma \mathcal{E}(u, z)).  
\end{align*}
(3.13a)
\]

This shows that the model is completely determined by the energy \(\mathcal{E}\) and the plastic potential \(\chi = j^*\).

Now the model under consideration can be formulated as variational inequality (3.6) or equivalently stated as a rate-independent material model of monotone-gradient type (3.13). For the theoretical a priori analysis we use (3.6), whereas the design of the numerical algorithm is based on the flow rule (3.13).

4. The fully discrete problem.

4.1. Discretization in time. Let \( 0 = t_0 < t_1 < \cdots < t_{N_{\text{max}}} = T \) be a partition of the time interval \((0, T)\). For any variable \( w \) set \( w^n = w(t_n) \), and set \( t_n = \ell(t_n) \).

We also define the increments

\[ (\Delta \gamma^n, \Delta \mu^n) = (\gamma^n, \mu^n) - (\gamma^{n-1}, \mu^{n-1}) \].

Since the model is rate-independent, the time increment \( \Delta t_n = t_n - t_{n-1} \) does not enter into the problem. For the incremental problem we assume that \((\gamma^{n-1}, \mu^{n-1})\) is known from the previous time step. Then, a backward Euler approximation in time results in the following incremental minimization problem.
Lemma 4.1. There exists a unique solution to the problem of finding \((u^n, \gamma^n, \mu^n)\) \(\in V \times Q \times M\) which satisfies

\[
a((u^n, \gamma^n, \mu^n), (v, q - \Delta \gamma^n, \eta - \Delta \mu^n)) + j(q, \eta) - j(\Delta \gamma^n, \Delta \mu^n) \geq \langle \ell_n, v \rangle
\]

for all \((v, q, \eta) \in V \times Q \times M\).

For the semi-discrete problem, we can apply [22, Th. 11.5], which provides convergence for \(\max \Delta t_n \to 0\).

The numerical algorithm in this work will be based on a Newton-type solver which requires that the variational inequality be reformulated as a system of nonlinear equations. To do so, we introduce the dual variables \(\sigma^n\) and \(\tau^n\) defined by

\[
\sigma^n = \zeta \bigl(\varepsilon(u^n) - \varepsilon^p(\gamma^n)\bigr),
\tau^n = (s^0 \cdot \sigma^n m^0)_{\alpha=1,...,N}
\]

and observe that the incremental solution to (4.1) can be characterized by

\[
(s^n, \varepsilon(v))_{\alpha} = \langle \ell_n, v \rangle, \quad v \in V,
\]

\[
j(q, \eta) \geq j(\Delta \gamma^n, \Delta \mu^n) + (\tau^n, q - \Delta \gamma^n)_0 - (\gamma^n, q - \Delta \gamma^n)_q - (\mu^n, \eta - \Delta \mu^n)_M, \quad (q, \eta) \in Q \times M.
\]

The efficient realization of the solver is based on the observation that \((\gamma^n, \cdot)_Q \in Q^*\) can be characterized by an element in \(B\), and thus the Newton-type algorithm can be implemented in a decoupled element-wise structure. By setting \((q, \eta) = (\Delta \gamma^n, \Delta \mu^n) \pm (\mu^n, \Delta \mu^n)\) and adding, the identity

\[
0 = j(\Delta \gamma^n, \Delta \mu^n) - (\tau^n, \Delta \gamma^n)_0 + (\gamma^n, \Delta \gamma^n)_q + (\mu^n, \Delta \mu^n)_M
\]

is obtained, so that

\[
j(q, \eta) \geq (\tau^n, q)_0 - (\gamma^n, q)_q - (\mu^n, \eta)_M.
\]

Inserting \(\pm q \in Q\) and \(\eta^n = |q^n|\) we obtain

\[
|\gamma^n, q| \leq j(q, \eta) + |(\tau^n, q)_0| + |(\mu^n, \eta)_M|.
\]

This shows that the linear functional \((\gamma^n, \cdot)_Q \in Q^*\) is bounded in \(B = L_2(\Omega, R^N)\) and thus can be represented by \(\zeta^n \in B\) satisfying

\[
(\zeta^n, q)_0 = (\gamma^n, q)_Q, \quad q \in Q.
\]

4.2. Spatial discretization. For the discretization in space, we use a shape-regular family of triangulations \(T_h\) based on hexahedral elements and lowest-order conforming finite elements. More precisely, we use the space \(S^1_{0,\Gamma}\) of continuous element-wise tri-linear functions satisfying homogeneous Dirichlet boundary conditions on \(\Gamma \subset \partial \Omega\). Thus \(V_h = (S^1_{0,\Gamma})^3\). The discrete plastic slip variable is in \(Q_h = (S^1_{0,\Gamma h} + \text{span}_{T \in T_h} \{\varphi_T\})^N\), where \(\varphi_T\) is a positive bubble function supported in \(T\). The spaces \(M^h\) and \(B^h\) are spanned by element-wise constants.

We introduce a mesh-dependent discrete scheme by setting

\[
a_h((v^h, q^h, \eta^h), (\tilde{v}^h, \tilde{q}^h, \tilde{\eta}^h)) = \langle \varepsilon(v^h) - \varepsilon^p(\Pi_h q^h), \varepsilon(\tilde{v}^h) - \varepsilon^p(\Pi_h \tilde{q}^h) \rangle_E + (q^h, \tilde{q}^h)_Q + (\eta^h, \tilde{\eta}^h)_M,
\]

\[
j_h(q^h, \eta^h) = j(\Pi_h q^h, \eta^h),
\]
where $\Pi_h$ is the $L_2$ projection onto element-wise constants.

**Lemma 4.2.** There exists a unique solution $(u^{n,h}, \gamma^{n,h}, \mu^{n,h}) \in V^h \times Q^h \times M^h$ to the problem

$$
a_h((u^{n,h}, \gamma^{n,h}, \mu^{n,h}), (v^h, q^h - \triangle \gamma^{n,h}, \eta^h - \triangle \mu^{n,h})) + j_h(q^h, \eta^h) - j_h(\triangle \gamma^{n,h}, \triangle \mu^{n,h}) \geq \langle \ell_n, v^h \rangle \quad (4.4)
$$

for all $(v^h, q^h, \eta^h) \in V^h \times Q^h \times M^h$, where the increments are given by

$$(\triangle \gamma^{n,h}, \triangle \mu^{n,h}) = (\gamma^{n,h}, \mu^{n,h}) - (\gamma^{n-1,h}, \mu^{n-1,h}).$$

**Remark 4.3.** The motivation for introducing the mesh-dependent formulation is given by the following observations. Firstly, the numerical evaluation of the absolute value of the bubble enhanced finite element approximations for the plastic slip is technical complex compared to the trivial evaluation of the absolute value of an element-wise constant. Secondly, the mesh-dependent formulation does not deteriorate the rate of convergence; and thirdly, it allows for an element-wise application of the radial return mapping.

The fully discrete analysis in [22, Sect. 11.3] cannot be applied directly, since the bilinear form $a_h(\cdot, \cdot)$ and the non-linear functional $j_h(\cdot)$ are mesh-dependent.

Defining the dual variables

$$\sigma^{n,h} = \mathcal{C}(\varepsilon(u^{n,h}) - \varepsilon^p(\Pi_h \gamma^{n,h})),
\tau^{n,h} = \Pi_h(s^n, \sigma^{n,h} m^n)_{\alpha=1,\ldots,N}$$

we observe that the incremental primal solution is characterized by

$$(\sigma^{n,h}, \varepsilon(v^h))_0 = \langle \ell_n, v^h \rangle, \quad v^h \in V^h,
\begin{align*}
j_h(q^h, \eta^h) &\geq j_h(\triangle \gamma^{n,h}, \triangle \mu^{n,h}) + (\tau^{n,h}, q - \triangle \gamma^{n,h})_0 - (\gamma^{n,h}, q^h - \triangle \gamma^{n,h})_0,
&\quad - (\mu^{n,h}, \eta^h - \triangle \mu^{n,h})_M, \quad (q^h, \eta^h) \in Q^h \times M^h.
\end{align*}
$$

We proceed as in Sect. 4.1: first,

$$0 = j_h(\triangle \gamma^{n,h}, \triangle \mu^{n,h}) - (\tau^{n,h}, \triangle \gamma^{n,h})_0 + (\gamma^{n,h}, \tau^{n,h})_0 + (\mu^{n,h}, \tau^{n,h})_M,$$

and thus

$$j_h(q^h, \eta^h) \geq (\tau^{n,h}, q^h)_0 - (\gamma^{n,h}, q^h)_0 - (\mu^{n,h}, \eta^h)_M, \quad (q^h, \eta^h) \in Q^h \times M^h.$$

Inserting $\pm q^h \in Q^h$ and $\eta^{\alpha,h} = \Pi_h \nu^{\alpha,h}$ we obtain

$$|\langle \gamma^{n,h}, q^h \rangle| \leq j_h(q^h, \eta^h) + |(\tau^{n,h}, \Pi_h q^h)_0| + |(\mu^{n,h}, \eta^h)_M|.$$

This shows that $\langle \gamma^{n,h}, q^h \rangle = 0$ for $q^h \in Q^h_0 = \ker \Pi_h | Q^h = \{q^h \in Q^h : (q^h, \beta^h)_0 = 0 \text{ for all } \beta^h \in B^h \}$. This property in turn ensures that $\zeta^h \in B^h$ exists with

$$\langle \zeta^{n,h}, q^h \rangle_0 = \langle \gamma^{n,h}, q^h \rangle, \quad q^h \in Q^h.$$

Moreover, the element bubbles in $Q^h$ ensure that $B^h_0 = \{\beta^h \in B^h : (\beta^h, q^h)_0 = 0 \text{ for all } q^h \in Q^h \} = \{0\}$, and thus (4.5) yields the existence of a unique $\zeta^{n,h} \in B^h.$
5. An optimal a priori finite element estimate in space. In this section we restrict our attention to the analysis of the first time step, and the time index is omitted. The more general multi-step problem is treated in a similar, if somewhat tedious way. The problems to be considered are therefore as follows:

Continuous problem. Find \((\mathbf{u}, \gamma, \mu, \zeta) \in V \times Q \times M \times B\) such that
\[
(\sigma, \varepsilon(\mathbf{v}))_0 = \langle \ell, \mathbf{v} \rangle, \quad \mathbf{v} \in V, \quad (5.1a)
\]
\[
(\zeta, q)_0 = \langle \gamma, q \rangle Q, \quad q \in Q, \quad (5.1b)
\]
\[
j(q, \eta) \geq j(\gamma, \mu) + (\tau - \zeta, q - \gamma)_0 - (\mu, \eta - \mu)_M, \quad (q, \eta) \in B \times M \quad (5.1c)
\]
with \(\sigma = C(\varepsilon(\mathbf{u}) - \varepsilon^p(\gamma)), \quad \tau = (s^\alpha \cdot \sigma m^\alpha),\)

Discrete problem. Find \((\mathbf{u}^h, \gamma^h, \mu^h, \zeta^h) \in V^h \times Q^h \times M^h \times B^h\) such that
\[
(\sigma^h, \varepsilon(\mathbf{v}^h))_0 = \langle \ell, \mathbf{v}^h \rangle, \quad \mathbf{v}^h \in V^h, \quad (5.2a)
\]
\[
(\zeta^h, q^h)_0 = \langle \gamma^h, q^h \rangle Q, \quad q^h \in Q^h, \quad (5.2b)
\]
\[
j_h(q^h, \eta^h) \geq j_h(\gamma^h, \mu^h) + (\tau^h - \zeta^h, q^h - \gamma^h)_0
\]
\[
- (\mu^h, \eta^h - \mu^h)_M, \quad (q^h, \eta^h) \in B^h \times M^h
\]
with
\[
\sigma^h = C(\varepsilon(\mathbf{u}^h) - \varepsilon^p(\Pi_h \gamma^h)), \quad (5.3a)
\]
\[
\tau^h = (s^\alpha \cdot \sigma^h m^\alpha), \quad (5.3b)
\]
\[
\tau^h = \Pi_h \tilde{\tau}^h. \quad (5.3c)
\]

We remark that in the discrete setting the \(L_2\)-projection \(\Pi_h\) enters in the definition of \(j_h(\cdot)\) and in the definition of the stress \(\sigma^h\) and \(\tau^h\).

In order to obtain optimal order a priori estimates we use a quasi-interpolation operator \(\Pi_h : Q \rightarrow Q_h\) having the following properties:

i) best approximation
\[
\|q - \Pi_h q\|_Q + h^{-1}\|q - \Pi_h q\|_0 \leq Ch \|q\|_{H^2}, \quad q \in H^2(\Omega, \mathbb{R}^N); \quad (5.4)
\]

i) mean-value
\[
\Pi_h q = \Pi_h \Pi_h q, \quad q \in Q. \quad (5.5)
\]

Such an operator exists and can easily be obtained by an additive element-wise correction of a Scott-Zhang type operator \(S_h\) onto the lowest order finite element space by
\[
P_h q = S_h q + \sum_{T \in T_h} \beta_T \varphi_T, \quad \beta_T = \frac{\int_T (q - S_h q) \, dx}{\int_T \varphi_T \, dx} \in \mathbb{R}^N.
\]

Theorem 5.1. Under suitable regularity assumptions on the solution the error satisfies
\[
\|\sigma - \sigma^h\|_{E^*} + \|\gamma - \gamma^h\|_{Q} + \|\mu - \mu^h\|_M = O(h).
\]
\[
\text{Proof. } \text{The variational equalities (5.1a), (5.1b) and (5.2a), (5.2b) yield the orthogonalities}
\]
\[
(\sigma - \sigma^h, \varepsilon(v^h))_0 = 0, \quad v^h \in V^h
\]
\[
(\zeta - \zeta^h, q^h)_0 = (\gamma - \gamma^h, q^h)_0, \quad q^h \in Q^h.
\]

Thus, using (5.3),
\[
\|\sigma - \sigma^h\|^2_{E^*} = (\sigma - \sigma^h, \varepsilon(u^h) - \varepsilon(v^h))_0 - (\sigma - \sigma^h, \varepsilon^h(\gamma) - \varepsilon^h(\Pi_h\gamma^h))_0
\]
\[
\leq \|\sigma - \sigma^h\|_{E^*} \|\varepsilon(u) - \varepsilon(v^h)\|_E + (\tau - \tilde{\tau}^h, \Pi_h\gamma^h - \gamma)_0,
\]
\[
\|\gamma - \gamma^h\|^2_Q = (\gamma - \gamma^h, q^h)_0 + (\gamma - \gamma^h, q^h - \gamma^h)_0
\]
\[
\leq \|\gamma - \gamma^h\|_Q \|\gamma - q^h\|_Q + (\zeta - \zeta^h, q^h - \gamma^h)_0.
\]

Applying Young's inequality, we find that
\[
\frac{1}{2} \|\sigma - \sigma^h\|^2_{E^*} \leq \frac{1}{2} \|\varepsilon(u) - \varepsilon(v^h)\|^2_E + (\tau - \tilde{\tau}^h, \Pi_h\gamma^h - \gamma)_0, \quad (5.6)
\]
\[
\frac{1}{2} \|\gamma - \gamma^h\|^2_Q \leq \frac{1}{2} \|\gamma - q^h\|^2_Q + (\zeta - \zeta^h, q^h - \gamma^h)_0. \quad (5.7)
\]

In the next step, we provide an upper bound for \(\|\mu - \mu^h\|_M\). To do so, we use \((q, \eta) = (\Pi_h\gamma^h, \mu^h)\) in (5.1c) and \((q^h, \eta^h) = (\Pi_h\gamma, \Pi_h\mu)\) in (5.2c) to get
\[
\begin{align*}
\text{for } \mu^h & \geq \mu & \geq \mu^h,
\end{align*}
\]
\[
\text{we obtain by adding the two previous inequalities}
\]
\[
\begin{align*}
0 & \geq (\tau - \zeta, \Pi_h\gamma^h - \gamma)_0 + (\mu, \mu^h - \mu)_M
\end{align*}
\]
\[
+ (\tau - \zeta^h, \gamma - \Pi_h\gamma^h)_0 + (\mu^h, \mu - \mu^h)_M
\]
\[
= (\tau - \tau^h, \Pi_h\gamma^h - \gamma)_0 + (\zeta - \zeta^h, \gamma - \Pi_h\gamma^h)_0 + \|\mu - \mu^h\|^2_M,
\]

and thus get the upper bound
\[
\|\mu - \mu^h\|^2_M \leq - (\tau - \tau^h, \Pi_h\gamma^h - \gamma)_0 - (\zeta - \zeta^h, \gamma - \Pi_h\gamma^h)_0.
\]

Now, the bounds (5.6) and (5.7) in combination with the bound for \(\|\mu - \mu^h\|_M\) yield
\[
\begin{align*}
\frac{1}{2} \|\sigma - \sigma^h\|^2_{E^*} + \frac{1}{2} \|\gamma - \gamma^h\|^2_Q + \|\mu - \mu^h\|^2_M
\end{align*}
\]
\[
\leq \frac{1}{2} \|\varepsilon(u) - \varepsilon(v^h)\|^2_E + \frac{1}{2} \|\gamma - q^h\|^2_Q
\]
\[
+ (\tau - \tilde{\tau}^h, \Pi_h\gamma^h - \gamma)_0 + (\zeta - \zeta^h, q^h - \gamma^h)_0
\]
\[
- (\tau - \tau^h, \Pi_h\gamma^h - \gamma)_0 - (\zeta - \zeta^h, \gamma - \Pi_h\gamma^h)_0
\]
\[
= \frac{1}{2} \|\varepsilon(u) - \varepsilon(v^h)\|^2_E + \frac{1}{2} \|\gamma - q^h\|^2_Q
\]
\[
+ (\tau - \tilde{\tau}^h, \Pi_h\gamma^h - \gamma)_0 + (\zeta - \zeta^h, q^h - \gamma^h - \gamma + \Pi_h\gamma^h)_0. \quad (5.8)
\]
We have
\[
(\tau^h - \hat{\tau}^h, \Pi_h \gamma^h - \gamma)_0 = (\Pi_h \hat{\tau}^h - \hat{\tau}^h, \Pi_h \gamma^h - \gamma)_0 \\
= (\Pi_h \hat{\tau}^h - \tau, \gamma - \Pi_h \gamma)_0 \\
= (\hat{\tau}^h - \tau, \gamma - \Pi_h \gamma)_0 + (\tau - \Pi_h \tau, \gamma - \Pi_h \gamma)_0 \\
= (\sigma^h - \sigma, e^p(\gamma) - \Pi_h e^p(\gamma))_0 \\
+ (\sigma - \Pi_h \sigma, e^p(\gamma) - \Pi_h e^p(\gamma))_0 \\
\leq \frac{1}{4} ||\sigma - \sigma^h||_{\mathcal{E}_h}^2 + (1 + \epsilon)\|e^p(\gamma) - e^p(\Pi_h \gamma)\|_{\mathcal{E}_h}^2 \\
+ \frac{1}{4\epsilon} ||\sigma - \Pi_h \sigma||_{\mathcal{E}_h}^2.
\]

The use of \( q^h = P_h \gamma \) in (5.8) gives
\[
(\zeta - \zeta^h, P_h \gamma - \gamma + \Pi_h \gamma)_0 = (\zeta - \Pi_h \zeta, P_h \gamma - \gamma + \Pi_h \gamma - \gamma^h)_0 \\
= (\zeta - \Pi_h \zeta, P_h \gamma - \gamma)_0 + (\zeta - \Pi_h \zeta, \gamma - \gamma^h)_0 \\
+ (\zeta - \Pi_h \zeta, \Pi_h \gamma - \gamma)_0 \\
\leq \frac{1}{4} ||\gamma - \gamma^h||_Q^2 + (1 + \epsilon)\|\zeta - \Pi_h \zeta\|_Q^2 \\
+ \frac{1}{4\epsilon} ||\gamma - P_h \gamma||_Q^2 + \frac{1}{2} ||\zeta - \Pi_h \zeta||_Q^2 + \frac{1}{2} ||\gamma - \Pi_h \gamma||_Q^2.
\]

The use of this result in (5.8) with \( \epsilon = 0.5(-1 + \sqrt{2}) \), and \( v^h = S_h u \), leads finally to
\[
\frac{1}{4} ||\sigma - \sigma^h||_{\mathcal{E}_h}^2 + \frac{1}{4} ||\gamma - \gamma^h||_Q^2 + ||\mu - \mu^h||_{M}^2 \leq \frac{1}{2} \|\varepsilon(u) - \varepsilon(S_h u)\|_{\mathcal{E}_h}^2 + (1 + \sqrt{2})||\gamma - P_h \gamma||_Q^2 + (0.5 + \sqrt{2})\|\zeta - \Pi_h \zeta\|_Q^2 \\
+ \frac{1}{2} ||\zeta - \Pi_h \zeta||_Q^2 + \frac{1}{2} ||\gamma - \Pi_h \gamma||_Q^2 \\
+ (0.5 + \sqrt{2})\left(||\zeta - \Pi_h \zeta||_Q^2 + ||\sigma - \Pi_h \sigma||_{\mathcal{E}_h}^2 + ||e^p(\gamma) - \Pi_h e^p(\gamma)||_{\mathcal{E}_h}^2\right).
\]

Now the approximation properties of the involved operators yield the optimal a priori result. \( \square \)

6. A generalized Newton method for the incremental problem. We now present details of the solution algorithm for the incremental discrete problem: find \((u^{n,h}, \gamma^{n,h}, \mu^{n,h}, \zeta^{n,h}) \in V^h \times Q^h \times M^h \times B^h\) such that
\[
(\sigma^{n,h}, \varepsilon(v^h))_0 = (\ell_n, v^h), \quad v^h \in V^h, \quad (6.1a) \\
(\zeta^{n,h}, q^h)_0 = (\gamma^n, q^h)_Q, \quad q^h \in Q^h, \quad (6.1b) \\
(\pi^{n,h}, g^{n,h}) \in \partial j_h(\Pi_h \gamma^{n,h}), \quad (6.1c)
\]
with \( \sigma^{n,h} \in C(\varepsilon(u^{n,h}) - e^p(\Pi_h \gamma^{n,h})) \), \( \gamma^{n,h} = \Pi_h (s^n \cdot \sigma^{n,h} m^n)_{\alpha=1,...,N} \), \( \pi^{n,h} = \gamma^{n,h} - \Pi_h \gamma^{n,h} \), \( g^{n,h} = -H_0 \mu^{n,h} \), and the increment \( \Pi_h \gamma^{n,h} - \Pi_h \gamma^{n-1,h} \), \( g^{n,h} = -H_0 \mu^{n-1,h} \), and the increment \( \Pi_h \gamma^{n,h} - \Pi_h \gamma^{n-1,h} \).

By duality, the flow rule (6.1c) is equivalent to \( (\Pi_h \gamma^{n,h}, \Pi_h \mu^{n,h}) \in \partial j_h(\pi^{n,h}, g^{n,h}) \). Equation (3.12) can be evaluated point-wise for the discrete case and is given by
\[
\lambda^{*}_h(\pi^{n,h}, g^{n,h}) = \begin{cases} 0 & |\pi^{n,h}| + g^{n,h} \leq Y_0 \\ \infty & \text{else}, \end{cases} \quad (6.2)
\]
which results in the explicit flow rule
\[
\Pi_h \gamma^{n,h,\alpha}, \Delta \mu^{n,h,\alpha} = \lambda^{n,h,\alpha}(\text{sgn } \pi^{n,h,\alpha}, 1)
\] (6.3)
and the complementarity conditions
\[
\lambda^{n,h,\alpha} \geq 0, \quad |\pi^{n,h,\alpha}| + g^{n,h,\alpha} - Y_0 \leq 0, \quad (|\pi^{n,h,\alpha}| + g^{n,h,\alpha} - Y_0)\lambda^{n,h,\alpha} = 0. \tag{6.4}
\]
Note that (6.3) gives \(\lambda^{n,h,\alpha} = \Delta \mu^{n,h,\alpha} = ||\Pi_h \gamma^{n,h,\alpha}||\).

6.1. The closest point projection. We now show that the closest point projection for multi-surface plasticity [32, Chap. 5.2] can be applied to our problem. For simplicity of the presentation, we omit the superscript \(h\) in this subsection.

For given \(\zeta \in B^h\), let
\[
P(\cdot; \zeta) : (E^h \times M^h)^* \to (E^h \times M^h)^*
\]
be the orthogonal projection onto the closed convex set
\[
C(\zeta) = \{ (\sigma, g) \in (E^h \times M^h)^* : \varphi^\alpha(\sigma, g, \zeta) \leq 0, \quad \alpha = 1, ..., N \},
\]
where \(\varphi^\alpha(\sigma, g, \zeta) = |\sigma - N^\alpha - C^\alpha| + g^\alpha - Y_0 \) is the flow function and \(N^\alpha = \text{sym}(s^\alpha \otimes m^\alpha)\). For given \((\sigma^{tr}, g^{tr})\), the projection \((\sigma, g) = P(\sigma^{tr}, g^{tr}; \zeta)\) is the unique minimizer \((\sigma, g) \in C(\zeta)\) of the uniformly convex functional
\[
F(\sigma, g) = \frac{1}{2} \| (\sigma - (\sigma^{tr}, g^{tr}) ) \|^2_{(E^h \times M^h)^*}.
\]
In order to evaluate the orthogonal projection, we define the corresponding Lagrange functional \(L : (E^h \times M^h)^* \times M^h \to R\) by
\[
L(\sigma, g, \lambda) = F(\sigma, g) + \sum_\alpha \lambda^\alpha \varphi^\alpha(\sigma, g, \zeta).
\]
Since for all \(\sigma\) and \(\zeta\) we can choose \(g^\sigma\) with \(g^\sigma = |\sigma : N^\alpha - C^\alpha|\), so that \((\sigma, g^\sigma)\) is strictly admissible (i.e., \(\varphi^\alpha(\sigma, g^\sigma, \zeta) < 0\), a Slater condition is fulfilled. Thus a Lagrange parameter \(\lambda\) exists such that the unique solution \((\sigma, g)\) and the Lagrange parameter together constitute a solution of the KKT system
\[
0 = C^{-1}(\sigma - \sigma^{tr}) + \sum_\alpha \lambda^\alpha \text{sgn}(\sigma : N^\alpha - C^\alpha)N^\alpha,
\]
\[
0 = H_0^{-1}(g - g^{tr}) + \lambda,
\]
\[
0 \leq \lambda, \quad \varphi^\alpha(\sigma, g, \zeta) \leq 0, \quad \sum_\alpha \lambda^\alpha \varphi^\alpha(\sigma, g, \zeta) = 0.
\]
Since the solution \((\sigma, g)\) of the minimization problem is unique, this shows that the Lagrange parameter \(\lambda\) is also uniquely defined. The solution of the KKT system defines
\[
\Lambda(\sigma^{tr}, g^{tr}; \zeta) = \lambda,
\]
\[
D(\sigma^{tr}, g^{tr}; \zeta) = \text{diag}(\text{sgn}(\sigma : N^\alpha - C^\alpha)),
\]
\[
R(\sigma^{tr}, g^{tr}; \zeta) = D(\sigma^{tr}, g^{tr}; \zeta) \Lambda(\sigma^{tr}, g^{tr}; \zeta),
\]
which finally gives for the projection
\[
P(\sigma^{tr}, g^{tr}; \zeta) = \left(\sigma^{tr} - 2\mu_S \varepsilon^h \left( R(\sigma^{tr}, g^{tr}; \zeta), g^{tr} - H_0 \Lambda(\sigma^{tr}, g^{tr}; \zeta) \right) \right).
\]
Remark 6.1. In dom $j^h_\alpha$ the additional condition $g^\alpha \leq 0$ is required. We do not include this condition in the definition of the admissible set $C(\zeta)$, since from the KKT system we observe that for an admissible trial state $g^\alpha$ the response is always admissible, i.e., $g^\alpha \leq 0$ is satisfied.

We comment briefly on the evaluation of the closest point projection; see [31] for more details and for convergence properties. A standard active set algorithm [31, Tab. 2] is applied for the computation of $\lambda^\alpha$ and $\pi^\alpha = \sigma : N^\alpha - \zeta^\alpha$; this defines the response for the plastic strain $R(\sigma^{tr}, g^\alpha, \zeta) = \lambda^\alpha \sum_{\alpha} \text{sgn}(\pi^\alpha) N^\alpha$. Moreover, the generalized Jacobian is explicitly determined by [31, formula (3.9)].

Note that our approach is restricted to the model with hardening, since without hardening it cannot be guaranteed that the local active set problem is well-posed, cf. [31, Rem. 3.5].

6.2. The primal-dual nonlinear variational equation. For given $u^h \in V^h$ and given material history $(\gamma^{n-1,h}, \lambda^{n-1,h})$ we define the generalized trial stress

$$
((\sigma^{tr})^{n,h}(u^h), (g^{tr})^{n,h}) = \left( C(\varepsilon(u^h) - \varepsilon^p(\Pi_h \gamma^{n-1,h})), g^{n-1,h} \right),
$$

where $g^{n-1,h} = -H_0 \mu^{n-1,h}$ with $g^{n-1,h} \leq 0$.

Lemma 6.2. For the incremental primal-dual solution the generalized stress satisfies

$$(\sigma^{n,h}, g^{n,h}) = P((\sigma^{tr})^{n,h}(u^h), (g^{tr})^{n,h}; \zeta^{n,h}).$$

Proof. For the incremental primal-dual solution $(\sigma^{n,h}, g^{n,h}) \in C(\zeta^{n,h})$, and from the explicit evaluation of the flow rule (6.1c) we obtain the existence of $\lambda^{n,h}$ with $(\Pi_h \lambda^{n,h} \omega, \omega) = \lambda^{n,h} \omega(\text{sgn}(\pi^{n,h} \omega), 1)_{\omega=1,...,N}$. By $\lambda^{n,h} \omega \geq 0$, and $\lambda^{n,h} \omega = 0$ for $|\pi^{n,h} \omega| + g^{n,h} \omega < 0$. This yields

$$
\sigma^{n,h} = (\sigma^{tr})^{n,h}(u^{n,h}) - 2\mu_1 \varepsilon^p(\Pi_h \lambda^{n,h})
$$

$$
= (\sigma^{tr})^{n,h}(u^{n,h}) - 2\mu_1 \sum_{\omega} \lambda^{n,h} \omega \text{sgn}(\pi^{n,h} \omega) N^{\omega},
$$

$$
g^{n,h} = g^{n-1,h} - H_0 \mu^{n} = g^{n-1,h} - H_0 \lambda^{n,h}.
$$

Thus $(\sigma^{n,h}, g^{n,h}, \lambda^{n,h})$ is a critical point of the corresponding Lagrange functional and therefore $(\sigma^{n,h}, g^{n,h})$ is the result of the projection. \[ \square \]

Defining the element-wise return mapping function

$$
R_{n,h}(u^h, \gamma^{n,h}, \zeta^{n,h}) = \Pi_h \gamma^{n-1,h} + R(\Pi_h (\sigma^{tr})^{n,h}(u^h), \Pi_h g^{n-1,h}; \zeta^{n,h}),
$$

the primal-dual problem (6.1) can thus be rewritten as follows: find $(u^{n,h}, \gamma^{n,h}, \zeta^{n,h}) \in V^h \times Q^h \times B^h$ such that

$$(\varepsilon(u^{n,h}) - \varepsilon^p(R_{n,h}(u^{n,h}, \zeta^{n,h})), \varepsilon(v^h))_E = (\ell_n, v^h), \quad v^h \in V^h, \quad (6.6a)$$

$$(\zeta^{n,h}, q^h)_0 - (\gamma^{n,h}, q^h)_Q = 0, \quad q^h \in Q^h, \quad (6.6b)$$

$$(\gamma^{n,h}, \beta^h)_0 - (R_{n,h}(u^{n,h}, \zeta^{n,h}), \beta^h)_0 = 0, \quad \beta^h \in M^h, \quad (6.6c)$$

and then set $\Delta \mu^{n,h} = |\Pi_h \Delta \gamma^{n,h} \omega|$. Since the orthogonal projection onto a polyhedral set in a finite-dimensional space is strongly semi-smooth [12, Prop. 7.4.7], a
generalized Jacobian of the nonlinear system (6.6) exists, and the corresponding
generalized Newton algorithm converges locally super-linearly.

**Remark 6.3.** For the classical model in single crystal plasticity ($l_0 = 0$) the
incremental problem reduces to the following problem: find $u_h^{n,h} \in V^h$ such that:

$$
(\varepsilon(u^{n,h}) - \varepsilon^p(R_{n,h}(u^{n,h}, 0)), \varepsilon(v^h))_E = \langle \ell_n, v^h \rangle,
$$

$v^h \in V^h$. (6.7)

**Remark 6.4.** In the same way as in [36, Rem. 5.4] one can show that (6.6) is
a saddle point of a suitable Lagrange functional. Thus, the linearization of (6.6) is
symmetric.

**7. Numerical results.** We present numerical results for a standard fcc crystal
with 12 slip systems determined by slip plane normals of the form $\{111\}$ and direc-
tions $\{110\}$ (the orientations are given relative to the reference coordinates, see
[23, Table 1]). The material parameters are taken from [3, Tab. 1]: Young’s modulus
$E = 200000$ [MPa], Poisson’s ratio $\nu = 0.3$, local hardening modulus $H_0 = 10000$
[MPa], internal length scale $l_0 = 0.01$ [µm], and the parameter related to non-local
strength $\pi_0 = 4 \cdot 10^7$ [MPa].

For the simulations we use the finite element software M++ [34, 35], and the
linearized systems are solved with the parallel direct solver [24]. In all cases we
use uniform hexahedral meshes with bubble-enhanced trilinear finite elements for the
displacements and the plastic slip, and piecewise constants for the back-stress.

**Example 1.** The first example is a variant of the simple shear test in [23, Sect. 4.1]
with $\Omega = (0, l_\Omega)^2 \times (0, 3l_\Omega)$, where $l_\Omega = 10$ [µm] is the length scale of the domain. We
impose homogeneous Dirichlet boundary conditions on the bottom ($x_3 = 0$), and on
the top we prescribe a shear displacement $u(x_1, x_2, l_\Omega) = t(0, l_\Omega, 0), (x_1, x_2) \in (0, l_\Omega)^2$.
On the face $x_1 = 0$ symmetry boundary conditions are imposed, and for all other
faces we have free Neumann boundary conditions. On the Dirichlet boundaries for
$x_3 = 0$ and $x_3 = l_\Omega$ we also use micro-hard boundary conditions, i.e. $\Gamma_D = \Gamma_H$ and
$\Gamma_F = \partial \Omega \setminus \Gamma_H$.

The distributions of the plastic slips $\gamma^\alpha$ are illustrated in Fig. 7.1 for the strain-
gradient model and compared in Fig. 7.2 with the classical model without plastic
gradient terms. It can easily be seen, that due to the micro-hard boundary conditions,
the plastic slip is zero at the Dirichlet boundaries. As a consequence the strong
boundary singularities for the classical model on four plastic slips (in the direction
$\{110\}$) are considerably relaxed for the strain-gradient model.

The convergence in space is illustrated for the shear test in Fig. 7.3. We observe
at least linear convergence of the stress-strain relation, which is optimal for our dis-
cretization, cf. Thm. 5.1. Thus we may estimate by extrapolation that the error is less
than 5% on the fine mesh, but the qualitative behaviour of the numerical simulations
is correctly identified even on very coarse meshes.
\[ s^\alpha = \{0 1 1\} \]
\[ s^\alpha = \{1 1 0\} \]
\[ s^\alpha = \{1 0 1\} \]

**Fig. 7.1.** Distribution of the plastic slips \( \gamma^\alpha \) for the shear test at \( t = 0.075 \) (nonlocal model with domain length scale \( l_\Omega = 10 \mu m \)) on the slip plane \( \{1 1 1\} \). The results on the slip planes \( \{1 1 1\}, \{\overline{1} 1 1\}, \) and \( \{\overline{1} \overline{1} 1\} \) coincide for each slip direction up to rotation and sign changing. The simulation is done on 12,288 hexahedral cells with 544,191 degrees of freedom.

\[ s^\alpha = \{0 1 1\} \]
\[ s^\alpha = \{1 1 0\} \]
\[ s^\alpha = \{1 0 1\} \]

**Fig. 7.2.** Distribution of the plastic slips \( \gamma^\alpha \) for the shear test at \( t = 0.075 \) (classical model with \( l_0 = 0 \)). Here we use the same mesh as in Fig. 7.1.

**Example 2.** The second example is an indentation test as proposed in [8, Sect. 6, Fig. 1]. We use \( \Omega = (0, l_\Omega)^3 \) with homogeneous Dirichlet boundary conditions for \( x_3 = 0 \), and we prescribe a deformation \( u(x_1, x_2, 1) = t(0, l_\Omega \min\{0, (3 - 2r)r^2, 0\}) \), where \( r = l_\Omega^{-1}|(x_1, x_2)|, (x_1, x_2) \in (0, l_\Omega)^2 \). Also following [8, Fig. 3], we prescribe symmetry boundary conditions on the faces \( x_1 = 0 \) and \( x_2 = 0 \). The results are illustrated in Fig. 7.4.
Fig. 7.3. Convergence of the stress-strain relation for the shear test for a sequence of uniformly refined meshes \((l_0 = 10)\). The increments in time are small enough so that no significant change can be observed for smaller increments.

For this configuration we study the size effects of our model by varying the length scale \(l_0\) of the sample. The size-dependent model will be compared with the classical model \((l_0 = 0)\) which is the macroscopic limit in the sense that the strain-stress relation of the nonlocal model converges to the classical model for \(l_0 \rightarrow \infty\), cf. [36, Lem. 2.5]. This convergence is illustrated in Fig. 7.5, starting from a range of a few \(\mu m\)—where the material response is considerably relaxed by the hardening effects of the nonlocal back-stress—up to 30 \(\mu m\); for larger samples nearly no nonlocal effects can be observed, i.e. the material response is very close to the macroscopic material behaviour.

Fig. 7.4. Distribution of the stress \(\sigma\), the plastic strain \(\varepsilon^p\) and the plastic slip \(\gamma^p\) with \(m^p = \{111\}\) and \(s^p = \langle 011 \rangle\) for the indentation test \((l_0 = 5)\) at \(t = 0.1\). Here we use 4096 hexahedral cells and 184,287 degrees of freedom.

The hardening effects are further illustrated by the evolution of the back-stress
variable $\zeta^\alpha = -\text{div} \xi^\alpha$ which triggers the nonlocal plastic response in the strain-gradient model. Since the flow rule guarantees admissibility of the microforce, i.e., $|\tau^\alpha - \zeta^\alpha| \leq Y_0$, there are no nonlocal effects if $|\zeta^\alpha| \ll Y_0$. On the other hand, if $|\zeta^\alpha|$ is larger than the initial yield stress $Y_0$, the irreversible plastic deformation is so large that the initial material state with $u = 0$ is no longer admissible. We see in Fig. 7.6 that this is the case for $l_\Omega < 10 \mu m$ and $t > 0.04$.

Finally, we want to remark on the numerical efficiency of our solution method. The nonlinear convergence of the Newton iteration is always super-linear in the final steps, but global Newton convergence requires reasonably close initial iterates (which are obtained by small time increments). This is due to the difficult identification of the active sets of the slip systems in each cell. In the classical model this is done by the radial return, but in the nonlocal case it is not possible to find this active set locally within each cell. So, the number of required Newton steps increases for smaller length scales $l_\Omega$. In our simulation the choice of the next time increment depends on the number of Newton steps required for the preceding time increment. This simple heuristic approach results in 959 time increments with altogether 11 139 Newton steps for $l_\Omega = 5$, and 251 time increments with altogether 1 012 Newton steps for $l_\Omega = 30$. Nevertheless, a damped semismooth Newton method converges in all our examples, but—as expected also for active set methods—the convergence rate is mesh-dependent.

![Fig. 7.5. Stress-strain relation for the indentation test in dependence of the sample size $l_\Omega$ (the macroscopic sample for $l_\Omega = \infty$ is computed with local plasticity, i.e. $l_0 = 0$). For $t < 0.008$, the material response is elastic, i.e. $\|\sigma\|_E = \|\varepsilon(u)\|_E$, and all curves coincide. Here we use the mesh as in Fig. 7.4 and variable time increments $\Delta t \in [0.0004, 0.00008]$.](image-url)
Fig. 7.6. Evolution of the back-stress for the indentation test in dependence of the sample size $l_\Omega$ (the macroscopic sample for $l_\Omega = \infty$ is computed with local plasticity, i.e. $l_\Omega = 0$). For $t < 0.008$, the material response is elastic, i.e. $\zeta = 0$ for all sample sizes. Moreover, we have $\zeta \equiv 0$ for the classical model ($l_\Omega = \infty$). Here we use the same discretisation as in Fig. 7.5.

8. Conclusions. This work has been concerned with the development and analysis of finite element approximations of a model of small-deformation single-crystal strain-gradient plasticity. In contrast to the classical problem for single-crystal plasticity, the flow relation is of a non-local nature. Viscoplastic regularizations are often considered, either because of the linear dependence of slip systems, or to reflect more closely the physical model. Here, we focus on rate-independent problems with hardening. A key contribution of this work has been the characterization of the back-stress associated with the gradient term as a square-integrable function, thus allowing its approximation by piecewise-constants. By introducing a mesh-dependent discrete variational problem and a uniformly stable bubble-enhanced low-order finite element space, optimal $O(h)$ convergence is guaranteed. In addition, our discrete formulation allows the use of the classical closest point projection. This solution algorithm can be analyzed within the abstract framework of Newton schemes, and super-linear convergence holds locally. The performance of the algorithm has been demonstrated in two examples for fcc crystals, viz. simple shear, and an indentation test.

There are two intuitive directions for further research. One challenge is the generalization of our analysis to finite deformations within the abstract framework of purely energetic microforces and microstresses. A further avenue of investigation would be to explore the extension of the present entirely energetic model to the more general case in which dissipative microstresses are admitted.
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