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1 Introduction

In this thesis we investigate spectral multiplier theorems on Lebesgue and Hardy spaces,
where our focus is on the required regularity order.

Consider a non-negative, self-adjoint operator L on the Hilbert space L2(X), where X is
an arbitrary measure space. If EL denotes the resolution of the identity associated to L,
then L can be represented in the form

L =
∫ ∞

0
λ dEL(λ)

(see e.g. [Rud73, Theorem 13.33]). The spectral theorem asserts that the operator

F (L) :=
∫ ∞

0
F (λ) dEL(λ)

is well defined and acts as a bounded linear operator on L2(X) whenever F : [0,∞) → C is
a bounded Borel function. Spectral multiplier theorems provide regularity assumptions on
F which ensure that the operator F (L) extends from Lp(X) ∩ L2(X) to a bounded linear
operator on Lp(X) for all p ranging in some symmetric interval containing 2.

In 1960, L. Hörmander addressed this question for the Laplacian L = −∆ on RD during
his studies on the boundedness of Fourier multipliers on RD. His famous Fourier multiplier
theorem ([Hör60, Theorem 2.5]) reads as follows:

If γ ∈ N with γ > D/2 and F : [0,∞) → C is a bounded function such that F is γ-times
continuously differentiable on (0,∞) and the inequality

γ∑
k=0

sup
R>0

(
1
R

∫ 2R

R/2

∣∣RkF (k)(ξ)
∣∣2 dξ)1/2

<∞ (1.1)

holds, then F (−∆) is a bounded linear operator on Lp(RD) for every p ∈ (1,∞).

Note that F (−∆) corresponds to a Fourier multiplier operator and that the spectrum
of −∆ is the set [0,∞) on which the function F is defined. This observation justifies
the terminology “spectral multiplier” which will also be used for other operators than the
Laplacian.
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1 Introduction

In honor of L. Hörmander, the condition (1.1) is called (classical) Hörmander condition.
Nowadays, it is common practice to replace it by an upgraded version. For introducing the
latter, fix a non-negative function ω ∈ C∞

c (0,∞) with

suppω ⊆ (1/4, 1) and
∑
n∈Z

ω(2−nλ) = 1 for all λ > 0 .

The substitute of (1.1), which will subsequently be referred to as Hörmander condition,
reads as follows:

sup
n∈Z

‖ωF (2n·)‖Hs
q
<∞ (1.2)

for bounded Borel functions F : [0,∞) → C, where q ≥ 2, s > 1/q and Hs
q denotes the

Bessel potential space on R. It is important to notice that (1.2) does not depend on the
choice of ω (cf. Lemma 2.18). In contrast to the classical Hörmander condition (1.1), its
substitute (1.2) also allows fractional derivation which improves the possibility to measure
the required regularity of the considered function F . Further, it is not only formulated for
the case q = 2. We refer to Lemma 2.19 for a detailed discussion of the relation between
(1.1) and (1.2). Now Hörmander’s Fourier multiplier theorem takes the following form:

If F : [0,∞) → C is a bounded Borel function with supn∈Z ‖ωF (2n·)‖Hs
2
< ∞ for some

s > D/2, then F (−∆) is a bounded linear operator on Lp(RD) for all p ∈ (1,∞).

By considering imaginary powers (−∆)iτ for τ ∈ R, M. Christ ([Chr91, p. 73]) observed
that the regularity order in Hörmander’s statement cannot be improved beyond D/2. This
means that for any s < D/2 there exists a bounded Borel function F : [0,∞) → C such
that the Hörmander condition supn∈Z ‖ωF (2n·)‖Hs

2
<∞ holds, but F (−∆) does not act as

a bounded operator on Lp(RD) for the whole range p ∈ (1,∞).

Another important example are the Bochner-Riesz means σα(−∆) for α > 0, where

σα(λ) :=
{

(1− λ)α for λ ≤ 1,
0 for λ > 1.

Since the Hörmander condition supn∈Z ‖ωσα(2n·)‖Hs
2
<∞ holds if and only if α > s− 1/2

(see e.g. [DOS02, p. 446]), Hörmander’s result gives boundedness of Bochner-Riesz means
σα(−∆) on Lp(RD) for all p ∈ (1,∞) whenever α > (D − 1)/2.

Hörmander’s multiplier theorem was generalized, on the one hand, to other spaces than
RD and, on the other hand, to more general operators than the Laplacian.

The development began in the early 1990’s. G. Mauceri and S. Meda ([MM90]) and M.
Christ ([Chr91]) extended the result to homogeneous Laplacians on stratified nilpotent Lie
groups. Further generalizations were obtained by G. Alexopoulos ([Ale94]) who showed in
the setting of connected Lie groups of polynomial volume growth a corresponding statement
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for the left invariant sub-Laplacian which was in turn extended by W. Hebisch ([Heb95]) to
integral operators with kernels decaying polynomially away from the diagonal. More histor-
ical remarks about spectral multiplier theorems, including an overview about boundedness
of Bochner-Riesz means, can be found in [DOS02] and the references therein.

The results in [DOS02] due to X.T. Duong, E.M. Ouhabaz, and A. Sikora mark an
important step toward the study of more general operators. In the abstract framework of
(subsets of) spaces of homogeneous type (X, d, µ) with dimension D > 0 in the sense of
R.R. Coifman and G. Weiss ([CW71], see also Section 2.2) they investigated non-negative,
self-adjoint operators L on L2(X) which satisfy (classical) Gaussian estimates, i.e. the
semigroup (e−tL)t>0 generated by −L can be represented as integral operators

e−tLf(x) =
∫
X
pt(x, y)f(y) dµ(y)

for all f ∈ L2(X), t > 0, µ-a.e. x ∈ X and the kernels pt : X ×X → C enjoy the following
pointwise upper bound

|pt(x, y)| ≤ C µ(B(x, t1/m))−1 exp

(
−b
(
d(x, y)
t1/m

) m
m−1

)
(1.3)

for all t > 0 and all x, y ∈ X, where b, C > 0 and m ≥ 2 are constants independent of t, x, y
and B(x, t1/m) := {y ∈ X : d(x, y) < t1/m} denotes the open ball in X with center x and
radius t1/m. Under these hypotheses X.T. Duong, E.M. Ouhabaz, and A. Sikora obtained
that the operator F (L) is of weak type (1, 1) and thus bounded on Lp(X) for all p ∈ (1,∞)
whenever F : [0,∞) → C is a bounded Borel function with supn∈Z ‖ωF (2n·)‖Hs

2
< ∞ for

some s > (D + 1)/2.

However, the price for the generality lies in the requirement of an additional 1/2 in
the regularity order of the Hörmander condition. Unfortunately, sharp results as for the
Laplacian are unknown at present time. In the general situation one can only say that the
regularity assumption s > D/2 + 1/6 cannot be weakened as an example in [Tha89] by S.
Thangavelu shows (see also [DOS02, Theorem 1.3]).

In order to get better multiplier results in the general situation as well, X.T. Duong,
E.M. Ouhabaz, and A. Sikora introduced the so-called Plancherel condition ([DOS02, (3.1)])
which states the following: There exist C > 0 and q ∈ [2,∞) such that for all R > 0, y ∈ X,
and all bounded Borel functions F : [0,∞) → C with suppF ⊆ [0, R]∫

X

∣∣KF ( m
√
L)(x, y)

∣∣2 dµ(x) ≤ Cµ(B(y, 1/R))−1‖F (R·)‖2
q , (1.4)

where KF ( m
√
L) : X×X → C denotes the kernel of the integral operator F ( m

√
L). The result

of X.T. Duong, E.M. Ouhabaz, and A. Sikora reads as follows ([DOS02, Theorem 3.1]):
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1 Introduction

Let (X, d, µ) be a space of homogeneous type with dimension D and L be a non-negative,
self-adjoint operator on L2(X) which satisfies Gaussian estimates. Suppose that the Plan-
cherel condition holds for some q ∈ [2,∞) and that F : [0,∞) → C is a bounded Borel
function with supn∈Z ‖ωF (2n·)‖Hs

q
< ∞ for some s > D/2. Then the operator F (L) is of

weak type (1, 1) and thus bounded on Lp(X) for all p ∈ (1,∞).

According to [DOS02, Lemma 2.2], the inequality (1.4) always holds for q = ∞. In this
case a corresponding statement is also valid when the Hörmander condition is formulated
with respect to the norm in the Hölder space Cs.

Sometimes it is not clear whether, or even not true that, a non-negative, self-adjoint
operator on L2(X) admits Gaussian estimates and thus the above result cannot be applied.
This occurs, for example, for Schrödinger operators with bad potentials ([SV94]) or elliptic
operators of higher order with bounded measurable coefficients ([Dav97]). Further examples
are described in Chapter 7. Nevertheless, it is often possible to show a weakened version of
Gaussian estimates, so-called generalized Gaussian estimates.

Let p0 ∈ [1, 2) and m ≥ 2. A non-negative, self-adjoint operator L on L2(X) is said to
fulfill generalized Gaussian estimates (GGEp0,m) if there exist constants b, C > 0 such that

∥∥1B(x,t1/m)e
−tL

1B(y,t1/m)

∥∥
p0→p′0

≤ C µ(B(x, t1/m))
−( 1

p0
− 1
p′0

)
exp

(
−b
(
d(x, y)
t1/m

) m
m−1

)
(1.5)

for all t > 0 and all x, y ∈ X. Here, 1E denotes the characteristic function of the set E ⊆ X

and ‖1E1T1E2‖p→q is defined by sup‖f‖p≤1 ‖1E1 · T (1E2f)‖q for a bounded linear operator
T on L2(X), p, q ∈ [1,∞], and measurable sets E1, E2 ⊆ X. Moreover, p′0 denotes the
conjugate exponent of p0, i.e. 1/p0 + 1/p′0 = 1 with the usual convention 1/∞ := 0.

This definition covers classical Gaussian estimates for p0 = 1 ([BK02, Proposition 2.9]). It
is known that for the class of operators L with (GGEp0,m) the interval [p0, p

′
0] is, in general,

optimal for the existence of the semigroup (e−tL)t>0 on Lp(X) for each p ∈ [p0, p
′
0] in the

sense that, if p does not lie in this range, one finds an operator L satisfying (GGEp0,m),
but e−tL cannot be extended from Lp(X) ∩ L2(X) to a bounded linear operator on Lp(X)
for any t > 0 (see e.g. [Dav97, Theorem 10]). In Chapter 2 we take a closer look at the
properties of generalized Gaussian estimates and the Hörmander condition.

In 2003, S. Blunck showed the following spectral multiplier theorem for operators satis-
fying generalized Gaussian estimates ([Blu03, Theorem 1.1]):

Let (X, d, µ) be a space of homogeneous type with dimension D and L be a non-negative,
self-adjoint operator on L2(X) which satisfies generalized Gaussian estimates (GGEp0,m)
for some p0 ∈ [1, 2) and m ≥ 2. If F : [0,∞) → C is a bounded Borel function with
supn∈Z ‖ωF (2n·)‖Hs

2
<∞ for some s > (D + 1)/2, then the operator F (L) is of weak type

(p0, p0) and thus bounded on Lp(X) for all p ∈ (p0, p
′
0).
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In Chapter 3 we present an improved spectral multiplier result with an adequate substi-
tute of the Plancherel condition (1.4) which also works for operators L satisfying generalized
Gaussian estimates. In order to motivate our replacement of (1.4), we rewrite (1.4) with
the help of the identity supy∈X ‖KF ( m

√
L)(·, y)‖2 = ‖F ( m

√
L)‖1→2 as a norm estimate for the

operator F ( m
√
L) itself∥∥F ( m

√
L) 1B(y,1/R)

∥∥
1→2

≤ C |B(y, 1/R)|−
1
2 ‖F (R·)‖q

for all R > 0, y ∈ X, and all bounded Borel functions F : [0,∞) → C with suppF ⊆ [0, R],
where the constants C > 0 and q ∈ [2,∞) are independent of R, y, F . Inspired by this
observation, we introduce our substitute of the Plancherel condition for operators L which
fulfill generalized Gaussian estimates (GGEp0,m) for some p0 ∈ [1, 2) and m ≥ 2 as follows:∥∥F ( m

√
L) 1B(y,1/R)

∥∥
p0→2

≤ C |B(y, 1/R)|−( 1
p0
− 1

2
)‖F (R·)‖q (1.6)

for all R > 0, y ∈ X, and all bounded Borel functions F : [0,∞) → C with suppF ⊆ [0, R],
where the constants C > 0 and q ∈ [2,∞) are independent of R, y, F . Having this replace-
ment of (1.4) at hand, we are able to show the following result (cf. Theorem 3.1) that
provides a generalization of the statement [DOS02, Theorem 3.1] to operators which fulfill
generalized Gaussian estimates.

Let (X, d, µ) be a space of homogeneous type with dimension D and L be a non-negative,
self-adjoint operator on L2(X) such that generalized Gaussian estimates (GGEp0,m) for
some p0 ∈ [1, 2) and m ≥ 2 as well as the Plancherel condition (1.6) for some q ∈ [2,∞)
hold. If F : [0,∞) → C is a bounded Borel function with supn∈Z ‖ωF (2n·)‖Hs

q
< ∞ for

some s > D/2, then the operator F (L) is of weak type (p0, p0) and thus bounded on Lp(X)
for all p ∈ (p0, p

′
0).

Note that in the case p0 = 1 our statement matches with the one in [DOS02] which
is sharp in the sense that it includes the same regularity assumptions as needed for the
Laplacian in Hörmander’s multiplier theorem which are sharp.

As the validity of the Plancherel condition (1.4) entails that the point spectrum of the
considered operator L is empty, X.T. Duong, E.M. Ouhabaz, and A. Sikora presented a
version of the Plancherel condition that applies for operators with non-empty point spec-
trum as well ([DOS02, Theorem 3.2]). We shall upgrade their result to operators which
satisfy only generalized Gaussian estimates (cf. Theorem 3.8).

All the described results for operators L satisfying (GGEp0,m) for some p0 ∈ [1, 2) have
in common that the required regularity order in the Hörmander condition for getting a
weak type (p0, p0)-bound is the same as needed for the weak type (1, 1)-bound in the
corresponding statements for operators enjoying classical Gaussian estimates. Their proofs
rely on the weak type (p0, p0) criterion due to S. Blunck and P.C. Kunstmann ([BK03,
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1 Introduction

Theorem 1.1]) and it seems to be impossible to soften the regularity assumptions with this
approach. However, since for boundedness of F (L) on L2(X) no regularity of F is needed,
one expects, motivated by interpolation, s > (D + 1)(1/p0 − 1/2) or s > D(1/p0 − 1/2)
instead of s > (D + 1)/2 or s > D/2, respectively, as sufficient regularity assumptions
in the Hörmander condition when one asks about boundedness of F (L) in Lp(X) for all
p ∈ (p0, 2]. Since in the case of (GGEp0,m) a weak type (1, 1)-bound for F (L) is, in general,
not possible, we cannot hope to conclude such weakened regularity orders by interpolating
the regularity orders (D + 1)/2 or D/2 for the weak (1, 1)-bound and 0 on L2(X).

In order to master the challenge, we consider Hardy spaces which serve as a substitute of
Lebesgue spaces. For our purposes we shall consider specific Hardy spaces being associated
to the operator L. They were introduced and revised during the past ten years. For a short
survey about their development we refer to the beginning of Chapter 4. Those Hardy
spaces possess nice properties, for example, they form an interpolation scale, coincide under
the assumption of (GGEp0,m) with Lp(X) for all p ∈ (p0, 2], and allow spectral multiplier
theorems even for all p ∈ [1, p0].

Such spaces can be defined for injective, non-negative, self-adjoint operators L on L2(X)
which satisfy the L2(X)-version of (1.5) with p0 = 2, so-called Davies-Gaffney estimates

∥∥1B(x,t1/m)e
−tL

1B(y,t1/m)

∥∥
2→2

≤ C exp

(
−b
(
d(x, y)
t1/m

) m
m−1

)

for all t > 0 and all x, y ∈ X, where m ≥ 2 and b, C > 0 are constants independent of
t, x, y. Sometimes we refer to m as the order of L. For introducing Hardy spaces, define
ψ0(z) := ze−z und consider the conical square function

Sψ0f(x) :=

(∫ ∞

0

∫
B(x,t)

|ψ0(tmL)f(y)|2 dµ(y)
|B(x, t)|

dt

t

)1/2

(f ∈ L2(X), x ∈ X).

For p ∈ [1, 2], the Hardy space Hp
L,Sψ0

(X) associated to L via square functions is said to be

the completion of {f ∈ L2(X) : Sψ0f ∈ Lp(X)} with respect to the norm

‖f‖Hp
L,Sψ0

:= ‖Sψ0f‖Lp(X) .

By the spectral theorem, it is plain to see that H2
L,Sψ0

(X) = L2(X). Under the assumption
of (GGEp0,m) for some p0 ∈ [1, 2) we prove that Hp

L,Sψ0
(X) and Lp(X) coincide for all

p ∈ (p0, 2] (cf. Theorem 4.19).

There is an equivalent characterization of the space H1
L,Sψ0

(X) in terms of a molecular
decomposition (cf. Theorem 4.10). As we shall see, in order to verify boundedness of an
operator on the Hardy space H1

L,Sψ0
(X), the study of the operator on the whole Hardy
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space is not needed, one has just to understand the action of the operator on an individual
molecule. Such an idea is classical in the more comfortable situation of the presence of
an atomic decomposition and was used by various authors for obtaining boundedness of
spectral multipliers on the Hardy space H1

L,Sψ0
(X). For example, J. Dziubański ([Dzi99])

showed a spectral multiplier theorem for Schrödinger operators and, later, J. Dziubański
and M. Preisner ([DP09]) established a generalization to arbitrary operators satisfying
classical Gaussian estimates of order 2. Recently, X.T. Duong and L.X. Yan ([DY11])
obtained boundedness of spectral multipliers on the Hardy space H1

L,Sψ0
(X) for operators

L satisfying Davies-Gaffney estimates of order 2.

All the authors confined their studies to operators of order 2 because in this case the
Davies-Gaffney estimates are equivalent to the finite speed propagation property for the
corresponding wave equation (see e.g. [CS08, Theorem 3.4]) which contains information on
the support of the integral kernel of cos(t

√
L) and this in turn entails information on the

kernel of F (
√
L) since they are related via the Fourier transform provided that F is an odd

function. However, in general, such a relation fails (see e.g. [DOS02, Section 8.2]). In order
to develop spectral multiplier results for operators satisfying Davies-Gaffney estimates of
arbitrary order m ≥ 2, we thus have to employ a different reasoning. In Chapter 5 we shall
establish a spectral multiplier theorem on the Hardy space H1

L,Sψ0
(X) for such operators L

by reducing the proof of the boundedness of F (L) in H1
L,Sψ0

(X) to the uniform boundedness
of F (L)a in H1

L,Sψ0
(X) for every molecule a. That will be achieved by using similar tools as

those prepared in Chapter 3. It turns out that the regularity assumptions in this statement
are the same as needed for obtaining a weak type (p0, p0)-bound result in the presence of
generalized Gaussian estimates (GGEp0,m).

In Chapter 6 we state the main result of our work, namely a spectral multiplier result
for operators satisfying generalized Gaussian estimates (GGEp0,m) for some p0 ∈ [1, 2) and
m ≥ 2. In a first step we combine our multiplier result on the Hardy space H1

L,Sψ0
(X)

with the interpolation procedure [Kri09, Corollary 4.84] which yields a multiplier result on
Hp
L,Sψ0

(X) for all p ∈ [1, 2] (cf. Theorem 6.3). But, according to Theorem 4.19, the spaces
Hp
L,Sψ0

(X) and Lp(X) coincide for each p ∈ (p0, 2], so that we obtain a spectral multiplier
theorem on Lebesgue spaces, presented in Theorem 6.4 a), which reads as follows:

Let (X, d, µ) be a space of homogeneous type with dimension D and L be a non-negative,
self-adjoint operator on L2(X) such that generalized Gaussian estimates (GGEp0,m) hold
for some p0 ∈ [1, 2) and m ≥ 2. For fixed p ∈ (p0, p

′
0), suppose that s > (D+ 1) |1/p− 1/2|

and 1/q < |1/p − 1/2|. Then, for every bounded Borel function F : [0,∞) → C with
supn∈Z ‖ωF (2n·)‖Hs

q
< ∞, the operator F (L) is bounded on the Lebesgue space Lp(X).

More precisely, there exists a constant C > 0 such that

‖F (L)‖p→p ≤ C
(
sup
n∈Z

‖ωF (2n·)‖Hs
q

+ |F (0)|
)
.

7



1 Introduction

This statement improves the results [Blu03, Theorem 1.1] of S. Blunck and [Kri09, Theo-
rem 4.95] of C. Kriegler concerning the required regularity order. We emphasize that in the
presence of classical Gaussian estimates the multiplier theorem due to X.T. Duong, E.M.
Ouhabaz, and A. Sikora in combination with interpolation would need the same regularity
of F as our main result for ensuring the boundedness of F (L) on Lp(X) for p ∈ (p0, p

′
0).

We also quote a corresponding version of our main result with an installed version of the
Plancherel condition that leads to weakened regularity assumptions (cf. Theorem 6.4 b)).

The final Chapter 7 is devoted to the study of applications. We investigate the second
order Maxwell operator with measurable coefficient matrices on bounded Lipschitz domains
in R3 and show that the above spectral multiplier theorem is applicable to this operator
(cf. Theorem 7.10). Our reasoning consists in using Davies’ perturbation method (see
e.g. [Dav95]) together with arguments similar to those in [MM09]. Moreover, we discuss
the Stokes operator with Hodge boundary conditions. Finally, we verify, based on recent
results in [MM10] due to M. Mitrea and S. Monniaux, the validity of generalized Gaussian
estimates for the Lamé operator. From this it follows not only that our spectral multiplier
result applies to this important operator, but also that its spectrum is p-independent. We
mention that, in general, classical Gaussian estimates for the above operators fail.
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2 Preliminaries

In this chapter we introduce the basic notations, definitions, and background material
needed for reading this thesis.

2.1 Notations

Throughout the whole thesis we assume that (X, d, µ) is a space of homogeneous type with
dimension D, as defined in Section 2.2. To avoid repetition, we skip this assumption in all
the subsequent statements.

We make use of the notation B(x, r) := {y ∈ X : d(y, x) < r} for the open ball in X

with center x ∈ X and radius r ≥ 0. We shall write λB(x, r) for the λ-dilated ball B(x, λr)
and A(x, r, k) for the annular region B(x, (k + 1)r) \B(x, kr), where k ∈ N0, λ > 0, r > 0,
and x ∈ X. The volume of a Borel set Ω ⊆ X will be denoted by |Ω| := µ(Ω).

For p ∈ [1,∞] the Lebesgue space Lp(X,µ) will be written in short Lp(X). Additionally,
we abbreviate the operator norm ‖ · ‖p→q := ‖ · ‖Lp(X)→Lq(X) for 1 ≤ p ≤ q ≤ ∞.

The symbol 1E stands for the characteristic function of a Borel set E ⊆ X, whereas
‖1E1T1E2‖p→q is defined via sup‖f‖p≤1 ‖1E1 · T (1E2f)‖q for a bounded linear operator T
on L2(X), Borel sets E1, E2 ⊆ X, and 1 ≤ p ≤ q ≤ ∞.

For p ∈ [1,∞] the conjugate exponent p′ is defined by 1/p + 1/p′ = 1 with the usual
convention 1/∞ := 0.

In the proofs, the letters b, C denote generic positive constants that are independent of
the relevant parameters involved in the estimates and may take different values at different
occurrences. We will often use the notation a . b if there exists a constant C > 0 such that
a ≤ Cb for two non-negative expressions a, b; a ∼= b stands for the validity of a . b . a.

2.2 Spaces of homogeneous type

Before we introduce spaces of homogeneous type, we briefly recall some basic definitions
in measure theory. Fix a non-empty metric space (X, d). The Borel σ-algebra denotes the
smallest σ-algebra ofX that contains all the open subsets ofX, its elements are also referred
to as Borel sets. A measure µ defined on the Borel σ-algebra is called Borel measure. It is
said to be σ-finite if X can be written as the union of a finite or countable family of Borel
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2 Preliminaries

sets with finite measure. A Borel measure µ is called regular if it holds for any Borel set B

µ(B) = sup
{
µ(C) : C ⊆ B, C compact

}
= inf

{
µ(O) : O ⊇ B, O open

}
.

We will present our results in the general framework of spaces of homogeneous type
(X, d, µ), i.e. (X, d) is a non-empty metric space endowed with a σ-finite regular Borel
measure µ with µ(X) > 0 which satisfies the so-called doubling condition, that is, there
exists a constant C > 0 such that for all x ∈ X and all r > 0

|B(x, 2r)| ≤ C |B(x, r)| . (2.1)

This inequality entails immediately the strong homogeneity property, i.e. the existence of
constants C,D > 0 such that for all x ∈ X, all r > 0, and all λ ≥ 1

|B(x, λr)| ≤ CλD|B(x, r)| . (2.2)

Indeed, for arbitrary λ ≥ 1 write λ = 2mρ with m ∈ N0 and ρ ∈ [1, 2) and put D := log2C,
where C is the uniform constant in the doubling condition (2.1). Then we obtain for any
x ∈ X and r > 0 by using the doubling condition and the monotonicity of the measure µ

|B(x, λr)| ≤ Cm|B(x, 2r)| ≤ C(λ/2m)DCm|B(x, r)| = CλD|B(x, r)| .

In the sequel the value D always refers to the constant in (2.2) which will be also called
dimension of (X, d, µ). Of course, D is not uniquely determined and for any D′ ≥ D

the inequality (2.2) is surely valid. However, the smaller D is, the stronger will be the
multiplier theorems we are able to obtain. Therefore, we are interested in taking D as
small as possible.

There is a multitude of examples of spaces of homogeneous type. The simplest one is the
Euclidean space RD, D ∈ N, equipped with the Euclidean metric and the Lebesgue measure.
Bounded open subsets of RD with Lipschitz boundary endowed with the Euclidean metric
and the Lebesgue measure form also spaces of homogeneous type. For further examples we
refer to [Rus07, p. 126].

More general definitions of spaces of homogeneous type can be found in [CW71, Chapitre
III.1], where even a quasi-distance d was allowed, or in [Ste93, Section I.1.2], where the
doubling condition is replaced by a weaker assumption in which the ball B(x, 2r) on the
left-hand side of (2.1) is changed to the union of balls of radius r meeting the ball B(x, r).

We give a short review about well-known results concerning spaces of homogeneous type
and start with a simple but useful observation which is an immediate consequence of the
doubling condition (2.1) (see e.g. [BK05, Lemma 3.2]).
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2.2 Spaces of homogeneous type

Fact 2.1. Let (X, d, µ) be a space of homogeneous type. Then there exists a constant C > 0
such that for all r > 0, x ∈ X, and y ∈ B(x, r)

C−1|B(y, r)| ≤ |B(x, r)| ≤ C |B(y, r)| .

Consequently, it holds for any r > 0 and any x ∈ X

C−1 ≤
∫
B(x,r)

1
|B(y, r)|

dµ(y) ≤ C . (2.3)

An essential feature of spaces of homogeneous type is the validity of covering results
which mean that, as in the Euclidean setting, one can cover an arbitrary ball of radius r
by balls of radius s and their number is bounded from above by a term only involving the
ratio r/s and the constants in (2.2) whenever r ≥ s > 0.

Lemma 2.2. Let (X, d, µ) be a space of homogeneous type with dimension D. Then for
each r ≥ s > 0 and y ∈ X there exist finitely many points y1, . . . , yK in B(y, r) such that

i) d(yj , yk) > s/2 for all j, k ∈ {1, . . . ,K} with j 6= k;

ii) B(y, r) ⊆
⋃K
k=1B(yk, s);

iii) K . (r/s)D;

iv) each x ∈ B(y, r) is contained in at most M balls B(yk, s), where M depends only on
the constants in (2.2) and is independent of r, s, x, y.

Proof. Let r > 0 and y ∈ X. The existence of points y1, . . . , yK ∈ B(y, r) with the
properties i) and ii) is well-known (see e.g. [AM07b, Lemmas 6.1, 6.2] or [CW71, pp. 68 ff.],
where i) was originally used to define spaces of homogeneous type). Let y1, . . . , yK be such
a family in B(y, r). We will show that then iii) and iv) are valid.

Concerning iii), observe that for j 6= k the balls B(yj , s/4) and B(yk, s/4) are disjoint.
Therefore, it holds

|B(y, 2r)| ≥
K∑
k=1

|B(yk, s/4)| .

For each k ∈ {1, . . . ,K} one obtains by Fact 2.1 and the doubling property that |B(y, 2r)| ∼=
|B(yk, 2r)| . (8r/s)D|B(yk, s/4)|. This yields

|B(y, 2r)| ≥
K∑
k=1

|B(yk, s/4)| &
K∑
k=1

1
(8r/s)D

|B(y, 2r)| = K

(8r/s)D
|B(y, 2r)|

which leads to
K . (r/s)D .

11



2 Preliminaries

In order to show iv), fix x ∈ B(y, r) and denote by Is(x) the set of all k ∈ {1, 2, . . . ,K}
for which x ∈ B(yk, s) holds. As the balls B(yj , s/4) and B(yk, s/4) are disjoint for j 6= k,
one obtains

|B(x, 2s)| ≥
∑

k∈Is(x)

|B(yk, s/4)| &
∑

k∈Is(x)

8−D|B(yk, 2s)|

∼= 8−D
∑

k∈Is(x)

|B(x, 2s)| = 8−D|B(x, 2s)|#Is(x) , (2.4)

where the second estimate follows from the doubling property |B(yk, 2s)| . 8D|B(yk, s/4)|
and the third estimate from Fact 2.1 because x ∈ B(yk, s) ⊆ B(yk, 2s) for any k ∈ Is(x).
Now (2.4) gives the desired conclusion. Here, #Is(x) denotes the cardinality of Is(x).

2.3 Generalized Gaussian estimates and Davies-Gaffney estimates

In this section we introduce and describe the main hypotheses on the considered operator.
We also discuss some properties of two-ball estimates which are frequently used in our later
studies.

Definition 2.3. Let m ≥ 2 and 1 ≤ p ≤ 2 ≤ q ≤ ∞ with p < q. A non-negative, self-
adjoint operator L on L2(X) satisfies generalized Gaussian (p, q)-estimates (of order m) if
there exist constants b, C > 0 such that for all t > 0 and all x, y ∈ X

∥∥1B(x,t1/m)e
−tL

1B(y,t1/m)

∥∥
p→q

≤ C |B(x, t1/m)|−( 1
p
− 1
q
) exp

(
−b
(
d(x, y)
t1/m

) m
m−1

)
. (2.5)

If p0 ∈ [1, 2) and L fulfills generalized Gaussian (p0, p
′
0)-estimates of order m, we also use

the shorthand notation (GGEp0,m).

For obvious reasons, we call bounds of the type (2.5) two-ball estimates. They were first
formulated by G. Schreieck and J. Voigt ([SV94]) in the form of weighted norm estimates∥∥e−ξ(·)Teξ(·)∥∥

p→q
≤ C(ξ) (ξ ∈ RD)

as a substitute for classical Gaussian estimates in their approach to derive Lp-spectral
independence of certain Schrödinger operators in RD.

There are a number of operators which satisfy generalized Gaussian estimates and among
them there exist many for which classical Gaussian estimates fail. In Chapter 7 we will
discuss generalized Gaussian estimates for the Maxwell, Stokes, and Lamé operator. More
examples like higher order operators with complex coefficients or Schrödinger operators
with singular potentials on RD can be found e.g. in [BK03] or [Blu03].
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An estimate of the form (2.5) is essentially of off-diagonal nature. The terminology “off-
diagonal” is justified by the observation that the exponential factor on the right-hand side of
(2.5) only becomes relevant when the distance d(x, y) is large compared to t1/m or, roughly
speaking, when x and y are away from the diagonal.

To make the notations shorter, we sometimes set rt := t1/m and g(λ) := C exp(−bλ
m
m−1 ),

where b, C are the constants appearing in (2.5). We shall formulate the condition in the
definition of generalized Gaussian estimates in an alternative manner for getting more
familiar with bounds of this kind. To do so, we first note that the volumes of balls with
the same radius but different centers are comparable. Indeed, for each t > 0 and x, y ∈ X
we have B(x, rt) ⊆ B(y, rt + d(x, y)) and thus we deduce from (2.2) that

|B(x, rt)| .
(

1 +
d(x, y)
rt

)D
|B(y, rt)| . (2.6)

If e.g. X = RD is equipped with the Lebesgue measure and the Euclidean distance, this
bound can be improved to |B(x, rt)| = |B(y, rt)|, of course, but that shall play no rôle
here. By using (2.6), we can replace |B(x, rt)|−(1/p−1/q) by |B(x, rt)|−1/p|B(y, rt)|1/q in
(2.5) provided that we change the constants b, C. In other words, (2.5) is equivalent to an
estimate of the form∥∥1B(x,rt)e

−tL
1B(y,rt)

∥∥
p→q

≤ |B(y, rt)|−1/p|B(x, rt)|1/qg
(
d(x, y)
rt

)
which can be rewritten explicitly as(

1
|B(x, rt)|

∫
B(x,rt)

|e−tLf |q dµ
)1/q

≤ g

(
d(x, y)
rt

)(
1

|B(y, rt)|

∫
B(y,rt)

|f |p dµ
)1/p

for all t > 0, x, y ∈ X, and f ∈ Lp(X) with supp f ⊆ B(y, rt).

We collect some rather technical properties of two-ball estimates in the next result which
is proved in [BK05, Proposition 2.1].

Fact 2.4. Let 1 ≤ p ≤ q ≤ ∞, ω > 1, and g(λ) := Ce−bλ
ω

for some constants b, C > 0.
Suppose that T is a bounded linear operator on L2(X) and r > 0. Then the following
statements are equivalent:

a) For all x, y ∈ X, it holds∥∥1B(x,r)T1B(y,r)

∥∥
p→q

≤ |B(x, r)|−( 1
p
− 1
q
)
g

(
d(x, y)
r

)
.

b) For all x, y ∈ X and all u, v ∈ [p, q] with u ≤ v, it holds∥∥1B(x,r)T1B(y,r)

∥∥
u→v

≤ |B(x, r)|−( 1
u
− 1
v
)g

(
d(x, y)
r

)
.
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c) For all x ∈ X and all k ∈ N, it holds∥∥1B(x,r)T1A(x,r,k)

∥∥
p→q

≤ |B(x, r)|−( 1
p
− 1
q
)
g(k) .

d) For all balls B1, B2 ⊆ X and all α, β ≥ 0 with α+ β = 1
p −

1
q , it holds

∥∥1B1v
α
r Tv

β
r 1B2

∥∥
p→q

≤ g

(
dist(B1, B2)

r

)
,

where dist(B1, B2) := inf{d(x, y) : x ∈ B1, y ∈ B2} and vr(x) := |B(x, r)| for x ∈ X.

This statement is written modulo identification of g and g̃, where g̃(λ) = ag(cλ) for some
constants a, c > 0 independent of r, ω, T .

Since the estimate stated in c) involves an annular set A(x, r, k), we call bounds of this
kind estimates of annular type.

Another feature of generalized Gaussian estimates lies in the fact that they can be ex-
tended from real times t > 0 to complex times z ∈ C with Re z > 0. The following result
is taken from [Blu07, Theorem 2.1] whose proof relies on the Phragmén-Lindelöf theorem.

Fact 2.5. Let m ≥ 2, 1 ≤ p ≤ 2 ≤ q ≤ ∞, and L be a non-negative, self-adjoint operator
on L2(X). Assume that there are constants b, C > 0 such that for any t > 0 and x, y ∈ X

∥∥1B(x,t1/m)e
−tL

1B(y,t1/m)

∥∥
p→q

≤ C |B(x, t1/m)|−( 1
p
− 1
q
) exp

(
−b
(
d(x, y)
t1/m

) m
m−1

)
.

Then there exist constants b′, C ′ > 0 such that for all x, y ∈ X and all z ∈ C with Re z > 0

∥∥1B(x,rz)e
−zL

1B(y,rz)

∥∥
p→q

≤ C ′ |B(x, rz)|−( 1
p
− 1
q
)
(
|z|

Re z

)D( 1
p
− 1
q
)

exp

(
−b′
(
d(x, y)
rz

) m
m−1

)
,

where rz := (Re z)1/m−1|z|.

Sometimes it is cumbersome that the radius of the balls in the above two-ball estimate
for e−zL depends on the value of z. The next lemma provides two-ball estimates with balls
of arbitrary radius r > 0 by the cost of an additional factor involving the ratio of r and rz as
well as the dimension of the underlying space of homogeneous type. Also a corresponding
version for estimates of annular type is given.

Lemma 2.6. Suppose that the assumptions of Fact 2.5 are fulfilled and, as before, define
rz := (Re z)1/m−1|z| for each z ∈ C with Re z > 0.
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a) There exist constants b′, C ′ > 0 such that for all r > 0, x, y ∈ X, and z ∈ C with
Re z > 0∥∥1B(x,r)e

−zL
1B(y,r)

∥∥
p→q

≤ C ′ |B(x, r)|−( 1
p
− 1
q
)
(

1 +
r

rz

)D( 1
p
− 1
q
)( |z|

Re z

)D( 1
p
− 1
q
)

exp

(
−b′
(
d(x, y)
rz

) m
m−1

)
.

b) There exist constants b′′, C ′′ > 0 such that for all k ∈ N, r > 0, x ∈ X, and z ∈ C
with Re z > 0∥∥1B(x,r)e

−zL
1A(x,r,k)

∥∥
p→q

≤ C ′′ |B(x, r)|−( 1
p
− 1
q
)
(

1 +
r

rz

)D( 1
p
− 1
q
)( |z|

Re z

)D( 1
p
− 1
q
)

kD exp

(
−b′′

(
r

rz
k

) m
m−1

)
.

Proof. a) In view of Fact 2.5, there are constants b, C > 0 such that

∥∥1B(x,rz)e
−zL

1B(y,rz)

∥∥
p→q

≤ C |B(x, rz)|−( 1
p
− 1
q
)
(
|z|

Re z

)D( 1
p
− 1
q
)

exp

(
−b
(
d(x, y)
rz

) m
m−1

)

for all x, y ∈ X and z ∈ C with Re z > 0. By Fact 2.4 (with T := (|z|/Re z)−D(1/p−1/q)e−zL),
one finds b′, C ′ > 0 such that

∥∥1B1v
1
p
− 1
q

rz T1B2

∥∥
p→q

≤ C ′ exp

(
−b′
(

dist(B1, B2)
rz

) m
m−1

)
(2.7)

for all balls B1, B2 ⊆ X and all z ∈ C with Re z > 0. Let r > 0 be fixed. The doubling
property leads to

vr(x) .

(
1 +

r

rz

)D
vrz(x)

for every x ∈ X and z ∈ C with Re z > 0. Now choose arbitrary x, y ∈ X with d(x, y) ≥ 4r
and consider the balls B1 := B(x, r) and B2 := B(y, r). Then it holds

dist(B1, B2) = d(x, y)− 2r ≥ 1
2
d(x, y) .

By inserting B1, B2 into (2.7) and collecting the estimates above together, one arrives at

∥∥1B(x,r)v
1
p
− 1
q

r e−zL1B(y,r)

∥∥
p→q

.

(
1 +

r

rz

)D( 1
p
− 1
q
)( |z|

Re z

)D( 1
p
− 1
q
)

exp

(
−b′
(
d(x, y)

2rz

) m
m−1

)
.
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Since vr(x) ∼= vr(z) for all z ∈ B(x, r) (cf. Fact 2.1), one obtains the desired estimate∥∥1B(x,r)e
−zL

1B(y,r)

∥∥
p→q

≤ C ′ |B(x, r)|−( 1
p
− 1
q
)
(

1 +
r

rz

)D( 1
p
− 1
q
)( |z|

Re z

)D( 1
p
− 1
q
)

exp

(
−b′
(
d(x, y)

2rz

) m
m−1

)

for all r > 0, z ∈ C with Re z > 0, and x, y ∈ X with d(x, y) ≥ 4r. By the cost of changing
the constants b′, C ′, one is able to remove this restriction on d(x, y).

b) Our approach mimics that of [BK05, (i)⇒(3), p. 359]. Observe that it suffices to prove
the statement only for every k ∈ N \ {1}. With the help of [BK05, Lemma 3.4], we can
write for each k ∈ N \ {1}, r > 0, x ∈ X, and z ∈ C with Re z > 0∥∥1B(x,r)e

−zL
1A(x,r,k)

∥∥
p→q

.
∫
X

∥∥1B(x,r)e
−zL

1B(y,r)

∥∥
p→q

∥∥1B(y,r)1A(x,r,k)

∥∥
q→q

vr(y)−1 dµ(y)

=
∫
B(x,(k+2)r)\B(x,(k−1)r)

∥∥1B(x,r)e
−zL

1B(y,r)

∥∥
p→q

vr(y)−1 dµ(y) .

By exploiting the bound from part a), we continue our estimation

. |B(x, r)|−( 1
p
− 1
q
)
(

1 +
r

rz

)D( 1
p
− 1
q
)( |z|

Re z

)D( 1
p
− 1
q
)

×

×
∫
B(x,(k+2)r)\B(x,(k−1)r)

exp

(
−b′
(
d(x, y)
rz

) m
m−1

)
vr(y)−1 dµ(y) .

Using d(x, y) ≥ (k − 1)r ≥ 1
2 kr as well as vr(y)−1 . (k + 2)Dv(k+2)r(y)−1 leads to

. |B(x, r)|−( 1
p
− 1
q
)
(

1 +
r

rz

)D( 1
p
− 1
q
)( |z|

Re z

)D( 1
p
− 1
q
)

×

×
∫
B(x,(k+2)r)\B(x,(k−1)r)

exp

(
−2−

m
m−1 b′

(
kr

rz

) m
m−1

)
(k + 2)Dv(k+2)r(y)

−1 dµ(y)

. |B(x, r)|−( 1
p
− 1
q
)
(

1 +
r

rz

)D( 1
p
− 1
q
)( |z|

Re z

)D( 1
p
− 1
q
)

×

× (k + 2)D exp

(
−2−

m
m−1 b′

(
kr

rz

) m
m−1

)
,

where the last inequality is thanks to (2.3). This proves the statement.
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In Chapter 4 we will introduce specific Hardy spaces associated to an operator L. As we
shall see later, for defining and working with these spaces one does not need to assume that
L enjoys generalized Gaussian estimates. It turns out that it will be enough to require a
special form of two-ball estimates on L2(X) for the semigroup (e−tL)t>0 generated by −L,
so-called Davies-Gaffney estimates.

Definition 2.7. Let m ≥ 2. We say that a family {St : t > 0} of bounded linear operators
acting on L2(X) satisfies Davies-Gaffney estimates (of order m) if there exist constants
b, C > 0 such that for all t > 0 and all x, y ∈ X

∥∥1B(x,t1/m)St1B(y,t1/m)

∥∥
2→2

≤ C exp

(
−b
(
d(x, y)
t1/m

) m
m−1

)
. (2.8)

In order to indicate the validity of Davies-Gaffney estimates of order m, we later use the
abbreviation (DGm). If {St : t > 0} = (e−tL)t>0 is a semigroup on L2(X) generated by −L,
we shall also say that L satisfies Davies-Gaffney estimates when the semigroup (e−tL)t>0

enjoys this property.

Note that, after writing out, the norm estimate (2.8) takes the following form

∣∣(Stf, g)L2(X)

∣∣ ≤ C exp

(
−b
(
d(x, y)
t1/m

) m
m−1

)
‖f‖2‖g‖2

for any t > 0, x, y ∈ X, and f, g ∈ L2(X) with supp f ⊆ B(y, t1/m) and supp g ⊆ B(x, t1/m).

Estimates of the type (2.8) were first introduced by E.B. Davies ([Dav92]) inspired by
ideas of M.P. Gaffney ([Gaf59]). They hold for a wide class of operators, including essentially
all self-adjoint, elliptic second-order differential operators or Schrödinger operators with
real-valued potentials (cf. e.g. [CS08]).

Davies-Gaffney estimates were extensively studied in the recent series of papers [AM06],
[AM07a], [AM07b], [AM08] due to P. Auscher and J.M. Martell (see also [CS08], [DL10],
[HLMMY08]). We mention that in the literature one usually finds a slightly different
definition of Davies-Gaffney estimates in which the validity of (2.8) is required for all open
subsets of X. Since we assume (2.8) only for each ball in X and, furthermore, its radius
must be linked to the scale of the considered operator family, we need to take much care
about our arguments. For this reason, we sometimes argue with coverings and thus our
reasonings get more involved than usual.

We collect some helpful properties of Davies-Gaffney estimates. At first, we state an
immediate consequence of Fact 2.4 which provides the connection between Davies-Gaffney
estimates and generalized Gaussian estimates.

Corollary 2.8. Let m ≥ 2. If a non-negative, self-adjoint operator L satisfies (GGEp0,m)
for some p0 ∈ [1, 2), then L fulfills (DGm). Actually, (DGm) corresponds to (GGE2,m).
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Next, we quote a statement originally given in [HLMMY08, Proposition 3.1] for operators
satisfying (DG2). However, with some minor modifications the proof can be adapted to in-
clude Davies-Gaffney estimates of arbitrary order m ≥ 2 as well ([Fre11, Proposition 3.13]).
Since the above results have in common that the Davies-Gaffney condition (2.8) was as-
sumed to hold for all the open subsets of X, we work out an adequate proof which applies in
our more general situation. It is essentially based on the fact that Davies-Gaffney estimates
for semigroups generated by non-negative, self-adjoint operators on L2(X) can be extended
from real to complex times (cf. Fact 2.5).

Lemma 2.9. Let m ≥ 2 and L be a non-negative, self-adjoint operator on L2(X). If L
fulfills Davies-Gaffney estimates (DGm), then for each K ∈ N the family of operators{

(tL)Ke−tL : t > 0
}

satisfies also Davies-Gaffney estimates (DGm) with constants depending only on K and
the constants in the Davies-Gaffney condition (2.8) for the semigroup (e−tL)t>0 and in the
doubling condition (2.2).

Proof. Let K ∈ N and t > 0 be arbitrary. The Cauchy formula gives the representation

(tL)Ke−tL = tK
(−1)KK!

2πi

∫
|z−t|=ηt

e−zL
dz

(z − t)K+1
,

where η := 1/2 sin(θ/2) for some θ ∈ (0, π/2). Note that the choice of η ensures that the
ball {z ∈ C : |z − t| ≤ ηt} is contained in the sector Σθ := {z ∈ C \ {0} : | arg z| < θ}.
According to Lemma 2.6, it holds for every x, y ∈ X∥∥1B(x,t1/m)(tL)Ke−tL1B(y,t1/m)

∥∥
2→2

≤ tK
K!
2π

∫
|z−t|=ηt

∥∥1B(x,t1/m)e
−zL

1B(y,t1/m)

∥∥
2→2

|dz|
|z − t|K+1

. tK
K!
2π

∫
|z−t|=ηt

exp

(
−b′
(
d(x, y)
rz

) m
m−1

)
|dz|

(ηt)K+1
,

where rz := (Re z)1/m|z|/Re z. Due to Re z ∈ [(1−η)t, (1+η)t] and 1 ≤ |z|/Re z ≤ 1/ cos θ
for all z belonging to the integration path, we have rz ∼= t1/m with implicit constants
depending only on θ or m. Thus, we can finish our estimation as follows

. tK
K!
2π

2πηt exp

(
−b′
(
d(x, y)
t1/m

) m
m−1

)
1

(ηt)K+1

=
K!
ηK

exp

(
−b′
(
d(x, y)
t1/m

) m
m−1

)
.
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2.4 The Hörmander condition

2.4 The Hörmander condition

In order to formulate the Hörmander condition, we recall the definitions and some properties
of Bessel potential spaces and Hölder spaces.

Definition 2.10. For q ∈ (1,∞) and s ≥ 0, the Bessel potential space Hs
q is defined via

Hs
q :=

{
f ∈ Lq(R) : ‖f‖Hs

q
:=
∥∥F−1

(
(1 + | · |2)s/2Ff

)∥∥
q
<∞

}
.

Here, F denotes the Fourier transform on the space of the tempered distributions S ′(R).
The expression F−1((1 + | · |2)s/2Ff) is initially defined for f ∈ S ′(R) and lies in Lq(R)
when it equals a regular distribution generated by an element of Lq(R). Because of s ≥ 0,
this is always the case. More on this topic can be found e.g. in [Gra09, Section 6.2.1].

It is well-known that the Bessel potential space Hs
q coincides with the usual Sobolev

space W s
q and their norms are equivalent whenever s is an integer. Bessel potential spaces

arise naturally as interpolation spaces that are obtained from Lebesgue and Sobolev spaces
by means of the complex interpolation method (see e.g. [Cal64] or [BL76, Chapter 4]).

Fact 2.11. Let q ∈ (1,∞), 0 ≤ s0 < s1 <∞, and θ ∈ (0, 1). Put s := (1− θ)s0 + θs1, then[
Hs0
q ,H

s1
q

]
θ

= Hs
q .

The proof of this statement and further details about Bessel potential spaces, including
their appearance in the more general concept of Triebel-Lizorkin spaces, can be found e.g.
in [Tri78, Section 2.4.2]. Next, we record the algebra and boundedness property of Bessel
potential spaces (see e.g. [RS96, p. 32 and p. 222]).

Fact 2.12. Let q ∈ (1,∞) and s > 0. The following assertions are equivalent:

a) The Bessel potential space Hs
q is closed under pointwise multiplication.

b) It holds Hs
q ↪→ L∞(R).

c) It holds Hs
q ↪→ C0, where C0 denotes the space of all the bounded and continuous

functions R → C endowed with the supremum norm.

(The embedding Hs
q ↪→ C0 means that every f ∈ Hs

q can be changed on a set of
measure zero such that the modified function lies in C0.)

d) The inequality s > 1/q holds.

Additionally, one has the following embedding result (see e.g. [Tri78, Remark 2, p. 206]).

Fact 2.13. If 1 < q ≤ p <∞ and t− 1/p ≤ s− 1/q, then it holds

Hs
q ↪→ Ht

p .
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Regarding the definition of Hölder spaces, we recall the space Cγ , γ ∈ N, of the γ-times
continuously differentiable functions on R which is given by

Cγ :=
{
f ∈ C0 : f (k) ∈ C0 for all k ∈ {1, 2, . . . , γ}

}
equipped with the norm

‖f‖Cγ :=
γ∑
k=0

‖f (k)‖∞ .

Definition 2.14. For s ≥ 0 write s = γ + α for some γ ∈ N0 and α ∈ [0, 1). The Hölder
space Cs is said to be

Cs :=
{
f ∈ Cγ : ‖f‖Cs <∞

}
,

where

‖f‖Cs :=


‖f‖Cγ for s = γ ,

‖f‖Cγ + sup
x 6=y

|f (γ)(x)− f (γ)(y)|
|x− y|α

for s 6= γ .

Hölder spaces are not as well behaved with respect to complex interpolation as Bessel
potential spaces, but at least one has an embedding result (cf. [Ull10, (3.6.6)]) which will
be enough for our purposes.

Fact 2.15. Let 0 ≤ s0 < s1 and θ ∈ (0, 1). Then for all ε ∈ (0, θ) and σ > (1− θ)s0 + θs1
one has

Cσ ↪→ [Cs0 , Cs1 ]θ−ε .

In particular, for every δ > 0 there is a constant C > 0 such that for all f ∈ C(1−θ)s0+θs1+δ

‖f‖[Cs0 ,Cs1 ]θ ≤ C ‖f‖C(1−θ)s0+θs1+δ .

In order to avoid case distinctions, we shall also denote, with some abuse of notation, the
Hölder space Cs by Hs

∞ for each s ≥ 0. We emphasize that this convention will be used
throughout the whole thesis.

For the following multiplication property we refer to [Tri83, Corollary (ii), p. 143] if
q <∞ and to [RS96, (12), p. 230] if q = ∞.

Fact 2.16. Let q ∈ [2,∞] and s ≥ 0. If γ ∈ N with γ > s, then there exists a constant
C > 0 such that for all ψ ∈ Cγ and f ∈ Hs

q

‖ψf‖Hs
q
≤ C ‖ψ‖Cγ‖f‖Hs

q
.
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2.4 The Hörmander condition

Next, we choose a non-negative function ω ∈ C∞
c (0,∞) such that

suppω ⊆ (1/4, 1) and
∑
n∈Z

ω(2−nλ) = 1 for all λ > 0 . (2.9)

Such a function ω actually exists. Indeed, take a non-negative function ψ ∈ C∞
c (0,∞) with

suppψ ⊆ (1/4, 1) and ψ(λ) > 0 for each λ ∈ [1/3, 2/3]. For all λ > 0 define

ω(λ) := ψ(λ)

(∑
n∈Z

ψ(2−nλ)

)−1

.

Note that for every λ > 0 the denominator does not vanish. Now it is easy to see that ω
has the desired properties. This reasoning is well-known and can be found e.g. in [Ouh05,
p. 215] (see also [Hör60, Lemma 2.3] for a similar construction).

Armed with the function ω, we are able to formulate the Hörmander condition.

Definition 2.17. Let q ∈ [2,∞] and s > 1/q (with the usual convention 1/∞ := 0).
A bounded Borel function F : [0,∞) → C is said to satisfy the Hörmander condition (of
regularity order s in Lq) if

sup
n∈Z

‖ωF (2n·)‖Hs
q
<∞ . (2.10)

Let us take a more detailed look at the requirement s > 1/q. It ensures that the function
F : (0,∞) → C is bounded whenever F ∈ Lqloc(0,∞) fulfills the Hörmander condition (2.10).
Indeed, due to the properties of ω and Fact 2.12, we get for every F ∈ Lqloc(0,∞) with (2.10)

‖F‖∞ = sup
n∈Z

‖1[2n−1,2n]F‖∞ ≤ sup
n∈Z

∥∥(ω(2−n−1·) + ω(2−n·)
)
F
∥∥
∞

≤ 2 sup
n∈Z

‖ω(2−n·)F‖∞ = 2 sup
n∈Z

‖ωF (2n·)‖∞ . sup
n∈Z

‖ωF (2n·)‖Hs
q
<∞ . (2.11)

Note that the above consideration does not take into account the value of F (0).

We make the following important observation.

Lemma 2.18. The Hörmander condition (2.10) is independent of the choice of ω.

Proof. Let ψ be another non-negative C∞
c -function such that

suppψ ⊆ (1/4, 1) and
∑
n∈Z

ψ(2−nλ) = 1 for all λ > 0 .
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Thanks to
∑1

k=−1 ω(2−k·) = 1 on (1/4, 1), one then has ψ =
∑1

k=−1 ω(2−k·)ψ on R. By
Fact 2.16, one obtains for some γ ∈ N with γ > s and for every bounded Borel function
F : [0,∞) → C with supn∈Z ‖ωF (2n·)‖Hs

q
<∞

sup
n∈Z

‖ψF (2n·)‖Hs
q

= sup
n∈Z

‖
1∑

k=−1

ω(2−k·)ψF (2n·)‖Hs
q

. sup
n∈Z

‖ψ‖Cγ‖
1∑

k=−1

ω(2−k·)F (2n·)‖Hs
q

. ‖ψ‖Cγ sup
n∈Z

1∑
k=−1

‖ω(2−k·)F (2n·)‖Hs
q

. ‖ψ‖Cγ sup
n∈Z

‖ωF (2n·)‖Hs
q
<∞ .

Interchanging the roles of ψ and ω in the above argument yields the reverse inequality.

An equivalent formulation of the Hörmander condition (2.10) can be achieved if one
replaces the dilations by 2n, n ∈ Z, with the dilations by t, t > 0, that is

sup
n∈Z

‖ωF (2n·)‖Hs
q
<∞ ⇐⇒ sup

t>0
‖ωF (t·)‖Hs

q
<∞ .

The latter was used, for example, in [DOS02].

The relation between the Hörmander condition (2.10) and its classical version (1.1) reads
as follows (cf. [Kri09, Proposition 4.11]).

Lemma 2.19. a) Let γ ∈ N and F : [0,∞) → C be a Cγ-function such that the classical
Hörmander condition (1.1) holds. Then F satisfies (2.10) with q = 2 for all s ∈ [0, γ].

b) If F : [0,∞) → C is a continuous function which fulfills (2.10) with q = 2 for some
s > 0, then F satisfies (1.1) for every γ ∈ N0 with γ ≤ s.

Proof. We only present the proof of part a) since that of b) is of similar nature.

Let γ ∈ N and F : [0,∞) → C be a Cγ-function such that (1.1) is satisfied. With the help
of the change of variables η = ξ/2R in the integral of (1.1) and the chain rule, we obtain
an equivalent formulation of (1.1)

γ∑
k=0

21/2−k sup
R>0

(∫ 1

1/4
|F (2R·)(k)(η)|2 dη

)1/2

<∞ . (2.12)

Fix k ∈ {0, 1, . . . , γ}. The Leibniz rule yields

[ωF (R·)](k)(η) =
k∑
j=0

(
k

j

)
ω(k−j)(η)F (R·)(j)(η)
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2.4 The Hörmander condition

for all R > 0 and η ∈ (1/4, 1). By recalling suppω ⊆ (1/4, 1) and ‖ω(k−j)‖∞ ≤ ‖ω‖Cγ for
each j ∈ {0, 1, . . . , k}, we deduce

sup
n∈Z

∥∥[ωF (2n·)](k)
∥∥

2
≤ sup

n∈Z

k∑
j=0

(
k

j

)
‖ω‖Cγ

∥∥1(1/4,1)F (2n·)(j)
∥∥

2

which is finite due to (2.12) and its bound depends only on γ and ω. Therefore, it holds
for any ν ∈ {0, 1, . . . , γ}

sup
n∈Z

‖ωF (2n·)‖Hν
2
∼= sup

n∈Z

ν∑
k=0

∥∥[ωF (2n·)](k)
∥∥

2
<∞ .

Let s ∈ [0, γ]. In the case s = ν ∈ {1, 2, . . . , γ} we are already finished. Otherwise, write
s = ν + α for some ν ∈ {1, 2, . . . , γ − 1} and α ∈ (0, 1). We have just shown that

sup
n∈Z

‖ωF (2n·)‖Hν
2
<∞ and sup

n∈Z
‖ωF (2n·)‖Hν+1

2
<∞ .

Now (2.10) follows from the interpolation inequality (see e.g. [Tri78, (3), p. 59])

sup
n∈Z

‖ωF (2n·)‖Hs
2
≤ sup

n∈Z

(
‖ωF (2n·)‖1−α

Hν
2
‖ωF (2n·)‖α

Hν+1
2

)
<∞ .

At the end of this section we give some examples of functions for which the Hörmander
condition (2.10) holds. We start with a simple but useful criterion that guarantees the
validity of (2.10). Its straightforward proof will be omitted.

Fact 2.20. Let γ ∈ N and F : [0,∞) → C be a bounded function that is γ-times continuously
differentiable on (0,∞). If F satisfies

sup
λ>0

|λkF (k)(λ)| <∞ for all k ∈ {0, 1, . . . , γ}, (2.13)

then F satisfies the classical Hörmander condition (1.1) of regularity order γ and thus,
thanks to Lemma 2.19 a), also (2.10) with q = 2 for all s ∈ [0, γ].

The assumption (2.13) was introduced by S.G. Michlin in [Mic56] and is nowadays known
as Michlin condition. More information concerning this condition can be found e.g. in
[Hyt04, Section 1] (see also [Kri09, Chapter 4]).

Next, we consider bounded, holomorphic functions on certain sectors in the complex
plane and examine that their restrictions to the non-negative real line fulfill the Hörmander
condition (2.10) of arbitrary regularity order. In particular, this property shows that our
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2 Preliminaries

results developed in the subsequent chapters are applicable to a wider class of functions than
those being allowed in the holomorphic functional calculus. The connection between the
holomorphic functional calculus and spectral multiplier theorems is well-known ([CDMY96,
Theorem 4.10], see also [DOS02, Section 8.1]).

Lemma 2.21. Every bounded holomorphic function F defined on the sector

Σθ :=
{
z ∈ C \ {0} : | arg z| < θ

}
for some θ ∈ (0, π) fulfills the Hörmander condition (2.10) with q = 2 for any s > 0.

Proof. By Fact 2.20, it suffices to check that for each k ∈ N there is C > 0 such that

sup
λ>0

|λkF (k)(λ)| ≤ C

θk
‖F‖∞,Σθ , (2.14)

where ‖F‖∞,Σθ denotes the supremum of F on Σθ and the constant C is independent of θ
and F . Fix λ > 0 and k ∈ N. According to the Cauchy formula, we can write

F (k)(λ) =
k!
2πi

∫
|z−λ|=ηλ

F (z)
(z − λ)k+1

dz ,

where η := 1/2 sin(θ/2) > 0. This choice of η guarantees that the ball {z ∈ C : |z−λ| ≤ ηλ}
is contained in Σθ. The further proceeding is standard

|λkF (k)(λ)| ≤ λkk!
2π

∫
|z−λ|=ηλ

|F (z)|
|z − λ|k+1

|dz| ≤ λkk!
2π

∫
|z−λ|=ηλ

|dz|
‖F‖∞,Σθ

(ηλ)k+1

=
λkk!
2π

2πηλ
‖F‖∞,Σθ

(ηλ)k+1
=
k!
ηk
‖F‖∞,Σθ .

Due to the elementary inequality sin(θ/2) ≥ θ/π, we get the desired estimate (2.14).
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3 Spectral multipliers on Lebesgue spaces

For the formulation of the Hörmander condition we fix once and for all a non-negative
function ω ∈ C∞

c (0,∞) such that (2.9) holds.

3.1 A Hörmander type multiplier theorem for operators satisfying

generalized Gaussian estimates

We state a generalization of [DOS02, Theorem 3.1] which applies to operators without heat
kernels as well if generalized Gaussian estimates hold. The main tools for our proof consist
in weighted norm estimates that may be seen as a substitute for the missing bounds on
kernels. Later in Chapter 5, we will observe that the auxiliary results prepared in this
section are also applicable for developing spectral multiplier results on Hardy spaces.

Theorem 3.1. Let L be a non-negative, self-adjoint operator on L2(X) satisfying gener-
alized Gaussian estimates (GGEp0,m) for some p0 ∈ [1, 2) and m ≥ 2. Suppose that there
exist C > 0 and q ∈ [2,∞] such that for any R > 0, y ∈ X, and arbitrary bounded Borel
functions F : [0,∞) → C with suppF ⊆ [0, R]∥∥F ( m

√
L) 1B(y,1/R)

∥∥
p0→2

≤ C |B(y, 1/R)|−( 1
p0
− 1

2
)‖F (R·)‖q . (3.1)

Take s > max{D/2, 1/q}. Then, for any bounded Borel function F : [0,∞) → C with

sup
n∈Z

‖ωF (2n·)‖Hs
q
<∞ ,

the operator F (L) is of weak type (p0, p0) and there exists a constant C > 0 such that

‖F (L)‖Lp0 (X)→Lp0,∞(X) ≤ C
(
sup
n∈Z

‖ωF (2n·)‖Hs
q

+ ‖F‖∞
)
.

In particular, the operator F (L) is bounded on Lp(X) for each p ∈ (p0, p
′
0).

Recall that the operator F (L) is called of weak type (p0, p0) if there exists C > 0 such
that for all α > 0 and all f ∈ Lp0(X)

µ
({
x ∈ X : |F (L)f(x)| > α

})
≤
(
C ‖f‖p0

α

)p0
.
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3 Spectral multipliers on Lebesgue spaces

In this case we denote

‖F (L)‖Lp0 (X)→Lp0,∞(X) := supαµ
({
x ∈ X : |F (L)f(x)| > α

})1/p0 ,
where the supremum is taken over all α > 0 and f ∈ Lp0(X) with ‖f‖p0 ≤ 1.

Before we turn to the proof, we make some remarks.

For p0 = 1 the above statement coincides with the one given in [DOS02, Theorem 3.1].

The assertion of the theorem remains even valid for open subsets Ω of X provided that
the ball appearing on the right-hand side of (2.5) is the one in X. The reasoning is standard
and relies on an observation quoted in [BK03, pp. 934-935] by adapting the argument given
in [DM99, p. 245] (see also [Blu03, p. 452]). For this purpose, one has only to extend an
operator T : Lp(Ω) → Lq(Ω) by zero to the operator T̃ : Lp(X) → Lq(X) defined via

T̃ u(x) :=
{
T (1Ωu)(x) for x ∈ Ω

0 for x ∈ X \ Ω
(u ∈ Lp(X), µ-a.e. x ∈ X)

and observe that ‖T̃‖Lp(X)→Lq(X) = ‖T‖Lp(Ω)→Lq(Ω). The modified result allows to treat
elliptic operators on irregular domains Ω ⊆ RD as well (cf. e.g. [Blu03, Section 2.1]).

In analogy to the terminology employed in [DOS02], we will refer to (3.1) as Plancherel
condition. As already mentioned in the introduction, the statement of the theorem is false
without the Plancherel condition (3.1). But this requirement is always fulfilled for q = ∞,
as the next lemma shows (cp. [DOS02, Lemma 2.2]). In particular, the theorem then gives
the weak type (p0, p0) boundedness of the operator F (L) whenever F : [0,∞) → C is a
bounded Borel function with supn∈Z ‖ωF (2n·)‖Cs < ∞ for some s > D/2. In the special
case p0 = 1 the described result matches with [Ouh05, Theorem 7.23].

Lemma 3.2. Let L be a non-negative, self-adjoint operator on L2(X) which satisfies gen-
eralized Gaussian estimates (GGEp0,m) for some p0 ∈ [1, 2) and m ≥ 2. Then there exists a
constant C > 0 such that for all R > 0, y ∈ X, and bounded Borel functions F : [0,∞) → C
with suppF ⊆ [0, R]

∥∥F ( m
√
L) 1B(y,1/R)

∥∥
p0→2

≤ C |B(y, 1/R)|−( 1
p0
− 1

2
)‖F‖∞ .

Proof. Consider R > 0, y ∈ X, and a bounded Borel function F : [0,∞) → C whose support
is contained in [0, R]. For any λ ≥ 0 define G1(λ) := F ( m

√
λ) eλ/R

m
and G2(λ) := e−λ/R

m
,

so that, by the spectral theorem for L on L2(X), one can write F ( m
√
L) = G1(L)G2(L).

Observe that suppG1 ⊆ [0, Rm] and thus ‖G1(L)‖2→2 ≤ ‖G1‖∞ ≤ e ‖F‖∞. As L fulfills
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(GGEp0,m), we deduce with the help of Fact 2.4 that

∥∥G2(L) 1B(y,1/R)

∥∥
p0→2

≤
∞∑
k=0

∥∥1A(y,1/R,k)e
− 1
Rm

L
1B(y,1/R)

∥∥
p0→2

.
∞∑
k=0

|B(y, 1/R)|−( 1
p0
− 1

2
)
e−bk

m
m−1

. |B(y, 1/R)|−( 1
p0
− 1

2
)
.

Combining the estimates gives∥∥F ( m
√
L) 1B(y,1/R)

∥∥
p0→2

≤ ‖G1(L)‖2→2

∥∥G2(L) 1B(y,1/R)

∥∥
p0→2

. ‖F‖∞ |B(y, 1/R)|−( 1
p0
− 1

2
)
.

We prepare the proof of Theorem 3.1 with the next three lemmas. The first one corre-
sponds to [DOS02, Lemma 4.1] and gives an extension of generalized Gaussian estimates
from real times to complex times in some weighted space. This is crucial for our proof
of Lemma 3.4, where the operator F ( m

√
L) will be represented in terms of the extended

semigroup (e−zL)Re z>0 by a Fourier transform argument.

Lemma 3.3. Let s ≥ 0 and L be a non-negative, self-adjoint operator on L2(X) satisfying
(GGEp0,m) for some p0 ∈ [1, 2) and m ≥ 2. Then there exists a constant C > 0 such that
for all R > 0, τ ∈ R, and y ∈ X∥∥e−(1+iτ)R−mL

1B(y,1/R)

∥∥
Lp0 (X)→L2(X,(1+Rd(·,y))sdµ)

≤ C |B(y, 1/R)|−( 1
p0
− 1

2
) (1 + τ2)s/4 .

Proof. In a first step we verify∥∥e−(1+iτ)R−mL
1B(y,1/R)

∥∥
L2(X)→L2(X,(1+Rd(·,y))sdµ)

. (1 + τ2)s/4 (3.2)

for any R > 0, τ ∈ R, and y ∈ X. By Fact 2.4, the assumption (GGEp0,m) implies that
there exist constants b, C > 0 such that for all x, y ∈ X and all t > 0

∥∥1B(x,t1/m)e
−tL

1B(y,t1/m)

∥∥
2→2

≤ C exp

(
−b
(
d(x, y)
t1/m

) m
m−1

)
.

According to Fact 2.5, this can be extended from real times t to complex times z. Precisely,
there exist b, C > 0 such that for all x, y ∈ X and all z ∈ C with Re z > 0

∥∥1B(x,rz)e
−zL

1B(y,rz)

∥∥
2→2

≤ C exp

(
−b
(
d(x, y)
rz

) m
m−1

)
,
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where rz := (Re z)1/m−1|z|. By Fact 2.4, this two-ball estimate is equivalent to the assertion
that there exist b, C > 0 such that for every k ∈ N0, y ∈ X, and z ∈ C with Re z > 0∥∥1B(y,rz)e

−zL
1A(y,rz ,k)

∥∥
2→2

≤ C exp
(
−bk

m
m−1

)
or equivalently ∥∥1A(y,rz ,k)e

−zL
1B(y,rz)

∥∥
2→2

≤ C exp
(
−bk

m
m−1

)
,

where, as usual, A(y, rz, k) denotes the annular region B(y, (k + 1)rz) \B(y, krz).

Now let R > 0, s ≥ 0, τ ∈ R, and y ∈ X be fixed. For z := (1 + iτ)R−m we calculate
rz = (1 + τ2)1/2/R ≥ 1/R and obtain∥∥e−(1+iτ)R−mL

1B(y,1/R)

∥∥
L2(X)→L2(X,(1+Rd(·,y))sdµ)

≤
∞∑
k=0

∥∥1A(y,rz ,k)e
−(1+iτ)R−mL

1B(y,1/R)

∥∥
L2(X)→L2(X,(1+Rd(·,y))sdµ)

≤
∞∑
k=0

(
1 +R(k + 1)rz

)s/2 ∥∥1A(y,rz ,k)e
−(1+iτ)R−mL

1B(y,1/R)

∥∥
2→2

≤
∞∑
k=0

(
1 + (k + 1)(1 + τ2)1/2

)s/2 ∥∥1A(y,rz ,k)e
−(1+iτ)R−mL

1B(y,rz)

∥∥
2→2

≤ C(1 + τ2)s/4
∞∑
k=0

(k + 2)s/2 exp
(
−bk

m
m−1

)
. (1 + τ2)s/4 ,

i.e. (3.2) is proven. In order to deduce the assertion of the lemma, we apply a version of
[BK05, Lemma 3.4] for weighted spaces∥∥e−(1+iτ)R−mL

1B(y,1/R)

∥∥
Lp0 (X)→L2(X,(1+Rd(·,y))sdµ)

≤
∥∥e−( 1

2
+iτ)R−mLe−

1
2
R−mL

1B(y,1/R)

∥∥
Lp0 (X)→L2(X,(1+Rd(·,y))sdµ)

.
∫
X

∥∥e−( 1
2
+iτ)R−mL

1B(x,2−1/mR−1)

∥∥
L2(X)→L2(X,(1+Rd(·,y))sdµ)

×

×
∥∥1B(x,1/R)e

− 1
2
R−mL

1B(y,1/R)

∥∥
p0→2

dµ(x)
|B(x, 2−1/mR−1)|

. (3.3)

Thanks to (3.2) and (
1 +Rd(·, y)

)s ≤ (1 +Rd(·, x)
)s(1 +Rd(x, y)

)s
for all x ∈ X, the first factor of the integrand is bounded by a constant times

(1 + τ2)s/4
(
1 +Rd(x, y)

)s/2
.
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The second term can be treated with the help of (GGEp0,m) (cp. Lemma 2.6)∥∥1B(x,1/R)e
− 1

2
R−mL

1B(y,1/R)

∥∥
p0→2

. |B(y, 1/R)|−( 1
p0
− 1

2
) exp

(
−b(Rd(x, y))

m
m−1

)
.

Gathering the estimates above, we obtain that (3.3) is bounded by a constant times

|B(y, 1/R)|−( 1
p0
− 1

2
)(1 + τ2)s/4

∫
X

(
1 +Rd(x, y)

)s/2 exp
(
−b(Rd(x, y))

m
m−1

) dµ(x)
|B(x, 2−1/mR−1)|

.

Hence, it remains to check that the integral is finite with a bound independent of R, y. To
this end, we write X as a disjoint union of annuli and estimate the integral over an annulus∫

X

(
1 +Rd(x, y)

)s/2 exp
(
−b(Rd(x, y))

m
m−1

) dµ(x)
|B(x, 2−1/mR−1)|

.
∞∑
k=0

∫
A(y,1/R,k)

(k + 2)s/2 exp(−bk
m
m−1 )(k + 1)D

dµ(x)
|B(x, (k + 1)R−1)|

.
∞∑
k=0

(k + 2)s/2+D exp(−bk
m
m−1 ) ,

where the last step is due to (2.3). As the series converges, the proof is finished.

The second preparatory statement, which is our replacement of [DOS02, Lemma 4.3 a)],
transfers the regularity of a function F to the weight in some weighted norm estimate for
F ( m

√
L). The only difference between (3.4) and (3.5) lies in the norm of F (R·).

Lemma 3.4. Let L be a non-negative, self-adjoint operator on L2(X) satisfying (GGEp0,m)
for some p0 ∈ [1, 2) and m ≥ 2.

a) Then for any s ≥ 0 and ε > 0 there exists a constant C > 0 such that∥∥F ( m
√
L) 1B(y,1/R)

∥∥
Lp0 (X)→L2(X,(1+Rd(·,y))sdµ)

≤ C |B(y, 1/R)|−( 1
p0
− 1

2
) ‖F (R·)‖

H
(s+1)/2+ε
2

(3.4)

for every R > 0, y ∈ X, and every bounded Borel function F : [0,∞) → C with
suppF ⊆ [R/4, R] and F (R·) ∈ H(s+1)/2+ε

2 .

b) Suppose additionally that L fulfills the Plancherel condition (3.1) for some q ∈ [2,∞].
Then for any s ≥ 2/q and ε > 0 there exists a constant C > 0 such that∥∥F ( m

√
L) 1B(y,1/R)

∥∥
Lp0 (X)→L2(X,(1+Rd(·,y))sdµ)

≤ C |B(y, 1/R)|−( 1
p0
− 1

2
) ‖F (R·)‖

H
s/2+ε
q

(3.5)

for every R > 0, y ∈ X, and every bounded Borel function F : [0,∞) → C with
suppF ⊆ [R/4, R] and F (R·) ∈ Hs/2+ε

q .
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Proof. Let R > 0 and F : [0,∞) → C be a bounded Borel function with suppF ⊆ [R/4, R].
For all λ ≥ 0 define G(λ) := F (R m

√
λ) eλ. If Ĝ denotes the Fourier transform of G, then it

holds in the strong convergence sense in L2(X)

F ( m
√
L) = G(R−mL) e−R

−mL =
1√
2π

∫ ∞

−∞
Ĝ(τ)e−(1−iτ)R−mL dτ .

Thus, Lemma 3.3 and the Cauchy-Schwarz inequality yield for any y ∈ X, s ≥ 0, and ε > 0
whenever F (R·) ∈ H(s+1)/2+ε

2∥∥F ( m
√
L) 1B(y,1/R)

∥∥
Lp0 (X)→L2(X,(1+Rd(·,y))sdµ)

.
∫ ∞

−∞
|Ĝ(τ)|

∥∥e−(1−iτ)R−mL
1B(y,1/R)

∥∥
Lp0 (X)→L2(X,(1+Rd(·,y))sdµ)

dτ

. |B(y, 1/R)|−( 1
p0
− 1

2
)
∫ ∞

−∞
|Ĝ(τ)| (1 + τ2)s/4 dτ

≤ |B(y, 1/R)|−( 1
p0
− 1

2
)
(∫ ∞

−∞
|Ĝ(τ)|2 (1 + τ2)

s+1+ε
2 dτ

)1/2(∫ ∞

−∞
(1 + τ2)−

1+ε
2 dτ

)1/2

. |B(y, 1/R)|−( 1
p0
− 1

2
)‖G‖

H
(s+1+ε)/2
2

. (3.6)

Due to suppF (R·) ⊆ [1/4, 1], it follows

‖G‖
H

(s+1+ε)/2
2

. ‖F (R·)‖
H

(s+1+ε)/2
2

. ‖F (R·)‖
H

(s+1+ε)/2
q

(3.7)

for each q ∈ [2,∞]. From (3.6) and (3.7) we obtain part a) of the lemma.

Inserting (3.7) in (3.4) leads to a statement in which the required order of differentiability
of the function F (R·) is 1/2 larger than that of part b). In order to get rid of this additional
1/2, we make use of the interpolation procedure as described in [DOS02, p. 455] (see also
[MM90]) based on the Plancherel condition (3.1). By a simple scaling argument, we first
observe that the claimed bound (3.5) is equivalent to the following estimate∥∥H(R−1 m

√
L) 1B(y,1/R)

∥∥
Lp0 (X)→L2(X,(1+Rd(·,y))sdµ)

. |B(y, 1/R)|−( 1
p0
− 1

2
) ‖H‖

H
s/2+ε
q

(3.8)

for any ε > 0, s ≥ 2/q, R > 0, y ∈ X, and any bounded Borel function H : [0,∞) → C
with suppH ⊆ [1/4, 1] and H ∈ Hs/2+ε

q .

For fixed R > 0, y ∈ X, and ϕ ∈ Lp0(X) with suppϕ ⊆ B(y, 1/R) and ‖ϕ‖p0 = 1 define

Ky,R,q : Eq → L2(X) , H 7→ H(R−1 m
√
L)ϕ ,

where Eq := L∞([1/4, 1]) if q < ∞ and Eq := C0([1/4, 1]) if q = ∞. According to the
Plancherel condition (3.1), we see after rescaling that

‖Ky,R,q(H)‖2 . |B(y, 1/R)|−( 1
p0
− 1

2
)‖H‖Lq([1/4,1])
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3.1 A Hörmander type multiplier theorem for operators satisfying GGE

for every H ∈ Eq. Next, for α ≥ 0 we denote by Hα
q ([1/4, 1]) the set of all H ∈ Hα

q with
suppH ⊆ [1/4, 1]. The inequalities (3.6) and (3.7) lead to

‖Ky,R,q(H)‖L2(X,(1+Rd(·,y))sdµ) . |B(y, 1/R)|−( 1
p0
− 1

2
)‖H‖

H
(s+1+ε)/2
q ([1/4,1])

for any s ≥ 0, ε > 0, and H ∈ H
(s+1+ε)/2
q ([1/4, 1]). Now complex interpolation (cf. Fact

2.11 if q <∞ and Fact 2.15 if q = ∞) yields for every θ ∈ (0, 1)

‖Ky,R,q(H)‖L2(X,(1+Rd(·,y))θsdµ) . |B(y, 1/R)|−( 1
p0
− 1

2
)‖H‖

H
(s+1+ε)θ/2+δ
q ([1/4,1])

(3.9)

for any s ≥ 0, ε > 0, H ∈ H(s+1+ε)θ/2+δ
q ([1/4, 1]), and δ > 0.

Let s′ ≥ 2/q and ε′ > 0 be arbitrary. Take θ ∈ (0, 1) and δ > 0 with (1 + ε)θ/2 + δ = ε′.
Next, choose s ≥ 0 with sθ = s′. Then inequality (3.9) reads

‖Ky,R(H)‖L2(X,(1+Rd(·,y))s′dµ) . |B(y, 1/R)|−( 1
p0
− 1

2
)‖H‖

H
s′/2+ε′
q ([1/4,1])

for any H ∈ H
s′/2+ε′
q ([1/4, 1]). Taking the supremum over all ϕ ∈ Lp0(X) such that

suppϕ ⊆ B(y, 1/R) and ‖ϕ‖p0 = 1 yields∥∥H(R−1 m
√
L) 1B(y,1/R)

∥∥
Lp0 (X)→L2(X,(1+Rd(·,y))s′dµ)

. |B(y, 1/R)|−( 1
p0
− 1

2
)‖H‖

H
s′/2+ε′
q ([1/4,1])

for any H ∈ Hs′/2+ε′
q ([1/4, 1]). This proves (3.8) and thus (3.5).

A reinspection of the above proof shows that it also works in the case p0 = 2, i.e. the
assertion of Lemma 3.4 is even true for operators satisfying Davies-Gaffney estimates. This
result will be an important ingredient for our proof of the spectral multiplier theorem on
the Hardy space H1

L(X), given in Theorem 5.4, and we state it explicitly.

Corollary 3.5. Let L be a non-negative, self-adjoint operator on L2(X) satisfying Davies-
Gaffney estimates (DGm) for some m ≥ 2.

a) Then for any s ≥ 0 and ε > 0 there exists a constant C > 0 such that∥∥F ( m
√
L) 1B(y,1/R)

∥∥
L2(X)→L2(X,(1+Rd(·,y))sdµ)

≤ C ‖F (R·)‖
H

(s+1)/2+ε
2

for every R > 0, y ∈ X, and every bounded Borel function F : [0,∞) → C with
suppF ⊆ [R/4, R] and F (R·) ∈ H(s+1)/2+ε

2 .

b) Suppose additionally that L fulfills the Plancherel condition (3.1) for p0 = 2 and some
q ∈ [2,∞]. Then for any s ≥ 2/q and ε > 0 there exists a constant C > 0 such that∥∥F ( m

√
L) 1B(y,1/R)

∥∥
L2(X)→L2(X,(1+Rd(·,y))sdµ)

≤ C ‖F (R·)‖
H
s/2+ε
q

for every R > 0, y ∈ X, and every bounded Borel function F : [0,∞) → C with
suppF ⊆ [R/4, R] and F (R·) ∈ Hs/2+ε

q .
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As a final preparation for the proof of Theorem 3.1, we show the following statement which
is an immediate consequence of the doubling property of X. Our reasoning resembles that
of [DOS02, Lemma 4.4].

Lemma 3.6. Let δ > D. Then there exists a constant C > 0 such that

a) for all g ∈ L2
loc(X), r ≥ 1/R > 0, y ∈ X, and y′, z ∈ B(y, r/4)

‖1B(y′,r)cg‖L2(X,(1+Rd(·,y))−δdµ) ≤ C |B(y′, r)|1/2 (rR)−δ/2(M2g)(z) ;

b) for all g ∈ L2
loc(X), r,R > 0, y ∈ X, and z ∈ B(y, r/4)

‖1B(y,r)cg‖L2(X,(1+Rd(·,y))−δdµ) ≤ C |B(y, 1/R)|1/2 (1 + rR)−(δ−D)/2(M2g)(z) .

Here, (M2g)(z) is defined by

(M2g)(z) := sup
ρ>0

(
1

|B(z, ρ)|

∫
B(z,ρ)

|g|2 dµ
)1/2

.

Proof. Let δ > D, g ∈ L2
loc(X), r > 0, y ∈ X, and y′, z ∈ B(y, r/4) be arbitrary.

First, assume that r ≥ 1/R > 0. We split B(y′, r)c into annuli and obtain with the help
of Fact 2.1

‖1B(y′,r)cg‖2
L2(X,(1+Rd(·,y))−δdµ) ≤

∞∑
k=0

∫
2kr≤d(x,y′)<2k+1r

|g(x)|2(Rd(x, y))−δ dµ(x)

.
∞∑
k=0

(2krR)−δ
2kD|B(z, r)|
|B(z, 2k+2r)|

∫
2k−1r≤d(x,z)<2k+2r

|g(x)|2 dµ(x)

. |B(y′, r)| (rR)−δ
∞∑
k=0

2−(δ−D)k(M2g)(z)2 . |B(y′, r)| (rR)−δ(M2g)(z)2 .

This shows assertion a). Due to the doubling property, one can bound |B(y′, r)| by a
constant times (rR)D|B(y′, 1/R)|, so that part b) is proven in the case r ≥ 1/R.

Suppose now that r < 1/R. We integrate over the full space X and decompose X into
B(z, 1/R)c ∪ B(z, 1/R). The integral over B(z, 1/R)c can be estimated with the result
proved above (take r = 1/R), whereas for the integral over B(z, 1/R) one estimates the
weight factor (1 +Rd(·, y))−δ by 1 and uses Fact 2.1

‖1B(y,r)cg‖2
L2(X,(1+Rd(·,y))−δdµ)

. ‖1B(z,1/R)cg‖2
L2(X,(1+Rd(·,y))−δdµ) +

|B(y, 1/R)|
|B(z, 1/R)|

‖1B(z,1/R)g‖2
L2(X)

. |B(y, 1/R)| (M2g)(z)2 .
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Now we are ready to prove the main result of this chapter.

Proof of Theorem 3.1. Consider a non-negative, self-adjoint operator L on L2(X) satisfy-
ing generalized Gaussian estimates (GGEp0,m) for some p0 ∈ [1, 2) and m ≥ 2. Addi-
tionally, assume that L fulfills the Plancherel condition (3.1) for some q ∈ [2,∞]. Fix
s > max{D/2, 1/q} and δ ∈ R such that 2s > δ > D. Let F : [0,∞) → C be a bounded
Borel function with supl∈Z ‖ωF (2l·)‖Hs

q
<∞.

In view of suppω ⊆ (1/4, 1), the condition supl∈Z ‖ωF (2l·)‖Hs
q
< ∞ holds if and only if

the function G : [0,∞) → C, λ 7→ F ( m
√
λ) satisfies the property supl∈Z ‖ωG(2l·)‖Hs

q
< ∞.

For this reason, we shall consider in the proof F ( m
√
L) rather than F (L).

We will establish that F ( m
√
L) is of weak type (p0, p0). Since F ( m

√
L) is bounded on

L2(X), boundedness of F ( m
√
L) on Lp(X) for all p ∈ (p0, 2] then follows from the Mar-

cinkiewicz interpolation theorem. Hence, a straightforward dualization argument gives
boundedness of F ( m

√
L) on Lp(X) for any p ∈ (2, p′0), too.

We write F (λ) = F (λ)− F (0) + F (0) and consequently

F ( m
√
L) = (F − F (0))( m

√
L) + F (0)I .

Therefore, by replacing F by F − F (0), we may assume in the sequel that F (0) = 0. By
recalling the property (2.9) of ω, we then have for all λ ≥ 0

F (λ) =
∑
l∈Z

ω(2−lλ)F (λ) . (3.10)

Our main tool for the proof of the weak type (p0, p0) boundedness of F ( m
√
L) is the follow-

ing criterion [BK03, Theorem 1.1] due to S. Blunck and P.C. Kunstmann that generalizes
Hörmander’s weak type (1, 1) condition for integral operators ([Hör60], see also [DM99]).

Fact 3.7. Let L be a non-negative, self-adjoint operator on L2(X) for which (GGEp0,m)
holds for some p0 ∈ [1, 2) and m ≥ 2. Suppose that T is a bounded linear operator on
L2(X) such that there exist CT > 0 and n ∈ N with

Np′0,rt/2

(
[TDne−tL]∗ 1B(y,4rt)cg

)
(y) ≤ CT (M2g)(z)

for all t > 0, g ∈ Lp
′
0(X), z ∈ X, and y ∈ B(z, rt/2). Then T is of weak type (p0, p0).

More precisely, there exists a constant C > 0 such that

‖T‖Lp0 (X)→Lp0,∞(X) ≤ C
(
‖T‖2→2 + CT

)
.

Here, we used the notations

rt := t1/m , Nq,ρg(y) := |B(y, ρ)|−1/q‖g‖Lq(B(y,ρ)) ,

Mqg(y) := sup
ρ>0

Nq,ρg(y) , Dnh(t) :=
n∑
k=0

(
n

k

)
(−1)kh(kt) .
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In order to apply this criterion for the operator T = F ( m
√
L), we have to check that there

are constants C > 0 and n ∈ N with

Np′0,rt/2

(
[F ( m

√
L)Dne−tL]∗ 1B(y,4rt)cg

)
(y) ≤ C sup

l∈Z
‖ωF (2l·)‖Hs

q
(M2g)(z)

for all t > 0, g ∈ Lp′0(X), z ∈ X, and y ∈ B(z, rt/2).

To this end, let t > 0, g ∈ Lp
′
0(X), z ∈ X, and y ∈ B(z, rt/2) be arbitrary. Fix n ∈ N

with n > s and define the function Et : [0,∞) → R via Et(λ) := E(tλ) := (1 − e−(tλ)m)n,
λ ≥ 0. Then we have Dne−tL = Ert(

m
√
L) and, thanks to (3.10),

Np′0,rt/2

(
[F ( m

√
L)Dne−tL]∗ 1B(y,4rt)cg

)
(y) = Np′0,rt/2

(
[(FErt)(

m
√
L)]∗ 1B(y,4rt)cg

)
(y)

≤
∑
l∈Z

Np′0,rt/2

(
[(ω(2l·)FErt)(

m
√
L)]∗ 1B(y,4rt)cg

)
(y) . (3.11)

Now we analyze each summand separately. Fix l ∈ Z and f ∈ Lp0(X) such that supp f ⊆
B(y, rt/2) and ‖f‖p0 = 1.

In the case rt/2 ≤ 2l we can apply Lemma 3.4 b) (with ε := s − δ/2 > 0) directly and
estimate as follows∣∣〈f, [(ω(2l·)FErt)(

m
√
L)]∗ 1B(y,4rt)cg

〉∣∣
=
∣∣〈(ω(2l·)FErt)(

m
√
L)f, 1B(y,4rt)cg

〉∣∣
≤
∥∥(ω(2l·)FErt)(

m
√
L)f

∥∥
L2(X,(1+2−ld(·,y))δdµ)

‖1B(y,4rt)cg‖L2(X,(1+2−ld(·,y))−δdµ)

≤
∥∥(ω(2l·)FErt)(

m
√
L) 1B(y,2l)

∥∥
Lp0→L2(X,(1+2−ld(·,y))δdµ)

‖f‖p0 ×

× ‖1B(y,4rt)cg‖L2(X,(1+2−ld(·,y))−δdµ)

. |B(y, 2l)|−( 1
p0
− 1

2
) ∥∥(ω(2l·)FErt)(2−l·)

∥∥
H
δ/2+ε
q

‖1B(y,4rt)cg‖L2(X,(1+2−ld(·,y))−δdµ) .

Due to Lemma 3.6 b), the factor ‖1B(y,4rt)cg‖L2(X,(1+2−ld(·,y))−δdµ) is bounded by a constant
times

|B(y, 2l)|1/2(1 + 4rt2−l)−(δ−D)/2(M2g)(z) ≤ |B(y, 2l)|1/2(M2g)(z) .

This, together with the doubling property, leads to∣∣〈f, [(ω(2l·)FErt)(
m
√
L)]∗ 1B(y,4rt)cg

〉∣∣
.

(
2l

rt

) D
p′0 |B(y, rt)|

1
p′0
∥∥(ω(2l·)FErt)(2−l·)

∥∥
Hs
q
(M2g)(z) .

Taking the supremum over all f ∈ Lp0(X) with supp f ⊆ B(y, rt/2) and ‖f‖p0 = 1 yields

Np′0,rt/2

(
[(ω(2l·)FErt)(

m
√
L)]∗ 1B(y,4rt)cg

)
(y)

.

(
2l

rt

) D
p′0 ∥∥(ω(2l·)FErt)(2−l·)

∥∥
Hs
q
(M2g)(z) . (3.12)
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Assume now 2l < rt/2. In this case we cover B(y, rt/2) by balls of radius 2l. Thanks
to Lemma 2.2, one can construct y1, . . . , yK ∈ B(y, rt/2) with B(y, rt/2) ⊆

⋃K
ν=1B(yν , 2l),

K . (rt/2l+1)D, and each point of B(y, rt/2) is contained in at most M balls B(yν , 2l),
where M is independent of l and t. This yields∣∣〈f, [(ω(2l·)FErt)(

m
√
L)]∗ 1B(y,4rt)cg

〉∣∣
≤

K∑
ν=1

∣∣〈(ω(2l·)FErt)(
m
√
L)(f1B(yν ,2l)), 1B(y,4rt)cg

〉∣∣
≤

K∑
ν=1

∥∥(ω(2l·)FErt)(
m
√
L)(f1B(yν ,2l))

∥∥
L2(X,(1+2−ld(·,yν))δdµ)

×

× ‖1B(y,4rt)cg‖L2(X,(1+2−ld(·,yν))−δdµ)

≤
K∑
ν=1

∥∥(ω(2l·)FErt)(
m
√
L) 1B(yν ,2l)

∥∥
Lp0 (X)→L2(X,(1+2−ld(·,yν))δdµ)

‖f1B(yν ,2l)‖p0 ×

× ‖1B(y,4rt)cg‖L2(X,(1+2−ld(·,yν))−δdµ)

.
K∑
ν=1

|B(yν , 2l)|
−( 1

p0
− 1

2
)∥∥(ω(2l·)FErt)(2−l·)

∥∥
Hs
q
‖f1B(yν ,2l)‖p0 ×

× ‖1B(y,4rt)cg‖L2(X,(1+2−ld(·,yν))−δdµ) , (3.13)

where the last step is due to Lemma 3.4 b) (with ε := s − δ/2 > 0). Further, by Fact 2.1
and the doubling property, we have for every ν ∈ {1, . . . ,K}

|B(y, rt/2)| ∼= |B(yν , rt/2)| . (rt/2l+1)D|B(yν , 2l)|

which gives

|B(yν , 2l)|
−( 1

p0
− 1

2
)
. (rt/2l+1)D( 1

p0
− 1

2
)|B(y, rt/2)|−( 1

p0
− 1

2
)
. (3.14)

From Lemma 3.6 a) we deduce that

‖1B(y,4rt)cg‖L2(X,(1+2−ld(·,yν))−δdµ) . |B(y, rt/2)|1/2
(
rt
2l

)−δ/2
(M2g)(z) . (3.15)

It remains to estimate the sum
∑K

ν=1 ‖f1B(yν ,2l)‖p0 . Due to the properties of the covering
and the function f , this is bounded by a constant times (rt/2l+1)D(1−1/p0). Indeed, Jensen’s
inequality in the version for concave functions (applied to h(λ) := λ1/p0 , λ ≥ 0) gives(

K∑
ν=1

1
K

∫
B(yν ,2l)

|f |p0 dµ

)1/p0

≥
K∑
ν=1

1
K
‖f1B(yν ,2l)‖p0 .
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According to Lemma 2.2 iv), the left-hand side can be estimated by

1
K1/p0

(
M

∫
B(y,rt/2)

|f |p0 dµ
)1/p0

=
(
M

K

)1/p0

which leads to
K∑
ν=1

‖f1B(yν ,2l)‖p0 ≤M1/p0K1−1/p0 .

Since K . (rt/2l+1)D, the claimed estimate is shown. This, together with (3.13), (3.14),
(3.15), gives in the case rt/2 > 2l

|B(y, rt/2)|
− 1
p′0
∣∣〈f, [(ω(2l·)FErt)(

m
√
L)]∗ 1B(y,4rt)cg

〉∣∣
. |B(y, rt/2)|

− 1
p′0

K∑
ν=1

(rt/2l+1)D( 1
p0
− 1

2
)|B(y, rt/2)|−( 1

p0
− 1

2
)∥∥(ω(2l·)FErt)(2−l·)

∥∥
Hs
q
×

× ‖f1B(yν ,2l)‖p0‖1B(y,4rt)cg‖L2(X,(1+2−ld(·,yν))−δdµ)

. (rt/2l+1)D( 1
p0
− 1

2
)∥∥(ω(2l·)FErt)(2−l·)

∥∥
Hs
q
×

×
K∑
ν=1

‖f1B(yν ,2l)‖p0 |B(y, rt/2)|−1/2‖1B(y,4rt)cg‖L2(X,(1+2−ld(·,yν))−δdµ)

. (rt/2l+1)D( 1
p0
− 1

2
)∥∥(ω(2l·)FErt)(2−l·)

∥∥
Hs
q
(rt/2l+1)D(1− 1

p0
)
(
rt
2l

)−δ/2
(M2g)(z)

∼=
(
rt
2l

)−(δ−D)/2∥∥(ω(2l·)FErt)(2−l·)
∥∥
Hs
q
(M2g)(z) .

Hence, we arrive at

Np′0,rt/2

(
[(ω(2l·)FErt)(

m
√
L)]∗ 1B(y,4rt)cg

)
(y)

.

(
rt
2l

)−(δ−D)/2∥∥(ω(2l·)FErt)(2−l·)
∥∥
Hs
q
(M2g)(z) . (3.16)

According to Fact 2.16, one gets∥∥(ω(2l·)FErt)(2−l·)
∥∥
Hs
q

.
∥∥(ω(2l·)F )(2−l·)

∥∥
Hs
q
‖Ert(2−l·)‖Cn([1/4,1]) .

Further, it follows from [Blu03, Lemma 3.5] for each l ∈ Z and t > 0

‖Ert(2−l·)‖Cn([1/4,1]) . min
{
1, (2−lrt)n

}
.

36



3.2 Variation for operators with non-empty point spectrum

By inserting (3.12) and (3.16) into (3.11) and by applying the two foregoing estimates, we
obtain

Np′0,rt/2

(
[F ( m

√
L)Dne−tL]∗ 1B(y,4rt)cg

)
(y)

.
∑

l∈Z : 2l+1<rt

(
rt
2l

)−(δ−D)/2∥∥(ω(2l·)F )(2−l·)
∥∥
Hs
q
min

{
1, (2−lrt)n

}
(M2g)(z)

+
∑

l∈Z : 2l+1≥rt

(
2l

rt

) D
p′0 ∥∥(ω(2l·)F )(2−l·)

∥∥
Hs
q
min

{
1, (2−lrt)n

}
(M2g)(z)

≤ sup
l∈Z

‖ωF (2l·)‖Hs
q
(M2g)(z)

( ∑
l∈Z : 2l+1<rt

(
2−lrt

)−(δ−D)/2 +
∑

l∈Z : 2l+1≥rt

(
2−lrt

)n− D
p′0

)
. sup

l∈Z
‖ωF (2l·)‖Hs

q
(M2g)(z) .

In the last inequality we used that both series are convergent with upper bounds indepen-
dent of t. To see this, write 2l0 ≤ rt < 2l0+1 for some l0 ∈ Z, then∑

l∈Z : 2l+1<rt

(
2−lrt

)−(δ−D)/2 +
∑

l∈Z : 2l+1≥rt

(
2−lrt

)n− D
p′0

≤
l0∑

l=−∞
2−(l0−l)(δ−D)/2 +

∞∑
l=l0−1

2
(−l+l0+1)(n− D

p′0
)

≤
0∑

j=−∞
2j(δ−D)/2 +

∞∑
j=−1

2
(−j+1)(n− D

p′0
)
<∞

because δ −D > 0 and n− D
p′0
> 0.

Observe that, if one employs Lemma 3.4 a) instead of Lemma 3.4 b) in the above proof,
the modified version of the proof then gives the weak type (p0, p0) boundedness of F (L)
whenever F : [0,∞) → C is a bounded Borel function with supn∈Z ‖ωF (2n·)‖Hs

2
< ∞ for

some s > (D+1)/2 and (GGEp0,m) holds for L. Since in this case the Plancherel condition
(3.1) is not required, we have also worked out a proof of [Blu03, Theorem 1.1].

3.2 Variation for operators with non-empty point spectrum

In the last section we developed a spectral multiplier theorem for non-negative, self-adjoint
operators L that fulfill generalized Gaussian estimates (GGEp0,m) for some p0 ∈ [1, 2),
m ≥ 2 and the Plancherel condition (3.1) for some q ∈ [2,∞). Unfortunately, this result
cannot be applied to operators whose point spectrum is non-empty because the validity
of the Plancherel condition (3.1) for some q ∈ [2,∞) entails the emptiness of the point
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3 Spectral multipliers on Lebesgue spaces

spectrum. Indeed, according to the Plancherel condition (3.1), one has for all 0 ≤ a ≤ R

and y ∈ X ∥∥1{a}( m
√
L) 1B(y,1/R)

∥∥
p0→2

. |B(y, 1/R)|−( 1
p0
− 1

2
)‖1{a}(R·)‖q = 0

and therefore 1{a}(
m
√
L) = 0. Due to σ(L) ⊆ [0,∞), it follows that the point spectrum of

L is empty. In order to treat operators with non-empty point spectrum as well, one may
introduce some variation of the Plancherel condition (3.1). This approach originates in
[CS01] and was also used in [DOS02]. For N ∈ N, q ∈ [1,∞), and a bounded Borel function
F : R → C with suppF ⊆ [−1, 2] define the norm ‖F‖N,q via the formula

‖F‖N,q :=

(
1
N

2N∑
k=1−N

sup
λ∈[ k−1

N
, k
N

)

|F (λ)|q
)1/q

.

It is easy to see that, for fixed F and N , ‖F‖N,q increases in q.

With the help of this norm, we formulate a generalization of [DOS02, Theorem 3.2] that
also applies to operators for which generalized Gaussian estimates are valid.

Theorem 3.8. Let L be a non-negative, self-adjoint operator on L2(X) satisfying general-
ized Gaussian estimates (GGEp0,m) for some p0 ∈ [1, 2) and m ≥ 2. Further, let κ ∈ N and
q ∈ [2,∞). Suppose that there exists a constant C > 0 such that for any N ∈ N, y ∈ X,
and any bounded Borel function F : R → C with suppF ⊆ [−1, N + 1]

∥∥F ( m
√
L) 1B(y,1/N)

∥∥
p0→2

≤ C |B(y, 1/N)|−( 1
p0
− 1

2
)‖F (N ·)‖Nκ,q . (3.17)

Additionally, assume that for every ε > 0 there exists a constant C > 0 such that for all
N ∈ N and all bounded Borel functions F : R → C with suppF ⊆ [−1, N + 1]∥∥F ( m

√
L)
∥∥2

p0→p0
≤ CNκD+ε‖F (N ·)‖2

Nκ,q . (3.18)

Take s > max{D/2, 1/q}. Then, for any bounded Borel function F : R → C with

sup
n∈N

‖ωF (2n·)‖Hs
q
<∞ , (3.19)

the operator F (L) is of weak type (p0, p0) and there exists a constant C > 0 such that

‖F (L)‖Lp0 (X)→Lp0,∞(X) ≤ C
(
sup
n∈N

‖ωF (2n·)‖Hs
q

+ ‖F‖∞
)
. (3.20)

In particular, F (L) acts as a bounded linear operator on Lp(X) for each p ∈ (p0, p
′
0).
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3.2 Variation for operators with non-empty point spectrum

By using the same reasoning as in the remark after Theorem 3.1, this statement can be
extended to open subsets of X.

Inspired by [DOS02], we call the hypothesis (3.17) Plancherel condition. Note that (3.17)
is weaker than (3.1) and so the secondary assumption (3.18) is needed in Theorem 3.8.

We prepare the proof of Theorem 3.8 with the next lemma which is of similar type as
Lemma 3.4 b) and translates the derivation order in some sense to the weight in a weighted
norm estimate. Our statement is based on [DOS02, Lemma 4.3 b)].

Lemma 3.9. Let L be a non-negative, self-adjoint operator on L2(X) satisfying (GGEp0,m)
for some p0 ∈ [1, 2) and m ≥ 2. Fix κ ∈ N. Suppose that L enjoys the Plancherel condition
(3.17) for some q ∈ [2,∞). For ξ ∈ C∞

c ([−1, 1]) and N ∈ N define the function ξN via the
formula ξN (λ) := N ξ(Nλ). Then for any s ≥ 2/q, ε > 0, and any ξ ∈ C∞

c ([−1, 1]) there
exists a constant C > 0 such that∥∥(F ∗ ξNκ−1)( m

√
L) 1B(y,1/N)

∥∥
Lp0 (X)→L2(X,(1+Nd(·,y))sdµ)

≤ C |B(y, 1/N)|−( 1
p0
− 1

2
) ‖F (N ·)‖

H
s/2+ε
q

(3.21)

for every N ∈ N with N > 8, every y ∈ X, and every bounded Borel function F : R → C
with suppF ⊆ [N/4, N ] and F (N ·) ∈ Hs/2+ε

q .

Proof. The main idea of the proof resembles that of Lemma 3.4 b).

By a straightforward scaling argument, we see that it suffices to verify∥∥[ξNκ−1 ∗ (H(1/N ·))]( m
√
L) 1B(y,1/N)

∥∥
Lp0 (X)→L2(X,(1+Nd(·,y))sdµ)

. |B(y, 1/N)|−( 1
p0
− 1

2
) ‖H‖

H
s/2+ε
q

(3.22)

for all s ≥ 2/q, y ∈ X, ε > 0, ξ ∈ C∞
c ([−1, 1]), and all bounded Borel functions H : R → C

with suppH ⊆ [1/4, 1] and H ∈ H
s/2+ε
q , where the implicit constant is independent of

H,N , and y.

Let N ∈ N with N > 8 and ξ ∈ C∞
c ([−1, 1]) be fixed. In view of supp ξN ⊆ [−1/N, 1/N ],

we deduce for every bounded Borel function H : R → C with suppH ⊆ [1/4, 1] that
supp(ξN ∗H) ⊆ [1/8, 9/8] and thus, by applying Hölder’s inequality,

|(ξN ∗H)(λ)|q ≤
(∫ 1/N

−1/N
|ξN (τ)H(λ− τ)| dτ

)q
≤ ‖ξN‖qq′

∫ 1/N

−1/N
|H(λ− τ)|q dτ

= ‖ξN‖qq′
∫ λ+1/N

λ−1/N
|H(τ)|q dτ
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which finally leads to the bound

‖ξN ∗H‖N,q =

(
1
N

2N∑
k=1−N

sup
λ∈[ k−1

N
, k
N

)

|(ξN ∗H)(λ)|q
)1/q

≤ N−1/q‖ξN‖q′
(

2N∑
k=1−N

sup
λ∈[ k−1

N
, k
N

)

∫ λ+1/N

λ−1/N
|H(τ)|q dτ

)1/q

≤ N−1/qN1−1/q′‖ξ‖q′
(
N+1∑
k=1

∫ (k+1)/N

(k−2)/N
|H(τ)|q dτ

)1/q

≤ ‖ξ‖q′ · 3 ‖H‖q . ‖H‖q .

This, together with (3.17), yields for any y ∈ X and any bounded Borel function H : R → C
with suppH ⊆ [1/4, 1]∥∥[ξNκ−1 ∗ (H(1/N ·))]( m

√
L) 1B(y,1/N)

∥∥
p0→2

=
∥∥[(ξNκ ∗H)(1/N ·)]( m

√
L) 1B(y,1/N)

∥∥
p0→2

. |B(y, 1/N)|−( 1
p0
− 1

2
)‖ξNκ ∗H‖Nκ,q . |B(y, 1/N)|−( 1

p0
− 1

2
)‖H‖q . (3.23)

By inserting F = ξNκ−1 ∗ (H(1/N ·)) in (3.6), we get for any ε > 0, s ≥ 0, and any y ∈ X∥∥[ξNκ−1 ∗ (H(1/N ·))]( m
√
L) 1B(y,1/N)

∥∥
Lp0 (X)→L2(X,(1+Nd(·,y))sdµ)

. |B(y, 1/N)|−( 1
p0
− 1

2
)‖G‖

H
(s+1+ε)/2
2

, (3.24)

where G(λ) := (ξNκ−1 ∗ H)(N m
√
λ) eλ = (ξNκ ∗ H)( m

√
λ) eλ, λ ≥ 0. Since ξNκ ∗ H has

support contained in [1/8, 9/8], it follows for each ε > 0 and s ≥ 0

‖G‖
H

(s+1+ε)/2
2

. ‖G‖
H

(s+1+ε)/2
q

. ‖ξNκ ∗H‖
H

(s+1+ε)/2
q

. ‖H‖
H

(s+1+ε)/2
q

. (3.25)

In dependence of y ∈ X and N , let Ky,N be defined as in the proof of Lemma 3.4 b)
(case q < ∞), i.e. Ky,N : L∞([1/4, 1]) → L2(X), Ky,N (H) := H(N−1 m

√
L)ϕ for a fixed

ϕ ∈ Lp0(X) with suppϕ ⊆ B(y, 1/N) and ‖ϕ‖p0 = 1. Introduce the operator

K̃y,N : L∞([1/4, 1]) → L2(X), H 7→ Ky,N (ξNκ ∗H) = (ξNκ ∗H)(N−1 m
√
L)ϕ

= [ξNκ−1 ∗ (H(1/N ·))]( m
√
L)ϕ .

Then it holds by (3.23)∥∥K̃y,N (H)
∥∥

2
. |B(y, 1/N)|−( 1

p0
− 1

2
)‖H‖Lq([1/4,1])

and by (3.24), (3.25)∥∥K̃y,N (H)
∥∥
L2(X,(1+Nd(·,y))sdµ)

. |B(y, 1/N)|−( 1
p0
− 1

2
)‖H‖

H
(s+1+ε)/2
q ([1/4,1])

.
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3.2 Variation for operators with non-empty point spectrum

In virtue of these bounds, the same interpolation argument as in the proof of Lemma 3.4 b)
is possible and finally gives∥∥K̃y,N (H)

∥∥
L2(X,(1+Nd(·,y))s′dµ)

. |B(y, 1/N)|−( 1
p0
− 1

2
)‖H‖

H
s′/2+ε′
q ([1/4,1])

for all s′ ≥ 2/q and ε′ > 0. This proves (3.22) and thus (3.21).

A careful inspection of the above proof shows that a corresponding version of Lemma 3.9
is also valid in the case p0 = 2. For later reference we record this observation as a corollary.

Corollary 3.10. Let L be a non-negative, self-adjoint operator on L2(X) satisfying Davies-
Gaffney estimates (DGm) for some m ≥ 2. Fix κ ∈ N. Suppose that L enjoys the Plancherel
condition (3.17) with p0 = 2 for some q ∈ [2,∞). For ξ ∈ C∞

c ([−1, 1]) and N ∈ N define
the function ξN via the formula ξN (λ) := N ξ(Nλ). Then for any s ≥ 2/q, ε > 0, and any
ξ ∈ C∞

c ([−1, 1]) there exists a constant C > 0 such that∥∥(F ∗ ξNκ−1)( m
√
L) 1B(y,1/N)

∥∥
L2(X)→L2(X,(1+Nd(·,y))sdµ)

≤ C ‖F (N ·)‖
H
s/2+ε
q

(3.26)

for all N ∈ N with N > 8, all y ∈ X, and all bounded Borel functions F : R → C with
suppF ⊆ [N/4, N ] and F (N ·) ∈ Hs/2+ε

q .

Proof of Theorem 3.8. As in the proof of Theorem 3.1, it suffices to show the statement for
F ( m

√
L) if F is a bounded Borel function such that the Hörmander condition (3.19) holds.

Let F : R → C be a bounded Borel function with suppF ⊆ [0, 2]. Thanks to (3.18) with
ε = N = 1, one can estimate

∥∥F ( m
√
L)
∥∥
p0→p0

. ‖F‖1,q =

(
2∑

k=0

sup
λ∈[k−1,k)

|F (λ)|q
)1/q

. ‖F‖∞ .

In particular, F ( m
√
L) is of weak type (p0, p0) and the bound (3.20) is valid.

Therefore, it is enough to prove the statement for every bounded Borel function F : R → C
such that suppF ⊆ [1,∞) and (3.19) hold. Due to the properties of ω, we can write

F =
∑
l∈Z

ω(2−l·)F =
∞∑
l=1

ωlF ,

where ωl := ω(2−l·). Define the function

F̃ :=
∞∑
l=1

(ωlF ) ∗ ξ2l(κ−1)

and decompose
F ( m

√
L) = F̃ ( m

√
L) + (F − F̃ )( m

√
L) .
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At first, we note that F̃ ( m
√
L) is of weak type (p0, p0) with the desired bound. Indeed,

by repeating the proof of Theorem 3.1 and using (3.21) in place of (3.5), we see that

Np′0,rt/2

(
[F̃ ( m

√
L)Dne−tL]∗ 1B(y,4rt)cg

)
(y) . sup

l∈N
‖ωF (2l·)‖Hs

q
(M2g)(z)

for every t > 0, g ∈ Lp
′
0(X), z ∈ X, y ∈ B(z, rt/2) and for some n ∈ N. Hence, Fact 3.7

applies, so that the weak type (p0, p0) boundedness of F̃ ( m
√
L) is proven.

Next, we treat the operator (F − F̃ )( m
√
L) and claim that it is bounded on Lp0(X) with∥∥(F − F̃ )( m

√
L)
∥∥
p0→p0

. sup
l∈N

‖ωF (2l·)‖Hs
q
.

For each l ∈ N define the functionHl := ωlF−(ωlF )∗ξ2l(κ−1) . By observing that suppωlF ⊆
(2l−2, 2l) and supp(ωlF ∗ξ2l(κ−1)) ⊆ (2l−2−2l(1−κ), 2l+2l(1−κ)), we conclude that the support
of Hl is contained in (2l−2 − 2l(1−κ), 2l + 2l(1−κ)) ⊆ [−1, 2l + 1]. Put ε := s − D/2 > 0.
According to (3.18), it then holds∥∥Hl(

m
√
L)
∥∥2

p0→p0
. 2l(κD+ε)‖Hl(2l·)‖2

2lκ,q . (3.27)

In order to estimate the term ‖Hl(2l·)‖2
2lκ,q

, we apply the following result from [CS01, (3.29)]
(see also [DOS02, Proposition 4.6]) whose proof is based on Fourier analysis.

Fact 3.11. Suppose that ξ ∈ C∞
c (R) is a function that fulfills supp ξ ⊆ [−1, 1], ξ ≥ 0,

ξ̂(0) = 1, and ξ̂(k)(0) = 1 for all k ∈ {1, 2, . . . , bsc + 2}, where bsc denotes the largest
integer less than or equal to s. Then one finds a constant C > 0 such that

‖G−G ∗ ξN‖N,q ≤ CN−s‖G‖Hs
q

for all N ∈ N, q ∈ [2,∞), s > 1/q, and all G ∈ Hs
q with suppG ⊆ [0, 1].

By recalling the definition of Hl and by using the inequality (3.27) as well as Fact 3.11,
we deduce that∥∥Hl(

m
√
L)
∥∥2

p0→p0
. 2l(κD+ε)

∥∥ωlF (2l·)− ((ωlF )(2l·)) ∗ ξ2lκ
∥∥2

2lκ,q

. 2l(κD+ε)2−2lκs‖(ωlF )(2l·)‖2
Hs
q

and finally end up with

∥∥(F − F̃ )( m
√
L)
∥∥
p0→p0

≤
∞∑
l=1

∥∥Hl(
m
√
L)
∥∥
p0→p0

.
∞∑
l=1

2l((D/2−s)κ+ε/2)‖(ωlF )(2l·)‖Hs
q

. sup
l∈N

‖ωF (2l·)‖Hs
q
,

as required.
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4 Hardy spaces

Hardy spaces have a long history. Their origin lies in the complex analysis of one variable.
In 1915, G.H. Hardy ([Har15]) investigated properties of analytic functions F on the unit
disk D := {z ∈ C : |z| < 1}. For p ∈ (0,∞), he studied the means

µp,F (r) :=
(∫ π

−π
|F (reiθ)|p dθ

)1/p

as functions of r > 0 and proved that they behave similarly to the maximum modulus
µ∞,F (r) := sup{|F (reiθ)| : θ ∈ [−π, π)}. In 1923, F. Riesz ([Rie23]) introduced for fixed
p ∈ (0,∞] the class of holomorphic functions F : D → C such that

‖F‖Hp(D) := sup
0≤r<1

µp,F (r)

is finite. In honor of G.H. Hardy, F. Riesz denoted this class by the symbol Hp(D) and
since then these spaces have become known as Hardy spaces. F. Riesz showed, among other
things, that for every function F ∈ Hp(D) the boundary values limr→1− F (reiθ) exist for
almost all θ ∈ [−π, π).

Analytic functions in the upper half plane C+ := {z ∈ C : Im z > 0} were also considered.
This leads to the following classical definition of Hardy spaces Hp(C+) for p ∈ (0,∞). A
function F is said to belong to Hp(C+) if F is holomorphic in C+ and

‖F‖Hp(C+) := sup
y>0

(∫ ∞

−∞
|F (x+ iy)|p dx

)1/p

<∞ .

Their theory was developed by V.I. Krylov ([Kry39]). For example, he showed that the
boundary values limy→0+ F (x+ iy) exist for almost all x ∈ R.

In 1960, E.M. Stein and G. Weiss extended the definition of Hardy spaces to higher
dimensions ([SW60], see also [Ste70, Chapter VII]). They considered vector-valued functions
which satisfy certain generalized Cauchy-Riemann equations in RD+1

+ := RD×(0,∞). Such
a function is said to belong to Hp(RD) provided that

‖F‖Hp(RD) := sup
y>0

(∫
RD
|F (x, y)|p dx

)1/p

<∞ .

It is known that for any p ∈ (1,∞) the Hardy space Hp(RD) is naturally equivalent to the
Lebesgue space Lp(RD) (cf. e.g. [Ste70, p. 220]).
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In 1972, C. Fefferman and E.M. Stein ([FS72]) provided many characterizations of Hardy
spaces on RD, in particular by means of square or maximal functions associated to the
Poisson semigroup. For suitable functions f on RD define the conical square function

(Sf)(x) :=
(∫ ∞

0

∫
B(x,t)

|t∇e−t
√
−∆(f)(y)|2 dy dt

tD+1

)1/2

(x ∈ RD).

Then f belongs to the Hardy space H1(RD) if and only if Sf ∈ L1(RD). Also a character-
ization in terms of the Riesz transforms was given.

R.R. Coifman and G. Weiss ([CW77]) extended the definition of Hardy spaces from the
Euclidean setting to the more general framework of spaces of homogeneous type.

In the last years, a theory of Hardy spaces adapted to certain operators was introduced,
similarly to the way that the Hardy spaces Hp(RD) are adapted to the Laplacian. We refer
to [DL10] for a survey of the recent development and only mention that their origin lies in the
paper [ADM05] due to P. Auscher, X.T. Duong, and A. McIntosh, who defined the Hardy
space H1

L(RD) associated to an operator L which has a bounded holomorphic functional
calculus on L2(RD) and whose kernels of the semigroup operators e−tL have a pointwise
Poisson upper bound. Afterwards, the assumptions on the associated operator were relaxed.
S. Hofmann and S. Mayboroda ([HM09]) defined Hardy spaces associated to second order
divergence form elliptic operators on RD with complex coefficients. S. Hofmann, G.Z.
Lu, D. Mitrea, M. Mitrea, and L.X. Yan ([HLMMY08]) made further progress toward the
treatment of more general operators. They developed a theory of Hardy spaces adapted
to non-negative, self-adjoint operators L on L2(X) which satisfy Davies-Gaffney estimates
in the setting of spaces of homogeneous type. X.T. Duong and J. Li ([DL10]) considered
even non-self-adjoint operators and introduced Hardy spaces associated to operators L
which have a bounded holomorphic functional calculus on L2(X) and generate an analytic
semigroup on L2(X) satisfying Davies-Gaffney estimates of order 2.

In this chapter we consider an injective, non-negative, self-adjoint operator L on L2(X)
which satisfies Davies-Gaffney estimates (DGm) for somem ≥ 2. In Section 4.1 we introduce
the Hardy spaces Hp

L,ψ(X) associated to L defined in terms of square functions and classify
them in the general setting of tent spaces (cf. Section 4.2). With the help of the atomic
decomposition of tent spaces, we establish a characterization of H1

L,ψ0
(X) via molecules,

where ψ0(z) := ze−z (cf. Section 4.3). In the final Section 4.4 we verify that the Hardy
spaces Hp

L,ψ(X) and the Lebesgue spaces Lp(X) coincide for all p ∈ (p0, 2] when L fulfills
generalized Gaussian estimates (GGEp0,m) for some p0 ∈ [1, 2) and m ≥ 2.
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4.1 Hardy spaces via square functions

4.1 Hardy spaces via square functions

To start with, we introduce some notation. For θ ∈ (0, π) define the open sector

Σθ :=
{
z ∈ C \ {0} : | arg z| < θ

}
and denote by H∞

0 (Σθ) the space of all holomorphic functions ψ : Σθ → C such that there
exist constants C, σ > 0 with |ψ(z)| ≤ C |z|σ

1+|z|2σ for any z ∈ Σθ. We will write shortly H∞
0

when the angle θ is of no particular interest.

Note that
∫∞
0 |ψ(tm)|2 dt

t <∞ for each ψ ∈ H∞
0 . If L is a self-adjoint operator on L2(X),

it follows from the spectral theorem for L that for all ψ ∈ H∞
0 \{0}, f ∈ L2(X), and m ∈ N∫ ∞

0
‖ψ(tmL)f‖2

2

dt

t
=
∫ ∞

0

(
ψ(tmL)ψ(tmL)f, f

)
L2(X)

dt

t

=
(∫ ∞

0
ψ(tmL)ψ(tmL)

dt

t
f, f
)
L2(X)

=
∫ ∞

0
|ψ(tm)|2 dt

t
‖f‖2

2
∼= ‖f‖2

2 (4.1)

with implicit constants independent of f . Later, we refer to (4.1) as quadratic estimate.

Definition 4.1. Let L be an injective, non-negative, self-adjoint operator on L2(X) satis-
fying Davies-Gaffney estimates (DGm) for some m ≥ 2. For a non-trivial ψ ∈ H∞

0 consider
the conical square function

(Sψf)(x) :=
(∫ ∞

0

∫
B(x,t)

|ψ(tmL)f(y)|2 dµ(y)
|B(x, t)|

dt

t

)1/2

(f ∈ L2(X), x ∈ X).

For p ∈ [1, 2], the Hardy space Hp
L,Sψ

(X) associated to L via square functions is said to be
the completion of the space {

f ∈ L2(X) : Sψf ∈ Lp(X)
}

with respect to the norm
‖f‖Hp

L,Sψ

:= ‖Sψf‖p .

If ψ0(z) := ze−z, we abbreviate Hp
L(X) := Hp

L,Sψ0
(X).

Note that in the special case of X = RD, L = −∆, and ψ = ψ0 this definition gives the
Hardy space Hp(RD) as introduced by E.M. Stein and G. Weiss.

It can be easily verified that H2
L,Sψ

(X) = L2(X) for every ψ ∈ H∞
0 \ {0}. Indeed, due to

Fubini’s theorem, (2.3), and (4.1), one obtains for each f ∈ L2(X)

‖Sψf‖2
2 =

∫ ∞

0

∫
X

∫
B(y,t)

|ψ(tmL)f(y)|2 dµ(x)
|B(x, t)|

dµ(y)
dt

t

∼=
∫ ∞

0

∫
X
|ψ(tmL)f(y)|2 dµ(y)

dt

t
∼= ‖f‖2

2 .

In particular, the space H2
L,Sψ

is independent of the choice of ψ.
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4.2 Tent spaces

We consider Hardy spaces via the abstract concept of tent spaces. In 1985, R.R. Coifman,
Y. Meyer, and E.M. Stein ([CMS85]) introduced these spaces in the Euclidean setting RD.
Among other things, they constructed a theory of atomic decomposition for tent spaces.
Recently, E. Russ ([Rus07]) investigated tent spaces in the more general framework of spaces
of homogeneous type and developed an atomic decomposition for these spaces as well. His
result forms the basis for our proof that the Hardy space H1

L,Sψ0
(X) admits a molecular

decomposition, where ψ0(z) := ze−z (cf. Theorem 4.10).

In this section we provide a short review on tent spaces. For any x ∈ X let

Γ(x) :=
{
(y, t) ∈ X × (0,∞) : d(y, x) < t

}
denote the cone of vertex x.

Definition 4.2. For a measurable function F : X × (0,∞) → C, we define the conical
square function AF via

AF (x) :=
(∫∫

Γ(x)
|F (y, t)|2 dµ(y) dt

t |B(x, t)|

)1/2

(x ∈ X).

Given p ∈ [1,∞), the tent space T p(X) is said to be the space of all measurable functions
F : X × (0,∞) → C such that AF ∈ Lp(X) holds. If T p(X) is equipped with the norm
‖F‖T p(X) := ‖AF‖p, then T p(X) becomes a Banach space.

Let us collect some well-known properties of tent spaces. First, we cite a density result
and a characterization of the dual space of T p(X). We refer to [HLMMY08, Lemma 4.7]
and to [HLMMY08, Proposition 4.8], respectively.

Fact 4.3. For every p ∈ [1,∞), the space T p(X) ∩ T 2(X) is dense in T p(X).

Fact 4.4. Let p ∈ (1,∞) and 1/p+ 1/p′ = 1. The pairing

〈F,G〉 7→
∫ ∞

0

∫
X
F (x, t)G(x, t) dµ(x)

dt

t

realizes T p
′
(X) as equivalent to the dual of T p(X).

Tent spaces behave very well with respect to the complex interpolation procedure, as the
next statement shows (cf. e.g. [HLMMY08, Proposition 4.9]).

Fact 4.5. Assume that 1 ≤ p0 < p < p1 < ∞ with 1/p = (1 − θ)/p0 + θ/p1 for some
θ ∈ (0, 1). Then one has [

T p0(X), T p1(X)
]
θ

= T p(X) .
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Next, we recall the atomic decomposition for tent spaces.

If O is an open subset of X, then the tent over O, labeled by Ô, is defined as the set

Ô :=
{
(y, t) ∈ X × (0,∞) : d(x,Oc) ≥ t

}
,

where Oc stands for the complement of O in X.

Definition 4.6. A measurable function A : X × (0,∞) → C is called T 1(X)-atom if there
exists a ball B ⊆ X such that A is supported in the tent B̂ and it holds∫ ∞

0

∫
X
|A(x, t)|2 dµ(x)

dt

t
≤ 1
µ(B)

.

In this case we sometimes refer to A as a T 1(X)-atom associated with the ball B.

We remark that every T 1(X)-atom belongs to T 1(X) and its norm is controlled by a
constant depending only on the underlying space X, i.e. the constants in (2.2). This can
be easily seen by using the Cauchy-Schwarz inequality, Fubini’s theorem, and Fact 2.1. For
details we refer to [Fre11, p. 22].

Conversely, any function in T 1(X) admits an atomic decomposition. This was proved
in [Rus07, Theorem 1.1]. For the final part of the statement below, concerning T 2(X)
convergence, we refer to [DL10, Proposition 3.6].

Fact 4.7. There exists a constant C > 0 with the following property: For each F ∈ T 1(X)
there are a sequence (λj)j∈N0 ∈ `1 of complex numbers and a sequence (Aj)j∈N0 of T 1(X)-
atoms such that

F =
∞∑
j=0

λjAj , (4.2)

where the sum converges in T 1(X) and almost everywhere in X × (0,∞), and

∞∑
j=0

|λj | ≤ C ‖F‖T 1(X) .

If, in addition, F ∈ T 1(X)∩T 2(X), then the decomposition (4.2) converges in T 2(X), too.

4.3 Hardy spaces via molecules

A well-known feature of the classical Hardy space H1(RD) lies in the atomic decomposition
which was originally developed by R.R. Coifman ([Coi74]) for D = 1 and by R.H. Latter
([Lat79]) for D > 1. One of the principal purposes of R.R. Coifman and G. Weiss ([CW77])
was to show that many of the properties of the Hardy space H1(RD) and operators acting

47



4 Hardy spaces

on it can be obtained by focusing the attention on individual atoms. For example, the
continuity of an operator T can often be proved by estimating T (a) when a is an atom.

In [HLMMY08] the authors studied Hardy spaces associated to injective, non-negative,
self-adjoint operators L satisfying Davies-Gaffney estimates of order 2. They showed that
the Hardy space H1

L,Sψ0
(X) possesses an atomic decomposition, where ψ0(z) := ze−z. To

give a flavor of their results, we recall the definition of the atomic Hardy space (cf. e.g.
[HLMMY08, Definitions 2.1 and 2.2]):

Let M ∈ N. An element a ∈ L2(X) is called (1, 2,M)-atom associated to L if there exist
a function b ∈ D(LM ) and a ball B ⊆ X, whose radius is denoted by r, such that

i) a = LMb ;

ii) suppLkb ⊆ B for all k ∈ {0, 1, . . . ,M};

iii)
∥∥(r2L)kb

∥∥
2
≤ r2Mµ(B)−1/2 for all k ∈ {0, 1, . . . ,M}.

The atomic Hardy space H1
L,at,M (X) associated to L is defined as the completion of{ ∞∑

j=0

λjaj :
(λj)j∈N0 ∈ `1, aj is a (1, 2,M)-atom ass. to L for any j ∈ N0,
and the series converges in L2(X)

}

with respect to the norm given by

‖f‖H1
L,at,M (X) := inf

{ ∞∑
j=0

|λj | :
f =

∑∞
j=0 λjaj , (λj)j∈N0 ∈ `1, aj is a (1, 2,M)-atom ass.

to L for any j ∈ N0, and the series converges in L2(X)

}
.

According to [HLMMY08, Theorem 4.1], it holds H1
L,at,M (X) = H1

L,Sψ0
(X) if M > D/4.

In order to show this result, S. Hofmann et al. established, among other things, the atomic
decomposition of H1

L,Sψ0
(X) ∩ L2(X), i.e. for every f ∈ H1

L,Sψ0
(X) ∩ L2(X) there exist a

sequence of complex numbers (λj)j∈N0 ∈ `1 and a family of (1, 2,M)-atoms (aj)j∈N0 such
that f can be represented in the form f =

∑∞
j=0 λjaj , where the series converges in L2(X)

([HLMMY08, Proposition 4.13]). Besides the atomic decomposition of the tent space T 1(X)
(cf. Fact 4.7), their proof relies heavily on the equivalence between the Davies-Gaffney
estimates (DG2) for L and the finite speed propagation property for the corresponding
wave equation Lu+ utt = 0 (cf. e.g. [CS08, Theorem 3.4]) which means that(

cos(t
√
L)f1, f2

)
L2(X)

= 0 (4.3)

for all 0 < t < dist(U1, U2), all fi ∈ L2(Ui), and all disjoint open sets Ui ⊆ X, i = 1, 2.

Note that, if cos(t
√
L) is an integral operator with kernel Kt ∈ L∞(X ×X), then (4.3)

simply says that suppKt ⊆ {(x, y) ∈ X ×X : d(x, y) ≤ t}.
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Unfortunately, it is not possible to deduce a result similar to the finite speed propagation
property for operators L that fulfill (DGm) for some m > 2. Due to this lack of information
on the support, one is not able to develop an atomic decomposition ofH1

L,Sψ0
(X)∩L2(X) for

these operators L since one has no tools to show the support condition ii) in the above defini-
tion. Nevertheless, in the general situation one can decompose the Hardy space H1

L,Sψ0
(X)

by considering molecules instead of atoms. Molecules are building blocks similar to atoms,
but the support property of the latter, i.e. ii) above, is relaxed.

Definition 4.8. Assume that L is an injective, non-negative, self-adjoint operator on L2(X)
satisfying Davies-Gaffney estimates (DGm) for some m ≥ 2. Let ε > 0 and M ∈ N. A
function a ∈ L2(X) is said to be a (M, ε, L)-molecule if there exist a function b ∈ D(LM )
and a ball B ⊆ X, whose radius is denoted by r, such that

i) a = LMb ;

ii) for every k ∈ {0, 1, . . . ,M} and j ∈ N0, it holds∥∥(rmL)kb
∥∥
L2(Uj(B))

≤ rmM2−jεµ(2jB)−1/2 , (4.4)

where the dyadic annuli Uj(B) are defined by

U0(B) := B and Uj(B) := 2jB \ 2j−1B for all j ∈ N . (4.5)

As usual, ρB stands for the ball in X with the same center as B but radius ρr
whenever ρ > 0 and B is a ball of radius r.

In this situation we sometimes refer to a as a (M, ε, L)-molecule associated with B.

In the literature (cf. e.g. [HLMMY08], [DL10]) the authors mostly study the case when
m = 2 and typically use the terminology “(1, 2,M, ε)-molecule associated to L” instead of
(M, ε, L)-molecule. To the best of our knowledge, a definition similar to ours for operators
satisfying (DGm) of arbitrary order m ≥ 2 was first given in [Fre11, Definition 4.1].

Next, we introduce the molecular Hardy space H1
L,mol,M,ε(X). In the special case m = 2

our definition matches with the one given in [HLMMY08, Definition 2.4].

Definition 4.9. Fix ε > 0 and M ∈ N. Let L be an injective, non-negative, self-adjoint
operator on L2(X) which fulfills Davies-Gaffney estimates (DGm) for some m ≥ 2.

We call f =
∑∞

j=0 λjmj a molecular (M, ε, L)-representation of a given f ∈ L1(X) if
(λj)j∈N0 is a numerical sequence belonging to `1, mj is a (M, ε, L)-molecule for any j ∈ N0,
and the sum

∑∞
j=0 λjmj converges in L2(X). Define

H1
L,mol,M,ε(X) :=

{
f ∈ L1(X) : f has a molecular (M, ε, L)-representation

}
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with the norm given by

‖f‖H1
L,mol,M,ε(X) := inf

{ ∞∑
j=0

|λj | :
∞∑
j=0

λjmj is a molecular (M, ε, L)-representation of f

}
.

The Hardy space H1
L,mol,M,ε(X) associated to L via molecules is said to be the completion

of H1
L,mol,M,ε(X) with respect to the norm ‖ · ‖H1

L,mol,M,ε(X).

As a direct consequence of the definition, we note that H1
L,mol,M2,ε

(X) ⊆ H1
L,mol,M1,ε

(X)
for each ε > 0 and M1,M2 ∈ N with M1 ≤M2. In addition, the Hardy space H1

L,mol,M,ε(X)
is contained in L1(X) because the L1(X)-norm of (M, ε, L)-molecules is uniformly bounded
by a constant depending only on ε and the constants in the doubling condition (cf. [Fre11,
Remark 4.2]).

Eventually, we shall see that any choice of M ∈ N with M > D
2m and ε ∈ (0,mM −D/2]

leads to the same space H1
L,mol,M,ε(X). This follows from the more general fact that the

Hardy space H1
L,Sψ0

(X) defined via square functions and the Hardy space H1
L,mol,M,ε(X)

defined via molecules coincide whenever M ∈ N with M > D
2m , ε ∈ (0,mM − D/2], and

ψ0(z) := ze−z.

Theorem 4.10. Let L be an injective, non-negative, self-adjoint operator on L2(X) which
satisfies Davies-Gaffney estimates (DGm) for some m ≥ 2. Assume that M ∈ N with
M > D

2m , ε ∈ (0,mM −D/2], and ψ0(z) := ze−z. Then

H1
L,mol,M,ε(X) = H1

L,Sψ0
(X)

with equivalent norms
‖f‖H1

L,mol,M,ε(X)
∼= ‖f‖H1

L,Sψ0
(X) ,

where the implicit constants may depend only on ε, M or the constants in the Davies-
Gaffney and the doubling condition.

Recently, X.T. Duong and J. Li investigated the case m = 2 for sectorial operators with
bounded holomorphic functional calculus and showed the assertion of Theorem 4.10 in this
situation (cf. [DL10, Theorem 3.12]). Their approach is based on the proof of [HMM10,
Theorem 3.5] and extends with some modifications to the general case m ≥ 2. This was
already observed in [Fre11, Section 4.3], where H1

L,mol,M,ε(X) = H1
L,Sψ

(X) was shown for
a wide class of functions ψ ∈ H∞

0 under a certain decay assumption at ∞. As we only
suppose the validity of the Davies-Gaffney condition (2.8) for all open balls in X and the
molecular decomposition of the Hardy space H1

L,Sψ0
(X) is for our further studies of great

importance, we will present full details following the outline of X.T. Duong and J. Li in
[DL10, Section 3.5].
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During the proof, fix ψ0(z) := ze−z. Let M ∈ N with M > D
2m and ε ∈ (0,mM −D/2].

Recall that the spaces H1
L,mol,M,ε(X) and H1

L,Sψ0
(X) are the completions of H1

L,mol,M,ε(X)
and H1

L,Sψ0
(X)∩L2(X) in the corresponding norms, respectively. We proceed in two steps.

Claim 1: H1
L,mol,M,ε(X) ⊆ H1

L,Sψ0
(X) ∩ L2(X) and for any f ∈ H1

L,mol,M,ε(X)

‖f‖H1
L,Sψ0

(X) . ‖f‖H1
L,mol,M,ε(X) .

Claim 2: H1
L,Sψ0

(X) ∩ L2(X) ⊆ H1
L,mol,M,ε(X) and for any f ∈ H1

L,Sψ0
(X) ∩ L2(X)

‖f‖H1
L,mol,M,ε(X) . ‖f‖H1

L,Sψ0
(X) .

As we will see in the proof, the assertion of Claim 1 is actually true for all ε > 0.

We prepare the proof of Claim 1 with the next statement which provides a generalization
of [DL10, Lemma 3.15] to arbitrary m ≥ 2. It says that an operator T is bounded from
H1
L,mol,M,ε to L1(X) whenever ‖T (a)‖1 is uniformly bounded for any (M, ε, L)-molecule a.

This is an important observation and, later in Section 5.1, we will establish a revised
criterion that gives even the boundedness of operators from H1

L,mol,M,ε to H1
L,mol,M,ε.

Lemma 4.11. Consider an injective, non-negative, self-adjoint operator L on L2(X) for
which Davies-Gaffney estimates (DGm) hold for some m ≥ 2. Let ε > 0 and M ∈ N.
Assume that T is a non-negative, sublinear operator such that T is of weak type (2, 2) and
there exists a constant CT > 0 with

‖T (a)‖1 ≤ CT (4.6)

for every (M, ε, L)-molecule a. Then T is bounded from H1
L,mol,M,ε(X) to L1(X) and it

holds for any f ∈ H1
L,mol,M,ε(X)

‖T (f)‖1 ≤ CT ‖f‖H1
L,mol,M,ε(X) .

Consequently, T extends to a bounded operator from H1
L,mol,M,ε(X) to L1(X).

Proof. Let f ∈ H1
L,mol,M,ε(X) and δ > 0 be fixed. By definition, we find a numerical

sequence (λj)j∈N0 ∈ `1 and a family (mj)j∈N0 of (M, ε, L)-molecules such that

‖f‖H1
L,mol,M,ε

≤
∞∑
j=0

|λj | ≤ ‖f‖H1
L,mol,M,ε

+ δ

and f =
∑∞

j=0 λjmj with respect to the L2(X)-norm. Due to the sublinearity and non-
negativity of T , we have for each N ∈ N

T

( ∞∑
j=N+1

λjmj

)
≥ T

( ∞∑
j=0

λjmj

)
− T

( N∑
j=0

λjmj

)
≥ T (f)−

N∑
j=0

|λj |T (mj) µ-a.e.
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Hence, by exploiting Fatou’s lemma and the weak type (2, 2) boundedness of T , it follows
for any α > 0

µ
({
x ∈ X : T (f)(x)−

∞∑
j=0

|λj |T (mj)(x) > α
})

≤ lim inf
N→∞

µ
({
x ∈ X : T

( ∞∑
j=N+1

λjmj

)
(x) > α

})
. lim inf

N→∞

1
α2

∥∥∥ ∞∑
j=N+1

λjmj

∥∥∥2

2
= 0

because the series
∑∞

j=0 λjmj converges in L2(X). Thus, we have shown that

T (f) ≤
∞∑
j=0

|λj |T (mj) µ-a.e.

which, in combination with the hypothesis (4.6), leads to

‖T (f)‖1 ≤
∞∑
j=0

|λj |‖T (mj)‖1 ≤ CT

∞∑
j=0

|λj | ≤ CT
(
‖f‖H1

L,mol,M,ε
+ δ
)
.

As δ > 0 was arbitrary, the assertion of the lemma is proved.

Since we only assume the validity of the Davies-Gaffney condition (2.8) for each ball, we
present a corresponding version of (2.8) that works for dyadic annuli as well. It turns out
that for our purposes polynomial decay is enough, so that we can estimate quite roughly.

Lemma 4.12. Let K ∈ N and L be a non-negative, self-adjoint operator on L2(X) which
fulfills Davies-Gaffney estimates (DGm) for some m ≥ 2. Define ψ(z) := zKe−z, z ∈ C.
Then there exists a constant C > 0 such that for all β > 0, k ∈ N, l ∈ N0 with 0 ≤ l ≤ k−1,
r > 0, t ∈ (0, 2k+1r), and all x ∈ X

∥∥12k+1B\2kB ψ(tmL) 1Ul(B)

∥∥
2→2

≤ C

(
t

2kr

)β
,

where B := B(x, r) and the dyadic annulus Ul(B) is defined as in (4.5).

Proof. For arbitrary r > 0 and x ∈ X write B := B(x, r). Let k ∈ N, l ∈ N0 with
0 ≤ l ≤ k−1, and t ∈ (0, 2k+1r). By Lemma 2.2, one finds points x1, . . . , xKk ∈ 2k+1B\2kB
and y1, . . . , yKl ∈ Ul(B) such that 2k+1B \ 2kB ⊆

⋃Kk
i=1B(xi, t) and Ul(B) ⊆

⋃Kl
j=1B(yj , t),

where Kk . (2kr/t)D and Kl . max{1, (2lr/t)D} ≤ (2kr/t)D. Observe that it holds
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4.3 Hardy spaces via molecules

d(xi, yj) ≥ (2k − 2l)r & 2kr for all i, j. Due to Lemma 2.9, the family {ψ(tL) : t > 0}
satisfies Davies-Gaffney estimates (DGm). This yields for any β > 0

∥∥12k+1B\2kB ψ(tmL) 1Ul(B)

∥∥
2→2

≤
Kk∑
i=1

Kl∑
j=1

∥∥1B(xi,t) ψ(tmL) 1B(yj ,t)

∥∥
2→2

.
Kk∑
i=1

Kl∑
j=1

exp
(
−b
(
2kr/t

) m
m−1

)
.
(
2kr/t

)2D exp
(
−b 2kr/t

)
.
(
t/2kr

)β
.

Now we are ready to prove Claim 1.

Lemma 4.13. Suppose that L satisfies the assumptions of Theorem 4.10. For any ε > 0
and M ∈ N with M > D

2m one has the embedding

H1
L,mol,M,ε(X) ⊆ H1

L,Sψ0
(X) ∩ L2(X) .

More precisely, there exists a constant C > 0 depending only on ε,M and the constants in
the Davies-Gaffney and the doubling condition such that for all f ∈ H1

L,mol,M,ε(X)

‖f‖H1
L,Sψ0

(X) ≤ C ‖f‖H1
L,mol,M,ε(X) .

Proof. The inclusion H1
L,mol,M,ε(X) ⊆ L2(X) is valid by definition. Thus, by Lemma 4.11,

it suffices to verify that there is a constant C > 0 such that for all (M, ε, L)-molecules a

‖Sψ0(a)‖1 ≤ C . (4.7)

To this end, fix an arbitrary (M, ε, L)-molecule a and take a ball B =: B(x, r) according
to Definition 4.8. Thanks to the tent space theory discussed in Section 4.2, for the proof
of (4.7) it is enough to show that the function F : X × (0,∞) → C given by F (y, t) :=
ψ0(tmL)a(y) = tmLe−t

mLa(y) satisfies

‖F‖T 1(X) ≤ C . (4.8)

Motivated by the disjoint decomposition

X × (0,∞) =
(
(2B)× (0, 2r]

)
∪
( ∞⋃
k=1

Uk+1(B)× (0, r]
)

∪
( ∞⋃
k=1

Uk+1(B)× (r, 2k+1r]
)
∪
( ∞⋃
k=1

(2kB)× (2kr, 2k+1r]
)
,
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we define
η0 := 1(2B)×(0,2r]

and for every k ∈ N

ηk := 12k+1B\2kB×(0,r] , η′k := 12k+1B\2kB×(r,2k+1r] , η′′k := 1(2kB)×(2kr,2k+1r] .

In view of

F = η0F +
∞∑
k=1

ηkF +
∞∑
k=1

η′kF +
∞∑
k=1

η′′kF ,

the estimate (4.8) will be an immediate consequence of the following estimates:

(a) ‖ηkF‖T 1(X) ≤ C2−kσ for all k ∈ N0,

(b) ‖η′kF‖T 1(X) ≤ C2−kσ for all k ∈ N,

(c) ‖η′′kF‖T 1(X) ≤ C2−kσ for all k ∈ N,

where C, σ are some positive constants independent of a and k.

First, we show (a). Since, for every k ∈ N0, ηkF is supported in 2̂k+1B, we just have
to verify that its T 2(X)-norm is bounded by C2−kσµ(2kB)−1/2 for some C, σ > 0. Indeed,
after applying the Cauchy-Schwarz inequality, this means that 1

C 2kσηkF is a T 1(X)-atom
and thus its T 1(X)-norm is controlled by a constant (cf. remark after Definition 4.6).

With the help of the doubling condition (2.3), the quadratic estimate (4.1), and the
definition of the (M, ε, L)-molecule a, we obtain for k = 0

‖η0F‖2
T 2(X) ≤ ‖F‖2

T 2(X) .
∫ ∞

0

∫
X

∣∣ψ0(tmL)a(y)
∣∣2 dµ(y)

dt

t

. ‖a‖2
2 = r−2mM

∞∑
j=0

‖(rmL)Mb‖2
L2(Uj(B))

. r−2mM
∞∑
j=0

r2mM2−2jεµ(2jB)−1 . µ(B)−1 .

Now fix k ∈ N. Then

‖ηkF‖T 2(X) =

(∫
2k+1B\2kB

∫ r

0

∣∣ψ0(tmL)a(y)
∣∣2 dt

t
dµ(y)

)1/2

≤
∞∑
l=0

(∫
2k+1B\2kB

∫ r

0

∣∣ψ0(tmL)(a1Ul(B))(y)
∣∣2 dt

t
dµ(y)

)1/2

=:
∞∑
l=0

Il .

We split the sum into three parts.
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4.3 Hardy spaces via molecules

Assume that 0 ≤ l ≤ k− 2. Then, by Lemma 4.12 (with β := mM), the definition of the
(M, ε, L)-molecule a, and the doubling property, one obtains

I2
l .

∫ r

0

(
t

2kr

)2mM

‖a1Ul(B)‖2
2

dt

t

= 2−2kmM

∫ r

0

(
t

r

)2mM dt

t
r−2mM

∥∥(rmL)Mb
∥∥2

L2(Ul(B))

≤ 2−2kmMr−2mM
(
rmM2−lεµ(2lB)−1/2

)2
. 2−2lε2−2kmM2(k−l)Dµ(2kB)−1

. 2−2lε2−k(2mM−D)µ(2kB)−1 .

Consequently, it holds
k−2∑
l=0

Il . 2−k(mM−D/2)µ(2kB)−1/2 .

Assume now that k − 1 ≤ l ≤ k + 1. We make use of the quadratic estimate (4.1) and
get, due to the definition of the (M, ε, L)-molecule a and the doubling property,

I2
l ≤

∫ ∞

0

∥∥ψ0(tmL)(a1Ul(B))
∥∥2

2

dt

t
. ‖a1Ul(B)‖2

2

= r−2mM‖(rmL)Mb‖2
L2(Ul(B)) . 2−2kεµ(2kB)−1 .

Assume finally that l ≥ k + 2. Our argument resembles that in the case 0 ≤ l ≤ k − 2.
Again, we employ Lemma 4.12 and the definition of the (M, ε, L)-molecule a

I2
l .

∫ r

0

(
t

2lr

)2mM

‖a1Ul(B)‖2
2

dt

t

= 2−2lmM

∫ r

0

(
t

r

)2mM dt

t
r−2mM

∥∥(rmL)Mb
∥∥2

L2(Ul(B))

≤ 2−2lmM2−2lεµ(2lB)−1 .

It follows that

∞∑
l=k+2

Il .
∞∑

l=k+2

2−lmM2−lεµ(2lB)−1/2 . 2−kmMµ(2kB)−1/2 .

This ends the proof of (a).
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Now we treat (b). Let k ∈ N be fixed. Similarly as in (a), it suffices to show that the
T 2(X)-norm of η′kF is bounded by a constant times 2−kσµ(2kB)−1/2 for some σ > 0.

As a is a (M, ε, L)-molecule, there exists b ∈ D(LM ) with a = LMb. Hence, we can write

‖η′kF‖T 2(X) =

(∫
2k+1B\2kB

∫ 2k+1r

r

∣∣(tmL)M+1e−t
mLb(y)

∣∣2 dt

t2mM+1
dµ(y)

)1/2

≤
∞∑
l=0

(∫
2k+1B\2kB

∫ 2k+1r

r

∣∣(tmL)M+1e−t
mL(b1Ul(B))(y)

∣∣2 dt

t2mM+1
dµ(y)

)1/2

=:
∞∑
l=0

Jl .

As before, we distinguish three cases.

Assume that 0 ≤ l ≤ k − 2. Take M̃ ∈ R with M̃ > 2mM + 1. Then Lemma 4.12 and
the properties the (M, ε, L)-molecule a yield

J2
l .

∫ 2k+1r

r

(
t

2kr

)fM
‖b1Ul(B)‖2

2

dt

t2mM+1

≤ (2kr)−fM ∫ 2k+1r

r
t

fM−2mM−1 dt
(
rmM2−lεµ(2lB)−1/2

)2
≤ (2kr)−fM (2k+1r)fM−2mM−1 (2k+1r − r) r2mM2−2lεµ(2lB)−1

. 2−2kmM2−2lεµ(2lB)−1 .

In view of µ(2lB)−1 . 2(k−l)Dµ(2kB)−1, it thus follows

k−2∑
l=0

Jl .
k−2∑
l=0

2−kmM2−lε2kD/2µ(2kB)−1/2 . 2−k(mM−D/2)µ(2kB)−1/2 .

Assume now k−1 ≤ l ≤ k+1. As in the corresponding case of (a), we exploit the quadratic
estimate (4.1) and deduce with the help of the definition of the (M, ε, L)-molecule a and
the doubling condition

J2
l ≤

∫ ∞

0

∫
X

∣∣(tmL)e−t
mL(LMb1Ul(B))(y)

∣∣2 dµ(y)
dt

t
.
∥∥LMb1Ul(B)

∥∥2

2

≤ r−2mM
(
rmM2−lεµ(2lB)−1/2

)2 ∼= 2−2kεµ(2kB)−1 .
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4.3 Hardy spaces via molecules

Assume finally that l ≥ k+2. Then using Lemma 4.12 and the definition of the (M, ε, L)-
molecule a lead to

J2
l .

∫ 2k+1r

r

(
t

2lr

)mM
‖b1Ul(B)‖2

2

dt

t2mM+1

= (2lr)−mM
(∫ 2k+1r

r
t−mM−1dt

)
‖b‖2

L2(Ul(B))

. (2lr)−mMr−mM
(
rmM2−lεµ(2lB)−1/2

)2
≤ 2−kmM2−2lεµ(2kB)−1 .

Therefore, one has
∞∑

l=k+2

Jl . 2−kmM/2µ(2kB)−1/2 .

This means that (b) is proved.

Now we examine (c). Similarly as before, we insert a = LMb for some b ∈ D(LM )

‖η′′kF‖T 2(X) =

(∫
2kB

∫ 2k+1r

2kr

∣∣(tmL)M+1e−t
mLb(y)

∣∣2 dt

t2mM+1
dµ(y)

)1/2

≤
∞∑
l=0

(∫
2kB

∫ 2k+1r

2kr

∣∣(tmL)M+1e−t
mL(b1Ul(B))(y)

∣∣2 dt

t2mM+1
dµ(y)

)1/2

=:
∞∑
l=0

Kl .

Assume first 0 ≤ l ≤ k. Applying (4.1) with ψ(z) := zM+1e−z, z ∈ C, and (4.4) gives

K2
l ≤ (2kr)−2mM

∫ ∞

0

∥∥(tmL)M+1e−t
mL(b1Ul(B))

∥∥2

2

dt

t

. 2−2kmMr−2mM‖b1Ul(B)‖2
2 ≤ 2−2kmM2−2lεµ(2lB)−1 .

Due to the doubling condition, we have µ(2lB)−1 . 2(k−l)Dµ(2kB)−1 and thus we obtain

k∑
l=0

Kl .
k∑
l=0

2−kmM2−lε2(k−l)D/2µ(2kB)−1/2 . 2−k(mM−D/2)µ(2kB)−1/2 .

Observe that the initial assumption M > D
2m ensures that mM −D/2 > 0.
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At last assume that l ≥ k + 1. Then Lemma 4.12, in combination with the properties of
the (M, ε, L)-molecule a, yields

K2
l .

∫ 2k+1r

2kr

(
t

2lr

)mM
‖b1Ul(B)‖2

2

dt

t2mM+1

= (2lr)−mM
∫ 2k+1r

2kr
t−mM−1dt ‖b‖2

L2(Ul(B))

≤ (2kr)−mM (2kr)−mM
(
rmM2−lεµ(2lB)−1/2

)2
≤ 2−2kmM2−2lεµ(2kB)−1 .

Therefore, one ends up with

∞∑
l=k+1

Kl . 2−kmMµ(2kB)−1/2 .

This proves (c).

In summary, we have shown the validity of (4.8), as desired.

A detailed examination of the above proof shows that the H1
L,Sψ0

(X)-norm of a (M, ε, L)-
molecule a depends only on ε,M and the constants in (2.2) and (2.8), but not on a itself.
For future reference we record this below.

Corollary 4.14. Suppose that an injective, non-negative, self-adjoint operator L fulfills
Davies-Gaffney estimates (DGm) for some m ≥ 2. Let ε > 0 and M ∈ N with M > D

2m .
Put ψ0(z) := ze−z. Then every (M, ε, L)-molecule a belongs to H1

L,Sψ0
(X) and there is a

constant C > 0 depending only on ε,M and the constants in the Davies-Gaffney and the
doubling condition such that for all (M, ε, L)-molecules a

‖a‖H1
L,Sψ0

(X) ≤ C .

This observation is of great significance for our further studies because our proof of the
boundedness criterion for spectral multipliers on the Hardy space H1

L,Sψ0
(X) is based on

this fact, see Section 5.1 below.

Now we turn to the proof of Claim 2. In order to show that H1
L,Sψ0

(X) ∩ L2(X) is

contained in H1
L,mol,M,ε(X) for every M ∈ N with M > D

2m and every ε ∈ (0,mM −D/2],
we have to establish molecular (M, ε, L)-representations for functions belonging to the space
H1
L,Sψ0

(X) ∩ L2(X). That will be achieved with the help of the atomic decomposition of
the tent space T 1(X) (cf. Fact 4.7).
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4.3 Hardy spaces via molecules

To do so, we introduce the operators QL,M and πL,M which map from L2(X) to T 2(X)
and vice versa, respectively. Thanks to the quadratic estimate (4.1), the operator given by

QL,Mf(x, t) := ψ0(tmL)Mf(x) =
(
tmLe−t

mL
)M

f(x) (x ∈ X, t > 0)

is bounded from L2(X) to T 2(X). Define the operator πL,M via

πL,M (F )(x) :=
∫ ∞

0

(
tmLe−t

mL
)M (F (·, t))(x) dt

t
(x ∈ X).

Then πL,M is well-defined for all F ∈ T 2(X) and bounded from T 2(X) to L2(X) since πL,M
is the adjoint of the bounded operator QL,M .

As preparation for the proof of Claim 2, we state the following auxiliary lemma which
says that πL,M maps T 1(X)-atoms into (M, ε, L)-molecules (cp. [DL10, Lemma 3.18]).

Lemma 4.15. Consider an injective, non-negative, self-adjoint operator L on L2(X) which
enjoys Davies-Gaffney estimates (DGm) for some m ≥ 2. Let A be a T 1(X)-atom associated
with some ball B ⊆ X. Then for every M ∈ N with M > D

2m and every ε ∈ (0,mM −D/2]
there exists a constant CM depending only on M such that CMπL,M (A) is a (M, ε, L)-
molecule associated with B.

Proof. Fix a T 1(X)-atom A. By definition, there is a ball B ⊆ X with suppA ⊆ B̂ and∫ ∞

0

∫
X
|A(x, t)|2 dµ(x)

dt

t
≤ µ(B)−1 .

Let M ∈ N with M > D
2m . We write

πL,M (A) = LMb ,

where
b :=

∫ ∞

0
tmM (e−t

mL)MA(·, t) dt
t
.

Now we choose an arbitrary ε ∈ (0,mM −D/2] and check the condition ii) of the definition
of a (M, ε, L)-molecule. Fix k ∈ {0, 1, . . . ,M} and let r denote the radius of the ball B.
For every j ∈ N0 take gj ∈ L2(X) such that supp gj ⊆ Uj(B) and ‖gj‖2 = 1. Then one has,
due to the self-adjointness of L,∣∣((rmL)kb, gj

)
L2(X)

∣∣ = rmk
∣∣∣∣∫
X

(∫ ∞

0
tmMLk(e−t

mL)M (A(·, t))(x) dt
t

)
gj(x) dµ(x)

∣∣∣∣
≤ rmk

∫∫
bB |A(x, t)|

∣∣(tmMLke−MtmL gj
)
(x)
∣∣ dµ(x) dt

t

≤ rmk‖A‖T 2(X)

(∫∫
bB
∣∣(tmMLke−MtmL gj

)
(x)
∣∣2 dµ(x) dt

t

)1/2

≤ µ(B)−1/2 Ij , (4.9)
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where

Ij := rmk
(∫∫

bB t2mM
∣∣(Lke−MtmL gj

)
(x)
∣∣2 dµ(x) dt

t

)1/2

.

In view of the trivial fact that B̂ ⊆ B × (0, r), the term Ij is bounded by

Ij ≤ rmk
(∫ r

0

∫
B
t2m(M−k)∣∣((tmL)ke−MtmL gj

)
(x)
∣∣2 dµ(x)

dt

t

)1/2

≤ rmM
(∫ r

0

∫
B

∣∣((tmL)ke−MtmL gj
)
(x)
∣∣2 dµ(x)

dt

t

)1/2

.

In the case j ≤ 1
m log2M we have, due to the quadratic estimate (4.1),

Ij . rmM‖gj‖2 = rmM . (4.10)

Next, let j > 1
m log2M . This guarantees that M1/mt < 2jr for all t ∈ (0, r) and so Lemma

4.12 is applicable which gives

Ij ≤ rmM
(∫ r

0

∥∥1B ((M1/mt)mL)ke−(M1/mt)mL
1Uj(B)

∥∥2

2→2
‖gj‖2

L2(Uj(B))

dt

t

)1/2

. rmM
(∫ r

0

(
M1/mt

2jr

)2mM dt

t

)1/2

. rmM2−jmM . (4.11)

By inserting the bounds (4.10) and (4.11) into (4.9) and by using the doubling property,
we obtain for each j ∈ N0 and each gj ∈ L2(X) with supp gj ⊆ Uj(B) and ‖gj‖2 = 1∣∣((rmL)kb, gj

)
L2(X)

∣∣ . rmM2−j(mM−D/2)µ(2jB)−1/2 .

Taking the supremum over all such gj yields for every j ∈ N0

‖(rmL)kb‖L2(Uj(B)) . rmM2−j(mM−D/2)µ(2jB)−1/2 .

Because of ε ∈ (0,mM −D/2], we get for every j ∈ N0

‖(rmL)kb‖L2(Uj(B)) . rmM2−jεµ(2jB)−1/2 .

This shows that πL,M (A) = LMb is, up to a multiplicative constant, a (M, ε, L)-molecule.

After this preparatory lemma, we are ready for the proof of Claim 2, i.e. for establishing
molecular decompositions of functions in the space H1

L,Sψ0
(X) ∩ L2(X). We mainly follow

the outline of [DL10, Proposition 3.20].
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Lemma 4.16. Suppose that the operator L and the function ψ0 are as in Theorem 4.10. Let
M ∈ N with M > D

2m and ε ∈ (0,mM−D/2]. For every f ∈ H1
L,Sψ0

(X)∩L2(X) there exist
a sequence of complex numbers (λj)j∈N0 ∈ `1 and a family of (M, ε, L)-molecules (mj)j∈N0

such that f can be decomposed in the form f =
∑∞

j=0 λjmj, with the sum converging in
L2(X), and

‖f‖H1
L,mol,M,ε(X) ≤ C1

∞∑
j=0

|λj | ≤ C2‖f‖H1
L,Sψ0

(X) ,

where the constants C1, C2 > 0 are independent of f . In particular, it holds

H1
L,Sψ0

(X) ∩ L2(X) ⊆ H1
L,mol,M,ε(X) .

Proof. Let f ∈ H1
L,Sψ0

(X) ∩ L2(X). Fix M ∈ N with M > D
2m and ε ∈ (0,mM − D/2].

Define for any t > 0, x ∈ X

F (x, t) := ψ0(tmL)f(x) = tmLe−t
mLf(x) .

In view of the definition of H1
L,Sψ0

(X) and the quadratic estimate (4.1), we deduce that
F ∈ T 1(X) ∩ T 2(X). Hence, by Fact 4.7, there are a positive constant C, a sequence
(λj)j∈N0 ∈ `1 of complex numbers and a sequence (Aj)j∈N0 of T 1(X)-atoms such that

F =
∞∑
j=0

λjAj , (4.12)

where the sum converges in both T 1(X) and T 2(X), and
∞∑
j=0

|λj | ≤ C ‖F‖T 1(X) = C ‖f‖H1
L,Sψ0

(X) . (4.13)

Further, by the spectral theorem for L, one can write for an appropriate constant C de-
pending only on M

f = C

∫ ∞

0
(tmLe−t

mL)M+1f
dt

t
= CπL,M (F ) = C

∞∑
j=0

λjπL,M (Aj) , (4.14)

where the sum converges in L2(X) because πL,M acts as a bounded operator from T 2(X)
to L2(X) and the sum in (4.12) converges in T 2(X).

Thanks to Lemma 4.15, there exists a constant CM > 0 such that CMπL,M (Aj) is a
(M, ε, L)-molecule for every j ∈ N0. Consequently, the sum in (4.14) provides a molecular
(M, ε, L)-representation of f , so that f belongs to H1

L,mol,M,ε(X). Finally, by (4.13), we
obtain

‖f‖H1
L,mol,M,ε(X) .

∞∑
j=0

|λj | . ‖f‖H1
L,Sψ0

(X) .

61



4 Hardy spaces

In view of Theorem 4.10, the molecular Hardy space H1
L,mol,M,ε(X) does not depend on

the choice of M > D
2m , nor on the choice of ε ∈ (0,mM−D/2]. Consequently, one may write

H1
L,mol(X) in place ofH1

L,mol,M,ε(X) wheneverM ∈ N withM > D
2m and ε ∈ (0,mM−D/2].

Additionally, the following definition makes sense.

Definition 4.17. Let L be an injective, non-negative, self-adjoint operator on L2(X) satis-
fying Davies-Gaffney estimates (DGm) for somem ≥ 2. Suppose thatM ∈ N withM > D

2m ,
ε ∈ (0,mM −D/2], and ψ0(z) := ze−z. The Hardy space H1

L(X) associated to L is said to
be the space

H1
L(X) = H1

L,Sψ0
(X) = H1

L,mol(X) .

4.4 Relationship between Hardy spaces and Lebesgue spaces

One of the most important features of the classical Hardy spaces lies in the fact that they
form a complex interpolation scale. Hardy spaces associated to operators defined in terms
of square functions also enjoy this property. This can be verified by viewing these spaces
in the framework of tent spaces and then by using Fact 4.5 (cp. [HMM10, Lemma 4.24]).

Fact 4.18. Let L be an injective, non-negative, self-adjoint operator on L2(X) satisfying
Davies-Gaffney estimates (DGm) for some m ≥ 2. Let ψ ∈ H∞

0 \ {0}. Suppose that
1 ≤ p0 < p < p1 ≤ 2 with 1/p = (1− θ)/p0 + θ/p1 for some θ ∈ (0, 1). Then it holds[

Hp0
L,Sψ

(X),Hp1
L,Sψ

(X)
]
θ

= Hp
L,Sψ

(X) .

Put ψ0(z) := ze−z. Thanks to H1
L,Sψ0

(X) ⊆ L1(X) and H2
L,Sψ0

(X) = L2(X), Fact 4.18
yields that Hp

L,Sψ0
(X) ⊆ Lp(X) for each p ∈ (1, 2). In this section we study the question

under which assumptions on L the reverse inclusion is valid.

This question is settled for the classical Hardy spaces Hp(RD). It is well-known that
they can be identified with the Lebesgue spaces Lp(RD) for any p ∈ (1,∞) (see e.g. [Ste70,
p. 220]).

However, if L is an injective, non-negative, self-adjoint operator on L2(RD) which satis-
fies Davies-Gaffney estimates (DGm) for some m ≥ 2, then Hp

L,Sψ0
(RD) may or may not

coincide with Lp(RD) for p ∈ (1, 2) (see e.g. [HMM10, Proposition 9.1 (v), (vi)], where Riesz
transforms were studied). Recently, P. Auscher, X.T. Duong, and A. McIntosh showed in
[ADM05, Theorem 6] that the presence of classical Gaussian estimates (1.3) ensures that
Hp
L,Sψ

(RD) = Lp(RD) for all p ∈ (1, 2] and all ψ ∈ H∞
0 \ {0}.

We will upgrade their result in two directions. On the one hand, we will only assume
generalized Gaussian estimates and, on the other hand, we will study the situation in the
more general framework of spaces of homogeneous type. Clearly, in this setting we cannot
expect Hp

L,Sψ
(X) = Lp(X) for all p ∈ (1, 2). Details are given in the next statement.
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Theorem 4.19. Assume that L is an injective, non-negative, self-adjoint operator on
L2(X) which fulfills generalized Gaussian estimates (GGEp0,m) for some p0 ∈ [1, 2) and
m ≥ 2. Then, for each non-trivial ψ ∈ H∞

0 and each p ∈ (p0, 2], the Hardy space Hp
L,Sψ

(X)
and the Lebesgue space Lp(X) coincide and their norms are equivalent.

In particular, under the assumptions of Theorem 4.19, different choices of ψ ∈ H∞
0 \ {0}

lead to the same Hardy space Hp
L,Sψ

(X) for any p ∈ (p0, 2]. Therefore, in the next chapters
we omit the subscript Sψ in the notation and write only Hp

L(X) for the Hardy space
associated to L defined via square functions.

The rest of this section is devoted to the proof of Theorem 4.19. Fix ψ ∈ H∞
0 \{0}. Since

Hp
L,Sψ

(X)∩L2(X) is dense in Hp
L,Sψ

(X) and, of course, Lp(X)∩L2(X) is dense in Lp(X),
it suffices to prove that Hp

L,Sψ
(X) ∩ L2(X) = Lp(X) ∩ L2(X) with equivalent norms. To

this end, we shall establish that for every p ∈ (p0, 2] there exist constants C1, C2 > 0 such
that for any f ∈ Lp(X) ∩ L2(X)

C1‖f‖p ≤ ‖Sψf‖p ≤ C2‖f‖p . (4.15)

We divide the proof of (4.15) into three steps. In a first step, and this will be the main
work, we verify that ‖Sψf‖p . ‖f‖p for all f ∈ Lp(X) ∩ L2(X) and all p ∈ (p0, 2]. In a
second step we show that this estimate is actually valid for any p ∈ (2, p′0). In the final step
three we deduce the reverse inequality ‖f‖p . ‖Sψf‖p for all f ∈ Lp(X) ∩ L2(X) and all
p ∈ (p0, 2] by a dualization argument based on the bound obtained in the second step.

Let us turn to the proof of step 1. Our idea consists in establishing a weak type (p0, p0)-
estimate for Sψ. This, in combination with the boundedness of Sψ on L2(X), gives then
the claimed estimates by applying the Marcinkiewicz interpolation theorem. Unfortunately,
technical difficulties arise with the handling of the operator Sψ which are caused to the
definition of Sψ via an area integral. Therefore, we make a detour and study the properties
of what may be called Littlewood-Paley-Stein g∗λ,ψ-function adapted to L

g∗λ,ψ(f)(x) :=

(∫ ∞

0

∫
X

(
s1/m

d(x, y) + s1/m

)Dλ∣∣ψ(sL)f(y)
∣∣2 dµ(y)
|B(x, s1/m)|

ds

s

)1/2

for λ > 0, x ∈ X, and f ∈ L2(X). It turns out that g∗λ,ψ is better suited than Sψ
as far as Fubini arguments are concerned because it contains an integral over the full
space. Nevertheless, thanks to the additional weight factor, the Littlewood-Paley-Stein
g∗λ,ψ-function behaves similar to the square function Sψ. Due to s1/m

d(x,y)+s1/m
∈ [1/2, 1] for

all y ∈ B(x, s1/m), x ∈ X, and s > 0, one sees after the substitution s = t1/m that g∗λ,ψ
controls Sψ for any λ > 1. Hence, the assertion of step 1 is an immediate consequence of
the following statement.
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4 Hardy spaces

Lemma 4.20. Let L be as in Theorem 4.19 and p ∈ (p0, 2]. For all λ > 1 and ψ ∈ H∞
0 \{0},

the Littlewood-Paley-Stein g∗λ,ψ-function adapted to L is of strong type (p, p).

Proof. Our argument mimics that of P. Auscher who sketched in [Aus07, Proposition 6.8]
a proof for a corresponding assertion in the special case of second order divergence form
operators on the Euclidean space RD.

Let ψ ∈ H∞
0 \ {0} be fixed, i.e. ψ ∈ H∞

0 (Σθ) \ {0} for some θ ∈ (0, π/2). The keystone
of our proof is the following identity that is obtained by applying Fubini’s theorem∫

F
g∗λ,ψ(f)(x)2 dx =

∫ ∞

0

∫
X
Jλ,F (y, s)

∣∣ψ(sL)f(y)
∣∣2 dµ(y)

ds

s
(f ∈ L2(X))

with

Jλ,F (y, s) :=
∫
F

(
s1/m

d(x, y) + s1/m

)Dλ 1
|B(x, s1/m)|

dµ(x)

which holds for any λ > 1 and any closed set F ⊆ X. First, we observe that

Jλ,F (y, s) ≤ Cλ (y ∈ X, s > 0) (4.16)

with a constant Cλ > 0 depending only on λ and the dimension D of the space X but not
on F, y, s. In order to achieve this estimate, we split the integral over F into integrals over
B(y, s1/m) and over its complement F \ B(y, s1/m) and ascertain that both integrals are
finite with a bound independent of F, y, s. In fact, due to (2.3), it holds∫

B(y,s1/m)

1
(d(x, y)s−1/m + 1)Dλ

1
|B(x, s1/m)|

dµ(x) ≤
∫
B(y,s1/m)

1
|B(x, s1/m)|

dµ(x) . 1 .

By using |B(x, 2k+1s1/m)| . 2kD|B(x, s1/m)| and (2.3) again, we obtain∫
F\B(y,s1/m)

1
(d(x, y)s−1/m + 1)Dλ

1
|B(x, s1/m)|

dµ(x)

≤
∞∑
k=0

∫
B(y,2k+1s1/m)\B(y,2ks1/m)

1
(d(x, y)s−1/m + 1)Dλ

1
|B(x, s1/m)|

dµ(x)

.
∞∑
k=0

1
(2k + 1)Dλ

∫
B(y,2k+1s1/m)

2kD

|B(x, 2k+1s1/m)|
dµ(x) .

∞∑
k=0

2kD(1−λ)

which is finite for any λ > 1.

In view of (4.16), for any f ∈ L2(X) the L2(X)-norm of g∗λ,ψ(f) is majorized by a square
function which can be estimated on L2(X) in the same manner as Sψ (cf. proof of the
boundedness of Sψf on L2(X), p. 45)

‖g∗λ,ψ(f)‖2
2 ≤ Cλ

∫ ∞

0

∫
X

∣∣ψ(sL)f(y)
∣∣2 dµ(y)

ds

s
. ‖f‖2

2 ,
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i.e. g∗λ,ψ is of strong type (2, 2). Thus, we only have to show that g∗λ,ψ is of weak type
(p0, p0), the claimed strong type estimates can then be obtained with the Marcinkiewicz
interpolation theorem.

Now let λ > 1. We shall prove that there exists a constant C > 0 such that for any α > 0
and any f ∈ Lp0(X) ∩ L2(X)

µ
({
x ∈ X : g∗λ,ψ(f)(x) > α

})
≤ C

αp0

∫
X
|f |p0 dµ .

At the beginning, we recall the Calderón-Zygmund decomposition in Lp0(X) at height α.
Loosely speaking, it says that an element of Lp0(X) can be written as the sum of “good”
and “bad” functions (see e.g. [BK03, Theorem 3.1 and Remark 3.2]).

Fact 4.21. There are constants C > 0 and M ∈ N depending only on p0 and the dimension
D of the space X such that for every f ∈ Lp0(X) and every α > 0 we find a function g and
a collection of balls (Bj) in X and functions (bj) with disjoint supports such that

f = g +
∑
j

bj

and the following properties hold

i) ‖g‖∞ ≤ Cα ;

ii) supp bj ⊆ Bj and
∫
Bj
|bj |p0 dµ ≤ Cαp0 |Bj | ;

iii)
∑

j |Bj | ≤ Cα−p0
∫
X |f |

p0 dµ ;

iv)
∑

j 1Bj ≤M ;

v) ‖g‖p0 ≤ C ‖f‖p0 .

The items i) and v) immediately imply that g ∈ L2(X) with∫
X
|g|2 dµ ≤ ‖g‖2−p0

∞

∫
X
|g|p0 dµ . α2−p0

∫
X
|f |p0 dµ . (4.17)

Now fix α > 0 and f ∈ Lp0(X) ∩ L2(X). Choose a Calderón-Zygmund decomposition of
f in Lp0(X) at height α according to Fact 4.21 and write f = g +

∑
j bj .

As remarked before, g∗λ,ψ is bounded on L2(X). This, in combination with Chebyshev’s
inequality and (4.17), leads to

µ
({
x ∈ X : g∗λ,ψ(g)(x) > α/3

})
.

1
α2

∫
X
|g|2 dµ .

1
αp0

∫
X
|f |p0 dµ .

65



4 Hardy spaces

In order to handle the remaining term, fix N ∈ N to be chosen later and introduce for
r ≥ 0 the regularization operator Ar := I − (I − e−r

mL)N . Denote by rj the radius of the
ball Bj and by xj its center, i.e. Bj = B(xj , rj). Due to

g∗λ,ψ

(∑
j

bj

)
(x) ≤ g∗λ,ψ

(∑
j

Arjbj

)
(x) + g∗λ,ψ

(∑
j

(I −Arj )bj
)
(x)

for any x ∈ X, it is enough to estimate the volumes

A := µ
({
x ∈ X : g∗λ,ψ

(∑
j

Arjbj

)
(x) > α/3

})
,

B := µ
({
x ∈ X : g∗λ,ψ

(∑
j

(I −Arj )bj
)
(x) > α/3

})
.

To establish a bound for A, we use again the L2(X)-boundedness of g∗λ,ψ together with
Chebyshev’s inequality

A .
1
α2

∫
X

∣∣∣g∗λ,ψ(∑
j

Arjbj

)∣∣∣2 dµ .
1
α2

∫
X

∣∣∣∑
j

Arjbj

∣∣∣2 dµ . (4.18)

For estimating the L2(X)-norm of
∑

j Arjbj , we dualize against φ ∈ L2(X) with ‖φ‖2 = 1∫
X

∣∣∣φ∑
j

Arjbj

∣∣∣ dµ ≤ ∫
X
|φ|
∑
j

|Arjbj | dµ =
∞∑
k=0

∑
j

Cjk ,

where

Cjk :=
∫
A(xj ,rj ,k)

|φ| |Arjbj | dµ . (4.19)

Recall that A(xj , rj , k) = (k + 1)Bj \ kBj . Due to the assumptions on L and the represen-
tation Ar = I − (I − e−rmL)N =

∑N
ν=1 cν,Ne

−νrmL for some appropriate constants cν,N , we
have for any j and any x, y ∈ X

∥∥1B(x,rj)Arj1B(y,rj)

∥∥
p0→p′0

≤
N∑
ν=1

|cν,N |
∥∥1B(x,ν1/mrj)

e−νr
m
j L1B(y,ν1/mrj)

∥∥
p0→p′0

.
N∑
ν=1

|cν,N | |B(x, ν1/mrj)|
−( 1

p0
− 1
p′0

)
exp

(
−b
(
d(x, y)
ν1/mrj

) m
m−1

)

≤
N∑
ν=1

|cν,N | |B(x, rj)|
−( 1

p0
− 1
p′0

)
exp

(
−b′
(
d(x, y)
rj

) m
m−1

)

. |B(x, rj)|
−( 1

p0
− 1
p′0

)
exp

(
−b′
(
d(x, y)
rj

) m
m−1

)

66



4.4 Relationship between Hardy spaces and Lebesgue spaces

for some constant b′ > 0 depending on N . Hence, Fact 2.4 gives for all j and all k ∈ N0∥∥1A(xj ,rj ,k)Arj1B(xj ,rj)

∥∥
p0→2

=
∥∥1B(xj ,rj)Arj1A(xj ,rj ,k)

∥∥
2→p′0

. |B(xj , rj)|
−( 1

2
− 1
p′0

)
e−bk

m
m−1 = |B(xj , rj)|

−( 1
p0
− 1

2
)
e−bk

m
m−1

. (4.20)

This, in combination with property ii) of the Calderón-Zygmund decomposition, yields

‖Arjbj‖L2(A(xj ,rj ,k)) ≤
∥∥1A(xj ,rj ,k)Arj1B(xj ,rj)

∥∥
p0→2

‖bj‖p0

. |B(xj , rj)|
−( 1

p0
− 1

2
)
e−bk

m
m−1

α|Bj |1/p0 = |Bj |1/2e−bk
m
m−1

α .

Recall the definition of the uncentered Hardy-Littlewood maximal operator M. For a
locally integrable function h : X → C, M is defined by

Mh(x) := sup
B3x

1
|B|

∫
B
|h| dµ (x ∈ X),

where the supremum is taken over all balls B ⊆ X containing x. For any yj ∈ Bj and any
k ∈ N0, we record∫

(k+1)Bj

|φ|2 dµ ≤
∫

2(k+1)B(yj ,rj)
|φ|2 dµ ≤

∣∣2(k + 1)B(yj , rj)
∣∣M(|φ|2)(yj)

and deduce with the help of Fact 2.1(∫
A(xj ,rj ,k)

|φ|2 dµ
)1/2

≤
(∫

(k+1)Bj

|φ|2 dµ
)1/2

.
∣∣(k + 1)Bj

∣∣1/2(M(|φ|2)(yj)
)1/2

.

Applying the Cauchy-Schwarz inequality in (4.19) and using the estimates above lead to

Cjk .
∣∣(k + 1)Bj

∣∣1/2(M(|φ|2)(yj)
)1/2 |Bj |1/2e−bk m

m−1
α

. α(k + 1)D/2e−bk
m
m−1 |Bj |

(
M(|φ|2)(yj)

)1/2
.

Averaging over Bj yields

Cjk =
1
|Bj |

∫
Bj

Cjk dµ(yj) . α(k + 1)D/2e−bk
m
m−1

∫
Bj

(
M(|φ|2)(yj)

)1/2
dµ(yj) .

Keeping in mind the finite intersection property iv) of the Calderón-Zygmund decomposi-
tion, we sum over j and k∫

X
|φ|
∑
j

|Arjbj | dµ =
∞∑
k=0

∑
j

Cjk . α

∫
X

∑
j

1Bj (yj)
(
M(|φ|2)(yj)

)1/2
dµ(yj)

. α

∫
S
j Bj

(
M(|φ|2)(yj)

)1/2
dµ(yj) .
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By exploiting a lemma due to A.N. Kolmogorov which reads∫
E
h1/2 dµ ≤ 2|E|1/2

(
sup
t>0

t |{x ∈ X : h(x) > t}|
)1/2

(4.21)

for each measurable function h : E → [0,∞) and each Borel set E ⊆ X (see e.g. [GR85,
Lemma 2.8, p. 485]) and the weak type (1, 1) boundedness of the Hardy-Littlewood maximal
operator M (see e.g. [CW71, Théorème 2.1, pp. 71-72]), we obtain

∫
X
|φ|
∑
j

|Arjbj | dµ . α
∣∣∣⋃
j

Bj

∣∣∣1/2‖|φ|2‖1/2
1 . α

(
α−p0

∫
X
|f |p0 dµ

)1/2

‖φ‖2 ,

where the last inequality is due to iii) of Fact 4.21. Hence, together with (4.18), we conclude
the desired bound for A

A .
1
α2

∫
X

∣∣∣∑
j

Arjbj

∣∣∣2dµ .
1
αp0

∫
X
|f |p0 dµ .

It remains to estimate B, i.e. the volume of{
x ∈ X : g∗λ,ψ

(∑
j

(I −Arj )bj
)
(x) > α/3

}
.

Clearly, this set is contained in⋃
j

Bj ∪
{
x ∈ X \

⋃
j

Bj : g∗λ,ψ
(∑

j

(I −Arj )bj
)
(x) > α/3

}
.

The mass of
⋃
j Bj is under control with the bound we need. Indeed, by iii) of Fact 4.21

∣∣∣⋃
j

Bj

∣∣∣ ≤∑
j

|Bj | .
1
αp0

∫
X
|f |p0 dµ . (4.22)

To handle the second term, we set F := X \
⋃
j Bj and obtain, by Chebyshev’s inequality,

∣∣∣{x ∈ F : g∗λ,ψ
(∑

j

(I −Arj )bj
)
(x) > α/3

}∣∣∣ ≤ 9
α2

∫
F
g∗λ,ψ

(∑
j

(I −Arj )bj
)
(x)2 dµ(x)

=
9
α2

∫ ∞

0

∫
X
Jλ,F (y, s)

∣∣∣∑
j

(
ψ(sL)(I −Arj )bj

)
(y)
∣∣∣2 dµ(y)

ds

s
.
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In virtue of (4.16), one can bound Jλ,F by a constant depending only on λ and D. We split
the remaining integral into its local and non-local part∫ ∞

0

∫
X

∣∣∣∑
j

(
ψ(sL)(I −Arj )bj

)
(y)
∣∣∣2 dµ(y)

ds

s

=
∫ ∞

0

∫
X

∣∣∣∑
j

(
1Bj (y) + (1− 1Bj (y))

) (
ψ(sL)(I −Arj )bj

)
(y)
∣∣∣2 dµ(y)

ds

s

≤ 2
∫ ∞

0

∫
X

∣∣∣∑
j

1Bj (y)
(
ψ(sL)(I −Arj )bj

)
(y)
∣∣∣2 dµ(y)

ds

s

+ 2
∫ ∞

0

∫
X

∣∣∣∑
j

(1− 1Bj (y))
(
ψ(sL)(I −Arj )bj

)
(y)
∣∣∣2 dµ(y)

ds

s
. (4.23)

Now consider the term in the next to the last line. The finite intersection property iv)
of Fact 4.21 ensures that for each y ∈ X the sum over j has at most M non-zero terms.
Therefore, the elementary inequality (

∑M
ν=1 aν)

2 ≤M
∑M

ν=1 a
2
ν , which is valid for arbitrary

real numbers aν , leads to the upper bound∫ ∞

0

∫
X

∣∣∣∑
j

1Bj (y)
(
ψ(sL)(I −Arj )bj

)
(y)
∣∣∣2 dµ(y)

ds

s

≤M
∑
j

∫ ∞

0

∫
Bj

∣∣(ψ(sL)(I −Arj )bj
)
(y)
∣∣2 dµ(y)

ds

s
. (4.24)

We investigate each term separately. By integrating over the full space and by applying
the quadratic estimate (4.1) in combination with supp bj ⊆ B(xj , rj) and (4.20), we get for
the j-th summand the bound∫ ∞

0

∫
X

∣∣(ψ(sL)(I −Arj )bj
)
(y)
∣∣2 dµ(y)

ds

s
.
∥∥(I −Arj )bj

∥∥2

2

≤
∞∑
k=0

∥∥1A(xj ,rj ,k)(I −Arj ) 1B(xj ,rj)

∥∥2

p0→2
‖bj‖2

p0

.
∞∑
k=0

(
|B(xj , rj)|

−( 1
p0
− 1

2
)
e−bk

m
m−1

)2
‖bj‖2

p0

. |B(xj , rj)|
−( 2

p0
−1)‖bj‖2

p0 .

Due to the properties ii) and iii) of the Calderón-Zygmund decomposition, we then have,
up to some multiplicative constant, the following bound of (4.24)∑

j

|B(xj , rj)|
−( 2

p0
−1)‖bj‖2

p0 . α2
∑
j

|B(xj , rj)| . α2−p0
∫
X
|f |p0 dµ . (4.25)
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Now let us consider the non-local part of (4.23), i.e.∫ ∞

0

∫
X

∣∣∣∑
j

1Bcj
(y)
(
ψ(sL)(I −Arj )bj

)
(y)
∣∣∣2 dµ(y)

ds

s
=
∫ ∞

0

∥∥∥∑
j

Gj,sbj

∥∥∥2

2

ds

s
,

where
Gj,s := 1Bcj

· ψ(sL)(I −Arj ) 1Bj .

In contrast to the local part, the change of integration and summation seems not to be
fruitful for getting an appropriate bound. Nevertheless, we are able to argue similar as
in [Yan02], where second order divergence form operators on RD were studied. We shall
establish ∫ ∞

0

∥∥∥∑
j

Gj,sbj

∥∥∥2

2

ds

s
. α2

∣∣∣⋃
j

Bj

∣∣∣ .
For estimating the L2(X)-norm of the sum, we employ a dualization argument. Take
φ ∈ L2(X) and investigate∣∣∣〈φ,∑

j

Gj,sbj

〉∣∣∣ ≤∑
j

∫
Bcj

|φ| |ψ(sL)(I −Arj )bj | dµ .

Splitting Bc
j into annuli and applying the Cauchy-Schwarz inequality yield∑
j

∞∑
k=1

∫
A(xj ,rj ,k)

|φ| |ψ(sL)(I −Arj )bj | dµ

≤
∑
j

∞∑
k=1

(∫
A(xj ,rj ,k)

|φ|2 dµ
)1/2(∫

A(xj ,rj ,k)
|ψ(sL)(I −Arj )bj |2 dµ

)1/2

.

The first factor can be treated as before(∫
A(xj ,rj ,k)

|φ|2 dµ
)1/2

. (k + 1)D/2|B(xj , rj)|1/2
(
M(|φ|2)(yj)

)1/2
for any yj ∈ B(xj , rj) and any k ∈ N. Thanks to supp bj ⊆ B(xj , rj), the second factor can
be estimated by ∥∥1A(xj ,rj ,k)ψ(sL)(I −Arj ) 1B(xj ,rj)

∥∥
p0→2

‖bj‖p0 .
Hence, we have the bound∫ ∞

0

∥∥∥∑
j

Gj,sbj

∥∥∥2

2

ds

s
=
∫ ∞

0

(
sup

‖φ‖2≤1

∣∣∣〈φ,∑
j

Gj,sbj

〉∣∣∣)2 ds

s

.
∫ ∞

0

(
sup

‖φ‖2≤1

∑
j

∞∑
k=1

(k + 1)D/2|B(xj , rj)|1/2
(
M(|φ|2)(yj)

)1/2×
×
∥∥1A(xj ,rj ,k)ψ(sL)(I −Arj ) 1B(xj ,rj)

∥∥
p0→2

‖bj‖p0
)2 ds

s
. (4.26)
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Now we shall estimate ∥∥1A(xj ,rj ,k)ψ(sL)(I −Arj ) 1B(xj ,rj)

∥∥
p0→2

.

Clearly, the bound relies on the generalized Gaussian estimates for L. We will use similar
arguments as in [Kun08, proof of Theorem 5.2]. Fix j, k ∈ N, and s > 0. At first,
we provide a representation of the operator ψ(sL)(I − Arj ) in terms of the semigroup
(e−zL)Re z>0. We put ϕ(z) :=

∑N
ν=0

(
N
ν

)
(−1)νe−νz for each z ∈ C with Re z > 0 and notice

that |ϕ(z)| = O(|z|N ) for |z| → 0 in fixed sectors of half opening angle < π/2 and that
|ϕ(z)| = O(1) for |z| → ∞. Therefore, it holds for every ν ∈ (0, π/2)

|ϕ(z)| . min{|z|N , 1} (z ∈ Σν), (4.27)

where the implicit constant depends only on ν. Take θ′ ∈ (0, θ). Due to I −Arj = ϕ(rmj L),
we can write with the help of the H∞

0 calculus

ψ(sL)(I −Arj )f =
1

2πi

∫
∂Σθ′

ψ(sζ)ϕ(rmj ζ)R(ζ, L)f dζ (f ∈ L2(X)),

where the unbounded contour ∂Σθ′ is parameterized counterclockwise. We put σ := π−θ′
2

and represent the resolvent R(ζ, L) as follows

R(ζ, L)f = −
∫

Γ±σ

eζze−zLf dz (ζ ∈ Γ±θ′ , f ∈ L2(X)),

where Γν denotes the half-ray (0,∞)eiν for ν ∈ (−π, π). We thus have for any f ∈ L2(X)

ψ(sL)(I −Arj )f =
1

2πi

(∫
Γσ

∫
Γθ′

+
∫

Γ−σ

∫
Γ−θ′

)
ψ(sζ)ϕ(rmj ζ)e

ζz dζ e−zLf dz .

Therefore, we get∥∥1A(xj ,rj ,k)ψ(sL)(I −Arj ) 1B(xj ,rj)

∥∥
p0→2

≤
(∫

Γσ

∫
Γθ′

+
∫

Γ−σ

∫
Γ−θ′

)
|ψ(sζ)ϕ(rmj ζ)e

ζz| |dζ|
∥∥1A(xj ,rj ,k)e

−zL
1B(xj ,rj)

∥∥
p0→2

|dz| .

For all ζ ∈ Γjθ′ and z ∈ Γjσ, j ∈ {−1, 1}, it holds

Re(ζz) = |ζ||z| cos(j(θ′ + σ)) = −c|ζ||z| ,

where c := − cos(θ′+σ) > 0 since θ′+σ ∈ (π/2, π). Due to ψ ∈ H∞
0 (Σθ), we find constants

C, β > 0 such that |ψ(sζ)| ≤ C |sζ|β
1+|sζ|2β for each ζ ∈ Γ±θ′ . This, in combination with (4.27),

leads to ∥∥1A(xj ,rj ,k)ψ(sL)(I −Arj ) 1B(xj ,rj)

∥∥
p0→2

.

(∫
Γσ

∫
Γθ′

+
∫

Γ−σ

∫
Γ−θ′

)
|sζ|β

1 + |sζ|2β
min{|rmj ζ|N , 1} e−c|ζ||z| |dζ| ×

×
∥∥1A(xj ,rj ,k)e

−zL
1B(xj ,rj)

∥∥
p0→2

|dz| .
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To abbreviate, we set g(λ) := exp(−bλm/(m−1)), λ > 0, with a constant b > 0 that may
change from one appearance of the function g to the next without mentioning it. By
applying Lemma 2.6, by recalling the definition of the contour integral and by writing
u = |ζ| and v = |z|, we hence obtain

∥∥1A(xj ,rj ,k)ψ(sL)(I −Arj ) 1B(xj ,rj)

∥∥
p0→2

. |B(xj , rj)|
−( 1

p0
− 1

2
)
∫ ∞

0

∫ ∞

0

(su)β

1 + (su)2β
min{(rmj u)N , 1} e−cuv du ×

× (cosσ)D( 1
p0
− 1

2
)
(

1 +
rj

v1/m(cosσ)1/m

)D( 1
p0
− 1

2
)

kDg

(
rj

v1/m
k

)
dv .

After estimating cosσ by a constant depending only on θ′, we insert this upper bound into
(4.26) and utilize ‖bj‖p0 . α|B(xj , rj)|1/p0 (cf. Fact 4.21 ii)) for getting

∫ ∞

0

∥∥∥∑
j

Gj,sbj

∥∥∥2

2

ds

s
.
∫ ∞

0

(
sup

‖φ‖2≤1

∑
j

∞∑
k=1

(k + 1)D/2|B(xj , rj)|1/2
(
M(|φ|2)(yj)

)1/2 ×
× |B(xj , rj)|

−( 1
p0
− 1

2
)
∫ ∞

0

∫ ∞

0

(su)β

1 + (su)2β
min{(rmj u)N , 1} e−cuv du ×

×
(

1 +
rj

v1/m

)D( 1
p0
− 1

2
)

kDg

(
rj

v1/m
k

)
dv α|B(xj , rj)|1/p0

)2
ds

s
.

In order to treat the integral with respect to s, we apply Minkowski’s integral inequality
and conclude an upper bound

α2

∫ ∞

0

(
sup

‖φ‖2≤1

∑
j

∞∑
k=1

k3D/2|B(xj , rj)|
(
M(|φ|2)(yj)

)1/2∫ ∞

0

∫ ∞

0

(su)β

1 + (su)2β
×

× min{(rmj u)N , 1} e−cuv du
(

1 +
rj

v1/m

)D( 1
p0
− 1

2
)

g

(
rj

v1/m
k

)
dv

)2
ds

s

≤ α2

(∫ ∞

0

∫ ∞

0

(∫ ∞

0

(
sup

‖φ‖2≤1

∑
j

∞∑
k=1

k3D/2|B(xj , rj)|
(
M(|φ|2)(yj)

)1/2 (su)β

1 + (su)2β
×

× min{(rmj u)N , 1} e−cuv
(

1 +
rj

v1/m

)D( 1
p0
− 1

2
)

g

(
rj

v1/m
k

))2ds

s

)1/2

du dv

)2

.

By substituting s = τ/u, one easily sees that
∫∞
0 ( (su)β

1+(su)2β
)2 ds

s =
∫∞
0 ( τβ

1+τ2β )2 dτ
τ ≤ 1

β .
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Consequently, one has, up to a multiplicative constant, the bound

α2

(
sup

‖φ‖2≤1

∑
j

∞∑
k=1

k3D/2|B(xj , rj)|
(
M(|φ|2)(yj)

)1/2 ×
×
∫ ∞

0

∫ ∞

0
min{(rmj u)N , 1} e−cuv du

(
1 +

rj

v1/m

)D( 1
p0
− 1

2
)

g

(
rj

v1/m
k

)
dv

)2

.

After the substitution v = kmrmj η, the double integral in the last line is equal to

∫ ∞

0

∫ ∞

0
min{(rmj u)N , 1} e

−cukmrmj η du

(
1 +

1
kη1/m

)D( 1
p0
− 1

2
)

g(1/η1/m) kmrmj dη

and the substitution u = ξ/(kmrmj η) yields

∫ ∞

0

∫ ∞

0
min{(ξ/(kmη))N , 1} e−cξ dξ

kmrmj η

(
1 +

1
kη1/m

)D( 1
p0
− 1

2
)

g(1/η1/m) kmrmj dη

≤
∫ ∞

0

∫ ∞

0
ξNe−cξ dξ η−1−N

(
1 +

1
η1/m

)D( 1
p0
− 1

2
)

g(1/η1/m) dη k−mN

=
∫ ∞

0
ξNe−cξ dξ

∫ ∞

0
η−1−N

(
1 +

1
η1/m

)D( 1
p0
− 1

2
)

g(1/η1/m) dη k−mN .

Independent of the choice of N ∈ N, both integrals are finite. If N ∈ N is taken such that
mN > 3D/2 + 1, then the series

∑∞
k=1 k

3D/2k−mN converges. In summary, we have shown
that ∫ ∞

0

∥∥∥∑
j

Gj,sbj

∥∥∥2

2

ds

s
. α2

(
sup

‖φ‖2≤1

∑
j

|B(xj , rj)|
(
M(|φ|2)(yj)

)1/2)2

. (4.28)

The further arguments are the same as before. Averaging over B(xj , rj) leads to

∑
j

|B(xj , rj)|
(
M(|φ|2)(yj)

)1/2 ≤∑
j

∫
B(xj ,rj)

(
M(|φ|2)(yj)

)1/2
dµ(yj)

≤M

∫
S
j B(xj ,rj)

(
M(|φ|2)(yj)

)1/2
dµ(yj) ,

by using the finite overlap property of the balls B(xj , rj) (cf. Fact 4.21 iv))

≤M
∣∣∣⋃
j

B(xj , rj)
∣∣∣1/2‖|φ|2‖1/2

1 ,
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4 Hardy spaces

by applying Kolmogorov’s inequality (4.21) together with the weak type (1, 1) boundedness
of the maximal operator M. In view of (4.28) and Fact 4.21 iii), we finally arrive at∫ ∞

0

∥∥∥∑
j

Gj,sbj

∥∥∥2

2

ds

s
. α2

∣∣∣⋃
j

B(xj , rj)
∣∣∣ . α2−p0

∫
X
|f |p0 dµ .

This, combined with (4.22) and (4.25), gives the estimate

B .
1
αp0

∫
X
|f |p0 dµ ,

as desired.

Now let us discuss the second step of the proof of Theorem 4.19. For each p ∈ (2, p′0), we
have to show that ‖Sψf‖p . ‖f‖p for all f ∈ Lp(X) ∩ L2(X).

Fix p ∈ (2, p′0). As L satisfies generalized Gaussian (p0, p
′
0)-estimates, the result in [Blu07,

Corollary 2.3] entails that L has a bounded H∞ calculus on Lp(X) (see e.g. [CDMY96] for
the definition). Due to [CDMY96, Corollary 6.7], for any ψ ∈ H∞

0 there exists a constant
C > 0 such that for all f ∈ Lp(X)

‖Gψf‖p ≤ C ‖f‖p , (4.29)

where the square function Gψ is given by

Gψf(x) :=
(∫ ∞

0
|ψ(tL)f(x)|2 dt

t

)1/2

(µ-a.e. x ∈ X).

Due to (4.29), the assertion of step 2 is verified as soon as we establish ‖Sψf‖p . ‖Gψf‖p
for all f ∈ Lp(X)∩L2(X). To do so, we borrow an idea from [ADM05, proof of Theorem 6].
Let f ∈ Lp(X) ∩ L2(X). By definition and Fact 2.1, we observe that for all x ∈ X

(Sψf)(x)2 ∼=
∫ ∞

0

∫
B(x,t)

|ψ(tmL)f(y)|2 dµ(y)
|B(y, t)|

dt

t
.

For any φ ∈ L(p/2)′(X) we thus have by Fubini’s theorem∣∣〈(Sψf)2, φ
〉∣∣ . ∫

X

∫ ∞

0

∫
B(x,t)

|ψ(tmL)f(y)|2 dµ(y)
|B(y, t)|

dt

t
|φ(x)| dµ(x)

=
∫
X

∫ ∞

0

∫
B(y,t)

|ψ(tmL)f(y)|2 1
|B(y, t)|

|φ(x)| dµ(x)
dt

t
dµ(y)

≤
∫
X

∫ ∞

0
|ψ(tmL)f(y)|2 dt

t
M(|φ|)(y) dµ(y)

∼=
〈
(Gψf)2,M(|φ|)

〉
.

It follows from the boundedness of the Hardy-Littlewood maximal operatorM on L(p/2)′(X)
that ‖(Sψf)2‖p/2 . ‖(Gψf)2‖p/2 which gives ‖Sψf‖p . ‖Gψf‖p, as claimed.
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Finally, we treat step three, i.e. the proof of the reverse inequality ‖f‖p . ‖Sψf‖p for all
f ∈ Lp(X) ∩ L2(X) and all p ∈ (p0, 2], where the implicit constant may depend on p or ψ
but not on f .

Define

ψ̃(z) := ψ(z)
(∫ ∞

0
|ψ(tm)|2 dt

t

)−1

(z ∈ Σθ).

Then ψ̃ belongs to H∞
0 (Σθ) \ {0} and it holds

∫∞
0 ψ(tm)ψ̃(tm) dtt = 1. From this we deduce

that for any z ∈ Σθ ∫ ∞

0
ψ(tmz)ψ̃(tmz)

dt

t
= 1 .

Indeed, this is obvious for positive real numbers z, and the general case follows by analytic
continuation. Then the spectral theorem for L implies the following Calderón reproducing
formula ∫ ∞

0
ψ(tmL)ψ̃(tmL)

dt

t
= I ,

where the integral converges strongly in L2(X). Let p ∈ (p0, 2], f ∈ Lp(X) ∩ L2(X), and
g ∈ Lp

′
(X) ∩ L2(X) with ‖g‖p′ = 1. By using the Calderón reproducing formula and

Fubini’s theorem, we obtain

〈f, g〉 =
∫
X

∫ ∞

0
ψ(tmL)f(x) ψ̃(tmL)g(x)

dt

t
dµ(x)

=
∫
X

∫ ∞

0

∫
B(y,t)

ψ(tmL)f(x) ψ̃(tmL)g(x)
dµ(x)
|B(x, t)|

dt

t
dµ(y) .

Applying Fact 2.1 and Hölder’s inequality twice leads to

|〈f, g〉| .
∫
X

∫ ∞

0

∫
B(y,t)

|ψ(tmL)f(x)| |ψ̃(tmL)g(x)| dµ(x)
|B(y, t)|

dt

t
dµ(y)

≤
∫
X

(Sψf)(y) (S eψg)(y) dµ(y) ≤ ‖Sψf‖p ‖S eψg‖p′ . ‖Sψf‖p ‖g‖p′ ,

where the last estimate is due to step two. By taking the supremum over all such g and by
recalling the density of Lp

′
(X) ∩ L2(X) in Lp

′
(X), we deduce that

‖f‖p . ‖Sψf‖p ,

as desired. This completes the proof of Theorem 4.19.

A careful examination of the proof above shows that the assumptions on the operator L
can be relaxed. The assertion of Theorem 4.19 still remains true when L is an injective,
sectorial operator on L2(X) of angle ω(L) ∈ [0, π/2) such that L has a bounded H∞(Σθ)
calculus for all θ ∈ (ω(L), π) and the analytic semigroup generated by −L satisfies general-
ized Gaussian estimates (GGEp0,m) for some p0 ∈ [1, 2) and m ≥ 2.
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5 Spectral multipliers on the Hardy space

H1
L(X)

We consider an injective, non-negative, self-adjoint operator L on L2(X) satisfying Davies-
Gaffney estimates (DGm) for some m ≥ 2 and provide a criterion for the boundedness
of spectral multipliers on the Hardy space H1

L(X). Our result, presented in Theorem 5.1
below, generalizes the statement [DY11, Theorem 3.1] due to X.T. Duong and L.X. Yan
which merely works for operators of order m = 2 under the more restrictive assumption
that the Davies-Gaffney condition (2.8) is required for all the open subsets of X. As we
will see, the fact that we suppose (2.8) only for each open ball in X may cause technical
difficulties since the scale of the semigroup operators is related to the radii of the balls. In
order to overcome these problems, we shall use various covering arguments.

In Section 5.2 we check that the assumption (5.1) of Theorem 5.1 holds whenever the in-
volved function F satisfies the Hörmander condition of a certain regularity order depending
on the dimension of the underlying space. This fact enables us to derive from Theorem 5.1
a Hörmander type multiplier theorem on H1

L(X), formulated in Theorem 5.4.

5.1 A criterion for boundedness of spectral multipliers on H1
L(X)

Theorem 5.1. Let L be a non-negative, self-adjoint operator on L2(X) which is injective
on its domain and satisfies Davies-Gaffney estimates (DGm) for some m ≥ 2. Further, let
F : [0,∞) → C be a bounded Borel function. Assume that there exist an integer M > D/m

and constants CF > 0, δ > D/2 such that∥∥1Uj(B)F (L)(I − e−r
mL)M1B

∥∥
2→2

≤ CF 2−jδ (5.1)

for every j ∈ N \ {1} and every ball B ⊆ X, whose radius is denoted by r. As usual, Uj(B)
stands for the dyadic annular set as defined in (4.5). Then the operator F (L) extends from
H1
L(X) ∩ L2(X) to a bounded linear operator on H1

L(X). More precisely, there exists a
constant C > 0 such that

‖F (L)f‖H1
L(X) ≤ CCF ‖f‖H1

L(X)

for all f ∈ H1
L(X).
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5 Spectral multipliers on the Hardy space H1
L(X)

The proof strategy consists of reducing the statement to the uniform boundedness of
‖F (L)a‖H1

L(X) for every (2M, ε̃, L)-molecule a. Recall that a can be rewritten as a = L2Mb

for some b ∈ D(L2M ). By lacking a support property of Lkb for k ∈ {0, 1, . . . , 2M}, we
cannot apply (5.1) directly. In order to master this challenge, we shall choose ε̃ large enough
and use an estimate of annular type furnished by the next lemma.

Lemma 5.2. Suppose that the operator L and the function F have the same properties as
in Theorem 5.1. Then there exists a constant C > 0 such that∥∥1Uj(B)F (L)(I − e−r

mL)M1Ui(B)

∥∥
2→2

≤ CCF 2iD 2−|j−i|δ . (5.2)

for every i, j ∈ N \ {1} and every ball B ⊆ X, whose radius is denoted by r.

Proof. It suffices to check (5.2) only for each i, j ∈ N \ {1} with |j − i| > 3 since otherwise
(5.2) is valid by the spectral theorem after choosing appropriate constants. Due to the
self-adjointness of L, one can swap i and j in the term on the left-hand side of (5.2). Hence,
it will be enough to show the assertion for every i, j ∈ N \ {1} with j − i > 3. By applying
[BK05, Lemma 3.4], (5.1), and the doubling property, we get for each r > 0 and each x ∈ X∥∥1Uj(B(x,r))F (L)(I − e−r

mL)M1Ui(B(x,r))

∥∥
2→2

.
∫
X

∥∥1Uj(B(x,r))F (L)(I − e−r
mL)M1B(z,r)

∥∥
2→2

∥∥1B(z,r)1Ui(B(x,r))

∥∥
2→2

dµ(z)
|B(z, r)|

≤
∫
B(x,2i+1r)\B(x,2i−2r)

j+i+1∑
ν=j−i−3

∥∥1Uν(B(z,r))F (L)(I − e−r
mL)M1B(z,r)

∥∥
2→2

dµ(z)
|B(z, r)|

.
∫
B(x,2i+1r)

j+i+1∑
ν=j−i−3

CF 2−νδ 2(i+1)D dµ(z)
|B(z, 2i+1r)|

.

In the next to the last step we covered Uj(B(x, r)) by dyadic annuli around the point z.
Here, we used, among other things, the elementary inequalities

|2α − 2β| ≥ 2|α−β|−1 and 2α + 2β ≤ 2α+β+1 (5.3)

which are valid for each α, β ∈ N0 with α 6= β. With the help of
j+i+1∑

ν=j−i−3

2−νδ = 23δ 2−(j−i)δ
2i+4∑
η=0

2−ηδ . 2−(j−i)δ

and Fact 2.1, we finish our estimation as follows∥∥1Uj(B(x,r))F (L)(I − e−r
mL)M1Ui(B(x,r))

∥∥
2→2

. CF 2−(j−i)δ
∫
B(x,2i+1r)

2(i+1)D dµ(z)
|B(z, 2i+1r)|

. CF 2iD 2−(j−i)δ .
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5.1 A criterion for boundedness of spectral multipliers on H1
L(X)

Next, we provide the technical result that a integrated version of the regularization
operator (I − e−r

mL)M satisfies L2(X)-norm estimates of annular type if L fulfills (DGm).
This will be achieved with a similar reasoning as in the proof of the preceding statement.

Lemma 5.3. Let K ∈ N and L be an injective, non-negative, self-adjoint operator on
L2(X) which fulfills Davies-Gaffney estimates (DGm) for some m ≥ 2. For M ∈ N and
r > 0 define the operator

Pm,M,r(L) := r−m
∫ m√2r

r
sm−1(I − e−s

mL)M ds . (5.4)

Then there exist b, C > 0 such that for any i, j ∈ N0 and arbitrary balls B ⊆ X of radius r∥∥1Uj(B)Pm,M,r(L)K1Ui(B)

∥∥
2→2

≤ C exp
(
−b 2|j−i|

)
. (5.5)

Here, the constants b, C depend exclusively on m,K,M and the constants appearing in the
Davies-Gaffney and doubling condition.

Proof. Let K,M ∈ N, r > 0, and x ∈ X. At the beginning, we note that the operator
Pm,M,r(L) is bounded on L2(X)

∥∥Pm,M,r(L)
∥∥

2→2
≤ r−m

∫ m√2r

r
sm−1

∥∥I − e−s
mL
∥∥M

2→2
ds

≤ r−m
∫ m√2r

r
sm−12M ds =

2M

m
.

With analogous arguments as in the proof of Lemma 5.2, it is enough to verify (5.5) for
each i, j ∈ N0 with j − i > 6. To this purpose, fix k ∈ {1, . . . ,M} and s ∈ [r, m

√
2r] for a

moment. We shall establish the estimate∥∥1Uj(B(x,r))e
−ksmL

1Ui(B(x,r))

∥∥
2→2

≤ C exp
(
−b(2j−1 − 2i+2)

)
(5.6)

for some constants b, C > 0 depending only on m, M and the constants in the Davies-
Gaffney or doubling condition, but not on the other parameters.

From the Davies-Gaffney estimates (DGm) we obtain for each y ∈ X∥∥1B(x,r)e
−ksmL

1B(y,r)

∥∥
2→2

≤
∥∥1B(x,k1/ms)e

−ksmL
1B(y,k1/ms)

∥∥
2→2

. exp

(
−b
(
d(x, y)
k1/ms

) m
m−1

)
≤ exp

(
−b(2M)−

1
m−1

(
d(x, y)
r

) m
m−1

)
.

Therefore, Fact 2.4 yields for any ν ∈ N∥∥1A(x,r,ν)e
−ksmL

1B(x,r)

∥∥
2→2

. exp
(
−bν

m
m−1

)
≤ e−bν .
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By applying [BK05, Lemma 3.4] and the doubling property, we deduce

∥∥1Uj(B(x,r))e
−ksmL

1Ui(B(x,r))

∥∥
2→2

.
∫
X

∥∥1Uj(B(x,r))e
−ksmL

1B(z,r)

∥∥
2→2

∥∥1B(z,r)1Ui(B(x,r))

∥∥
2→2

dµ(z)
|B(z, r)|

≤
∫
B(x,2i+1r)\B(x,2i−2r)

2j+2i+1∑
ν=2j−1−2i+1

∥∥1A(z,r,ν)e
−ksmL

1B(z,r)

∥∥
2→2

dµ(z)
|B(z, r)|

.
∫
B(x,2i+1r)

2j+2i+1∑
ν=2j−1−2i+1

e−bν 2(i+1)D dµ(z)
|B(z, 2i+1r)|

.

With the help of

2j+2i+1∑
ν=2j−1−2i+1

e−bν ≤ exp
(
−b(2j−1 − 2i+1)

) ∞∑
η=0

e−bη =
1

1− e−b
exp
(
−b(2j−1 − 2i+1)

)

and Fact 2.1, we finally arrive at the claimed estimate (5.6)

∥∥1Uj(B(x,r))e
−ksmL

1Ui(B(x,r))

∥∥
2→2

. 2iD exp
(
−b(2j−1 − 2i+1)

)
. exp

(
−b(2j−1 − 2i+2)

)
.

In view of the formula

(I − e−s
mL)M =

M∑
k=0

(
M

k

)
(−1)ke−ks

mL

and the disjointness of Ui(B(x, r)) and Uj(B(x, r)), we get from (5.6)

∥∥1Uj(B(x,r))Pm,M,r(L) 1Ui(B(x,r))

∥∥
2→2

≤
M∑
k=0

(
M

k

)
r−m

∫ m√2r

r
sm−1

∥∥1Uj(B(x,r))e
−ksmL

1Ui(B(x,r))

∥∥
2→2

ds

.
M∑
k=1

(
M

k

)
r−m

∫ m√2r

r
sm−1 ds exp

(
−b(2j−1 − 2i+2)

)
. exp

(
−b(2j−1 − 2i+2)

)
. (5.7)

Due to the inequality (5.3), the assertion (5.5) for K = 1 is verified.
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The general statement follows by induction, once (5.5) is checked for K = 2. That will
be achieved by adapting the proof of [HM03, Lemma 2.3] to the present situation. For the
rest of the proof we abbreviate P := Pm,M,r(L). Let f ∈ L2(X) with supp f ⊆ Ui(B) and
‖f‖2 = 1 be fixed. We consider the set

G :=
{
y ∈ X : dist(y, Uj(B)) < 1

2 dist(Ui(B), Uj(B))
}

=
{
y ∈ X : (2j−2 + 2i−1)r < d(x, y) < (5 · 2j−2 − 2i−1)r

}
and analyze∥∥1Uj(B)P

2f
∥∥

2
≤
∥∥P (1G · Pf)

∥∥
L2(Uj(B))

+
∥∥P (1X\G · Pf)

∥∥
L2(Uj(B))

.

In order to estimate the first term on the right-hand side, we initially exploit the bounded-
ness of P on L2(X) and then cover the set G by dyadic annuli in such a way as to enable
us to apply (5.7)

∥∥P (1G · Pf)
∥∥
L2(Uj(B))

. ‖1G · Pf‖2 ≤
blog2(5·2j−2−2i−1)c+1∑
k=blog2(2j−2+2i−1)c

‖1Uk(B) · Pf‖2

.
blog2(5·2j−2−2i−1)c+1∑
k=blog2(2j−2+2i−1)c

e−b(2
k−1−2i+2)‖f‖2

≤
(
(log2(5 · 2j−2 − 2i−1) + 3− log2(2

j−2 + 2i−1)
)
e−b((2

j−2+2i−1)/4−2i+2)

. e−b(2
j−4−2i+2) .

Thanks to (5.3), the latter is bounded by a constant times exp(−b 2j−i), as desired.

The second summand ‖P (1X\G · Pf)‖L2(Uj(B)) can be treated in an analogous manner.
One has only to interchange the sequence of the arguments. At first, one covers X \G by
dyadic annuli, so that the off-diagonal estimates (5.7) are applicable, and then one utilizes
the boundedness of P on L2(X) as well as (5.3). This gives a similar estimate as before
and finishes the proof.

With the two preceding lemmas at hand, we are prepared for the proof of the main result
of this section.

Proof of Theorem 5.1. We imitate the proof of [DY11, Theorem 3.1]. Suppose that L is an
injective, non-negative, self-adjoint operator on L2(X) that fulfills (DGm) for some m ≥ 2.
Let F : [0,∞) → C be a bounded Borel function such that (5.1) holds for some constants
CF > 0, δ > D/2, and M ∈ N with M > D/m.

First of all, we observe that one can define the operator F (L) on the set H1
L(X)∩L2(X)

which lies densely in H1
L(X). Once we have shown H1

L(X) boundedness of F (L) on this
dense set, the operator F (L) can be extended to a bounded operator on H1

L(X).
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Let δ̃ ∈ (D/2,min{δ,mM −D/2}) be fixed. Define ε := δ̃−D/2 > 0 and ε̃ := D+ δ̃. In
order to prove Theorem 5.1, we claim that, for every (2M, ε̃, L)-molecule a, F (L)a is, up
to multiplication by a constant independent of a, a (M, ε, L)-molecule.

The conclusion of Theorem 5.1 is then an immediate consequence of Corollary 4.14.
Indeed, by Lemma 4.16, every f ∈ H1

L(X)∩L2(X) admits a molecular (2M, ε̃, L)-represen-
tation, i.e. there exist a scalar sequence (λj)j∈N0 and a sequence (mj)j∈N0 of (2M, ε̃, L)-
molecules such that

f =
∞∑
j=0

λjmj

in L2(X) and

‖f‖H1
L(X)

∼=
∞∑
j=0

|λj |

with implicit constants independent of f . Therefore, it holds

‖F (L)f‖H1
L(X) ≤

∞∑
j=0

|λj | ‖F (L)mj‖H1
L(X) .

But by the claim above, F (L)mj is a constant multiple of a (M, ε, L)-molecule. Hence, we
conclude from Corollary 4.14 that ‖F (L)mj‖H1

L(X) is bounded by a constant C > 0 and we
emphasize that this constant is independent of j. Thus, once the above claim is proved,
the boundedness of F (L) on H1

L(X) is shown because for any f ∈ H1
L(X)∩L2(X) one has

‖F (L)f‖H1
L(X) ≤

∞∑
j=0

|λj | ‖F (L)mj‖H1
L(X) ≤ C

∞∑
j=0

|λj | ∼= ‖f‖H1
L(X)

and H1
L(X) ∩ L2(X) is dense in the Hardy space H1

L(X).

Now we proceed with the proof of the claim stated above. Let a be a (2M, ε̃, L)-molecule.
According to Definition 4.8, we find a function b ∈ D(L2M ) and a ball B ⊆ X such that
a = L2Mb and (4.4) hold. By the spectral theorem for L, we may write

F (L)a = LM
(
F (L)LMb

)
.

In particular, F (L)LMb belongs to D(LM ). For the proof that F (L)a is a constant multiple
of a (M, ε, L)-molecule it remains to check ii) from Definition 4.8, i.e. the existence of a
constant C > 0 such that for all j ∈ N0 and all k ∈ {0, 1, . . . ,M}∥∥(rmL)k

(
F (L)LMb

)∥∥
L2(Uj(B))

≤ CCF r
mM2−jεµ(2jB)−1/2 , (5.8)

where r denotes the radius of the ball B.
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For j ∈ {0, 1, 2}, we employ the boundedness of F (L) on L2(X) as well as the properties
of the (2M, ε̃, L)-molecule a. For any k ∈ {0, 1, . . . ,M}, this leads to∥∥(rmL)k

(
F (L)LMb

)∥∥
L2(Uj(B))

≤ rmk‖F (L)‖2→2 r
−m(M+k)‖(rmL)M+kb‖2

= ‖F‖∞ r−mM
∞∑
i=0

‖(rmL)M+kb‖L2(Ui(B))

≤ ‖F‖∞ r−mM
∞∑
i=0

r2mM2−ieεµ(2iB)−1/2

. ‖F‖∞ rmMµ(B)−1/2 . (5.9)

By the doubling property, we have µ(2jB) . 2jDµ(B) and thus µ(B)−1 . 22Dµ(2jB)−1.
This, together with (5.9), shows that for each j ∈ {0, 1, 2} and k ∈ {0, 1, . . . ,M}∥∥(rmL)k

(
F (L)LMb

)∥∥
L2(Uj(B))

.
(
‖F‖∞2D+2ε

)
rmM2−jεµ(2jB)−1/2 .

Now assume that j ≥ 3. We start by representing the identity on L2(X) with the help of
the operators e−νr

mL and Pm,M,r(L), where the latter was defined in (5.4). After applying
this to (rmL)k(F (L)LMb), the procedure produces a regularizing effect for the operator
F (L) and finally permits us to insert the assumption (5.1) in the version of Lemma 5.2 and
the Davies-Gaffney estimates in the form of Lemma 5.3. Inspired from [HM09, (8.7), (8.8)],
we use the elementary equations

1 = mr−m
∫ m√2r

r
sm−1 ds

and

1 = (1− e−s
mλ)M −

M∑
ν=1

(
M

ν

)
(−1)νe−νs

mλ (λ ≥ 0, s > 0)

to deduce, by applying the spectral theorem for L,

I = mr−m
∫ m√2r

r
sm−1(I − e−s

mL)M ds+
M∑
ν=1

νCν,Mmr
−m
∫ m√2r

r
sm−1e−νs

mL ds , (5.10)

where Cν,M := (−1)ν+1

ν

(
M
ν

)
. Further, it holds ∂se−νs

mL = −νmsm−1Le−νs
mL and therefore

νmL

∫ m√2r

r
sm−1e−νs

mL ds = e−νr
mL − e−2νrmL = e−νr

mL(I − e−νr
mL)

= e−νr
mL(I − e−r

mL)
ν−1∑
η=0

e−ηr
mL . (5.11)
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By recalling the definition of Pm,M,r(L) and by inserting the equation (5.11) into (5.10), we
end up with the following formula for the identity on L2(X)

I = mPm,M,r(L) +
M∑
ν=1

Cν,Mr
−mL−1(I − e−r

mL)
2ν−1∑
η=ν

e−ηr
mL .

Expanding the identity IM by means of the binomial formula leads to

I =
(
mPm,M,r(L)

)M
+

M∑
l=1

(
M

l

)( M∑
ν=1

Cν,Mr
−mL−1(I − e−r

mL)
2ν−1∑
η=ν

e−ηr
mL

)l(
mPm,M,r(L)

)M−l

= mMPm,M,r(L)M +
M∑
l=1

r−mlL−l(I − e−r
mL)lPm,M,r(L)M−l

(2M−1)l∑
ν=1

Cl,ν,m,Me
−νrmL

for appropriate constants Cl,ν,m,M depending on the subscripted parameters.

Now fix k ∈ {0, 1, . . . ,M}. The above identity allows us to represent (rmL)k(F (L)LMb)
in the following way

(rmL)k
(
F (L)LMb

)
= mMrmkPm,M,r(L)MF (L)(LM+kb)

+
M∑
l=1

rmk−mlL−l(I − e−r
mL)lPm,M,r(L)M−l

(2M−1)l∑
ν=1

Cl,ν,m,Me
−νrmLF (L)(LM+kb)

=:
M∑
l=0

G
(k)
l,M,r .

We shall establish an adequate bound on ‖G(k)
l,M,r‖L2(Uj(B)) by distinguishing the three

cases l = 0, l ∈ {1, . . . ,M − 1}, and l = M .

Case 1: l = 0.
First, we write for µ-a.e. x ∈ X∣∣G(k)

0,M,r(x)
∣∣ = mMrmk

∣∣Pm,M,r(L)
(
Pm,M,r(L)M−1F (L)(LM+kb)

)
(x)
∣∣

= mMrmkr−m
∫ m√2r

r
sm−1

∣∣Pm,M,r(L)M−1
(
F (L)(I − e−s

mL)M (LM+kb)
)
(x)
∣∣ ds

≤
∞∑
i=0

mMrmkr−m ×

×
∫ m√2r

r
sm−1

∣∣∣Pm,M,r(L)M−1
(
1Ui(B)

(
F (L)(I − e−s

mL)M (LM+kb)
))

(x)
∣∣∣ ds .
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As seen in Lemma 5.3, the operator Pm,M,r(L)M−1 enjoys the off-diagonal estimate (5.5).
This yields∥∥G(k)

0,M,r

∥∥
L2(Uj(B))

≤ mMrmk
∞∑
i=0

r−m ×

×
∫ m√2r

r
sm−1

∥∥∥Pm,M,r(L)M−1
(
1Ui(B)

(
F (L)(I − e−s

mL)M (LM+kb)
))∥∥∥

L2(Uj(B))
ds

. rmk
∞∑
i=0

exp
(
−b 2|j−i|

)
r−m

∫ m√2r

r
sm−1

∥∥F (L)(I − e−s
mL)M (LM+kb)

∥∥
L2(Ui(B))

ds .

In order to apply Lemma 5.2, we first observe that for every s ∈ [r, m
√

2r] the ball U0(B) is
contained in U0(B(xB, s)) and the annulus Ui(B) in Ui−1(B(xB, s))∪Ui(B(xB, s)) for each
i ∈ N if xB denotes the center of B. These inclusions give for every s ∈ [r, m

√
2r]∥∥F (L)(I − e−s

mL)M (LM+kb)
∥∥
L2(Ui(B))

≤
i∑

ν=i−1

∥∥F (L)(I − e−s
mL)M (LM+kb)

∥∥
L2(Uν(B(xB ,s)))

≤
i∑

ν=i−1

(∥∥F (L)(I − e−s
mL)M (1B(xB ,s)L

M+kb)
∥∥
L2(Uν(B(xB ,s)))

+
∞∑
η=1

∥∥F (L)(I − e−s
mL)M (1Uη(B(xB ,s))L

M+kb)
∥∥
L2(Uν(B(xB ,s)))

)
. (5.12)

Due to (5.1), the first summand in the bracket is bounded by

CF 2−νδ‖LM+kb‖L2(B(xB ,s)) ≤ CF 2−νδ
(
‖LM+kb‖L2(B) + ‖LM+kb‖L2(U1(B))

)
.

By recalling the properties of the (2M, ε̃, L)-molecule a, we obtain

‖LM+kb‖L2(B) = r−m(M+k)‖(rmL)M+kb‖L2(B)

≤ r−m(M+k)r2mMµ(B)−1/2 = rmM−mkµ(B)−1/2

as well as

‖LM+kb‖L2(U1(B)) = r−m(M+k)‖(rmL)M+kb‖L2(U1(B))

≤ r−m(M+k)r2mM2−eεµ(2B)−1/2 ≤ rmM−mkµ(B)−1/2 .

Hence, we have the bound∥∥F (L)(I − e−s
mL)M (1B(xB ,s)L

M+kb)
∥∥
L2(Uν(B(xB ,s)))

. CF r
mM−mk2−νδµ(B)−1/2 . (5.13)
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The series in the bracket of (5.12) can be estimated with the help of Lemma 5.2
∞∑
η=1

∥∥F (L)(I − e−s
mL)M (1Uη(B(xB ,s))L

M+kb)
∥∥
L2(Uν(B(xB ,s)))

.
∞∑
η=1

CF 2ηD2−|ν−η|δ‖LM+kb‖L2(Uη(B(xB ,s))) .

Since a is a (2M, ε̃, L)-molecule, we obtain

‖LM+kb‖L2(Uη(B(xB ,s)))

≤ r−m(M+k)
(
‖(rmL)M+kb‖L2(Uη(B(xB ,r))) + ‖(rmL)M+kb‖L2(Uη+1(B(xB ,r)))

)
≤ r−m(M+k)

(
r2mM2−ηeεµ(2ηB(xB, r))−1/2 + r2mM2−(η+1)eεµ(2η+1B(xB, r))−1/2

)
. rmM−mk2−ηeεµ(B(xB, r))−1/2

and thus
∞∑
η=1

∥∥F (L)(I − e−s
mL)M (1Uη(B(xB ,s))L

M+kb)
∥∥
L2(Uν(B(xB ,s)))

. CF r
mM−mkµ(B(xB, r))−1/2

∞∑
η=1

2−η(eε−D)2−|ν−η|δ

. CF r
mM−mk2−νeδµ(B(xB, r))−1/2 . (5.14)

In the last step we used the fact that
∞∑
η=1

2−η(eε−D)2−|ν−η|δ = 2−ν(eε−D)

(
0∑

n=−∞
2n(eε−D)2−|n|δ +

ν−1∑
n=1

2n(eε−D)2−nδ
)

≤ 2−νeδ( 0∑
n=−∞

2−|n|δ +
∞∑
n=1

2−n(D+δ−eε)) . 2−νeδ .
In view of the inequalities (5.13) and (5.14), we have the following estimate of (5.12)∥∥F (L)(I − e−s

mL)M (LM+kb)
∥∥
L2(Ui(B))

. CF r
mM−mk2−ieδµ(B)−1/2 .

With the help of this bound and the doubling property, we continue∥∥G(k)
0,M,r

∥∥
L2(Uj(B))

. rmk
∞∑
i=0

exp
(
−b 2|j−i|

)
r−m

∫ m√2r

r
sm−1

∥∥F (L)(I − e−s
mL)M (LM+kb)

∥∥
L2(Ui(B))

ds

. rmk
∞∑
i=0

exp
(
−b 2|j−i|

)
r−m

∫ m√2r

r
sm−1 ds CF r

mM−mk2−ieδµ(B)−1/2

. CF r
mM2−jeδµ(B)−1/2 . CF r

mM2−j(eδ−D/2)µ(2jB)−1/2 . (5.15)
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In the second to the last step we used, among other things, the following fact which is easily
verified by an index shift

∞∑
i=0

exp
(
−b 2|j−i|

)
2−ieδ =

0∑
n=−∞

exp
(
−b 2|n|

)
2−(j−n)eδ +

j∑
n=1

exp
(
−b 2|n|

)
2−(j−n)eδ

≤ 2−jeδ ∞∑
n=−∞

exp
(
−b 2|n|

)
2neδ . 2−jeδ . (5.16)

Case 2: l ∈ {1, 2, . . . ,M − 1}.
We have for µ-a.e. x ∈ X

∣∣G(k)
l,M,r(x)

∣∣ ≤ rm(k−l)
(2M−1)l∑
ν=1

|Cl,ν,m,M |
∫ m√2r

r

(s
r

)m∣∣∣LM−le−νr
mL(I − e−r

mL)l ◦

◦ Pm,M,r(L)M−l−1
(
F (L)(I − e−s

mL)M (Lkb)
)
(x)
∣∣∣ ds
s

. rm(k−M)

(2M−1)l∑
ν=1

∞∑
i=0

∫ m√2r

r

∣∣∣(rmL)M−le−νr
mL(I − e−r

mL)l ◦

◦ Pm,M,r(L)M−l−1
(
1Ui(B)

(
F (L)(I − e−s

mL)M (Lkb)
))

(x)
∣∣∣ ds
s
.

By Lemma 2.9, the operator family {(tL)M−le−νtL : t > 0} satisfies Davies-Gaffney es-
timates of order m. After writing (I − e−tL)l with the help of the binomial formula, it
is straightforward to prove that (DGm) also holds for {(tL)M−le−νtL(I − e−tL)l : t > 0}.
Hence, one can show L2(X)-norm estimates of annular type similar to that in (5.6) for
operators of the form (rmL)M−le−νr

mL(I − e−r
mL)l whenever r denotes the radius of the

considered ball. Thanks to Lemma 5.3, Pm,M,r(L)M−l−1 fulfills (5.5). If one adapts the
arguments given at the end of the proof of Lemma 5.3, one can verify that the composition
of these operators enjoys the following version of (5.5)∥∥1Uj(B)(r

mL)M−le−νr
mL(I − e−r

mL)lPm,M,r(L)M−l−1
1Ui(B)

∥∥
2→2

≤ C exp
(
−b 2|j−i|

)
for some constants b, C > 0 depending only on m,K,M and the constants in the Davies-
Gaffney and doubling condition.

This estimate leads to

∥∥G(k)
l,M,r

∥∥
L2(Uj(B))

. rm(k−M)

(2M−1)l∑
ν=1

∞∑
i=0

exp
(
−b 2|j−i|

)
×

×
∫ m√2r

r

∥∥F (L)(I − e−s
mL)M (Lkb)

∥∥
L2(Ui(B))

ds

s
. (5.17)
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By employing similar arguments as in Case 1 (just replace LM+kb by Lkb), we conclude
that for any i ∈ N0 and s ∈ [r, m

√
2r]∥∥F (L)(I − e−s

mL)M (Lkb)
∥∥
L2(Ui(B))

. CF r
2mM−mk2−ieδµ(B)−1/2 . (5.18)

Inserting this estimate into (5.17) yields readily∥∥G(k)
l,M,r

∥∥
L2(Uj(B))

. CF r
mM2−j(eδ−D/2)µ(2jB)−1/2 . (5.19)

Case 3: l = M .
In this case we have

G
(k)
M,M,r = rm(k−M)

(2M−1)M∑
ν=1

CM,ν,m,Me
−νrmL(F (L)(I − e−r

mL)M (Lkb)
)

= rm(k−M)

(2M−1)M∑
ν=1

CM,ν,m,M

∞∑
i=0

e−νr
mL
(
1Ui(B)

(
F (L)(I − e−r

mL)M (Lkb)
))
.

With the help of (5.6), (5.3), (5.18), and (5.16), we obtain

∥∥G(k)
M,M,r

∥∥
L2(Uj(B))

. rm(k−M)
∞∑
i=0

exp
(
−b 2|j−i|

)∥∥F (L)(I − e−r
mL)M (Lkb)

∥∥
L2(Ui(B))

. CF r
mM

∞∑
i=0

exp
(
−b 2|j−i|

)
2−ieδµ(B)−1/2

. CF r
mM2−jeδµ(B)−1/2

. CF r
mM2−j(eδ−D/2)µ(2jB)−1/2 .

This, in combination with (5.9), (5.15), and (5.19), gives the desired estimate (5.8).

5.2 A Hörmander type multiplier theorem on H1
L(X)

After the preparations in the last section, we are able to formulate Hörmander type spectral
multiplier results on the Hardy space H1

L(X). We will state two versions of it, namely a
more classical one, given in Theorem 5.4, and one including the Plancherel condition which
leads to weakened regularity assumptions on the involved function, given in Theorem 5.5.

In order to formulate the Hörmander condition, we fix for the rest of this section a
non-negative function ω ∈ C∞

c (R) with

suppω ⊆ (1/4, 1) and
∑
n∈Z

ω(2−nλ) = 1 for all λ > 0 .
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Theorem 5.4. Let L be an injective, non-negative, self-adjoint operator on L2(X) sat-
isfying Davies-Gaffney estimates (DGm) for some m ≥ 2. If a bounded Borel function
F : [0,∞) → C fulfills

sup
n∈Z

‖ωF (2n·)‖Hs
2
<∞ (5.20)

for some s > (D + 1)/2, then F (L) can be extended from H1
L(X) ∩ L2(X) to a bounded

linear operator on H1
L(X). More precisely, there exists a constant C > 0 such that

‖F (L)f‖H1
L(X) ≤ C

(
sup
n∈Z

‖ωF (2n·)‖Hs
2

+ |F (0)|
)
‖f‖H1

L(X)

for all f ∈ H1
L(X).

In the special case m = 2 the statement corresponds to [DY11, Theorem 1.1]. However,
X.T. Duong and L.X. Yan formulated the Hörmander condition (5.20) with respect to the
norm in the Hölder space Cs which leads to a stronger assumption than our formulation of
the Hörmander condition with respect to the norm in the Bessel potential space Hs

2 . For
that reason, it was enough to require s > D/2 in [DY11, Theorem 1.1]. As we will see at
the end of this section, the result due to X.T. Duong and L.X. Yan is contained in one of
our statements (cf. Corollary 5.6).

The proof of [DY11, Theorem 1.1] relies essentially on the equivalence between Davies-
Gaffney estimates (DG2) and finite speed propagation. As for Davies-Gaffney estimates of
arbitrary order m ≥ 2 this relationship is no longer valid, we shall argue in a different way
by employing the tools of weighted norm estimates developed in Chapter 3.

Proof of Theorem 5.4. Let F : [0,∞) → C be a bounded Borel function. Observe that F
satisfies (5.20) if and only if the function λ 7→ F ( m

√
λ) satisfies (5.20). Hence, we can

consider F ( m
√
L) in lieu of F (L) during the proof. First, we write

F ( m
√
L) = (F − F (0))( m

√
L) + F (0)I

and notice, after replacing F by F − F (0), that we may assume F (0) = 0 in the sequel.
Due to the properties of ω, for every λ ≥ 0 we then have the decomposition

F (λ) =
∞∑

l=−∞
ω(2−lλ)F (λ) =

∞∑
l=−∞

Fl(λ) ,

where Fl(λ) := ω(2−lλ)F (λ).

Fix s > D/2 and M ∈ N with M > 2s/m. Further, assume that F fulfills the Hörmander
condition (5.20) of order s+1/2. For verifying the uniform boundedness of

∑N
l=−N Fl(

m
√
L)

in H1
L(X), we apply Theorem 5.1. To this end, we only need to check that condition (5.1)

holds for the operator
∑N

l=−N Fl(
m
√
L) with a constant CF independent of N ∈ N.
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For each l ∈ Z and r > 0, we introduce the abbreviations

Fr,M (λ) := F (λ)(1− e−(rλ)m)M ,

F lr,M (λ) := Fl(λ)(I − e−(rλ)m)M = ω(2−lλ)F (λ)(1− e−(rλ)m)M ,

where λ ≥ 0. In this notation, we may write

F ( m
√
L)(I − e−r

mL)M = Fr,M ( m
√
L) = lim

N→∞

N∑
l=−N

F lr,M ( m
√
L) . (5.21)

We choose s′ ∈ (D/2, s) and claim that for all j ∈ N \ {1}, all l ∈ Z, and all balls B ⊆ X

of radius r∥∥1Uj(B)F
l
r,M ( m

√
L) 1B

∥∥
2→2

. Cω,s2−js
′
(2lr)−s

′
min

{
1, (2lr)mM

}
max

{
1, (2lr)D/2

}
, (5.22)

where Cω,s := supn∈Z ‖ωF (2n·)‖
H
s+1/2
2

and the implicit constant depends only on m,M, s

and the constants in the Davies-Gaffney or doubling condition.

This, together with (5.21), shows that for any j ∈ N\{1} and any ball B ⊆ X of radius r∥∥1Uj(B)F ( m
√
L)(I − e−r

mL)M1B

∥∥
2→2

. Cω,s2−js
′

lim
N→∞

N∑
l=−N

(2lr)−s
′
min

{
1, (2lr)mM

}
max

{
1, (2lr)D/2

}
≤ Cω,s2−js

′

( ∑
l∈Z : 2lr>1

(2lr)D/2−s
′
+

∑
l∈Z : 2lr≤1

(2lr)mM−s′
)
.

With a similar reasoning as in the proof of Theorem 3.1 (cf. p. 37) we see that both sums
converge and have an upper bound independent of r. This means that (5.1) holds for the
function F ( m

√
· ), as desired.

It remains to prove our claim (5.22). Consider a ball B ⊆ X with center y ∈ X and
radius r > 0. First, we observe that suppF lr,M ⊆ (2l−2, 2l). Corollary 3.5 a) then says that
for any l ∈ Z and any ε > 0∥∥F lr,M ( m

√
L) 1B(y,2−l)

∥∥
L2(X)→L2(X,(1+2ld(·,y))2s′dµ)

. ‖F lr,M (2l·)‖
H
s′+1/2+ε
2

. (5.23)

Let j ∈ N \ {1}. For each x ∈ Uj(B) we obtain, due to d(x, y) ≥ 2j−1r, the estimate
(1 + 2ld(x, y))s

′ ≥ 2(j−1)s′(2lr)s
′
. Hence, we get for ε := s− s′ > 0

2−s
′
2js

′
(2lr)s

′∥∥1Uj(B)F
l
r,M ( m

√
L) 1B(y,2−l)

∥∥
2→2

≤
∥∥1Uj(B)F

l
r,M ( m

√
L) 1B(y,2−l)

∥∥
L2(X)→L2(X,(1+2ld(·,y))2s′dµ)

. ‖F lr,M (2l·)‖
H
s+1/2
2
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or equivalently∥∥1Uj(B)F
l
r,M ( m

√
L) 1B(y,2−l)

∥∥
2→2

. 2−js
′
(2lr)−s

′‖F lr,M (2l·)‖
H
s+1/2
2

. (5.24)

For l ∈ Z with r ≤ 2−l the left-hand side is an upper bound for ‖1Uj(B)F
l
r,M ( m

√
L) 1B‖2→2.

In the case l ∈ Z with r > 2−l, we cover B = B(y, r) by balls of radius 2−l. This
procedure eventually leads to an additional factor depending on the ratio of r and 2−l and
the dimension of the underlying space X. By Lemma 2.2, one can construct a family of
points y1, . . . , yK ∈ B(y, r) such that B(y, r) ⊆

⋃K
ν=1B(yν , 2−l), K . (2lr)D, and every

x ∈ B(y, r) is contained in at most M balls B(yν , 2−l), where M depends only on the
constants in the doubling condition. Observe that

Uj(B(y, r)) ⊆
j+1⋃

η=j−1

Uη(B(yν , r))

for all j ∈ N \ {1} and ν ∈ {1, 2, . . . ,K}. Therefore, by (5.24), one obtains

∥∥1Uj(B(y,r))F
l
r,M ( m

√
L) 1B(yν ,2−l)

∥∥
2→2

≤
j+1∑

η=j−1

∥∥1Uη(B(yν ,r))F
l
r,M ( m

√
L) 1B(yν ,2−l)

∥∥
2→2

.
j+1∑

η=j−1

2−ηs
′
(2lr)−s

′‖F lr,M (2l·)‖
H
s+1/2
2

. 2−js
′
(2lr)−s

′‖F lr,M (2l·)‖
H
s+1/2
2

.

Consider g, h ∈ L2(X) with ‖g‖2 = 1 and ‖h‖2 = 1. Then we obtain for every j ∈ N \ {1}
and every l ∈ Z with r > 2−l∣∣〈h, 1Uj(B(y,r))F

l
r,M ( m

√
L) 1B(y,r)g

〉∣∣2 =
∣∣〈1B(y,r)F

l
r,M ( m

√
L)∗ 1Uj(B(y,r))h, g

〉∣∣2
≤
∥∥1B(y,r)F

l
r,M ( m

√
L)∗ 1Uj(B(y,r))h

∥∥2

2
‖g‖2

2

=
∫
B(y,r)

∣∣F lr,M ( m
√
L)∗(1Uj(B(y,r))h)(x)

∣∣2 dµ(x)

≤
K∑
ν=1

∫
B(yν ,2−l)

∣∣F lr,M ( m
√
L)∗(1Uj(B(y,r))h)(x)

∣∣2 dµ(x)

≤
K∑
ν=1

∥∥1B(yν ,2−l)F
l
r,M ( m

√
L)∗ 1Uj(B(y,r))

∥∥2

2→2
‖h‖2

2

=
K∑
ν=1

∥∥1Uj(B(y,r))F
l
r,M ( m

√
L) 1B(yν ,2−l)

∥∥2

2→2

.
K∑
ν=1

(
2−js

′
(2lr)−s

′‖F lr,M (2l·)‖
H
s+1/2
2

)2
.
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Thus, by taking the supremum over all such g, h and by recalling
√
K . (2lr)D/2, we deduce∥∥1Uj(B(y,r))F

l
r,M ( m

√
L) 1B(y,r)

∥∥
2→2

. (2lr)D/2 2−js
′
(2lr)−s

′‖F lr,M (2l·)‖
H
s+1/2
2

.

In summary, we have shown that∥∥1Uj(B)F
l
r,M ( m

√
L) 1B

∥∥
2→2

. max
{
1, (2lr)D/2

}
2−js

′
(2lr)−s

′‖F lr,M (2l·)‖
H
s+1/2
2

(5.25)

for any j ∈ N \ {1}, l ∈ Z, and any ball B ⊆ X of radius r.

If γ is an integer larger than s+ 1/2, then it holds

‖F lr,M (2l·)‖
H
s+1/2
2

=
∥∥λ 7→ ω(λ)F (2lλ)(1− e−(2lrλ)m)M

∥∥
H
s+1/2
2

. ‖ωF (2l·)‖
H
s+1/2
2

∥∥λ 7→ (1− e−(2lrλ)m)M
∥∥
Cγ([ 1

4
,1])

. sup
n∈Z

‖ωF (2n·)‖
H
s+1/2
2

min
{
1, (2lr)mM

}
. (5.26)

The first inequality is due to Fact 2.16, whereas the second inequality follows from [Blu03,
Lemma 3.5].

In view of (5.25) and (5.26), the claim (5.22) is confirmed. This completes the proof.

Now we discuss the aforementioned spectral multiplier theorem on the Hardy space
H1
L(X) in which an adequate L2(X)-version of the Plancherel condition (3.1), see (5.27)

below, is installed. On the one hand, this assumption guarantees that the class of functions
for which the multiplier result applies is extended. However, on the other hand, the validity
of (5.27) for some q ∈ [2,∞) entails the emptiness of the point spectrum of the considered
operator (this can be seen in the same manner as for the original Plancherel condition (3.1),
cf. p. 38). In order to treat operators with non-empty point spectrum as well, we present
a corresponding statement which is valid under the assumptions formulated in part b) by
adapting those of Theorem 3.8 to the situation on the Hardy space H1

L(X).

Theorem 5.5. Let L be an injective, non-negative, self-adjoint operator on L2(X) for
which Davies-Gaffney estimates of order m ≥ 2 hold.

a) Suppose that there exist C > 0 and q ∈ [2,∞] such that for any R > 0, y ∈ X, and
any bounded Borel function F : [0,∞) → C with suppF ⊆ [0, R]∥∥F ( m

√
L) 1B(y,1/R)

∥∥
2→2

≤ C ‖F (R·)‖q . (5.27)

If s > max{D/2, 1/q} and F : [0,∞) → C is a bounded Borel function with

sup
n∈Z

‖ωF (2n·)‖Hs
q
<∞ ,

then there exists a constant C > 0 such that for all f ∈ H1
L(X)

‖F (L)f‖H1
L(X) ≤ C

(
sup
n∈Z

‖ωF (2n·)‖Hs
q

+ |F (0)|
)
‖f‖H1

L(X) .
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b) Fix κ ∈ N and q ∈ [2,∞). Suppose that there is C > 0 such that for any N ∈ N,
y ∈ X, and any bounded Borel function F : R → C with suppF ⊆ [−1, N + 1]∥∥F ( m

√
L) 1B(y,1/N)

∥∥
2→2

≤ C ‖F (N ·)‖Nκ,q .

In addition, assume that for every ε > 0 there is C > 0 such that for all N ∈ N and
all bounded Borel functions F : R → C with suppF ⊆ [−1, N + 1]∥∥F ( m

√
L)
∥∥2

H1
L(X)→H1

L(X)
≤ CNκD+ε‖F (N ·)‖2

Nκ,q . (5.28)

Let s > max{D/2, 1/q}. Then, for any bounded Borel function F : R → C with

sup
n∈N

‖ωF (2n·)‖Hs
q
<∞ , (5.29)

there exists a constant C > 0 such that for all f ∈ H1
L(X)

‖F (L)f‖H1
L(X) ≤ C

(
sup
n∈N

‖ωF (2n·)‖Hs
q

+ ‖F‖∞
)
‖f‖H1

L(X) . (5.30)

As in the proof of Theorem 5.4, we shall use the tools of weighted norm estimates provided
in Chapter 3. Since they were well prepared for the Plancherel condition, they can be
adapted to the present situation with only minor changes.

Proof. The proof of the assertion a) follows along the same lines as that of Theorem 5.4
with one small modification. Instead of Corollary 3.5 a) one has to employ part b) of the
same corollary to obtain the desired regularity order in the Hörmander condition.

In order to verify the statement b), we imitate our proof of Theorem 3.8. Due to the
close resemblance, we will only briefly describe the main steps.

As usual, we are allowed to consider F ( m
√
L) in place of F (L).

If F : R → C is a bounded Borel function with suppF ⊆ [0, 2] and (5.29), the estimate
(5.28) with ε = N = 1 yields∥∥F ( m

√
L)
∥∥
H1
L(X)→H1

L(X)
. ‖F‖1,q . ‖F‖∞ .

Therefore, we can restrict ourselves to bounded Borel functions F : R → C such that
suppF ⊆ [1,∞) and (5.29) hold. As in the proof of Theorem 3.8, we put ωl := ω(2−l·) for
each l ∈ N and write

F̃ :=
∞∑
l=1

(ωlF ) ∗ ξ2l(κ−1) , (5.31)

where ξ ∈ C∞
c ([−1, 1]) and ξN := Nξ(N ·) for N ∈ N.
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Next, we split
F ( m

√
L) = F̃ ( m

√
L) + (F − F̃ )( m

√
L)

and show that both operators on the right-hand side are bounded on H1
L(X) with the bound

we need. The estimate ∥∥F̃ ( m
√
L)
∥∥
H1
L(X)→H1

L(X)
. sup

n∈N
‖ωF (2n·)‖Hs

q

can be checked by repeating the proof of Theorem 5.4. In view of the modified decom-
position (5.31), there arises a convolution term on the left-hand side of (5.22). In order
to get rid of this and to obtain a corresponding version of (5.23), one just has to utilize
Corollary 3.10 instead of Corollary 3.5 a). Observe that the bound (3.26) in Corollary 3.10
also delivers the desired regularity order in the Hörmander condition.

The second operator (F − F̃ )( m
√
L) is bounded on H1

L(X) with∥∥(F − F̃ )( m
√
L)
∥∥
H1
L(X)→H1

L(X)
. sup

n∈N
‖ωF (2n·)‖Hs

q
.

The reasoning is similar to that in the proof of Theorem 3.8. Again, one defines the function
Hl := ωlF − (ωlF ) ∗ ξ2l(κ−1) for each l ∈ N. Then (5.28) and Fact 3.11 yield∥∥Hl(

m
√
L)
∥∥2

H1
L(X)→H1

L(X)
. 2l(κD+ε)‖Hl(2l·)‖2

2lκ,q . 2l(κD+ε)2−2lκs‖(ωlF )(2l·)‖2
Hs
q

(5.32)

for any l ∈ N, where ε := s−D/2 > 0. The proof is completed by summing up (5.32).

The assumption (5.28) seems to be very restrictive and it is not clear how to establish
such an estimate. Maybe, one can prove a corresponding version of (5.28) with the operator
norm in H1

L(X) replaced by that in Hp
L(X) for some p ∈ (1, 2). It turns out that our proof,

after obvious modifications, then also works and gives the boundedness of the operator F (L)
on Hp

L(X) whenever the function F fulfills the Hörmander condition (5.29) of regularity
order s > max{D/2, 1/q}. In this case one may think that the regularity assumption
s > max{D/2, 1/q} can be weakened. Unfortunately, this is not possible with our technique
since in the last step of the proof sketched above, more precisely in the corresponding version
of (5.32), we need s > D/2 to ensure the summability of the terms on the right-hand side.

By a proof similar to that of Lemma 3.2, we can verify that the Plancherel condition
(5.27) is always valid for q = ∞. Hence, we get from Theorem 5.5 a) the following result.

Corollary 5.6. Let L be an injective, non-negative, self-adjoint operator on L2(X) which
satisfies (DGm) for some m ≥ 2. If s > D/2 and F : [0,∞) → C is a bounded Borel
function with supn∈Z ‖ωF (2n·)‖Cs <∞, then F (L) extends to a bounded linear operator on
the Hardy space H1

L(X). To be more precise, there is a constant C > 0 such that

‖F (L)‖H1
L(X)→H1

L(X) ≤ C
(
sup
n∈Z

‖ωF (2n·)‖Cs + |F (0)|
)
.
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6 Boundedness of spectral multipliers on

Hp
L(X) and Lp(X)

In the last chapter we developed spectral multiplier theorems on the Hardy space H1
L(X)

which ensure the boundedness of the operator F (L) on H1
L(X), where F is a bounded

Borel function satisfying the Hörmander condition of a certain regularity order and L is an
injective, non-negative, self-adjoint operator on L2(X) for which Davies-Gaffney estimates
hold. Clearly, by interpolation between the spaces H1

L(X) and L2(X), the operator F (L)
is then bounded on Hp

L(X) for every p ∈ (1, 2). With this naive approach one deduces
boundedness of F (L) on Hp

L(X) by requiring the same regularity order in the Hörmander
condition as for the boundedness of F (L) on H1

L(X).

Since self-adjoint operators admit the classical functional calculus on L2(X), allowing
arbitrary bounded Borel functions R → C without any regularity hypothesis, one expects
that the regularity assumptions on F can be weakened when one asks about boundedness
of F (L) on Hp

L(X) for some p ∈ (1, 2). This is actually true, as the interpolation procedure
described in [Kri09, Section 4.6.1] shows. In order to apply this method, we first introduce
the setting of [Kri09].

As usual, take a non-negative function ω ∈ C∞
c (R) with

suppω ⊆ (1/4, 1) and
∑
n∈Z

ω(2−nλ) = 1 for all λ > 0 .

Let q ≥ 2 and s > 1/q be fixed. The Hörmander class Hs
q,ω (of regularity order s in Lq)

is said to be the space consisting of all F ∈ Lqloc(0,∞) for which the Hörmander condition
supn∈Z ‖ωF (2n·)‖Hs

q
<∞ holds, i.e.

Hs
q,ω :=

{
F ∈ Lqloc(0,∞) : sup

n∈Z
‖ωF (2n·)‖Hs

q
<∞

}
.

If Hs
q,ω is equipped with the norm

‖F‖Hsq,ω := sup
n∈Z

‖ωF (2n·)‖Hs
q
,

then the Hörmander class Hs
q,ω becomes a Banach algebra, i.e. Hs

q,ω is a Banach space and
there exists a constant C > 0 such that ‖FG‖Hsq,ω ≤ C ‖F‖Hsq,ω‖G‖Hsq,ω for all F,G ∈ Hs

q,ω

(see [Kri09, Propositions 4.8 and 4.11]). According to Lemma 2.18, different choices of ω
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lead to the same spaces Hs
q,ω with equivalent norms. Therefore, it is justified to drop the

subscript ω in the notation and simply write Hs
q in the sequel.

The embedding properties of the Bessel potential spaces, recalled in Fact 2.13, confer on
the Hörmander classes (see [Kri09, Proposition 4.9]).

Fact 6.1. If 2 ≤ q ≤ p <∞ and 0 < t− 1/p ≤ s− 1/q, then it holds

Hs
q ↪→ Ht

p .

Suppose that q ≥ 2 and s > 1/q. As already remarked after Definition 2.17, every F ∈ Hs
q

is bounded and, conversely, it is clear that every bounded Borel function (0,∞) → C is
contained in Lqloc(0,∞). Hence, the Hörmander class Hs

q matches with the set of restrictions
on (0,∞) of the bounded Borel functions [0,∞) → C which were considered in the spectral
multiplier theorems presented in the foregoing chapter. However, since the Hörmander
condition supn∈Z ‖ωF (2n·)‖Hs

q
<∞ contains no information concerning the value of F (0),

the value F (0) is not regarded in the Hörmander class. But this causes no problems as long
as one treats injective operators.

Let p ∈ [1, 2], q ≥ 2, and s > 1/q. An injective, non-negative, self-adjoint operator L on
L2(X) which fulfills Davies-Gaffney estimates is said to have a Hs

q calculus on Hp
L(X) if

there exists a constant C > 0 such that for all F ∈ Hs
q

‖F (L)‖Hp
L(X)→Hp

L(X) ≤ C sup
n∈Z

‖ωF (2n·)‖Hs
q
.

Note that, thanks to Theorem 5.4, L has a Hs
2 calculus on H1

L(X) for any s > (D+ 1)/2
whenever L is injective, non-negative, and self-adjoint on L2(X) and satisfies (DGm) for
some m ≥ 2.

The interpolation statement concerning the Hörmander functional calculus, adapted to
the present situation, reads as follows (cf. [Kri09, Corollary 4.84]).

Fact 6.2. Let L be an injective, non-negative, self-adjoint operator on L2(X) such that
Davies-Gaffney estimates (DGm) hold for some m ≥ 2. Assume that L has a Hs

q calculus
on the Hardy space H1

L(X) for some q ≥ 2 and s > 1/q. Then, for any θ ∈ (0, 1), the
operator L has a Hsθ

qθ
calculus on [L2(X),H1

L(X)]θ whenever sθ > θs and qθ > q/θ.

With the help of this interpolation result, we are able to prove a spectral multiplier
theorem on the Hardy space Hp

L(X) for each p ∈ [1, 2]. We also state a version including the
Plancherel condition which yields a weakened regularity order in the Hörmander condition.

Theorem 6.3. Let L be an injective, non-negative, self-adjoint operator on L2(X) satisfy-
ing Davies-Gaffney estimates (DGm) for some m ≥ 2.
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a) Fix p ∈ [1, 2]. Let s > (D + 1)(1/p − 1/2) and 1/q < 1/p − 1/2. Then L has a
Hs
q calculus on Hp

L(X), i.e. for every bounded Borel function F : (0,∞) → C with
supn∈Z ‖ωF (2n·)‖Hs

q
<∞, there exists a constant C > 0 such that

‖F (L)‖Hp
L(X)→Hp

L(X) ≤ C sup
n∈Z

‖ωF (2n·)‖Hs
q
.

b) Assume further that L fulfills the Plancherel condition (5.27) for some q0 ∈ [2,∞).
Fix p ∈ [1, 2]. Let s > max{D, 2/q0} (1/p − 1/2) and 1/q < 2/q0 (1/p − 1/2). Then
L has a Hs

q calculus on Hp
L(X), i.e. for every bounded Borel function F : (0,∞) → C

with supn∈Z ‖ωF (2n·)‖Hs
q
<∞, there exists a constant C > 0 such that

‖F (L)‖Hp
L(X)→Hp

L(X) ≤ C sup
n∈Z

‖ωF (2n·)‖Hs
q
.

Proof. Let p ∈ [1, 2]. The assertion of part a) follows directly by combining Theorem 5.4
and Fact 6.2 with θ := 2(1/p− 1/2).

Suppose that L additionally satisfies the Plancherel condition (5.27) for some q0 ∈ [2,∞).
Then Theorem 5.5 a) applies, and it follows from (5.30) and (2.11) that L has a Hs

q0 calculus
on H1

L(X) for each s > max{D/2, 1/q0}. Now Fact 6.2 with θ := 2(1/p−1/2) yields b).

If the operator L actually enjoys generalized Gaussian estimates (GGEp0,m) for some
p0 ∈ [1, 2), then Theorem 4.19 ensures Hp

L(X) = Lp(X) for every p ∈ (p0, 2]. Therefore
we deduce from Theorem 6.3 a spectral multiplier theorem on the Lebesgue space Lp(X)
as well. The regularity assumptions in our statement are weakened compared to that of
[Blu03, Theorem 1.1]. As we will see at the end of this chapter, our result also ameliorates
[Kri09, Theorem 4.95] concerning the regularity order.

Theorem 6.4. Let L be a non-negative, self-adjoint operator on L2(X) such that general-
ized Gaussian estimates (GGEp0,m) hold for some p0 ∈ [1, 2) and m ≥ 2.

a) For fixed p ∈ (p0, p
′
0) suppose that s > (D+1) |1/p−1/2| and 1/q < |1/p−1/2|. Then,

for every bounded Borel function F : [0,∞) → C with supn∈Z ‖ωF (2n·)‖Hs
q
< ∞, the

operator F (L) is bounded on the Lebesgue space Lp(X). More precisely, there exists
a constant C > 0 such that

‖F (L)‖p→p ≤ C
(
sup
n∈Z

‖ωF (2n·)‖Hs
q

+ |F (0)|
)
.

b) In addition, assume that L fulfills the Plancherel condition (5.27) for some q0 ∈ [2,∞).
Fix p ∈ (p0, p

′
0). Let s > max{D, 2/q0} |1/p− 1/2| and 1/q < 2/q0 |1/p− 1/2|. Then,

for every bounded Borel function F : [0,∞) → C with supn∈Z ‖ωF (2n·)‖Hs
q
< ∞, the

operator F (L) is bounded on the Lebesgue space Lp(X). More precisely, there exists
a constant C > 0 such that

‖F (L)‖p→p ≤ C
(
sup
n∈Z

‖ωF (2n·)‖Hs
q

+ |F (0)|
)
.
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Proof. Let p ∈ (p0, 2). We shall prove both assertions simultaneously. For the proof of part
a) suppose that s > (D+ 1)(1/p− 1/2) and 1/q < 1/p− 1/2, whereas for the proof of part
b) suppose that L fulfills the Plancherel condition (5.27) for some q0 ∈ [2,∞) as well as
s > max{D, 2/q0} (1/p− 1/2) and 1/q < 2/q0 (1/p− 1/2).

Since injectivity of L is not assumed, Theorem 6.3 cannot be applied directly. In order
to overcome this difficulty, one can use the concept of [KW04, Proposition 15.2] (see also
[CDMY96, Theorem 3.8]) that provides a decomposition of the space L2(X) as the orthog-
onal sum of the closure of the range R(L) of L and the null space N(L) of L. The operator
L then takes the form

L =
(
L0 0
0 0

)
with respect to the decomposition L2(X) = R(L)⊕N(L), where L0 is the part of L in R(L),
i.e. the restriction of L to D(L0) := {x ∈ R(L) ∩ D(L) : Lx ∈ R(L)}. But L0 is injective
on its domain, so that Theorem 6.3 applies to L0. This approach was already made in
[Kri09, Section 4.6.1] and, as remarked in [Kri09, Illustration 4.87], the decomposition and
the interpolation result cited in Fact 6.2 can be combined. Hence, L0 has a Hs

q calculus on
Hp
L0

(X). Consider a bounded Borel function F : [0,∞) → C with supn∈Z ‖ωF (2n·)‖Hs
q
<∞.

Then it holds

F (L) =
(

(F |(0,∞))(L0) 0
0 F (0) IN(L)

)
on Hp

L0
(X) ∩ L2(X). Because of F |(0,∞) ∈ Hs

q, one has moreover

‖(F |(0,∞))(L0)‖Hp
L0

(X)→Hp
L0

(X) . sup
n∈Z

‖ωF (2n·)‖Hs
q

as well as

‖F (0) IN(L)‖Hp
L0

(X)→Hp
L0

(X) ≤ |F (0)| .

Since, by Theorem 4.19, the spaces Hp
L0

(X) and Lp(X) coincide, the statements a) and b)
are proven for any p ∈ (p0, 2).

Let p ∈ (2, p′0). Due to the self-adjointness of L on L2(X), boundedness of spectral
multipliers on Lp(X) follows by the case proved above and dualization. The claim for p = 2
is trivial.

By standard methods (cp. remark after Theorem 3.1), Theorem 6.4 can be extended to
the case when X is replaced by an open subset of a space of homogeneous type.

At the end of this chapter we remark that the assertion of Theorem 6.4 a) gives an
improvement of the result in [Kri09, Theorem 4.95] concerning the regularity order in the
Hörmander condition.
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Let L be a non-negative, self-adjoint operator on L2(X) such that generalized Gaussian
estimates (GGEp0,m) hold for some p0 ∈ [1, 2) and m ≥ 2. Take an arbitrary p ∈ (p0, p

′
0).

Then [Kri09, Theorem 4.95] ensures that L has a Hα
2 calculus on Lp(X) provided that

α > D |1p −
1
2 |+

1
2 , whereas the statement of Theorem 6.4 a) says that L has a Hs

q calculus
on Lp(X) whenever s > (D + 1) |1/p− 1/2| and 1/q < |1/p− 1/2|.

It follows from Fact 6.1 that the spectral multiplier theorem given in Theorem 6.4 a) is
applicable to a wider class of functions than that of [Kri09, Theorem 4.95]. The comparison
is illustrated in the figure below.
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7 Applications

In this chapter we give examples of operators to which our results of the preceding chapters
apply. They have in common that, in general, classical Gaussian estimates are not satisfied.

In the first section we discuss the Maxwell operator. This operator is of great importance
in the studies of electrodynamics. Following the outline in [CK98, Chapter 6], we explain
briefly its appearance without demand for mathematical precision. The Maxwell equations

rot E + ∂tH = 0 , rotH− ε(·)∂tE = 0 , divH = 0 in Ω

govern the propagation of electromagnetic waves in a region Ω ⊆ R3. Here, E : Ω×R → R3

and H : Ω × R → R3 denote the electric and magnetic field, respectively, whereas the
matrix-valued function ε(·) : Ω → R3×3 describes the electric permittivity. The magnetic
permeability was taken to be the identity matrix and the electric conductivity to be zero.
We take perfect conductor boundary conditions

ν × E = 0 , ν · H = 0 on ∂Ω .

If the waves behave time periodically with respect to the same frequency ω > 0, the ansatz
E(x, t) = e−iωtE(x) and H(x, t) = e−iωtH(x) lead to the so-called time-harmonic Maxwell
equations rotE − iωH = 0 and rotH + iωε(·)E = 0. Elimination of E finally yields

rot ε(·)−1rotH − ω2H = 0 in Ω ,

divH = 0 in Ω ,

ν ·H = 0 in ∂Ω ,

ν × ε(·)−1rotH = 0 in ∂Ω .

The operator rot ε(·)−1rot then corresponds to the Maxwell operator.

Our studies of the Maxwell operator take place in the following framework. Let Ω be
a bounded Lipschitz domain in R3 and ε(·) ∈ L∞(Ω,C3×3) a matrix-valued function such
that ε(·)−1 ∈ L∞(Ω,C3×3) and ε(x) ∈ C3×3 is a positive definite, hermitian matrix for
almost all x ∈ Ω. We emphasize that no regularity assumptions on ε(·) are made. In a first
step we introduce, inspired by the approach in [MM09], an operator A2 acting on L2(Ω,C3)
via the form method in such a manner that, in the special case of ε(x) being the identity
matrix for any x ∈ Ω, the operator A2 can be characterized by A2u = rot rotu − ∇divu
for each u ∈ L2(Ω,C3) such that rotu, rot rotu ∈ L2(Ω,C3), divu ∈ H1(Ω,C), ν ·u|∂Ω = 0,
and ν × rotu|∂Ω = 0. We then define the Maxwell operator M2 as the restriction of A2 on
the space of divergence-free functions.
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By using Davies’ perturbation method, we will establish generalized Gaussian estimates
for the operator A2 (cf. Theorem 7.3). Since the Helmholtz projection and A2 are commut-
ing (cf. Lemma 7.7), many properties of A2 transfer to the Maxwell operator M2, including
the validity of spectral multiplier theorems (cf. Theorem 7.10).

The subsequent two sections are devoted to the study of the Stokes operator and the Lamé
operator. Our arguments are based on recently published results due to M. Mitrea and S.
Monniaux ([MM09] and [MM10], respectively) in which certain two-ball estimates for the
resolvents of these operators were verified. We shall prove that these kind of bounds entail
generalized Gaussian estimates for the corresponding semigroup operators (cf. Lemma 7.12).
Since the authors used them only with regard to obtaining analyticity of the associated
semigroup on Lp and maximal regularity in Lp for p ranging in some interval containing 2,
we close the thesis by presenting further consequences of generalized Gaussian estimates
for the Lamé operator which were not mentioned so far. Besides the property of having a
bounded holomorphic functional calculus, we state the Lp-independence of the spectrum.

Unfortunately, there does not seem to be any literature on the Plancherel condition for
the Maxwell, Stokes or Lamé operator. Even for operators satisfying Gaussian estimates in
the classical sense the situation is far from being understood (cf. [DOS02]).

7.1 Maxwell operator

First, we provide a short overview of the definitions and some basic properties of the
natural function spaces needed for introducing the Maxwell operator. We start with the
specification of the underlying domain.

Let Ω be a bounded Lipschitz domain in R3, i.e. a bounded, connected, open subset of
R3 with a Lipschitz continuous boundary ∂Ω. Roughly speaking, this means that ∂Ω can
be locally represented by graphs of Lipschitz continuous functions in two variables and Ω
lies locally on one side of the graph. As the regularity property of ∂Ω is crucial for the
validity of Sobolev embedding results and our arguments will depend heavily on the latter,
we cite the precise definition. Its formulation is taken from [ABDG98, Notation 2.1].

Definition 7.1. A bounded domain Ω in R3 is said to be Lipschitz if for any point x
on the boundary ∂Ω there exist a system of orthogonal coordinates (y1, y2, y3), a cube Ux
containing x, Ux =: (−a1, a1)× (−a2, a2)× (−a3, a3), and a Lipschitz continuous mapping
Φx defined from (−a1, a1)× (−a2, a2) into (−1

2a3,
1
2a3) such that

Ω ∩ Ux =
{
(y1, y2, y3) ∈ Ux : y3 > Φx(y1, y2)

}
,

∂Ω ∩ Ux =
{
(y1, y2, y3) ∈ Ux : y3 = Φx(y1, y2)

}
.
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Let us mention that this definition allows domains with corners, but cuts or cusps are
excluded. Further, we remark that a Lipschitz continuous boundary ∂Ω enables the def-
inition of a unit exterior normal field ν : ∂Ω → R3 almost everywhere on the boundary.
Additionally, the surface measure dσ is well defined on ∂Ω.

We consider the differential operators divergence div and rotation rot on L2(Ω,C3) in the
distributional sense and first recall their definitions. For n ∈ {1, 3} denote by D(Ω,Cn) the
space of test functions, whereas 〈·, ·〉 stands for the duality pairing between D(Ω,Cn) and
its dual D ′(Ω,Cn). For a vector-valued function u = (u1, u2, u3) ∈ L2(Ω,C3) the divergence
divu is given by

〈divu, ϕ〉 := −
∫

Ω
u · ∇ϕdx = −

∫
Ω

(
u1 ∂1ϕ+ u2 ∂2ϕ+ u3 ∂3ϕ

)
dx

for any ϕ ∈ D(Ω,C) and the rotation rotu by

〈rotu, ϕ〉 :=
∫

Ω
u · rotϕdx =

∫
Ω
u1(∂2ϕ3 − ∂3ϕ2) + u2(∂3ϕ1 − ∂1ϕ3) + u3(∂1ϕ2 − ∂2ϕ1) dx

for any ϕ = (ϕ1, ϕ2, ϕ3) ∈ D(Ω,C3). The domains of these operators in L2(Ω,C3) are

H(div,Ω) :=
{
u ∈ L2(Ω,C3) : divu ∈ L2(Ω,C)

}
,

H(rot,Ω) :=
{
u ∈ L2(Ω,C3) : rotu ∈ L2(Ω,C3)

}
equipped with their natural graph norms

‖u‖H(div,Ω) := ‖u‖L2(Ω,C3) + ‖divu‖L2(Ω,C) ,

‖u‖H(rot,Ω) := ‖u‖L2(Ω,C3) + ‖rotu‖L2(Ω,C3) ,

respectively.

As L2(Ω,C3) consists of equivalence classes of functions that are defined on Ω almost
everywhere and ∂Ω is a set of Lebesgue measure zero, we have to specify the meaning of
the boundary values ν · u|∂Ω or ν × u|∂Ω for u ∈ H(div,Ω) or u ∈ H(rot,Ω). This will
be achieved via the normal component trace mapping ηn(u) := ν · u|∂Ω and the tangential
trace mapping ηt(u) := ν×u|∂Ω which are initially defined for u ∈ D(Ω,C3). By exploiting
the density of D(Ω,C3) in H(div,Ω) and H(rot,Ω) (see e.g. [GR86, Theorems 2.4 and
2.10 in Chapter I]), one is able to show that the normal trace ηn : D(Ω,C3) → L∞(∂Ω,C)
and the tangential trace ηt : D(Ω,C3) → L∞(∂Ω,C3) can be extended by continuity to
bounded linear mappings H(div,Ω) → H−1/2(∂Ω,C) and H(rot,Ω) → H−1/2(∂Ω,C3),
respectively (see e.g. [GR86, Theorems 2.5 and 2.11 in Chapter I]). Here, for n ∈ {1, 3},
H−1/2(∂Ω,Cn) denotes the dual space of H1/2(∂Ω,Cn). In the sequel we shall only write
H(div,Ω) → H−1/2(∂Ω,C), u 7→ ν · u|∂Ω and H(rot,Ω) → H−1/2(∂Ω,C3), u 7→ ν × u|∂Ω

for the extended mappings.
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The theory sketched above leads to the following integration by parts formulae (see e.g.
[GR86, (2.17) and (2.22) in Chapter I])

(divu, v)L2(Ω,C) + (u,∇v)L2(Ω,C3) =
∫
∂Ω

(ν · u) v dσ

for each u ∈ H(div,Ω) and v ∈ H1(Ω,C) as well as

(rotu, v)L2(Ω,C3) − (u, rot v)L2(Ω,C3) =
∫
∂Ω

(ν × u) · v dσ

for each u ∈ H(rot,Ω) and v ∈ H1(Ω,C3).

Now we are prepared for defining the function space

V (Ω) :=
{
u ∈ L2(Ω,C3) : divu ∈ L2(Ω,C), rotu ∈ L2(Ω,C3), ν · u|∂Ω = 0

}
(7.1)

equipped with the inner product

(u, v)V (Ω) := (u, v)L2(Ω,C3) + (divu, div v)L2(Ω,C) + (rotu, rot v)L2(Ω,C3) .

Then V (Ω) becomes a Hilbert space which is dense in L2(Ω,C3) since it includes D(Ω,C3).
In general, V (Ω) is not contained in H1(Ω,C3) (cf. e.g. [ABDG98, p. 832] for a counter-
example consisting of a domain Ω with a “re-entrant edge”). However, under additional
assumptions on the domain Ω the space V (Ω) is continuously embedded into H1(Ω,C3).
For example, this is the case when Ω has a C1,1-boundary or Ω is convex (cf. e.g. [ABDG98,
Theorems 2.9 and 2.17]).

Nevertheless, the following statement due to D. Mitrea, M. Mitrea, and M. Taylor
([MMT01, p. 87]) holds for arbitrary bounded Lipschitz domains Ω in R3 (see also [Cos90]
for a simpler version of the result that is valid for bounded, simply connected domains in R3

with connected Lipschitz boundary).

Fact 7.2. The space V (Ω) is continuously embedded into H1/2(Ω,C3). More precisely,
there exists a constant C > 0 depending only on the boundary ∂Ω and on the diameter
diam(Ω) of Ω such that for every u ∈ V (Ω)

‖u‖H1/2(Ω,C3) ≤ C
(
‖u‖L2(Ω,C3) + ‖divu‖L2(Ω,C) + ‖rotu‖L2(Ω,C3)

)
.

Now we turn towards the definition of the Maxwell operator on L2(Ω,C3) which will
be given in a quite general framework without stating any regularity assumptions on the
coefficient matrix.

In a first stage, we introduce a form a with the form domain V (Ω) and establish gener-
alized Gaussian estimates for its associated operator A2 on L2(Ω,C3) (cf. Theorem 7.3) by
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using Davies’ perturbation method (see e.g. [Dav95], [LSV02, Section 2]). To the best of
our knowledge, this procedure was never elaborated before in this context.

The Maxwell operator M2 on P2L
2(Ω,C3) is then defined as the restriction of A2 on the

subspace of the divergence-free functions. Since A2 and the Helmholtz projection P2 are
commuting, the Maxwell operator M2 inherits many properties from A2.

Fix, once and for all, a matrix-valued function ε(·) ∈ L∞(Ω,C3×3) taking values in the set
of positive definite, hermitian matrices. Assume additionally that ε(·)−1 ∈ L∞(Ω,C3×3).
As immediate consequences we have that, for almost every x ∈ Ω, the matrix ε(x)−1 is also
hermitian and that ε(·)−1 fulfills the following uniform ellipticity condition

ε(x)−1ξ · ξ ≥ ε0|ξ|2 (7.2)

for all ξ ∈ C3 and almost all x ∈ Ω, where the constant ε0 > 0 is independent of ξ and x.
We consider the densely defined, sesquilinear form

a(u, v) :=
∫

Ω
ε(·)−1rotu · rot v dx+

∫
Ω

divu div v dx (u, v ∈ D(a))

with form domain D(a) := V (Ω). Due to the properties of the coefficient matrix ε(·)−1, the
form a is continuous and coercive in the sense that there exist constants C1 ≥ 0, C2 > 0
such that for all u ∈ V (Ω)

Re a(u, u) + C1‖u‖2
L2(Ω,C3) ≥ C2‖u‖2

V (Ω) (7.3)

(in fact one can take C1 = C2 = min{ε0, 1}). If the operator A2 associated with the form a

is defined via

u ∈ D(A2), A2u = f if and only if u ∈ V (Ω) and a(u, v) = (f, v)L2(Ω,C3) for all v ∈ V (Ω),

then A2 is sectorial and −A2 generates an analytic semigroup acting on L2(Ω,C3) (see e.g.
[DL88, p. 450]) which is actually bounded because of a(u, u) ≥ 0 for all u ∈ V (Ω). Since
the form a is symmetric, the operator A2 is even self-adjoint.

In the special case of ε(x) being the identity matrix for all x ∈ Ω the associated operator
A2 with the form a is given by

D(A2) =
{
u ∈ V (Ω) : rotu ∈ H(rot,Ω), divu ∈ H1(Ω,C), ν × rotu|∂Ω = 0

}
,

A2u = rot rotu−∇divu = −∆u for u ∈ D(A2) .

This characterization was proved by M. Mitrea and S. Monniaux ([MM09, (3.17) and
(3.18)]). They called the boundary conditions of the set D(A2), namely ν · u|∂Ω = 0
and ν × rotu|∂Ω = 0, Hodge boundary conditions.
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If ε(·) is smooth, one can show by adapting the arguments of M. Mitrea and S. Monniaux

D(A2) =
{
u ∈ V (Ω) : rot ε(·)−1rotu ∈ L2(Ω,C3), divu ∈ H1(Ω,C), ν × ε(·)−1rotu|∂Ω = 0

}
,

A2u = rot ε(·)−1rotu−∇divu for u ∈ D(A2) .

Since in the present situation no regularity assumptions on ε(·) were made, it seems to
be unlikely that a corresponding description of A2 is possible.

It turns out that we do not need to know about the concrete domain of A2 in order
to establish generalized Gaussian estimates for A2. This is caused by the fact that our
approach is based on Davies’ perturbation method for which only the form a and the
abstract definition of its associated operator A2 are relevant.

Theorem 7.3. The operator A2 associated with the form a enjoys generalized Gaussian
(3/2, 3)-estimates of order 2.

Proof. We just have to show that A2 fulfills generalized Gaussian (2, 3)-estimates of order 2.
Thanks to the self-adjointness of A2, generalized Gaussian (3/2, 2)-estimates then follows
by dualization and the claimed generalized Gaussian (3/2, 3)-estimates by composition and
the semigroup law.

The proof is divided into several steps. The first three steps are devoted to establishing
Davies-Gaffney estimates (DG2) for the operator families (e−tA2)t>0, {t1/2div e−tA2 : t > 0},
and {t1/2rot e−tA2 : t > 0}. In order to derive these bounds, we will use Davies’ perturbation
method. It consists in studying “twisted” forms

a%φ(u, v) := a(e%φu, e−%φv)

for u, v ∈ V (Ω), where % ∈ R and φ ∈ C∞
c (Ω) is a real-valued function satisfying ‖∂jφ‖∞ ≤ 1

for all j ∈ {1, 2, 3}. The space of all such functions φ will be denoted by E . Observe that
the multiplication with a function of the form e%φ leaves the space V (Ω) invariant and hence
the form a%φ is well-defined.

In the remaining two steps we deduce generalized Gaussian (2, 3)-estimates for A2 by
combining the Davies-Gaffney estimates and the Sobolev embedding theorem.

Step 1: We claim that for each γ ∈ (0, 1) there exists a constant ω0 ≥ 0 such that for
all u ∈ V (Ω), % ∈ R, and φ ∈ E∣∣a%φ(u, u)− a(u, u)

∣∣ ≤ γa(u, u) + ω0%
2‖u‖2

2 . (7.4)

For the proof of (7.4) we take a more detailed look at the form a%φ. It holds for any
u ∈ V (Ω), % ∈ R, and φ ∈ E

div(e%φu) = e%φ(divu+ %∇φ · u)
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and consequently

div(e%φu) div(e−%φu) = divu divu+ %(∇φ · u) divu− %divu (∇φ · u)− %2(∇φ · u)(∇φ · u) .

In addition, one has
rot(e%φu) = e%φ(rotu+ %∇φ× u)

and thus

ε(·)−1rot(e%φu) · rot(e−%φu) = ε(·)−1rotu · rotu+ % ε(·)−1(∇φ× u) · rotu

− % ε(·)−1rotu · (∇φ× u)− %2ε(·)−1(∇φ× u) · (∇φ× u) .

This leads to∣∣a%φ(u, u)− a(u, u)
∣∣ ≤ |%|

∫
Ω
|ε(·)−1(∇φ× u) · rotu| dx+ |%|

∫
Ω
|(∇φ · u) divu| dx

+ |%|
∫

Ω
|ε(·)−1rotu · (∇φ× u)| dx+ |%|

∫
Ω
|divu (∇φ · u)| dx

+ %2

∫
Ω
|ε(·)−1(∇φ× u) · (∇φ× u)| dx+ %2

∫
Ω
|∇φ · u|2 dx .

Next, let us analyze each of the summands on the right-hand side separately. Let δ > 0
to be chosen later. By applying the Cauchy-Schwarz inequality, by using the elementary
inequality ab ≤ δa2 + 1

4δ b
2, which is valid for any real numbers a, b, and by recalling the

properties of φ, we can estimate the first term in the following way

|%|
∫

Ω
|ε(·)−1(∇φ× u) · rotu| dx ≤ |%|

∫
Ω
|ε(·)−1(∇φ× u)| |rotu| dx

≤ |%|
∫

Ω
‖ε(·)−1‖∞|∇φ| |u| |rotu| dx ≤ ‖ε(·)−1‖∞

√
3 ‖∇φ‖∞

∫
Ω
|rotu| |%||u| dx

≤
√

3 ‖ε(·)−1‖∞
∫

Ω
δ|rotu|2 +

1
4δ
%2|u|2 dx =

√
3 ‖ε(·)−1‖∞

(
δ‖rotu‖2

2 +
1
4δ
%2‖u‖2

2

)
.

The second term is bounded by

|%|
∫

Ω
|(∇φ · u) divu| dx ≤ |%|

∫
Ω
|∇φ| |u| |divu| dx

≤
√

3
∫

Ω
|%||u| |divu| dx ≤

√
3
(
δ‖divu‖2

2 +
1
4δ
%2‖u‖2

2

)
.

The third term can be treated analogously to the first term

|%|
∫

Ω
|ε(·)−1rotu · (∇φ× u)| dx ≤

√
3 ‖ε(·)−1‖∞

(
δ‖rotu‖2

2 +
1
4δ
%2‖u‖2

2

)
.
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The estimate for the fourth term is prepared in a similar manner as that for the second
term

|%|
∫

Ω
|divu (∇φ · u)| dx ≤

√
3
(
δ‖divu‖2

2 +
1
4δ
%2‖u‖2

2

)
.

The dealing with the fifth term consists in

%2

∫
Ω
|ε(·)−1(∇φ× u) · (∇φ× u)| dx ≤ %2

∫
Ω
|ε(·)−1(∇φ× u)| |∇φ× u| dx

≤ %2

∫
Ω

√
3 ‖ε(·)−1‖∞ |u|

√
3 |u| dx = 3‖ε(·)−1‖∞%2‖u‖2

2 ,

whereas the sixth term is bounded by

%2

∫
Ω
|∇φ · u|2 dx ≤ %2

∫
Ω
|∇φ|2|u|2 dx ≤ 3%2‖u‖2

2 .

By putting all these estimates together, we finally end up with∣∣a%φ(u, u)− a(u, u)
∣∣ ≤ (2√3 ‖ε(·)−1‖∞ + 2

√
3
)
δ
(
‖rotu‖2

2 + ‖divu‖2
2

)
+
((

2
√

3 ‖ε(·)−1‖∞ + 2
√

3
) 1
4δ

+ 3‖ε(·)−1‖∞ + 3
)
%2‖u‖2

2 .

The ellipticity property (7.2) of the coefficient matrix ε(·)−1 yields for each u ∈ V (Ω)

a(u, u) ≥ min{ε0, 1}
(
‖rotu‖2

2 + ‖divu‖2
2

)
. (7.5)

Now let γ ∈ (0, 1) be arbitrary. Take δ > 0 with γ = (2
√

3 ‖ε(·)−1‖∞ + 2
√

3) δ/min{ε0, 1}.
Then we deduce for each u ∈ V (Ω), % ∈ R, and φ ∈ E∣∣a%φ(u, u)− a(u, u)

∣∣ ≤ γa(u, u) + ω0%
2‖u‖2

2

with some constant ω0 ≥ 0 depending exclusively on γ, ε0, ‖ε(·)−1‖∞. This shows (7.4).

Step 2: Due to (7.4), if ω > ω0, we can write for any u ∈ V (Ω), % ∈ R, and φ ∈ E

Re a%φ(u, u) = a(u, u)− Re
(
a(u, u)− a%φ(u, u)

)
≥ a(u, u)−

∣∣a(u, u)− a%φ(u, u)
∣∣

≥ a(u, u)−
(
γa(u, u) + ω%2‖u‖2

2

)
= (1− γ)a(u, u)− ω%2‖u‖2

2 .

By recalling (7.5), we thus have shown that the form a%φω := a%φ + ω%2 is coercive in the
sense of (7.3) with C1 = C2 = (1 − γ) min{ε0, 1}. This entails that the operator A%φω
associated with the form a%φω is sectorial of some angle θ0 ∈ (0, π/2). Therefore, −A%φω
generates a bounded analytic semigroup (e−tA%φω)t>0 on L2(Ω,C3) and additionally∥∥e−zA%φω∥∥

2→2
≤ 1 (7.6)
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for all z ∈ C \ {0} with | arg z| ≤ θ0. In view of [LSV02, Lemma 3.2], this yields for any
% ∈ R, φ ∈ E , and z ∈ C \ {0} with | arg z| ≤ θ0∥∥e−%φe−zA2e%φ

∥∥
2→2

≤ eω%
2 Re z (7.7)

and thus, by [Kun08, Lemma 3.4 and Remark 3.6], the operator A2 satisfies Davies-Gaffney
estimates of order 2. Additionally, we have for each % ∈ R, φ ∈ E , and t > 0∥∥A%φωe−tA%φω∥∥2→2

≤ 1
t sin θ0

.

This estimate follows easily from Cauchy’s formula and (7.6)∥∥A%φωe−tA%φω∥∥2→2
=
∥∥ 1
2πi

∫
|z−t|=t sin θ0

1
(z − t)2

e−zA%φω dz
∥∥

2→2

≤ 1
2π

2πt sin θ0
1

(t sin θ0)2
=

1
t sin θ0

.

The above argument is well-known and can be found e.g. in [Kun08, p. 2742].

Step 3: Our next task consists in verifying that Davies-Gaffney estimates of order 2
hold for the operator families {t1/2div e−tA2 : t > 0} and {t1/2rot e−tA2 : t > 0}.

For arbitrary f ∈ D(Ω,C3), % ∈ R, φ ∈ E , ω > ω0, and t > 0 define v(t) := e−tA%φωf .
Then v(t) belongs to D(A%φω) and, due to (7.5) and the estimates in Step 2, we obtain∥∥rot v(t)

∥∥2

2
+
∥∥div v(t)

∥∥2

2
≤ 1

min{ε0, 1}
a(v(t), v(t))

≤ 1
(1− γ) min{ε0, 1}

Re a%φω(v(t), v(t))

≤ 1
(1− γ) min{ε0, 1}

∣∣(A%φωv(t), v(t))L2(Ω,C3)

∣∣
≤ 1

(1− γ) min{ε0, 1}
‖A%φωv(t)‖2‖v(t)‖2

≤ 1
(1− γ) min{ε0, 1} sin θ0

t−1‖f‖2
2 .

As the space of test functions D(Ω,C3) is dense in L2(Ω,C3), we conclude that∥∥div e−tA%φ
∥∥

2→2
≤ 1√

(1− γ) min{ε0, 1} sin θ0
t−1/2eω%

2t

and ∥∥rot e−tA%φ
∥∥

2→2
≤ 1√

(1− γ) min{ε0, 1} sin θ0
t−1/2eω%

2t (7.8)

for all % ∈ R, φ ∈ E , ω > ω0, and t > 0.
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In order to obtain weighted norm estimates for t1/2rot e−tA2 , we have to interchange rot
and multiplication by e−%φ (see e.g. [Kun08, Corollary 3.2]). To this end, we represent
e−%φroth in terms of rot(e−%φh) and apply this representation to h := e−tA2e%φf . It holds

rot(e−%φh) = e−%φroth− %e−%φ∇φ× h

and thus

e−%φroth = rot(e−%φh) + %∇φ× (e−%φh) .

The L2-norm of the first term on the right-hand side can be estimated by (7.8), whereas
for the second term we use ‖∇φ‖∞ ≤

√
3, the elementary fact that |%| ≤ Cδt

−1/2eδ%
2t for

arbitrary δ > 0 and some constant Cδ > 0 depending only on δ, and (7.7)∥∥e−%φrot e−tA2e%φf
∥∥

2
=
∥∥e−%φroth

∥∥
2
≤
∥∥rot(e−%φh)

∥∥
2
+ |%| ‖∇φ‖∞‖e−%φh‖2

. t−1/2e(ω+δ)%2t‖f‖2

which yields ∥∥e−%φrot e−tA2e%φ
∥∥

2→2
. t−1/2e(ω+δ)%2t .

According to [Kun08, Lemma 3.4 and Remark 3.6], there are constants b, C > 0 such that
for all t > 0 and x, y ∈ Ω

∥∥1B(x,t1/2)t
1/2rot e−tA21B(y,t1/2)

∥∥
2→2

≤ C exp
(
−b |x− y|2

t

)
,

i.e. the family of operators {t1/2rot e−tA2 : t > 0} fulfills Davies-Gaffney estimates (DG2).
Similar arguments show that {t1/2div e−tA2 : t > 0} enjoys the same property.

Step 4: Let Ω0 be a bounded Lipschitz domain in R3. In view of Fact 7.2 and the
Sobolev embedding H1/2(Ω0,C3) ↪→ Lp

∗
(Ω0,C3) for p∗ := 3·2

3−1 = 3, we find a constant C
depending only on ∂Ω0 and diam(Ω0) such that for every u ∈ V (Ω0)

‖u‖L3(Ω0,C3) ≤ C
(
‖u‖L2(Ω0,C3) + ‖divu‖L2(Ω0,C) + ‖rotu‖L2(Ω0,C3)

)
. (7.9)

With the help of the rescaling procedure used in [MM09, p. 3145], we get for all w ∈ V (Ω0)

‖w‖L3(Ω0,C3) ≤ CR−1/2
(
‖w‖L2(Ω0,C3) +R ‖divw‖L2(Ω0,C) +R ‖rotw‖L2(Ω0,C3)

)
, (7.10)

where R := diam(Ω0) and the constant C depends exclusively on the Lipschitz character
of the domain Ω0.
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The Lipschitz character of the bounded Lipschitz domain Ω0 reflects the number of coor-
dinate systems needed to cover ∂Ω0 by cubes such that inside each cube Ω0 is the domain
above the graph of a Lipschitz function, the side lengths of these cubes, and the supremum
of the Lipschitz constants of the involved Lipschitz functions (see e.g. [AK04, p. 11]).

Step 5: The desired generalized Gaussian (2, 3)-estimates for A2 follow by combining
the Davies-Gaffney estimates from Step 2 and 3 together with the inequality (7.10). A
similar reasoning was applied in [MM09, Section 5].

Let t > 0, x, y ∈ Ω, and f ∈ D(Ω,C3) with supp f ⊆ B(y, t1/2) be arbitrary. We put
Ω0 := B(x, 2t1/2) ⊆ Ω and choose a cut-off function η ∈ D(Ω0,R) such that

0 ≤ η ≤ 1 , η = 1 on B(x, t1/2) , and ‖∇η‖∞ ≤ t−1/2 .

First, we remark that∥∥div(ηe−tA2f)
∥∥
L2(Ω0,C)

≤
∥∥η div(e−tA2f)

∥∥
L2(Ω0,C)

+
∥∥∇η · e−tA2f

∥∥
L2(Ω0,C)

.
∥∥div(e−tA2f)

∥∥
L2(Ω0,C)

+ t−1/2
∥∥e−tA2f

∥∥
L2(Ω0,C3)

and similarly∥∥rot(ηe−tA2f)
∥∥
L2(Ω0,C3)

.
∥∥rot(e−tA2f)

∥∥
L2(Ω0,C3)

+ t−1/2
∥∥e−tA2f

∥∥
L2(Ω0,C3)

.

Since ν · (ηe−tA2f)|∂Ω0 = 0 and the Lipschitz character of Ω0 is controlled by that of Ω, we
may use (7.10) and arrive at∥∥e−tA2f

∥∥
L3(B(x,t1/2),C3)

≤
∥∥ηe−tA2f

∥∥
L3(Ω0,C3)

. t−1/4
(∥∥ηe−tA2f

∥∥
L2(Ω0,C3)

+ t1/2
∥∥div(ηe−tA2f)

∥∥
L2(Ω0,C)

+

+ t1/2
∥∥rot(ηe−tA2f)

∥∥
L2(Ω0,C3)

)
. t−1/4

(
3
∥∥e−tA2f

∥∥
L2(Ω0,C3)

+ t1/2
∥∥div(e−tA2f)

∥∥
L2(Ω0,C)

+

+ t1/2
∥∥rot(e−tA2f)

∥∥
L2(Ω0,C3)

)
. t−1/4 exp

(
−b |x− y|2

t

)
‖f‖2 ,

where the implicit constants are independent of f, t, x, y. The last inequality is due to the
Davies-Gaffney estimates for (e−tA2)t>0, {t1/2div e−tA2 : t > 0}, and {t1/2rot e−tA2 : t > 0}.

In other words, we have checked that there are constants b, C > 0 such that for all t > 0
and all x, y ∈ Ω∥∥1B(x,t1/2)e

−tA21B(y,t1/2)

∥∥
2→3

≤ Ct−
3
2
( 1
2
− 1

3
) exp

(
−b |x− y|2

t

)
. (7.11)

This ends the proof.
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As noted at the beginning of this section, V (Ω) enjoys better embedding properties when
Ω is convex or its boundary is of class C1,1. In these cases the space V (Ω) is continuously
embedded into H1(Ω,C3) which in turn is continuously embedded into L6(Ω,C3). Hence,
in this situation one can take the L6(Ω,C3)-norm on the left-hand side of (7.9). Observe
that this automatically gives the desired exponent of t in (7.11) (cp. e.g. [Kun08, proof of
Theorem 3.1]) and thus in Step 4 rescaling would not be needed. All in all, the following
statement holds.

Corollary 7.4. In the situation of Theorem 7.3 suppose additionally that the domain Ω is
convex or has a C1,1-boundary. Then the operator A2 associated with the form a satisfies
generalized Gaussian (6/5, 6)-estimates.

Since A2 satisfies generalized Gaussian (p0, p
′
0)-estimates for some p0 ∈ [1, 3/2], the semi-

group generated by −A2 can be extended to a bounded analytic semigroup on Lp(Ω,C3) for
every p ∈ [p0, p

′
0] with p 6= ∞ (this can be seen as in the scalar-valued case which is proven

in [Blu07, Theorem 1.1]). For the rest of this section, we denote by −Ap its generator.

In order to introduce the Maxwell operator, we first recall some basic facts concerning
the Helmholtz decomposition in Lp(Ω,C3) which is loosely described as follows: Any vector
field v ∈ Lp(Ω,C3) can be splitted into the sum of a divergence-free and rotation-free
component. As we will see later, the range of p’s for which such a decomposition holds is
related to the regularity of the boundary ∂Ω of the bounded Lipschitz domain Ω.

For p ∈ (1,∞) we introduce the space of divergence-free functions

Lpσ(Ω) :=
{
v ∈ Lp(Ω,C3) : div v = 0, ν · v|∂Ω = 0

}
and the space of gradients

Gp(Ω) :=
{
∇g : g ∈W 1

p (Ω,C)
}
.

Then both are closed subspaces of Lp(Ω,C3). In the case p = 2 the corresponding orthogonal
projection from L2(Ω,C3) onto L2

σ(Ω) is called Helmholtz projection, denoted by P2. The
properties of this mapping are very well-known. An overview on P2 can be found e.g. in
[Soh01, Section II.2.5].

E. Fabes, O. Mendez, and M. Mitrea established a Helmholtz decomposition in Lp(Ω,C3)
([FMM98, Theorems 11.1 and 12.2]) which reads as follows.

Fact 7.5. For every bounded Lipschitz domain Ω in R3 there exists ε > 0 such that P2

extends to a bounded linear operator Pp from Lp(Ω,C3) onto Lpσ(Ω) for all p ∈ (3/2−ε, 3+ε).
In this range, one has an Lp-Helmholtz decomposition

Lp(Ω,C3) = Lpσ(Ω)⊕Gp(Ω) (7.12)

as a topological direct sum. The operator Pp is then called Lp-Helmholtz projection.
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In the class of bounded Lipschitz domains, this result is sharp in the sense that for any
p /∈ [3/2, 3] there exists a bounded Lipschitz domain Ω ⊆ R3 for which the Lp-Helmholtz
decomposition (7.12) fails.

If, however, Ω has a regular boundary ∂Ω ∈ C1, then the result is true for all p ∈ (1,∞).

For convenience, we introduce the following abbreviation.

Notation 7.6. We denote by IΩ the largest interval on the real line such that for each
p ∈ IΩ the semigroup (e−tA2)t>0 extends to a bounded analytic semigroup on Lp(Ω,C3)
and that there exists an Lp-Helmholtz decomposition.

In view of the foregoing statements, the length of IΩ is deeply connected to the regularity
properties of the boundary ∂Ω and the interval [3/2, 3] is always contained in IΩ.

As we will immediately see, the operators A2 and P2 are commuting. This relies on the
fact that P2 leaves the domain V (Ω) of the form a invariant which is essentially due to
the boundary condition of V (Ω). We remark that this property stands in contrast to the
situation of the presence of Dirichlet boundary conditions (ν · v|∂Ω = 0 and ν × v|∂Ω = 0).
The latter is implicitly mentioned in [CF88, Chapter 4].

Lemma 7.7. For any p ∈ IΩ, the operator Ap and the Helmholtz projection Pp are com-
muting, i.e. Pp(D(Ap)) is contained in D(Ap) and it holds for all u ∈ D(Ap)

PpApu = ApPpu .

Proof. At first, we treat the case p = 2. The statement for arbitrary p ∈ IΩ then follows
by density and consistency.

We claim that P2 : V (Ω) → V (Ω). Indeed, let u ∈ V (Ω). By definition of P2, it is evident
that div(P2u) = 0 as well as ν · (P2u)|∂Ω = 0. In order to check rot(P2u) ∈ L2(Ω,C3), we
write P2u = u−∇g for some g ∈ W 1

2 (Ω,C) and note that it suffices to show rot(∇g) = 0.
This can be easily verified via the distributional definitions of rot and ∇ which transfer
the assertion on test functions, but the validity of div(rotϕ) = 0 for each ϕ ∈ D(Ω,C3) is
well-known. In particular, we have just computed rot(P2u) = rotu for every u ∈ V (Ω).

Now consider u ∈ D(A2). We get for each v ∈ V (Ω)

(P2A2u, v)L2(Ω,C3) = (A2u,P2v)L2(Ω,C3) = a(u,P2v) = a(P2u, v) ,

where the last equality is obtained with the help of rot(P2u) = rotu. This means that
P2u ∈ D(A2) and P2A2u = A2P2u.

Let p ∈ IΩ. Observe that Ap and Pp are commuting if and only if resolvents of Ap
commute with Pp on Lp(Ω,C3).
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Hence, we have Pp(λ+Ap)−1 = (λ+Ap)−1Pp on Lp(Ω,C3)∩L2(Ω,C3) for any λ ∈ C with
Reλ > 0. Notice that −A2 as well as −Ap are generators of bounded analytic semigroups
and thus their resolvent sets include the right-half complex plane and, moreover, their
resolvents are consistent. By the density of Lp(Ω,C3) ∩ L2(Ω,C3) in Lp(Ω,C3) and by the
boundedness of resolvent operators, the equality Pp(λ+ Ap)−1 = (λ+ Ap)−1Pp extends to
Lp(Ω,C3). This gives the lemma.

Now we are prepared to introduce the Maxwell operator.

Definition 7.8. For p ∈ IΩ we define the Maxwell operator Mp on Lpσ(Ω) by setting

D(Mp) := PpD(Ap) = D(Ap) ∩ Lpσ(Ω) ,

Mpu := Apu for u ∈ D(Mp) .

Since Ap and Pp are commuting, one obtains, by representing e−tAp in terms of resolvents
of Ap (cp. (7.19) below), that Ppe−tAp = e−tApPp on Lp(Ω,C3) for every t > 0. Further, it
is obvious that PpAp = MpPp on D(Ap) which entails that Ppe−tAp = e−tMpPp on Lp(Ω,C3)
(cp. [MM09, Theorem 7.4]).

Observe that the assertion of Theorem 6.4 remains valid in the current vector-valued
situation. Indeed, its proof extends without problems to this case just by replacing the
modulus by the Euclidean norm. We mention that in the vector-valued setting the Calderón-
Zygmund decomposition also holds. SinceA2 satisfies generalized Gaussian (3/2, 3)-estimates
(cf. Theorem 7.3), Theorem 6.4 a) yields the following result.

Theorem 7.9. Let p ∈ (3/2, 3). Suppose that s > 4 |1/p − 1/2| and 1/q < |1/p − 1/2|.
Then, for every bounded Borel function F : [0,∞) → C with supn∈Z ‖ωF (2n·)‖Hs

q
<∞, the

operator F (A2) is bounded on Lp(Ω,C3) and there exists a constant C > 0 such that

‖F (A2)‖p→p ≤ C
(
sup
n∈Z

‖ωF (2n·)‖Hs
q

+ |F (0)|
)
.

As Ap and Pp are commuting, the functional calculus for A2 on Lp(Ω,C3) and the Helm-
holtz projection Pp are commuting as well. Hence, we deduce a spectral multiplier theorem
for the Maxwell operator by restricting F (A2) to the space of divergence-free functions.

Theorem 7.10. Let p ∈ (3/2, 3). Suppose that s > 4 |1/p − 1/2| and 1/q < |1/p − 1/2|.
Then, for every bounded Borel function F : [0,∞) → C with supn∈Z ‖ωF (2n·)‖Hs

q
<∞, the

operator F (M2) is bounded on Lpσ(Ω) and there exists a constant C > 0 such that

‖F (M2)‖Lpσ(Ω)→Lpσ(Ω) ≤ C
(
sup
n∈Z

‖ωF (2n·)‖Hs
q

+ |F (0)|
)
.
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7.2 Stokes operator

Finally, we remark that the situation on the full space Ω = R3 is more comfortable since
no boundary terms occur. In particular, the form a is better suited concerning partial
integration. Note that the range of values p ∈ [1, 2) for which our method gives generalized
Gaussian (p, p′)-estimates then depends only on the regularity of the coefficient matrix ε(·).
In the case of smooth coefficients one can even prove classical Gaussian estimates.

7.2 Stokes operator

In this section we show a spectral multiplier theorem for the Stokes operator with Hodge
boundary conditions. Our argument is based on certain off-diagonal estimates for the
resolvents of the Hodge-Laplacian which were recently established by M. Mitrea and S.
Monniaux ([MM09]). At first, we recall the definition of the Hodge-Laplacian B which is
the operator associated with the densely defined, sesquilinear, symmetric form

b(u, v) :=
∫

Ω
rotu · rot v dx+

∫
Ω

divu div v dx (u, v ∈ V (Ω)),

where Ω ⊆ R3 is a bounded Lipschitz domain and V (Ω) denotes the function space as
introduced in (7.1). Then B is self-adjoint, invertible, and −B generates an analytic semi-
group on L2(Ω,C3). According to [MM09, (3.17) and (3.18)], the Hodge-Laplacian B can
be characterized by

D(B) =
{
u ∈ V (Ω) : rotu ∈ H(rot,Ω), divu ∈ H1(Ω,C), ν × rotu|∂Ω = 0

}
,

Bu = −∆u for u ∈ D(B) .

M. Mitrea and S. Monniaux ([MM09, Lemma 3.7]) observed that the Hodge-Laplacian B

and the Helmholtz projection P2 are commuting.

Definition 7.11. The Stokes operator A with Hodge boundary conditions on L2
σ(Ω) is

defined via A := P2B with the domain D(A) := P2D(B).

Starting from norm estimates of annular type on Lp(Ω,C3) with p = 2 for resolvents
of the Hodge-Laplacian B, M. Mitrea and S. Monniaux developed an iterative bootstrap
argument ([MM09, Lemma 5.1]) that allows to incrementally increase the value of p to
p∗ := 3

2 p, which is caused by Sobolev embedding, as long as p < qΩ, where qΩ denotes the
critical index for the well-posedness of the Poisson type problem for the Hodge-Laplacian
([MM09, (1.9)]). In the present situation of a bounded Lipschitz domain Ω ⊆ R3, it is
known that qΩ > 3 (cf. [Mit04]). M. Mitrea and S. Monniaux ([MM09, Section 6]) showed
that for any θ ∈ (0, π) there exist q ∈ (3,∞] and constants b, C > 0 such that for all j ∈ N,
x ∈ Ω, and λ ∈ C \ {0} with | arg λ| < π − θ∥∥1B(x,|λ|−1/2)λ(λ+B)−1

1B(x,2j+1|λ|−1/2)\B(x,2j−1|λ|−1/2)

∥∥
2→q

≤ C |λ|
3
2
( 1
2
− 1
q
)
e−b 2j . (7.13)
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As we shall see, in the Euclidean setting the validity of those estimates for the resolvents
ensures generalized Gaussian estimates for the semigroup operators.

Since an analytic semigroup (e−tL)t>0 and resolvents of its generator −L are intimately
related via integral representations, one obtains a nearly equivalent formulation of gen-
eralized Gaussian estimates if one replaces in the two-ball estimate (2.5) the semigroup
operators with resolvent operators of the form λ(λ+L)−1 for λ ∈ ρ(−L). To be precise, the
transfer from semigroup operators to resolvent operators and vice versa reads as follows.

Lemma 7.12. Let Ω ⊆ RD be a Borel set and L be a non-negative, self-adjoint operator
on L2(Ω). Assume that 1 ≤ p ≤ 2 ≤ q ≤ ∞ and m ≥ 2 with D/m(1/p− 1/q) < 1.

a) Fix θ ∈ (0, π/2) and suppose that there exist constants b, C > 0 such that for all
x, y ∈ Ω and all λ ∈ C \ {0} with | arg λ| < π − θ∥∥1B(x,|λ|−1/m)λ(λ+ L)−1

1B(y,|λ|−1/m)

∥∥
p→q

≤ C |λ|
D
m

( 1
p
− 1
q
)
e−b |λ|

1/m|x−y| . (7.14)

Then there are constants b′, C ′ > 0 such that the semigroup operators satisfy

∥∥1B(x,t1/m)e
−tL

1B(y,t1/m)

∥∥
p→q

≤ C ′ t
−D
m

( 1
p
− 1
q
) exp

(
−b′
(
|x− y|
t1/m

) m
m−1

)
(7.15)

for any t > 0 and any x, y ∈ Ω.

b) Suppose that there exist constants b, C > 0 such that for all t > 0 and all x, y ∈ Ω

∥∥1B(x,t1/m)e
−tL

1B(y,t1/m)

∥∥
p→q

≤ C t
−D
m

( 1
p
− 1
q
) exp

(
−b
(
|x− y|
t1/m

) m
m−1

)
. (7.16)

Then for any θ ∈ (0, π/2) there are constants b′, C ′ > 0 such that for all x, y ∈ Ω and
all λ ∈ C \ {0} with | arg λ| < θ∥∥1B(x,|λ|−1/m)λ(λ+ L)−1

1B(y,|λ|−1/m)

∥∥
p→q

≤ C ′ |λ|
D
m

( 1
p
− 1
q
)
e−b

′ |λ|1/m|x−y| .

Proof. As noted in [BK03, pp. 934-935] (see also remark on p. 26), one can assume that
Ω = RD. Otherwise, instead of an operator T : Lp(Ω) → Lq(Ω), one considers the extended
operator T̃ : Lp(RD) → Lq(RD) defined by

T̃ u(x) :=
{
T (1Ωu)(x) for x ∈ Ω

0 for x /∈ Ω
(u ∈ Lp(RD), x ∈ RD).

Then it is straightforward to check that ‖T̃‖Lp(RD)→Lq(RD) = ‖T‖Lp(Ω)→Lq(Ω). In the fol-
lowing, we will shortly write ‖ · ‖p→q for the norm ‖ · ‖Lp(RD)→Lq(RD).
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7.2 Stokes operator

For the proof of part a), fix t > 0 and x, y ∈ RD. In order to verify (7.15), we use weighted
norm estimates for the resolvent operators similar to those of Davies’ perturbation method
presented in the previous section and an integral representation for the semigroup operators
based on the Cauchy formula.

Put h(τ) := βτ for some constant β > 0. Then one gets for the Legendre transform
h# : R → [−h(0),∞] of h

h#(σ) := sup
τ≥0

στ − h(τ) = sup
τ≥0

(σ − β)τ =
{

0 for σ ≤ β ,

∞ for σ > β .
(7.17)

As before, E denotes the space of all real-valued functions φ ∈ C∞
c (RD) with ‖∂jφ‖∞ ≤ 1

for any j ∈ {1, 2, . . . , D}. Then dE(x, y) := sup{φ(x) − φ(y) : φ ∈ E} defines a metric
on RD which is actually equivalent to the Euclidean distance (see e.g. [Dav95, Lemma 4]).
Therefore, [BK05, Theorem 1.2] is applicable and gives that (7.14) is equivalent to

∥∥e−%φv 1
p
− 1
q

|λ|−1/mλ(λ+ L)−1e%φ
∥∥
p→q

. eh
#(%|λ|−1/m) ,

where v|λ|−1/m(x) := |B(x, |λ|−1/m)| ∼= |λ|−
D
m , and consequently

∥∥e−%φλ(λ+ L)−1e%φ
∥∥
p→q

. |λ|
D
m

( 1
p
− 1
q
)
eh

#(%|λ|−1/m)

for any λ ∈ C \ {0} with | arg λ| < π − θ, % ≥ 0, and any φ ∈ E . By exploiting (7.17), we
have for any λ ∈ C \ {0} with | arg λ| < π − θ, 0 ≤ % ≤ β|λ|1/m, and φ ∈ E∥∥e−%φλ(λ+ L)−1e%φ

∥∥
p→q

. |λ|
D
m

( 1
p
− 1
q
)
. (7.18)

Based on the Cauchy integral formula, one can represent the semigroup operator e−tL in
terms of resolvent operators (see e.g. [EN00, pp. 96 ff.])

e−tL =
1

2πi

∫
Γ
etλ(λ+ L)−1 dλ , (7.19)

where Γ is, as usual, a piecewise smooth curve in Σπ−θ going from ∞e−i(π−θ
′) to ∞ei(π−θ

′)

for some θ′ ∈ (θ, π/2). Put η := 1
2(π − θ + π

2 ) = 3
4π −

θ
2 and ω% := | sin η|−1 β−m%m for

% ≥ 0 with β being the constant in the definition of the function h. We consider shifted
versions of e−tL and shall establish a bound on ‖e−%φe−ω%te−tLe%φ‖p→q for any % ≥ 0 and
φ ∈ E by using the above integral representation for e−tL with the counterclockwise oriented
integration path Γ = Γt−1,η + ω%, where

Γt−1,η := −(−∞,−t−1]e−iη ∪ t−1ei[−η,η] ∪ [t−1,∞)eiη .
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It holds for each % ≥ 0 and φ ∈ E

∥∥e−%φe−ω%te−tLe%φ∥∥
p→q

≤
∫

Γt−1,η+ω%

et(Reλ−ω%)
∥∥e−%φ(λ+ L)−1e%φ

∥∥
p→q

|dλ|

=
∫

Γt−1,η

etRe ζ

|ζ + ω%|
∥∥e−%φ(ζ + ω%)(ζ + ω% + L)−1e%φ

∥∥
p→q

|dζ| .

For every ζ ∈ Γt−1,η we can bound the operator norm with the help of (7.18) when the con-
dition % ≤ β |ζ+ω%|1/m is valid. A simple geometric argument gives that |ζ+ω%| ≥ | sin η|ω%
and thus (7.18) surely applies for % ≤ β | sin η|1/m ω1/m

% . But, due to the definition of ω%,
this requirement imposes no restrictions on %. Therefore, we can continue our estimation
by applying (7.18) and the elementary fact |ζ + ω%| ∼= |ζ|+ ω% (cf. e.g. [MM09, (5.2)])

.
∫

Γt−1,η

etRe ζ

|ζ|+ ω%
(|ζ|+ ω%)

D
m

( 1
p
− 1
q
) |dζ| ≤

∫
Γt−1,η

etRe ζ |ζ|
D
m

( 1
p
− 1
q
)−1 |dζ| .

Here, we made use of the condition D/m(1/p − 1/q) < 1. Next, we estimate the integral
on each of the three segments of the integration path Γt−1,η separately. We begin with a
bound for the integral on the half ray [t−1,∞)eiη∫

[t−1,∞)eiη
etRe ζ |ζ|

D
m

( 1
p
− 1
q
)−1 |dζ| =

∫ ∞

t−1

etu cos η u
D
m

( 1
p
− 1
q
)−1

du

= t
−D
m

( 1
p
− 1
q
)
∫ ∞

1
ev cos η v

D
m

( 1
p
− 1
q
)−1

dv . t
−D
m

( 1
p
− 1
q
)
,

where the last step is due to cos η < 0. The integral on the half ray −(−∞,−t−1]e−iη can
be treated in the same manner. A bound for the remaining integral over the circular arc
t−1ei[−η,η] is obtained by using the canonical parametrization ζ(α) = t−1eiα for α ∈ [−η, η]∫

t−1ei[−η,η]
etRe ζ |ζ|

D
m

( 1
p
− 1
q
)−1 |dζ| = t

−D
m

( 1
p
− 1
q
)
∫ η

−η
ecosα dα . t

−D
m

( 1
p
− 1
q
)
.

Putting things together, we have shown that for all % ≥ 0, φ ∈ E , and t > 0∥∥e−%φe−ω%te−tLe%φ∥∥
p→q

. t
−D
m

( 1
p
− 1
q
)

and after recalling ω% = | sin η|−1 β−m%m∥∥e−%φe−tLe%φ∥∥
p→q

. t
−D
m

( 1
p
− 1
q
)
e| sin η|

−1 β−m%mt .

By [Kun08, Lemma 3.4 and Remark 3.6], this entails the desired two-ball estimate (7.15).
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7.2 Stokes operator

The proof of part b) is similar to that of part a). It will be achieved by showing the
equivalent statement (cf. [BK05, Theorem 1.2])∥∥e−%φλ(λ+ L)−1e%φ

∥∥
p→q

. |λ|
D
m

( 1
p
− 1
q
)
eh

#(%|λ|−1/m)

for all % ≥ 0, φ ∈ E , and all λ ∈ C \ {0} with | arg λ| < θ, where h# is given via (7.17) and
θ ∈ (0, π/2) is a fixed number.

According to [BK05, Theorem 1.2], the assumption (7.16) can be equivalently written as∥∥e−%φe−tLe%φ∥∥
p→q

. t
−D
m

( 1
p
− 1
q
)
eg

#(%t1/m)

for any % ≥ 0, φ ∈ E , and t > 0, where g(τ) := γτm/(m−1) for some constant γ > 0. The
Legendre transform of g is given by g#(σ) = δσm with δ := (m− 1)m−1/(γm−1mm).

Let λ ∈ C \ {0} with | arg λ| < θ. Since the resolvent (λ+ L)−1 is the Laplace transform
of the semigroup (e−tL)t>0

(λ+ L)−1 =
∫ ∞

0
e−λte−tL dt ,

one gets for any % ≥ 0 and φ ∈ E∥∥e−%φλ(λ+ L)−1e%φ
∥∥
p→q

≤
∫ ∞

0
e−tReλ |λ|

∥∥e−%φe−tLe%φ∥∥
p→q

dt

.
∫ ∞

0
e−tReλ |λ| t−

D
m

( 1
p
− 1
q
)
eδ%

mt dt

= |λ|
D
m

( 1
p
− 1
q
)
∫ ∞

0
s
−D
m

( 1
p
− 1
q
)
e
−(Reλ

|λ| −
δ
|λ|%

m)s
ds .

We split the integral at s = 1. Due to D/m(1/p−1/q) < 1, the integral from 0 to 1 is finite.
The integral over the interval (1,∞) converges for % < (Reλ

|λ|δ )1/m|λ|1/m ≤ δ−1/m|λ|1/m,

whereas it diverges for % ≥ δ−1/m|λ|1/m. Hence, the integral is bounded by a constant
times exp(h#(%|λ|−1/m)). This completes the proof.

In view of (7.13) and Fact 2.4, Lemma 7.12 ensures the validity of generalized Gaussian
(2, q)-estimates for the Hodge-Laplacian for some q ∈ (3,∞]. Similar as in the previous
section, Theorem 6.4 a) entails the boundedness of spectral multipliers at first for the
Hodge-Laplacian and then, by restriction, for the Stokes operator A with Hodge boundary
conditions. This leads to the following statement.

Theorem 7.13. Assume that (7.13) holds for some q ∈ (3,∞] and that there is an Lq-
Helmholtz decomposition. Fix p ∈ (q′, q) and take s > 4 |1/p− 1/2| and 1/r < |1/p− 1/2|.
Then, for every bounded Borel function F : [0,∞) → C with supn∈Z ‖ωF (2n·)‖Hs

r
<∞, the

operator F (A) is bounded on Lpσ(Ω) and there exists a constant C > 0 such that

‖F (A)‖Lpσ(Ω)→Lpσ(Ω) ≤ C
(
sup
n∈Z

‖ωF (2n·)‖Hs
r

+ |F (0)|
)
.
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7.3 Lamé operator

Recently, M. Mitrea and S. Monniaux ([MM10]) studied the properties of the Lamé oper-
ator which appears in the linearization of the compressible Navier-Stokes equations. They
showed analyticity of the semigroup generated by the Lamé operator and maximal regular-
ity for the time-dependent Lamé system equipped with homogeneous Dirichlet boundary
conditions. Their approach is essentially based on off-diagonal estimates for the resolvents
of the Lamé operator and, according to Lemma 7.12, the latter are basically equivalent to
generalized Gaussian estimates. Hence, the results given in the previous chapters are also
applicable to the Lamé operator.

At first, we describe the setting of [MM10]. Although our results apply in the general
framework of [MM10] as well, we will restrict ourselves to the three-dimensional case. This
restriction serves only to introduce less notation. Furthermore, we consider complex-valued
functions.

Let Ω be a bounded, open subset of R3 such that the interior ball condition holds, i.e.
there exists a positive constant c such that for all x ∈ Ω and all r ∈ (0, 1

2 diam(Ω))

|B(x, r)| ≥ cr3 .

This condition ensures that Ω becomes a space of homogeneous type when Ω is equipped
with the three-dimensional Lebesgue measure and the Euclidean distance. For example,
any bounded Lipschitz domain in R3 or domains satisfying an interior corkscrew condition
(see e.g. [JK82, p. 93]) enjoy the interior ball condition.

Fix η, η′ ∈ R with η > 0 and η + η′ > 0. We consider the sesquilinear form c defined by

c(u, v) := η

∫
Ω

rotu · rot v dx+ (η + η′)
∫

Ω
divu div v dx

for u, v ∈ H1
0 (Ω,C3), where H1

0 (Ω,C3) denotes the closure of the test function space
D(Ω,C3) with respect to the norm of the Sobolev space H1(Ω,C3). Then it is easy to
see that the form c is closed, continuous, symmetric, and coercive. Therefore, the opera-
tor L associated with the form c on L2(Ω,C3) is self-adjoint and −L generates a bounded
analytic semigroup on L2(Ω,C3). In [MM10, Section 1.1] it is checked that L is given by

D(L) =
{
u ∈ H1

0 (Ω,C3) : η∆u+ η′∇divu ∈ L2(Ω,C3)
}
,

Lu = −η∆u− η′∇divu for u ∈ D(L) .

The operator L is called Lamé operator with Dirichlet boundary conditions.
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7.3 Lamé operator

In [MM10, Section 2] M. Mitrea and S. Monniaux adapt their approach of [MM09] to
the Lamé operator L and establish the following statement: For any fixed angle θ ∈ (0, π)
one finds q ∈ (2,∞] and constants b, C > 0 such that for all j ∈ N, x ∈ Ω, and λ ∈ C \ {0}
with | arg λ| < π − θ∥∥1B(x,|λ|−1/2)λ(λ+ L)−1

1B(x,2j+1|λ|−1/2)\B(x,2j−1|λ|−1/2)

∥∥
2→q

≤ C |λ|
3
2
( 1
2
− 1
q
)
e−b 2j . (7.20)

Since this guarantees the validity of (7.14), Lemma 7.12 yields generalized Gaussian (2, q)-
estimates for the Lamé operator L.

As remarked in [MM10, Remark 1.5], the estimate (7.20) is always valid for q = 6 which
is caused by the Sobolev embedding H1(Ω,C3) ↪→ L6(Ω,C3). If the Poisson problem
for the Lamé operator (cf. [MM10, (1.15)]) is well-posed in L6(Ω,C3), then, according to
[MM10, Lemma 2.2], (7.20) also holds for q∗ = ∞. It turns out that the largest value
q0 ∈ (2,∞], for which the iterative method of M. Mitrea and S. Monniaux delivers (7.20)
and thus generalized Gaussian estimates for L, depends on the well-posedness of the Poisson
problem for the Lamé operator and this is deeply connected to the regularity properties of
the boundary ∂Ω. Only for certain domains Ω the exact characterization of q0 is known.
We refer to [MM10, Theorem 4.1] for a discussion of this topic and only mention that, if
Ω is a bounded Lipschitz domain in R3, then one can even prove (7.20) for q = ∞ (cf.
[MM10, Remark 1.6]), i.e. L actually satisfies classical Gaussian estimates. However, in
general, (7.20) with q = ∞ does not hold.

All in all, we have seen that the Lamé operator L fulfills generalized Gaussian (q′0, q0)-
estimates for some q0 ∈ [6,∞]. Therefore, Theorem 6.4 a) applies for L and gives the
following result.

Theorem 7.14. Fix p ∈ (q′0, q0). Suppose that s > 4 |1/p − 1/2| and 1/r < |1/p − 1/2|.
Then, for every bounded Borel function F : [0,∞) → C with supn∈Z ‖ωF (2n·)‖Hs

r
<∞, the

operator F (L) is bounded on Lp(Ω,C3) and there exists a constant C > 0 such that

‖F (L)‖p→p ≤ C
(
sup
n∈Z

‖ωF (2n·)‖Hs
r

+ |F (0)|
)
.

In particular, the Lamé operator L admits a bounded holomorphic functional calculus
on Lp(Ω,C3) for every p ∈ (q′0, q0). Even this result is new.

Additionally, for any p ∈ [q′0, q0] with p 6= ∞, the semigroup generated by (minus) the
Lamé operator extends to a bounded analytic semigroup on Lp(Ω,C3). Due to [BK05,
Corollary 1.5], the spectrum of its generator on Lp(Ω,C3) is independent of p.
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[GR85] J. Garćıa-Cuerva and J.L. Rubio de Francia: Weighted norm inequalities and
related topics. North-Holland Mathematics Studies 116, 1985.

[GR86] V. Girault and P. Raviart: Finite element methods for Navier-Stokes equations:
theory and algorithms. Springer, 1986.

[Gra09] L. Grafakos: Modern Fourier analysis. 2nd edition, Graduate Texts in Mathe-
matics 250, Springer, 2009.

[Har15] G.H. Hardy: The mean value of the modulus of an analytic function. Lond. M.
S. Proc. (2) 14, 269-277, 1915.

[Heb95] W. Hebisch: Functional calculus for slowly decaying kernels. Preprint, 1995.

[HLMMY08] S. Hofmann, G.Z. Lu, D. Mitrea, M. Mitrea, and L.X. Yan: Hardy spaces
associated to non-negative self-adjoint operators satisfying Davies-Gaffney esti-
mates. Preprint, 2008.

[HM03] S. Hofmann and J.M. Martell: Lp bounds for Riesz transforms and square roots
associated to second order elliptic operators. Publ. Mat. 47, No. 2, 497-515, 2003.

[HM09] S. Hofmann and S. Mayboroda: Hardy and BMO spaces associated to divergence
form elliptic operators. Math. Ann. 344, No. 1, 37-116, 2009.

[HMM10] S. Hofmann, S. Mayboroda, and A. McIntosh: Second order elliptic operators
with complex bounded measurable coefficients in Lp, Sobolev and Hardy spaces.
Preprint, 2010.
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