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Introduction

1.1 Motivation

In 2005, PHILIPS RESEARCH in Hamburg, Sector Medical Imaging Systems,
introduced a new imaging technique, Magnetic Particle Imaging (MPI). MPI
promises fast acquisition of high resolution images in both time and space of in-
ternal body functions. Therefore, exhibited magnetic nano-particles are excited
by oscillating magnetic fields. The magnetization of these particles provides the
imaging information.
The effect of time-varying magnetic fields on the human body between 1 kHz and
100 kHz are yet poorly investigated. The new imaging technique Magnetic Particle
Imaging uses magnetic fields of about 25 kHz. The development of a new medical
imaging system is complex and costly. Hence the developers need to know about
unwanted side-effects before the first human is exposed to the generated fields.
From electromagnetic field theory, it is known that time-varying magnetic fields
induce rotating electric fields. Depending on the tissue’s conductivity, an electric
current is induced that might be able to stimulate peripheral nerves and muscles, or
— even worse — the heart. Stimulating the heart, in part or as a whole, may lead
to life-threatening events of fibrillation. Stimulation of peripheral muscles may be
tolerable considering the profit of high resolution images promised by Magnetic
Particle Imaging, if certain thresholds are not exceeded.
It is also known, that electric stimulation requires higher field amplitudes when the
field frequency increases. The ability of excitation finally stops, but the “cut-off”-
frequency is not known yet. Furthermore, the field power is turned into heating
power. Hence, the energy deposit might lead to local or global body warming. In
order to assure safety for the patients undergoing MPI diagnosis, the biological
effects of the applied magnetic fields are so far ambiguous and need to be investi-
gated.
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1.2 State of the Art

Thanks to the development of Magnetic Resonance Imaging (MRI), algorithms for
tissue segmentation and classification, the number of computer models for simu-
lations of healthy and pathologic scenarios is growing. Powerful computer hard-
and software allow complex simulations of field distributions.
Furthermore, with the advancement of MRI, communications technologies, can-
cer treatment by localized heat generation and magneto-stimulation therapies, the
need for understanding the effects of electromagnetic fields on biological tissue is
continuously growing. Studies of electromagnetic compatibility of high frequency
electromagnetic fields have been carried out extensively during the last decades.
Numerical simulations present a powerful means for investigation of field distri-
butions in numerous applications.
Several numerical studies have been carried out regarding the effects of MRI gra-
dient coil switching [1–4]. The reliable results of numerical simulation also give
hope, that people with implants may undergo MRI diagnosis [5].
In 1998, the group of P. J. DIMBYLOW presented induced current densities from
low-frequency magnetic fields in a 2 mm resolution model of the body [6]. He
applied the scalar potential finite difference (SPFD) method for field calculations
up to 10 MHz. This is so far the only publication found that deals with numerical
studies of low frequency magnetic fields affecting the body as a whole.

1.3 Aim of this Work

This work was a subproject of the joint research project MAGIC, that had origi-
nally been conducted by the German Federal Ministry of Education and Research
(BMBF), initiated by PHILIPS RESEARCH. In this work, the field distributions
resulting from exposure to MPI field generating coils were to be quantified and
evaluated with respect to stimulating and heating effects in humans. In order to
estimate the behavior of excitable tissue over frequency, the frequency range up
to 100 kHz was covered in the studies. A human body model was employed for
numerical calculations using the Finite Element Method. The behavior of cellular
structures was also investigated by means of numerical simulations. Finally, sim-
ulated results were compared with results of a magnetic stimulation experiment.
During the time this thesis was established, the development of Magnetic Particle
Imaging continuously progressed. The field parameters that will be used in this
project are the state of research of 2010.



1.4. STRUCTURE OF THE THESIS 5

1.4 Structure of the Thesis

This thesis is made up of three parts: The first part comprises the first and second
chapters which introduce the reader to the topic and present the most important
background knowledge underlying to this project. These cover the principle con-
cepts of Magnetic Particle Imaging, including some details about scanner hard-
ware and image reconstruction. A brief look into electromagnetic field theory is
given in Section 2.2, where the basic physics of time-varying magnetic fields are
dealt with. The Finite Element Method, which is used for field calculations in
this thesis, is briefly explained there, too. The following section explains electric
mechanisms of the cell membrane of excitable tissue with an introduction to elec-
trophysiological modeling. Section 2.4 deals with the known effects of magnetic
fields on biological tissue and how they can be modeled mathematically. The chap-
ter closes with considerations and previous work upon stimulation thresholds and
derived guidelines for limiting exposure to time-varying fields.
Part II comprises three chapters that describe the motivation, methods and results
of the three core topics that have been processed in this thesis. The first one, han-
dled in Chapter 3, deals mainly with electro-magnetic and thermal simulations on
a human torso model exposed to a set of field generating coils. Furthermore, the
measurement and simulation of temperature increase in an MPI laboratory scanner
is described that was carried out for evaluation of human body thermal simulation
results. The effect of induced current densities on the transmembrane voltages of
excitable tissues is investigated in Chapter 4. Finally, a stimulation experiment is
presented in Chapter 5. The aim of the experiment was the determination of stim-
ulation thresholds for magnetic stimulation by means of a small figure-of-eight
coil. The complete process of hardware configuration, experiment procedure and
results are explained and visualized.
A summary, final discussion and conclusions are given in Part 3. An approach has
been made to relate the different projects to each other and to evaluate consistency
with former findings.
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Fundamentals

In this chapter, some essentials will be provided about underlying technical and
physiological backgrounds. It starts with a short introduction to Magnetic Particle
Imaging, its basic principle and image acquisition theory. Second, a brief look into
electromagnetic field theory is given, which is focused on the kHz range which
this whole work is about. This section contains one approach of Finite Element
Method, which presents a common method for numerical solution of partial dif-
ferential equations. The following section deals with cellular electrophysiology
of excitable tissues and how the cell membrane’s functionality can be modeled
mathematically. After having described some field theory and basic electrophys-
iological processes of cell excitation, effects of time-varying magnetic fields on
biological tissue are explained with focus on magnetic stimulation and thermal
heating. Finally, a brief overview is given of findings upon stimulation behavior of
excitable cells which influenced the design of guidelines for limiting exposure to
time-varying electric and magnetic fields.

2.1 Magnetic Particle Imaging

Over the last decades, tomographic imaging methods such as computer tomog-
raphy (CT) [7, 8], magnetic resonance imaging (MRI) [9]) and positron-emission
tomography (PET) [10] have become essential tools for the diagnosis of a large
number of diseases. PET provides high sensitivity in static imaging based on tracer
materials, while MRI and CT provide images of excellent tissue contrast at high
spatial resolution. MRI, CT and PET are also capable of dynamic imaging. Using
MRI, magnetic tracers can be followed in the patient’s body offering the chance
of functional and bio-molecular imaging. However, despite recent advances, real-
time imaging of 3D volumes using MR and magnetic tracers remains challenging.
For instance, the main restricting factor in the use of magnetic tracers in MRI is
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the detection threshold. MRI image acquisition is based on resonant excitation of
proton spin magnetization. Transforming measured data into a spatial image re-
quires a trade-off between good signal to noise ratio and good spatial or temporal
resolution. CT offers higher temporal resolution, but applies ionizing radiation.
Magnetic Particle Imaging (MPI) promises fast 3D images of magnetic tracers
both high spatial and temporal resolution.
The possible medical applications of MPI are manifold: The most probable in
terms of feasibility and tracer development success are cardio-vascular applica-
tions: MPI could be utilized to determine cardiac ejection fraction and flow dy-
namics, quantitative myocardial perfusion and vulnerable plaque detection. Other
medical fields could be interventional radiology, neuro-vascular applications, or-
gan perfusion imaging, gastro-intestinal applications, oncology, breast imaging,
and cell tracking.
The following description of MPI is based on publications of the PHILIPS research
group in Hamburg, released during the years 2005 to 2009 [11–14]. A summary
of a variety of MPI related research, including hardware realization and tracer
development, is given in [15].

2.1.1 Principle Concept

MPI uses the nonlinearity of the magnetization curves of superparamagnetic mate-
rials and their saturation behavior at some magnetic field strength. If an oscillating
magnetic field H(t) is applied to magnetic particles, the magnetic material will
exhibit a magnetization M(t) according to the material’s specific magnetization
curve M(H). If the magnetic field does not exceed a specific saturation level, the
particles will exhibit vast changes in magnetization on the linear part of their mag-
netization curve (see Fig. 2.1(a)). If, in addition, a static magnetic field of high
amplitude is applied to the magnetic particles, they saturate and the oscillating
magnetic field does not effect in further particle magnetization (Fig. 2.1(b)).
In MPI, a strong time-constant field gradient is applied which saturates magnetic
particles in most of the observed region, leaving a field free point (FFP) in the
very center. This field is called selection field. By superimposing a time-varying
magnetic field, particles within the FFP will produce a signal containing the driv-
ing frequency f and harmonics of f , in terms of induced voltages in some receive
coils. These higher frequencies are separated from the received signal by means
of appropriate filtering. Outside the FFP, harmonics are suppressed which allows
easy spatial encoding of the received signal. By steering the FFP through the vol-
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(a) Excitation of particles at the position of the field free point

(b) Excitation of particles outside the position of the field free point

Fig. 2.1. Response of magnetic particles to an external time-varying magnetic field. (a): When applying an
oscillating magnetic field (H), the magnetic material exhibits a magnetization M(t). Since M(H) is non-
linear, the recorded signal u includes higher harmonics, as is shown in the signal’s spectrum û. (b): In case
of an additional time-constant field, the oscillating field does not significantly change the magnetization of
the material, as it is already in saturation. Almost no harmonics are evident in the signal.
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ume of interest, a tomographic image can be generated [11]. Moving the FFP
is achieved by three orthogonal homogenous magnetic fields, called drive fields.
Thus, the method is capable of generating real-time high quality images of the
spatial distribution of magnetic nanoparticles.
This description is best suited to explain the principle of MPI. In a further step
it can be recognized that the sinusoidal sweep through the magnetization curve is
actually not needed. Moving the FFP very fast through the volume of interest will
already be sufficient for imaging purpose.

2.1.2 First 3D Scanner Hardware

After the introduction of the new image modality in 2005 [11], first in-vivo 3D
real-time MPI scans were presented in 2009 [14]. The method was developed well
enough to reveal details of a beating mouse heart using a clinically approved con-
centration of a commercially available MRI contrast agent. The temporal resolu-
tion achieved was 21.5 ms at a 3D field of view of 20.4 mm × 12 mm × 16.8 mm
with a spatial resolution sufficient to resolve all heart chambers.

Small Scale Lab Scanner (SLS)

selection field magnetsselection field magnets

drive field coils

recording coils

3D Lissajous pattern

Confidential Philips Research Europe – Hamburg, Jürgen Rahmer

x y

z

selection field
permanent magnets

selection field offset 
and z drive field coilsy receive coils

y drive field coils
x drive/receive 

field coils

Fig. 2.2. Schematic scanner setup. Two permanent magnets and the coil pair in z direction generate the
selection field. The drive field coils move the FFP in all three spatial directions. Each spatial component of
the magnetization is detected by a respective receive coil. In x direction, the drive field coil is also used for
signal reception. The bore diameter is 32 mm.

In this first 3D MPI scanner (Fig. 2.2), the selection field was realized by two per-
manent magnets, whose north poles were facing each other, plus a pair of electric
magnets, hereby achieving a field gradient of 5.5 T/m in the center. The higher the
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magnetic field gradient, the smaller the FFP. It must be considered though, that the
drive field needs to compensate the selection field at the edges of the field of view
(FOV) in order to achieve an FFP there. Additionally, for a human size scanner it
might be costly to realize such high fields.
The drive field was generated by three coil pairs, moving the FFP on a Lissajous
trajectory. For 3D imaging, the drive field frequencies were set to 2.5 MHz/102,
2.5 MHz/99 and 2.5 MHz/96, covering a field of view with a center amplitude
of 18 mT. The Lissajous trajectory had a repetition time of 21.5 ms, correspond-
ing to encoding 46.42 volumes per second. The size of the gaps in the Lissajous
pattern was chosen to match the desired resolution in the order of 1 mm [14].
The Lissajous trajectory was chosen for the sake of simplicity; various possible
trajectories have been assessed since then [16]. The faster the FFP moves over
the object, the higher the local rate of change in the particles’ magnetization and
hence the higher the induced signal recorded by the receive coils. Two saddle-type
receive coil pairs were aligned approximately perpendicularly to the bore. In the
axial direction, the solenoid drive field coil was also used for receiving the signal.
The resulting bore hole was 32 mm.

2.1.3 Image Acquisition

For image reconstruction, the functional ‖GC−U‖2 + λ‖C‖2 has to be mini-
mized. Here, the matrix G represents the system function1, which was acquired
beforehand, U is the measured data, C is the desired image, and λ is a regulariza-
tion parameter chosen to adjust the balance between signal-to-noise ratio (SNR)
and resolution for best visual image impression [14]. To this end, a row relaxation
method called algebraic reconstruction technique (ART) [18] was used [14].
From the received data, only harmonics with amplitudes above the noise floor of
the system function are used in the reconstruction, and all these amplitudes are
normalized to the same level. The very same normalization factors are applied
to the object data, too [12]. Thus, the signal’s bandwidth used for reconstruction
goes from≈ 50 kHz to≈ 1 MHz. This upper cut-off frequency is where the signal
dropped below noise level [13].

2.1.4 Tracer Characteristics

The choice of the employed magnetic particles contributes much to the achieved
image resolution. Bigger particles show a steeper magnetization curve which in-

1 Usually, the term “system function” is used for linear, time-invariant systems. However, the system function of MPI
depends on both location and frequency [17].
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creases spatial resolution. This effect is limited between 40 nm and 50 nm, where
no significant improvement is detectable [13].
The magnetization curves of magnetic nanoparticles follow the LANGEVIN-function
(see also Fig. 2.1):

M(r, t) = M0(r)
[

coth
(

m|B(r, t)|
kBT

)
− kBT

m|B(r, t)|

]
eB(r, t), (2.1)

with

M0(r) =
N(r)m

∆V
. (2.2)

The quantities are:

B(r, t) : total magnetic field representing the sum of the selection field and the
drive fields, at position r and time t

m : magnetic moment of the nanoparticle
kB : BOLTZMANN constant
T : absolute temperature
eB(r, t) : the unit vector in the field direction
M0(r) : saturation magnetization of the particles contained in the volume ∆V
∆V : size of the volume elements
N : number of particles each contributing a magnetic moment m

From the LANGEVIN function it is derived that particles are characterized by their
magnetic moment m = 1

6πD3Ms and thus by their diameter D and saturation mag-
netization Ms.
Particle concentration also contributes to the achieved resolution, since more par-
ticles deliver more signal. The lower the concentration, the stronger becomes the
noise background in relation to the signal [13]. In MRI, a usual tracer dosage is
8 µmol(Fe)/kg whereas the approved safe dosage is 40 µmol(Fe)/kg for human
applications.
In the first experiments of 2009, the applied tracer for MPI was Resovist, a con-
ventional MRI contrast agent from SCHERING, Berlin. The applied concentrations
ranged between 8 µmol(Fe)/kg, and 45 µmol(Fe)/kg, which is slightly above the
safe dosage for human applications [14]. Since there is a trend towards new MRI
tracers, Resovist is not available anymore. Those new materials consist of Gadolin-
ium complexes which present not enough signal harmonics due to their magnetic
behavior. Hence, much effort is put into tracer development for MPI, with the
aim at larger particle diameters and lower size distributions. Figure 2.3 shows one
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frame out of a video in which the tracer bolus can be followed passing through
all heart chambers of a narcotized mouse. To relate the MPI signal to the mouse
anatomy, reference MR images of the mouse were acquired after the MPI scans.

10
 m

m

10 mm

Fig. 2.3. Sample of in-vivo MPI scan [14]. The FOV was placed to fit the complete mouse heart. Static
MRI data were fused with dynamic MRI images. Here, the tracer bolus just enters the FOV via the vena
cava. One volume is acquired in 21.5 ms enabling to video the tracer passage through all heart chambers
without triggering or motion decompensation [14].

The spatial resolution in the scan of the beating mouse heart was estimated to be 1
mm in the z-direction and 2 mm in the orthogonal directions. At the edges of the
FOV, the resolution decreased to 1.5 mm and 3 mm, respectively. Image resolution
is not homogeneous in the total FOV. This results from differing selection field
gradients depending on the gradient direction. The decrease in resolution towards
the edges of the FOV results from slower FFP movement and hence a smaller
induced signal.
Simulations regarding system function, feasible resolution and SNR of a potential
human MPI scanner have already been carried out [13]. The expected SNR was
estimated to be 52 % of the SNR found in the mouse system.
Much effort is put into new tracer development, since a lot of improvement in SNR,
resolution, speed and image quality lies in the tracer’s characteristics, namely in
the steepness of the magnetization curve and harmonics generation.
However, it has been shown that the MPI modality already provides images of suf-
ficient resolution for many medical applications. Still, besides tracer development,
there is much room for improvement e. g. in encoding sequences and reconstruc-
tion algorithms [12–14].
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To cover a larger volume than the current FOV, an additional field similar to the
drive field, but at a lower frequency (≤ 100 Hz), can be applied. This “focus field”
can move the volume covered by the drive fields to any volume of interest.

2.2 A Brief Look into Electromagnetic Theory

The following sections give a very brief insight into electromagnetic field the-
ory. Contents of these sections are extracted from well known literature. It is not
intended to give a lecture here, but for the sake of completeness, basic laws and
ideas shall be reproduced. Emphasis is put on issues that are relevant for this thesis.
Formulas and methods are extracted from [19–22]. Literature of electromagnetic
theory is manyfold.

2.2.1 The Nature of Electric and Magnetic Fields

JAMES CLERK MAXWELL put together the laws of electromagnetism in the form
of four equations. These formulas describe physical laws all over the frequency
spectrum. Table 2.1 summarizes the equations in integral form and in differential
form.

Differential form Integral form Remarks

∇·D = ρ
∮

D ·da =
∫

ρdv GAUSS’s law

∇·B = 0
∮

B ·da = 0
GAUSS’s law of magnetic fields
(Non-existence of isolated magnetic charge)

∇×E = −∂B
∂ t

∮
E ·dl = − ∂

∂ t

∮
B ·da FARADAYS’s law

∇×H = J+ ∂D
∂ t

∮
H ·dl =

∮ (
∂D
∂ t

)
·da AMPERE’s circital law

Table 2.1. Generalized forms of MAXWELL’s equations. E, D, H, B and J represent the electric field,
displacement current, magnetic field, magnetic flux density and the free current density field, respectively.
ρ denotes the distribution of free charges.

Other physical laws, like the LORENTZ force equation (F = q(E+v×B)) or the
equation of continuity (∇·J = −∂ρV

∂ t ) go hand in hand with MAXWELL’s equa-
tions.
The characteristic behavior of electric and magnetic fields, however, differs signif-
icantly for different frequencies. To be more exact, the behavior of fields depends
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on the relation between the size L of the observed domain and the wavelength
λ of the field. If λ � L, quasi-static electromagnetic theory applies. The electric
and magnetic fields are uncoupled. The ∂

∂ t -terms in MAXWELL’s third and fourth
equations (FARADAY’s law and AMPERE’s law) are negligible. High frequency
characteristics apply if λ � L. This is the frequency range where the term elec-
tromagnetic fields is appropriate. E and B are related to each other such that the
temporal change of one is the source of the other.
For convenience, the term “EM-fields” used here refers to the complete fields all
over the frequency range, although in the low frequency band, the term “electric
fields and magnetic fields” is more appropriate.
Important characteristics of EM-fields are how they interact with materials and
how the materials interact with the fields. E and B are defined to account for forces
among charges. When referring to field-material-interactions the topic is about
forces on charges. Interactions with materials are described by three effects:

• induction of dipole polarization
• alignment of already existing electric dipoles
• movement of free charges

Induced polarization and alignment of permanent dipoles is accounted for by the
material’s permittivity ε . Movement of free charges refers to conduction currents
and is accounted for by the material’s ohmic conductivity σ . All three effects are
accounted for in AMPERE’s law:

∇×H = Jc + jωε̃Ẽ = σcẼ+ jω(εreal− jεimag)Ẽ (2.3)

Movement of charges, free or bounded, is lossy, whereas dipole oscillation is partly
lossless. Usually, the term “conductivity” actually refers to what is here denoted as
σc +ωεimag. The part jωεrealE is the displacement current, which represents the
lossless portion of the oscillation of the bound charges. Hence a complex permit-
tivity is defined as

ε̃ = ε
′− jε ′′ = εreal− j

(
σc

ω
+ εimag

)
(2.4)

Finally, the permeability µ describes how much partial alignment of permanent
magnetic dipoles occurs for a given applied B. Similar to the complex permittivity,
a complex permeability µ̃ is defined, where the real part of µ̃ describes the lossless
interaction between the magnetic field and the magnetic dipoles of the material,
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while the imaginary part represents any loss associated with aligning the magnetic
dipoles.
With ε , µ and σ , the following constitutive relationships between EM-fields and
material properties are defined:

D = ε0E+P
B = µ0(H+M)

J = σE

P and M summarize electric and magnetic polarization effects, respectively. In
case of linear and isotropic materials, these formulations boil down to εE and µH.
In order to satisfy MAXWELL’s equations, the following relationships can be de-
rived for the behavior of EM-fields at a boundary between two materials 1 and 2:

E1t = E2t (2.5)

H1t−H2t = K (2.6)

D1n−D2n = ρs (2.7)

B1n = B2n (2.8)

K is the surface current and ρs surface charges. Indices t and n denote tangential
and normal parts of respective field vectors.
Another way of expressing electrodynamics is completely possible even without
electric and magnetic fields. These lead to the potential formulation including the
electric potential (or scalar potential) φ and the magnetic potential (or vector po-
tential) A defined as follows:

E =−∇φ − ∂A
∂ t

(2.9)

B = ∇×A (2.10)

With these definitions, FARADAY’s Law and GAUSS’s law for magnetism are au-
tomatically satisfied and the other two give the following equations:

∇
2
φ +

∂

∂ t
(∇·A) =− ρ

ε0
(2.11)(

∇
2A− 1

c2
∂ 2A
∂ t2

)
−∇

(
∇·A+

1
c2

∂φ

∂ t

)
=−µ0J (2.12)

In electro(quasi)statics, Eq. (2.11) yields the POISSON equation:
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∆φ = f (2.13)

with ∆ being the LAPLACE operator ∇·∇ or ∇2 and f being any function describ-
ing a charge distribution divided by ε0.
Assuming harmonic oscillations e jωt , it is usually more convenient to trans-
form MAXWELL’s equations into frequency domain. Now, E, D, H, B and J
are the phasors of the electric field, displacement current, magnetic field, mag-
netic flux density and the current density field, respectively. In the frequency do-
main, ∂/∂ t ≡ jω . As described above, the complex permittivity ε̃ is defined as
ε̃ := ε0εr +

σ

jω . The frequency domain MAXWELL equations read:

∇×E =− jωB (2.14)

∇×H = J+ jωD (2.15)

∇ ·D = ρ (2.16)

∇ ·B = 0 (2.17)

The charge continuity equation follows directly from Equations (2.15) and (2.16):

∇ ·J+ jωρ = 0 (2.18)

2.2.2 Low Frequency Approximations

In case the wavelength λ is long compared to the computational domain, elec-
tric fields and magnetic fields are decoupled. Mathematically, this is expressed by
means of the vector potential A with ∇×A = B. This solves Equations (2.14) and
(2.17) (HELMHOLTZ decomposition):

E =− jωA−∇φ = Es +Ei (2.19)

where Es is solenoidal (= divergence-free) and Ei is irrotational (= curl-fee). Sub-
stitution of B in Eq. (2.15) written by the vector potential yields

∇× 1
µ

∇×A = ω
2
ε̃A− jωε̃∇φ + j0 (2.20)

and the charge continuity equation becomes

∇ · ε̃∇φ = jω∇ · ε̃A. (2.21)
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This is valid when no charges are generated, (∇· j0 = 0), e.g., in case of closed
current loops.
Eq. (2.20) reduces to

∇× 1
µ

∇×A = j0 (2.22)

in case all materials satisfy the quasi-static condition2:

d� λ ⇔ |ω2
ε̃µd2| � 1 (2.23)

Now, the electric field and the magnetic field are completely decoupled with the
vector potential A being the magneto static vector potential A0.
Furthermore, if µ is constant over the entire computational domain Ω , A0 is cal-
culated by the law of BIOT-SAVART:

A0(r) =
µ

4π

∫
Ω

j0(r′)
|r− r′|d

3r′ (2.24)

Depending on the given problem, the respective equations are solved:

• In case j0 = 0, the vector potential A in Eq. (2.21) vanishes and the electric field
only consists of the scalar potential φ (electro quasi-static):

∇· ε̃∇φ = 0 (2.25)

• In case j0 6= 0, Eq. (2.22) states that the vector potential is the magneto static
vector potential A0 “excited” by the current distribution j0. Therefore, A0 is
calculated by solving the magneto static problem (2.22) or, if µ = const, in Ω ,
by integrating Biot-Savart (Eq. (2.24)). Then, the E field is determined by using
again Eq. (2.21) and the fact that ∇ · j0 = 0 (closed current loops):

∇ · ε̃∇φ = jω∇ · (ε̃A0) (magneto quasi-static) (2.26)

Both complex-valued problems, electro quasi-static (2.25) and magneto quasi-
static (2.26), can be further simplified to real valued problems,

2 In general, µ = µ0µr. Here it is supposed to be constant all over the computational domain (µr = 1)
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electro quasi-static (j0 = 0) magneto quasi-static (j0 6= 0)
σ � ωε ⇔ ε̃ → ε electro static displacement currents dominated
σ � ωε ⇔ ε̃ → σ stationary currents ohmic currents dominated

if one condition holds for all materials within the computational domain.

2.2.3 A Technique for Numerical Calculations of Fields: The Finite Element
Method

In general, electric, magnetic and electromagnetic fields in biological tissue can-
not be assessed analytically without major simplifications of the given problem.
Computer assisted numerical methods are powerful but often of high complexity.
The most common methods used depending on the specific problem are:

• Finite Element Methods
• Finite Difference Methods
• Charge Simulation Methods
• Boundary Element Methods
• Method of Moments
• Monte Carlo Methods

Most of these methods convert the underlying functional equation into equations
of matrices. In many technical applications one faces boundary value problems
which can be described by the LAPLACE equation (∆φ = 0). The difficulty lies
in putting down the boundary conditions. Sometimes the boundary conditions are
accounted for by converting the boundary value problem into a POISSON problem.
The homogeneous equation of this field problem then is the LAPLACE equation
with the trivial solution 0 [20].
In SEMCAD X, low frequency problems are solved using the Finite Element
Method (FEM). FEM is a suitable method for solving problems that can be de-
scribed by partial differential equations. This section will glance at the subsequent
steps during the calculation process. Solving a problem by means of the FEM,
basically takes five steps:

1. discretization of the computational domain into a finite number of subregions
or elements.

2. approximation of the potential distribution within one element
3. derivation of governing equations or element matrices
4. assembly of all elements in the solution region
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5. consideration of the boundary conditions and solution of equations obtained.

Explaining FEM is easiest by using an example. Therefore, a two-dimensional
region problem is considered in which the potential distribution is sought for.
The POISSON equation is an elliptic partial differential equation (PDE) of second
order:

−∇
2
φ =

ρ

ε
in Ω (2.27)

In the Variational Method, this partial differential equation can be translated into
the problem of minimizing the functional:

WΩ =
∫

Ω

We(x,y)dΩ =
∫

Ω

1
2

εE2(x,y)dΩ (2.28)

With E =−∇φ(x,y) =−(dφ

dx +
dφ

dy ), Eq. (2.28) becomes

WΩ =
1
2

ε

∫
Ω

((
∂φ

∂x

)2

+

(
∂φ

∂y

)2
)

dΩ . (2.29)

In physics, an equilibrium is always achieved when the stored energy is at its
minimum. This would require ∂W

∂φ

!
= 0

Finite Element Discretization

In the first step, the region Ω is divided into a number of — usually triangularly-
shaped (other shapes are possible as well) — non-overlapping elements (Figure
2.4). In practice, it is important that elements are more or less similar and that
acute angels are avoided.

16

1

2
3

4

1

2

3
i

i node number

element number

Actual boundary of region Ω

Fig. 2.4. A typical finite element subdivision of an irregular domain
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Within each element e an approximation for the (local) potential φe is sought.
Thereafter, the potential distribution will be inter-related such that the potential is
continuous across inter-element boundaries.

Approximation Function φ∆e(x,y) within one Element

The approximation solution for the whole region is:

φ(x,y)'
N

∑
e=1

φe(x,y), (2.30)

where N is the number of triangular elements.
The simplest way to create an approximation function for a 1D region are linear
piecewise defined functions, or hat functions. In case of triangular elements, the
function for φ within an element e is a polynomial approximation.

φ∆A(x,y) = a+bx+ cy

{
6= 0, if x,y ∈ A,

= 0, otherwise.
(2.31)

In that case elements do only interact with direct neighbors with whom they share
two nodes.

Element Governing Equations

Now, Eq. (2.31) shall be solved within element e. Therefore, the potential φ is
determined at the nodes e1, e2 and e3 of the triangle.φe1

φe2

φe3

=

1 x1 y1

1 x2 y2

1 x3 y3

 ·
a

b
c

 (2.32)

Solving this for the coefficients a,b, and c yields a function of node potentials and
coordinates of the nodes:

a,b,c = f (φ1,φ2,φ3,x1,x2,x3,y1,y2,y3) (2.33)

Substitution of the coefficients into the original approximation function (2.31)
yields a new version of the approximation function, in which the potential φ∆A(x,y)
is obtained out of three nodal potentials by interpolation.

φ∆A(x,y) =
3

∑
n=1

αn(x,y)φn (2.34)
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The functions αn are called interpolation functions or element shape functions and
depend on the shape and location of the element. Using a linear approximation, αn

are calculated by:

αi(x,y) =
1

2∆A

(
(x jyk− xky j)+(y j− yk)x+(xk− k j)y

)
(2.35)

with circularly changing indices for α j and αk, respectively. ∆A, the area of ele-
ment e is given as follows:

2∆A =

∣∣∣∣∣∣∣
1 x1 y1

1 x2 y2

1 x3 y3

∣∣∣∣∣∣∣ (2.36)

The value of ∆A is positive if the nodes are numbered counterclockwise.

Derivation of Governing Equations or Element Matrices

Various techniques exist for determination of the element matrices. Here, the vari-
ational formulation will be outlined. Other techniques for example are the method
of weighted residuals (Galerkin) or the energy balance method.
Applying the ∇-operator on Eq. (2.34) yields

∇φ∆A(x,y) =
3

∑
n=1

∇αnφn. (2.37)

Going back to the electric energy per unit length s associated with element e (while
ρs = 0) and substituting (2.37) leads to:

we =
1
2

∫
ε|E|2ds (2.38)

=
1
2

∫
ε|∇φe|2ds (2.39)

=
1
2

3

∑
i=1

3

∑
j=1

εφei

[∫
∇αi ·∇α jds

]
φei (2.40)

By replacing the term in brackets by C(e)
i j , Eq. (2.40) can be written in matrix form

as
we =

1
2

εφe
T C(e)

φe. (2.41)
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The matrix

C(e) =

C(e)
11 C(e)

12 C(e)
13

C(e)
21 C(e)

22 C(e)
23

C(e)
31 C(e)

32 C(e)
33


is usually called the element coefficient matrix (or stiffness matrix in structural
analysis). Its elements Ci j reflect the coupling between nodes i and j. Consequently
C(e) is symmetric.
One element in C is for example:

C(e)
12 =

∫
∇α1 ·∇α2 ds (2.42)

=
1

4A2 [(y2− y3)(y3− y1)+(x3− x2)(x1− x3)]
∫

ds (2.43)

=
1

4A
[(y2− y3)(y3− y1)+(x3− x2)(x1− x3)] (2.44)

System Matrix Assembly

Finally, after consideration of one element e within the region Ω , all elements need
to be assembled. The energies of all elements can be summed up to a total of

W =
N

∑
e=1

we =
1
2

εφ
T Cφ (2.45)

with φ T = [φ1 . . .φn], n the number of nodes and N the number of elements. C is
called the global coefficient matrix whereas C(e) was the element coefficient ma-
trix. The elements Ci j are obtained by using the fact that the potential distribution
must be continuous across interelement boundaries. The contribution to the i, j
position in C comes from all elements containing nodes i and j. C is symmetric
and singular. Ci j = 0 if nodes i and j are decoupled. Hence, C becomes sparse and
banded. This makes it comparably easy to solve.

Solving the System

As stated earlier, the system is satisfied in the state of minimal energy stored within
the solution region Ω is minimum. Hence, all partial derivatives of W with respect
to each node value of the potential must be 0:

∂W
∂φk

= 0 k = 1,2, . . . ,n (2.46)

This leads to
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0 =
n

∑
i=1

φiCik. (2.47)

Considering all nodes, this can be put into matrix form:

Cφ = 0. (2.48)

Hence, a set of simultaneous equations is obtained from which the potentials φn

can be found. One way of solving the system is the band matrix method. The goal
is to bring the system into the form

Ax = b, (2.49)

since there are many mathematical methods for solving such kind of problems.
This is the point where the boundary values come into play: Within the region
of interest Ω , free nodes, i.e. nodes of unknown potential, are numbered first and
fixed nodes, meaning nodes of known potential, are numbered last. Since the po-
tentials at fixed points are constant, Eq. (2.48) can be rewritten to

Cffφf =−Cfpφp (2.50)

with indices f and p referring to nodes with unknown potentials and known (or
prescribed) potentials, respectively. Solving (2.50) for φf yields the desired form
of Ax = B which can be solved either directly (in case of small problems) or
iteratively. Solving this problem is not part of the FEM.

2.3 An Excerpt of Cell Physiology

2.3.1 Physiology of Excitable Tissue

The ability of specialized cells to answer a stimulation by a change in membrane
potential or generation on action potential is called excitability. Thus, excitable
tissue refers to nerve, muscle, and certain secretor cells. The latter are not subject
in this thesis.
The body’s information system is based on electric impulses conducted from
sender to receiver. A sender can be any location on nerves and the receiver can
be other nerves, muscle tissue or neurons in the brain. Responsible for the ability
of excitation is the distribution of ions in the cell environment.
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2.3.1.1 Nernst Equation and Resting Potential

The cell membrane separates the intracellular medium to the extracellular medium.
Both media consist mainly of water (80 %). Intra- and extracellular space contain
various ions of different concentrations, which evoke a transmembrane voltage
(TMV). Primal cations are K+-, Na+- and Ca2+-ions. Primal anions are Cl−- and
HCO3

−-ions. Like nutrients and metabolic substances, ions pass the cell mem-
brane via specific tunnels and pumps. The cell membrane’s characteristic is re-
sponsible for the ion distribution. The resting potential, the status in which the cell
is inactive, is the result of balancing the electric force due to lack of protons inside
the cell and chemical force due to the ambition towards concentration equilib-
rium. Both forces are opposed to each other. This equilibrium potential V of each
ion type X is expressed by the NERNST-equation, in consideration of the intra-
and extracellular concentration ([X ]i and [X ]e) and the ion’s charge number q [23]:

VX =
RT
Fq

ln
[Xe]

[Xi]
(2.51)

with R being the gas constant (8.314 J/(mol·K)), F the FARADAY constant (9.65 ·
104 As/mol) and T the absolute temperature in K.
The state of force equilibrium results in the resting potential, that is described in
the GOLDMANN-HODGKIN-KATZ equation [24]:

Vm =
RT
Fq

ln
PNa · [Na+]e +PK · [K+]e +PCl · [Cl−]i
PNa · [Na+]i +PK · [K+]i +PCl · [Cl−]e

(2.52)

with P being the membrane permeability for the respective ion. Table 2.2 summa-
rizes human ion concentrations and respective NERNST potentials.

ion intracellular extracellular relation permeability NERNST
[Xi] [mmol/l] [Xe] [mmol/l] P potential [mV]

Na+ 7 – 11 144 1:12 0.03 60 – 80
K+ 120–155 4 – 5 30:1 0.07 -91 – -95
Cl− 4 – 7 120 1:20 0.9 -74 – 82
Ca2+ 10−5 – 10−4 1.3 > 104 : 1 126.5 – 157.3

Table 2.2. Typical ion concentrations and resulting NERNST potentials in human skeletal muscle cells
[23, 25]
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2.3.1.2 Action Potential Generation and Signal Propagation

If the ion concentrations are shifted, due to an externally applied field for example,
ion channels react to the change accordingly. If the extracellular space gets more
positive, the cell membrane is hyperpolarized, in contrast to getting depolarized, if
the outside gets more negative. As soon as the depolarization exceeds the threshold
potential, an action potential is triggered. An action potential is the result of ion
channels opening and closing which leads to characteristic inflow and outflow of
ions.
At the beginning, the Na+ permeability of the cell membrane increases very
rapidly, allowing sodium ions to flow from outside to inside, which finally leads
to a positive transmembrane voltage. The Na+ channels close again immediately.
After that, the more slowly increasing potassium ion permeability allows K+ ions
to flow from inside to outside, thus returning the intracellular potential to its rest-
ing value. The maximum excursion of the membrane voltage during activation
can amount up to 100 mV. In cardiac cell, the release of Ca2+ elongates the action
potential, which prevents high frequent repetition of action potential generation.
After the resting potential is reestablished, the Na-K pump restores the ion con-
centrations inside and outside the membrane to their original values.
In neural cells, electrical signals propagate along the nerve fiber until they reach
the destined receiver which might be another neural cell, a muscle cell, or a neu-
ronal cell in the brain. The signal to the receiver cell is transferred electrically or
biochemically. In case of a motoneuron, the adjacent muscle cell well decode the
received signal into mechanical contraction, whose strength and duration depends
on the number and frequency of incoming signals. Skeletal muscle cells do not
send signals to neighboring muscles, in contrast to cardiac muscle cells. Cardiac
cells are interconnected via gap junctions; membrane proteins which allow fast
excitation propagation between cardiac muscle cells. Excitation of few cardiac
cells usually causes the contraction of the atria and/or ventricles, depending on the
location of the stimulus.
Shape, duration and involved ions at the cell membrane of excitable tissue differ
depending on the cell type. Figure 2.5 shows characteristic action potentials of a
neural and a cardiac cell. Neural action potentials last about 1 ms, whereas the car-
diac action potential duration is up to 400 ms. The elongation is caused by Ca2+

inflow into cardiac cells. The plateau phase prevents fast repetitions of cell depo-
larization which would lead to reentry effects and disturb the natural excitation
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propagation. The resting potential of cardia cells is ≈ -85 mV in contrast to -70
mV of neural cells.
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(a) Membrane voltage (Vm) during a propagating
nerve impulse
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(b) Action potential of a cardiac cell: The plateau is
generated by an intracellular Ca2+ release

Fig. 2.5. Action potential shapes and ion flows of neural and cardiac cells

2.3.1.3 Dielectric Properties of Biological Tissue

Dielectric properties of biological tissues are frequency-dependent and dispersive.
Their typical behavior is characterized by three distinctly large dielectric disper-
sions, usually referred to as α-, β -, and γ-dispersions [26]. The α-dispersion oc-
curs below 10 Hz. Some tissues express a drop of their relative permittivity by
some decades. The frequency range from tens of kHz to tens of MHz is the range
of β -dispersion. There, the capacitive characteristic of the cell membrane becomes
evident. With increasing frequency, the reactance of the membrane decreases
which leads to an increase of effective conductivity. In addition, the εr falls due to
less charging capability. The γ-dispersion is dominant in the microwave frequency
range. The cell membrane is completely short-circuited. Permittivity continuously
decreases which is caused by the polar characteristics of water-molecules.
Dielectric properties have been formulated mathematically by expressing the ex-
ponential course of molecule depolarization. Depending on the field frequency
f = ω/2π and the relaxation constant τ , the complex relative permittivity ε̃ can
be written as

ε
′
r(ω) = ε

′
r∞ +∑

n

ε ′rs,n− ε ′r∞

1+( jωτn)1−αn
+

σs

jωε2
0
, (2.53)
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implying that ε ′r∞ is the permittivity of the tissue at infinite frequency, and ε ′rs the
permittivity of the tissue of very low frequency. Every term n of the summation
(DEBYE-term) accounts for one dispersion range. σs represents the static ion con-
ductivity and α an empiric parameter introduced by COLE AND COLE [27]. If the
constants ε ′rs,n, ε ′r∞, τn, αn and σs of a tissue are given, its dielectric properties
can be determined with Eq. (2.53). In 1996, GABRIEL ET AL. summarized those
constants of 50 different biological tissues [28]. The effective electric conductiv-
ity σ and the relative permittivity εr can now be determined by the COLE-COLE

equation with constants of GABRIEL ET AL. and decomposition in real part and
imaginary part according to the definition of the complex permittivity (Eq. (2.4)).
Figure 2.6 shows the results for dielectric properties σ and εr of skeletal mus-
cle tissue, determined by Eq. (2.53)3. However, GABRIEL values are subject to a
great variation and reflect only an average or estimate for those tissues of which
no measured date are available.
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Fig. 2.6. Electric conductivity (red curve) and relative permittivity (green curve) of muscle tissue [29]

GABRIEL values refer to properties at 37◦C. However, dielectric properties are also
temperature dependent. σ and εr rise by ≈ 2 %/◦C and 1.5 %/◦C for frequencies
up to 500 MHz and 1 GHz, respectively, and decrease there above. Values for
temperature dependency below 100 kHz are rare and insecure. Hence, dielectric

3 In this thesis, the term GABRIEL values refers to the results of the COLE-COLE equation for effective conductivity
and relative permittivity.
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properties are mostly treated as temperature independent in thermodynamic calcu-
lations below 100 kHz [29].

2.3.2 Electrophysiological Modeling

In order to understand the mechanisms of action potential generation and propaga-
tion, mathematical models of excitable cells, especially myocardial cells have long
been developed. In 1970, BEELER AND REUTER published a model of the elec-
trical activity of the mammalian ventricular myocyte [30]. The model was based
on the formation introduced by HODGKIN AND HUXLEY in 1952, who had de-
scribed transmembrane ionic currents of the squid’s nerve cell upon experimental
data [31]. With the development of single-cell and single-channel recording tech-
niques, the intracellular and extracellular ionic environments, channel kinetics and
membrane ionic currents could be assessed and incorporated into mathematical
description.
All these models are built by a series of coupled differential equations, which
describe the non-linear, resistive and capacitive behavior of the cell. Regarding the
cell membrane as a capacitor connected in parallel with variable resistances and
batteries representing the different ionic currents and pumps, the rate of change of
the membrane potential can be written as [30–35]:

dV
dt

=− 1
Cm

(Iion + Ist) (2.54)

where C is the membrane capacitance, Iion the sum of ionic currents and Ist the
externally applied stimulus current. In general, the current flow I of ion x can be
derived from

Ix = gx(V −Vx) (2.55)

while V is the actual potential and Vx results from the equilibrium potential of the
respective ion. gx represents the membrane conductance for the ion x. gx changes
depending on the state of the respective ion gate. Single ion gates can either be
open or closed. The transition is described with rate constants α and β , which are
voltage dependent. If n represents the (relative) number of open gates and 1− n
the (relative) number of closed gates, the change of the number of open gates can
be written as

dn
dt

= αn(1−n)−βnn (2.56)
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If a steady state is reached, eq. (2.56) becomes 0, which leads to the number of
open gates in the steady state n∞ to be:

n∞ = αn/(αn +βn) (2.57)

With that, eq. (2.56) can also be written as

dn
dt

=
n∞−n

τn
(2.58)

or, replacing n by y, calling y the gating variable:

dy
dt

=
y∞− y

τy
(2.59)

where τy represents the time constant which describes the temporal behavior of a
gate returning to the steady state after some kind of disturbance:

τy =
1

αy +βy
(2.60)

With that, for example the sodium current INa is formulated as

INa = GNamaxm
3h j(V −VNa) (2.61)

where GNamax is the maximum conductance of the sodium channel, m represents
the activation gate, h the fast inactivation gate and j the slow inactivation gate
within the sodium channel. m, h and j each are described by their rate constants
and time constants. VNa is the reversal potential of sodium (see Eq. (2.51) in Sec-
tion 2.3.1.1).
While earlier models like those of LUO AND RUDY [32, 33] and PRIEBE AND

BEUCKELMANN [34] were based on animal data and described only major ionic
currents, the TENTUSSCHER model [35] formulates a model based on the latest ex-
perimental data describing human ventricular behavior in much more detail. Ionic
currents described in this model are:

INa : fast Na+ inward current
IK1 : inward rectifier K+ current
Ito : transient K+ outward current
IKr : rapid, delayed K+ outward current
IKs : slow, delayed K+ outward current
ICaL : L-type Ca2+ current
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INaCa : Na+/Ca2+ exchanger current
INaK : Na+/K+ pump current
IpCa : Ca2+ plateau current
IpK : K+ plateau current
IbCa : Ca2+ background current
IbNa : K+ background current

For threshold determination of action potential generation (Section 4.3), the re-
duced TENTUSSCHER model, based on these fundamental equations but still com-
putationally cost efficient [36], was used in this thesis. Figure 2.7 visualizes the
models’ schemes of both TENTUSSCHER models.
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Fig. 5.5. Schematic of Saucerman’s cell model including ion currents, sarcoplasmic reticulum (SR) divided
into junctional SR (JSR) and network SR (NSR) with calcium buffer Calsequestrin (CSQN), ion compart-
ments and cytosolic calcium buffers Troponin (TRPN) and Calmodulin (CMDN). The most important
currents dealing with the calcium handling are ICaL, Irel, Iup, Itr and Ileak. IKp is the plateau potassium
current and does not exist in ten Tusscher’s cell model as well as the non-specific currents IK,ns and INa,ns.
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Fig. 5.6. Schematic of ten Tusscher’s cell model from 2006 including ion currents, sarcoplasmic reticulum
(SR) with a calcium buffer (BufSR), calcium subspace (SS) and subspace calcium buffer (BufSS), ion
compartments and cytosolic calcium buffer (BufC)

28 Chapter 3. Electrophysiological Cell Modeling

• INaK : sodium potassium pump (Na+/K+-ATPase)

• INa: fast sodium inward current

• Ib,Na: sodium background current

• INaCa: sodium potassium exchanger

• Ib,Ca: calcium background current

• Ip,Ca: calcium outward pump

• ICaL: L-type calcium current

The L-type calcium channel is assumed to be permeable for calcium, potassium and sodium with

the highest permeability for calcium. Furthermore, the model incorporates calcium currents in

the intracellular space that influence the calcium concentration in the myoplasm ([Ca2+]i). Iup

represents the ATPase that pumps calcium from the myoplasm into the network SR (NSR). Ileak

describes the leakage of calcium from the NSR into the myoplasm while Itr is the transfer current

between NSR and JSR. The calcium induced calcium release current Irel increases its conductivity

due to a rise in ICaL. Figure 3.4 shows a schematic description of this model (2004).

JSRNSR
[K+]i

[Na+]i [Ca2+]i

CSQN

BufC

Itr

Ileak

Iup

Irel

INaCa ICaL Ip,Ca Ib,CaIb,Na

INa

IKp

IKs

IKr

IK1

INaK

Ito

Monodirectional 
pump

Bidirectional 
pump

Diffusion 
current

Voltage dependent 
current

Gated diffusion 
current

Fig. 3.4. Schematic of ten Tusscher’s human ventricular cell model from 2004: Ion currents and compart-
ments in the cytosol and the SR with the corresponding calcium buffers. Bufc: cytosolic calcium buffers,
CSQN: Calsequestrin

In 2006 ten Tusscher et al. introduced an enhanced version of their model that does not contain

the separation of the SR into NSR and JSR anymore but shows a subspace instead to model

local calcium concentration. This subspace has been included due to the discovery that Irel does

not depend on the global calcium concentration but on the local concentration around the channel

proteins. Another modification is the formulation for an additional potassium pump current (Ip,K).

28 Chapter 3. Electrophysiological Cell Modeling

• INaK : sodium potassium pump (Na+/K+-ATPase)

• INa: fast sodium inward current

• Ib,Na: sodium background current

• INaCa: sodium potassium exchanger

• Ib,Ca: calcium background current

• Ip,Ca: calcium outward pump

• ICaL: L-type calcium current

The L-type calcium channel is assumed to be permeable for calcium, potassium and sodium with

the highest permeability for calcium. Furthermore, the model incorporates calcium currents in

the intracellular space that influence the calcium concentration in the myoplasm ([Ca2+]i). Iup

represents the ATPase that pumps calcium from the myoplasm into the network SR (NSR). Ileak

describes the leakage of calcium from the NSR into the myoplasm while Itr is the transfer current

between NSR and JSR. The calcium induced calcium release current Irel increases its conductivity

due to a rise in ICaL. Figure 3.4 shows a schematic description of this model (2004).

JSRNSR
[K+]i

[Na+]i [Ca2+]i

CSQN

BufC

Itr

Ileak

Iup

Irel

INaCa ICaL Ip,Ca Ib,CaIb,Na

INa

IKp

IKs

IKr

IK1

INaK

Ito

Monodirectional 
pump

Bidirectional 
pump

Diffusion 
current

Voltage dependent 
current

Gated diffusion 
current

Fig. 3.4. Schematic of ten Tusscher’s human ventricular cell model from 2004: Ion currents and compart-
ments in the cytosol and the SR with the corresponding calcium buffers. Bufc: cytosolic calcium buffers,
CSQN: Calsequestrin

In 2006 ten Tusscher et al. introduced an enhanced version of their model that does not contain

the separation of the SR into NSR and JSR anymore but shows a subspace instead to model

local calcium concentration. This subspace has been included due to the discovery that Irel does

not depend on the global calcium concentration but on the local concentration around the channel

proteins. Another modification is the formulation for an additional potassium pump current (Ip,K).

28 Chapter 3. Electrophysiological Cell Modeling

• INaK : sodium potassium pump (Na+/K+-ATPase)

• INa: fast sodium inward current

• Ib,Na: sodium background current

• INaCa: sodium potassium exchanger

• Ib,Ca: calcium background current

• Ip,Ca: calcium outward pump

• ICaL: L-type calcium current

The L-type calcium channel is assumed to be permeable for calcium, potassium and sodium with

the highest permeability for calcium. Furthermore, the model incorporates calcium currents in

the intracellular space that influence the calcium concentration in the myoplasm ([Ca2+]i). Iup

represents the ATPase that pumps calcium from the myoplasm into the network SR (NSR). Ileak

describes the leakage of calcium from the NSR into the myoplasm while Itr is the transfer current

between NSR and JSR. The calcium induced calcium release current Irel increases its conductivity

due to a rise in ICaL. Figure 3.4 shows a schematic description of this model (2004).

JSRNSR
[K+]i

[Na+]i [Ca2+]i

CSQN

BufC

Itr

Ileak

Iup

Irel

INaCa ICaL Ip,Ca Ib,CaIb,Na

INa

IKp

IKs

IKr

IK1

INaK

Ito

Monodirectional 
pump

Bidirectional 
pump

Diffusion 
current

Voltage dependent 
current

Gated diffusion 
current

Fig. 3.4. Schematic of ten Tusscher’s human ventricular cell model from 2004: Ion currents and compart-
ments in the cytosol and the SR with the corresponding calcium buffers. Bufc: cytosolic calcium buffers,
CSQN: Calsequestrin

In 2006 ten Tusscher et al. introduced an enhanced version of their model that does not contain

the separation of the SR into NSR and JSR anymore but shows a subspace instead to model

local calcium concentration. This subspace has been included due to the discovery that Irel does

not depend on the global calcium concentration but on the local concentration around the channel

proteins. Another modification is the formulation for an additional potassium pump current (Ip,K).

28 Chapter 3. Electrophysiological Cell Modeling

• INaK : sodium potassium pump (Na+/K+-ATPase)

• INa: fast sodium inward current

• Ib,Na: sodium background current

• INaCa: sodium potassium exchanger

• Ib,Ca: calcium background current

• Ip,Ca: calcium outward pump

• ICaL: L-type calcium current

The L-type calcium channel is assumed to be permeable for calcium, potassium and sodium with

the highest permeability for calcium. Furthermore, the model incorporates calcium currents in

the intracellular space that influence the calcium concentration in the myoplasm ([Ca2+]i). Iup

represents the ATPase that pumps calcium from the myoplasm into the network SR (NSR). Ileak

describes the leakage of calcium from the NSR into the myoplasm while Itr is the transfer current

between NSR and JSR. The calcium induced calcium release current Irel increases its conductivity

due to a rise in ICaL. Figure 3.4 shows a schematic description of this model (2004).

JSRNSR
[K+]i

[Na+]i [Ca2+]i

CSQN

BufC

Itr

Ileak

Iup

Irel

INaCa ICaL Ip,Ca Ib,CaIb,Na

INa

IKp

IKs

IKr

IK1

INaK

Ito

Monodirectional 
pump

Bidirectional 
pump

Diffusion 
current

Voltage dependent 
current

Gated diffusion 
current

Fig. 3.4. Schematic of ten Tusscher’s human ventricular cell model from 2004: Ion currents and compart-
ments in the cytosol and the SR with the corresponding calcium buffers. Bufc: cytosolic calcium buffers,
CSQN: Calsequestrin

In 2006 ten Tusscher et al. introduced an enhanced version of their model that does not contain

the separation of the SR into NSR and JSR anymore but shows a subspace instead to model

local calcium concentration. This subspace has been included due to the discovery that Irel does

not depend on the global calcium concentration but on the local concentration around the channel

proteins. Another modification is the formulation for an additional potassium pump current (Ip,K).

28 Chapter 3. Electrophysiological Cell Modeling

• INaK : sodium potassium pump (Na+/K+-ATPase)

• INa: fast sodium inward current

• Ib,Na: sodium background current

• INaCa: sodium potassium exchanger

• Ib,Ca: calcium background current

• Ip,Ca: calcium outward pump

• ICaL: L-type calcium current

The L-type calcium channel is assumed to be permeable for calcium, potassium and sodium with

the highest permeability for calcium. Furthermore, the model incorporates calcium currents in

the intracellular space that influence the calcium concentration in the myoplasm ([Ca2+]i). Iup

represents the ATPase that pumps calcium from the myoplasm into the network SR (NSR). Ileak

describes the leakage of calcium from the NSR into the myoplasm while Itr is the transfer current

between NSR and JSR. The calcium induced calcium release current Irel increases its conductivity

due to a rise in ICaL. Figure 3.4 shows a schematic description of this model (2004).

JSRNSR
[K+]i

[Na+]i [Ca2+]i

CSQN

BufC

Itr

Ileak

Iup

Irel

INaCa ICaL Ip,Ca Ib,CaIb,Na

INa

IKp

IKs

IKr

IK1

INaK

Ito

Monodirectional 
pump

Bidirectional 
pump

Diffusion 
current

Voltage dependent 
current

Gated diffusion 
current

Fig. 3.4. Schematic of ten Tusscher’s human ventricular cell model from 2004: Ion currents and compart-
ments in the cytosol and the SR with the corresponding calcium buffers. Bufc: cytosolic calcium buffers,
CSQN: Calsequestrin

In 2006 ten Tusscher et al. introduced an enhanced version of their model that does not contain

the separation of the SR into NSR and JSR anymore but shows a subspace instead to model

local calcium concentration. This subspace has been included due to the discovery that Irel does

not depend on the global calcium concentration but on the local concentration around the channel

proteins. Another modification is the formulation for an additional potassium pump current (Ip,K).

A

B

28 Chapter 3. Electrophysiological Cell Modeling

• INaK : sodium potassium pump (Na+/K+-ATPase)

• INa: fast sodium inward current

• Ib,Na: sodium background current

• INaCa: sodium potassium exchanger

• Ib,Ca: calcium background current

• Ip,Ca: calcium outward pump

• ICaL: L-type calcium current

The L-type calcium channel is assumed to be permeable for calcium, potassium and sodium with

the highest permeability for calcium. Furthermore, the model incorporates calcium currents in

the intracellular space that influence the calcium concentration in the myoplasm ([Ca2+]i). Iup

represents the ATPase that pumps calcium from the myoplasm into the network SR (NSR). Ileak

describes the leakage of calcium from the NSR into the myoplasm while Itr is the transfer current

between NSR and JSR. The calcium induced calcium release current Irel increases its conductivity

due to a rise in ICaL. Figure 3.4 shows a schematic description of this model (2004).

JSRNSR
[K+]i

[Na+]i [Ca2+]i

CSQN

BufC

Itr

Ileak

Iup

Irel

INaCa ICaL Ip,Ca Ib,CaIb,Na

INa

IKp

IKs

IKr

IK1

INaK

Ito

Monodirectional 
pump

Bidirectional 
pump

Diffusion 
current

Voltage dependent 
current

Gated diffusion 
current

Fig. 3.4. Schematic of ten Tusscher’s human ventricular cell model from 2004: Ion currents and compart-
ments in the cytosol and the SR with the corresponding calcium buffers. Bufc: cytosolic calcium buffers,
CSQN: Calsequestrin

In 2006 ten Tusscher et al. introduced an enhanced version of their model that does not contain

the separation of the SR into NSR and JSR anymore but shows a subspace instead to model

local calcium concentration. This subspace has been included due to the discovery that Irel does

not depend on the global calcium concentration but on the local concentration around the channel

proteins. Another modification is the formulation for an additional potassium pump current (Ip,K).

Ixfer

Unidirectional

Fig. 2.7. Schemes of the TEN TUSSCHER human ventricular cell models [37]: (A) detailed model of 2004:
Ion currents and compartments in the cytosol and the sarcoplasmatic reticulum (SR) with the corresponding
calcium buffers. Bufc: cytosolic calcium buffers, NSR: network sarcoplasmic reticulum, JSR: junctional
sarcoplasmic reticulum, CSQN: Calsequestrin. (B) reduced model, published by TEN TUSSCHER ET AL. in
2006. This model includes some simplifications for the benefit of computational cost reduction.
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2.4 Effects of Time-Varying Magnetic Fields upon Biological
Tissue

The term “effects of time-varying fields” encompasses both wanted and unwanted
effects on biological tissue. “Wanted effects” refers to those used in therapeutical
situations. Unwanted effects may be an unavoidable byproduct of a particular de-
vice for therapeutical field applications or effects to the general public who are not
aware of being exposed in their everyday life. However, a biological effect does
not automatically imply to be hazardous. This section describes the physical ef-
fects of low frequency magnetic fields on biological tissue without classification
regarding health hazards.
Physical effects of EM fields are based on interactions with ions within tissue. As
explained in Section 2.2.1, applied fields lead to motion of free charge, alignment
of dipoles or the induction of dipoles. Depending on the field frequency, this leads
to electric stimulation of excitable tissue or to heating due to energy absorption.
Magnetic fields by themselves do not have any effect to biological tissue. But
time-varying magnetic fields induce electric fields which in turn affect biological
tissue. The term “magnetic stimulation” usually refers to magnetically induced
electric currents which cause nerve or muscle stimulation.

2.4.1 Stimulation of Excitable Tissue by Magnetic Fields

One characteristic of time-varying magnetic fields is the ability to stimulate ex-
citable tissue. Due to their comparably low conductivity and geometry, peripheral
nerves have the lowest stimulation threshold. Stimulation mechanisms apply also
to neuronal tissue, skeletal muscle or myocardial tissue, but with increased stimu-
lation thresholds as can be derived from the following stimulation mechanisms.

2.4.1.1 Mechanisms of Magnetic Stimulation

According to FARADAY’s law, the E field is related to the time rate of change of
the magnetic flux density B by∮

E dl =− d
dt

∫
B da. (2.62)

dl denotes an element of a closed path l, whereas da is an area element. If B varies
sinusoidally with uniform amplitude B0 over the region inside l which might be a
circle of radius r, the induced electric field strength E calculated from Eq. (2.62)
is:
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E =− r
2

dB
dt

= [rπ f B0]cos(2π f t) (2.63)

Within a volume conductor that is exposed to the B field, Eq. (2.63) implies that
the outermost rings would have the greatest electric field strengths. If the B field is
generated by a current loop, the highest field strengths will occur at the projection
of that loop on the surface of the conductor.
The induced E field, as described above, sets free charges into motion, which is
expressed by the current density. The relationship is:

J = σE (2.64)

with J being aligned with E.

2.4.1.2 Excitability of Neural Tissue

The excitability of tissue depends on several factors:

• stimulus waveform, magnitude and duration
• repetition pattern
• current distribution
• shape, location and state of the tissue

On a cellular level, the induced current meets a cell membrane and alters the mem-
brane potential Vm. It has been shown, that in a homogeneous medium, a straight
axon is activated at places where ∂Ex

∂x is maximum, with Ex being the component
of the electric field along the axon. This implies that if the electric field was truly
uniform, and the axon was infinite in both directions, there would in theory be
zero net current transfer [38]. However, there are no infinite, straight axons (and
internal fields are never uniform). Hence, excitation most probably takes place at
bends of axons, at constrictions of nerve cells or at synaptic terminals [39, 40].
In other words, whenever the axon experiences a change in the electric field, the
transmembrane voltage is altered.
At this point, an important difference between magnetic field stimulation and di-
rect contact stimulation becomes evident: In contact stimulation, the current is in-
jected into the extracellular space. This leads to large changes in the membrane po-
tential in the area close to the electrode, since here the current has to be distributed
between extra- and intracellular space. Magnetically induced electric fields, on the
contrary, are evident in both extra- and intracellular space. Hence, the E field sets
free charges into coherent motion in both media. At locations where the free mo-



34 CHAPTER 2. FUNDAMENTALS

tion is interrupted, the membrane gets either depolarized or hyperpolarized (see
Fig. 2.8).
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Fig. 2.8. Schematic illustrations of depolarization (D) and hyperpolarization (H) of the cell membrane, with
identical E inside and outside of the cell: (a) uniform E field along the axon yields no change in the TMV.
(b) ∂Ex/∂x 6= 0 leads to cell activation. (c) transverse excitation, triggered by an E field locally across the
axon. (d) axon terminating in a uniform E field. (e) bent axon in a uniform E field.

The subthreshold behavior of Vm has theoretically been modeled using the cable
equation [38, 39, 41]

Vm + τ
∂Vm

∂ t
−λ

2 ∂ 2Vm

∂x2 =− f (x, t) =−λ
2 ∂Ex

∂x
(2.65)

with τ being the time constant of the membrane (τ = rmcm, rmcm being the mem-
brane’s capacity and resistivity, respectively), λ the length constant of the fiber
and Ex the component of the electric field that is parallel to the fiber axis (x). The
left-hand side is the conventional 1-D cable equation, the right-hand side ( f (x, t))
is called the activating function. It shows that the driving force for nerve excitation
is the second derivative of the applied potential field [38, 41].
Equation (2.65) has been developed for axons of infinite lengths in homogeneous
fields, but also holds for bent axons or axons of finite lengths. Extended versions
of the cable equation model also include axon dynamics, as formulated in the
HODGKIN-HUXLEY model (see 2.3.2). With the cable equation model, subthresh-
old depolarization and hyperpolarization behavior of the cell membrane can be
reproduced, for various characteristics of the E field.
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2.4.1.3 Excitation by Mono-Phasic, Rectangular Stimuli: Strength-Duration
Relation

An excitable cell is activated if the transmembrane voltage rises above the charac-
teristic threshold potential. Hence, the E field needs to be strong enough in order
to remove for example positive charge from the exterior cell membrane (cathodal
stimulus). Electric charge Q is the product of current flow I for the time t. This
implies that a strong current applied for a short time has the same effect than a
weaker current, applied for a longer time. This idea led to the strength-duration
relation formulated by BLAIR in 1932 [42]:

I(tp) =
b

1− e−tp/τ
(2.66)

Here, tp is the pulse duration of a rectangular stimulus and τ the membrane’s time
constant. b is the rheobase which denotes the minimal current amplitude of infinite
duration. b and τ are characteristic tissue parameters and need to be investigated
by measurement. Together with the rheobase, the term chronaxie was introduced.
It denotes the time duration of an impulse of current strength twice the rheobase
value that is long enough for stimulation. Figure 2.9 shows the relationship. An-
other strength-duration-relation was proposed even earlier by G. WEISS in 1901.
The formulation was stated as [43, 44]:

I(tp) = I0

(
1+

τe

tp

)
, (2.67)

where I0 is the minimum threshold current for long pulses (rheobase) and τe is the
chronaxie.

Fig. 2.9. Strength-duration curve including rheobase and chronaxie
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Towards long pulse durations, Vm is altered very slowly, the membrane has time
enough to reestablish its resting state and no activation will take place. On the other
hand, if the stimulus is too short, the membrane’s channels are not fast enough to
react upon the event of potential increase, hence no sodium ions will enter the cell
and no action potential will occur.

2.4.2 Thresholds for Peripheral Nerve and Muscle Stimulation of
Time-Varying Magnetic Fields

In order to classify effects of time-varying magnetic fields, it is necessary to inves-
tigate critical magnitudes and distributions of induced fields and absorbed power
within the body. Studies of direct contact stimulations of very low frequency cur-
rents (below 1 kHz) are manifold due to their widespread application (for example
50 Hz and 60 Hz power line frequency). On the other hand, power absorption
caused by electromagnetic waves is investigated extensively, thanks to commu-
nication technology and magnetic resonance techniques, to mention only two of
them.

2.4.2.1 Theoretical Models

The frequency range from 1 kHz to 100 kHz has not been investigated intensively
yet. Exposure to magnetic fields of that frequency range may include unpleasant
or painful sensations, involuntary muscle contractions, burns, cardiac arrhythmias
and cardiac fibrillation [38]. The strength-duration relation (Section 2.4.1.3) gives
an estimation of the stimulation thresholds of direct contact currents. For magnetic
field stimulation, J. PATRICK REILLY created a model for threshold estimation
of cardiac, skeletal muscle and neural tissue. His work is based on a model that
incorporates an extended version of the cable equation (2.65) which he introduced
as the spatially extended nonlinear node (SENN) model [38,45]. From this model,
he derived basic stimulation thresholds for monophasic rectangular stimuli of t ≥ 1
ms and t ≤ 10 µs, which are listed in Table 2.3.
The magnetic field exposure thresholds determined by REILLY have been based on
a number of conservative assumptions. For example, the exposure area has been
assumed to be 0.2 m, penetrated by a spatially uniform field.
From his findings and a simplified body model, REILLY defined strength-frequency
relations for stimulating E fields, induced due to magnetic field exposure. This
strength-frequency relations are defined by two parameters: E0 and τe, where E0

is the minimum excitation threshold with long duration stimuli (rheobase), and
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Fiber diameter [µm]
Criteria 5 10 20

E [V/m] (tp ≥ 1 ms) 24.6 12.3 6.2
E · tp [Vs/m] (tp ≤ 10 µs) 2.98e-03 1.49e-03 7.5e-04
J [A/m2] (tp ≥ 1 ms) 4.92 2.46 1.23
q [C/m2] (tp ≤ 10 µs) 6.0e-04 3.0e-04 1.5e-04
dB/dt [T/s] (tp ≥ 1 ms) 246 123 62
dB/dt · tp [mT] (tp ≤ 10 µs) 30 15 7.5

Table 2.3. Minimum stimulation thresholds with uniform field excitation; single monophasic stimuli [38]

τe is the equivalent membrane time constant, which defines the stimulus duration
below which monophasic stimulus thresholds converge to a line that is inversely
proportional to stimulus duration [46]. Values of E0 and τe depend on tissue type
and stimulus waveform. According to REILLY, the relationship is the following:

Ei =

{
E0 if f ≤ fe,

E0
f
fe

if f ≥ fe,
(2.68)

with fe = 1/(2τe) [46,47]. E0, τe and fe for nerve and cardiac excitation, are given
in Table 2.4.

E0 B0,eff dB/dt τe fe
Reaction [V/m] [mT] [T/s] [ms] [Hz]

Synapse activity alteration, brain 0.075 8.14 1.45 25.0 20
10-µm nerve excitation, brain 12.30 7.97 2.37 0.149 3,350
20-µm nerve excitation, body 6.15 1.27 37.5 0.149 3,350
Cardiac excitation 12.0 59.8 88.7 3.0 167

Table 2.4. Parameters for threshold models of reaction. The exposure radius r (Eq. (2.63)) is assumed to
be 0.2 m [46]

The group of IRNICH states that the best formula for describing electrostimulation
by time-varying magnetic fields is given by∫

Edt ≥ Erheotchron

(
1+

tp

tchron

)
, (2.69)

where tp is the duration of the electric field E, Erheo is the rheobase of the electric
field, and tchron is the chronaxie time of the physiologic system [48]. This provides
another formulation of the strength-duration relation.



38 CHAPTER 2. FUNDAMENTALS

2.4.2.2 Experimental Data

Experimental data upon peripheral nerve and muscle stimulation do not always
provide a clear description of all the relevant details, such as a complete description
of the stimulus waveform, its spatial orientation, the method of exposure, the bio-
logical preparation or subject, or the criterion for judging the presence of excita-
tion. Experiments upon functionality of nerve and muscle stimulation with contact
electrodes have started in the 1960’s. Groups like those of WYSS ET AL. [49, 50],
BROMM ET AL. [51], CHATTERJEE ET AL. [52] and GEDDES ET AL. [53] studied
the characteristics of stimulation by sinusoidal contact currents at different fre-
quencies. Table 2.5 lists an extract of available data of magnetic field exposure
studies.

Stimulus waveform tp Subject/ Body Response threshold peak Ref.
[ms] Preparation Focus E [V/m] J [A/m2]

damped cosine 3 kHz 2.0 rat chest twitch 34 5.1 [54]
1/2 cycle cosine 0.083 rat hest twitch 45 6.8 [54]
1/2 cycle cosine 0.15 rat hest twitch 36 5.4 [54]
damped cosine 3 kHz 2.0 human forearm sensation 25–50 3.8–7.5 [54]
damped cosine 3 kHz – human forearm EMG 78 11.8 [54]
1/2 cycle cosine 0.12 human forearm EMG 113 16.7 [54]
1/2 cycle cosine 0.24 human forearm EMG 87 13.6 [54]
monophasic pulse 0.18 rat whole muscle 44–73 9–16 [55]
monophasic pulse 018 human wrist EMG 70 14 [56]
pulse 2–3 frog nerve 64–96 14–32 [57]
1/2 cycle cosine 2.0 frog nerve 15 3.0 [58]

Table 2.5. Experimental thresholds for neural stimulation via exposure to time-varying magnetic fields.
Information is partly incomplete.

It is difficult to compare experimental data against each other, since experimental
setups vary quite much and information is partly incomplete.

2.4.3 Energy Absorption and Temperature Increase

Besides electric stimulation, there is one other physical effect of time-varying
magnetic fields to biological tissue. In fact, it is again not the magnetic field that
affects the tissue but the induced electric field that transfers energy to electric
charges within tissue by exerting forces to them. The force, that a B exerts on
the charges can change their directions but not their energy. The B field transfers
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energy through forces on permanent magnetic dipoles. However, biological tissue
has only very few permanent magnetic dipoles, hence this effect is negligible.

2.4.3.1 Specific Absorption Rate

The complex valued electric power, which is the time rate of energy, transferred to
charges in an infinitesimal volume element ∆V of a material is given by

PE =
1
2

J ·E ·∆V (2.70)

with J being the conjugate of the complex valued current density. Substitution of
J by σ(ω)E results in

PE =
1
2

σ(ω) · |E|2 ·∆V (2.71)

The real part of Eq. (2.71) is determined by the effective conductivity and yields
the effective power

Peff =
1
2

σeff (ω) · |E|2 ·∆V (2.72)

Usually, the absorbed power is normalized with the volume mass, which leads to
the definition of the specific absorption rate (SAR):

SAR = σeff (ω) · |E|
2

2ρ
(2.73)

The SAR provides information of the time rate of energy at the specific point
where |E| is evident. Hence the relation given in (2.73) is referred to as local SAR.
Power absorption depends on tissue characteristics and rises with frequency of the
magnetic field, since E is frequency dependent.
Power absorption is always related to thermal heating. Ignoring all thermoreg-
ulatory systems, temperature increase by power absorption can be estimated by
multiplying the SAR with the interaction time of tissue with the magnetic field
tWW and dividing by the tissue’s specific heat capacity C:

∆T =
SAR · tWW

C
= ·σeff (ω)|E|2 · tWW

2ρC
(2.74)

However, considering tissue warming in the human body for example, this pro-
vides an unrealistic estimation of temperature increase since there are several
mechanisms of heat transfer, which will be described in the following section.
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2.4.3.2 Thermoregulatory System of the Human Body

The natural core body temperature of humans is kept constant at ≈ 37◦C by the
body’s thermoregulatory system. Peripheral temperature and the temperature in
the limbs vary with surrounding temperature and activity between 28◦C and 37◦C.
The sympathetic nervous system directs the body’s attempts to regulate tempera-
ture by triggering heat loss or heat production in case of core heating or cooling,
respectively. Heat production is achieved by

• metabolic heat produced by chemical reactions
• muscular activity
• increase of metabolic process triggered by the release of stress hormones of the

sympathetic nervous system

On the contrary, heat loss is realized by

• radiation to the surrounding
• conduction: heat transfer by direct contact, molecule to molecule
• convection: movement of molecules along the spatial temperature gradient
• evaporation of sweat

In case of local warming, convection and conduction are responsible for transfer-
ring heat to cooler areas. Increasing the diameter of the capillaries (vasodilation)
increases the cooling effect by rising blood flow.

2.4.3.3 Calculation of Temperature Increase: The PENNES Bio-Heat
Equation

Temperature distribution in body tissues is most commonly described using PEN-
NES’ bio-heat equation. It combines the heat flow theory (FICK principle) in basic
terms of the local rate of tissue heat production and volume flow of blood and the
NEWTON cooling law applied to the heat transfer between skin and environment
[59]. Heat transfer mechanisms of blood can be formulated as:

hb = ωbρbCbρ(T −Tb) (2.75)

where hb is the rate of heat transfer per unit volume of tissue, ωb is the perfusion
rate per unit volume of tissue, ρb is the density of blood, Cb is the specific heat of
blood, ρ the density of tissue, Tb is the blood temperature, and T is the local tissue
temperature.
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The thermal energy balance for perfused tissue is expressed in the following form,
along with thermodynamic theory:

ρC
∂T
∂ t

= k∇
2T +ρQm−hb (2.76)

where C is the specific heat capacity, k is the thermal conductivity of tissue, and
Qm is the rate of metabolic heat production rate.
Up to this point, the formulation accounts for metabolic heating, heat conduction
and heat transfer by perfusion. The absorbed power contributes as an additional
heat source to the temperature increase:

ρC
∂T
∂ t

= ∇ · (k∇T )+ρQ+ρSAR−hb (2.77)

Cooling mechanism of convection is not included in the formulation. Hence, cal-
culations of temperature increase always underestimates tissue cooling.

2.4.4 Exposure Guidelines for Limiting Effects of Time-Varying Magnetic
Fields

Guidelines for the limitation of exposure to electric and magnetic fields are based
on recognized and reproducible interactions between the fields and the body. These
effects were all acute effects of exposure to EM fields on excitable tissue, such
as nerve and muscle stimulation or thermal heating due to power deposit. The
evidence for chronic effects has until today not been considered sufficiently robust
to justify setting exposure limits limiting those.
Guidelines of various organizations are designed to protect against direct and in-
direct effects of field exposure on body tissues for a wide frequency range. Effects
include effects on biological tissue and adverse health effects. An adverse health
effect causes detectable impairment of the health of the exposed individual or of
his or her offspring; a biological effect, on the other hand, may or may not result
in an adverse health effect [60]. Those include perception and annoyance through
surface electric charge effects and the stimulation of central and peripheral nervous
tissues. The induction in the retina of phosphenes, a perception of faint flickering
light in the periphery of the visual field, is the most sensitive effect of field expo-
sure and therefore accounted for in the design of exposure guidelines.
In 1992, the International Commission on Non-Ionizing Radiation Protection (IC-
NIRP) was established as a successor of the International Non-Ionizing Radiation
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Committee (INIRC) which was a group formed by the International Radiation
Protection Association (IRPA) in 1974.
Existing guidelines are based on review of literature on biological effects and an
evaluation of the health risks of exposure to non-ionizing radiation. These health
criteria have provided the scientific database for the subsequent development of
exposure limits and codes of practice relating to non-ionizing radiation. These
guidelines are periodically revised and updated as advances are made in identify-
ing the adverse health effects of time-varying EM fields [60].
Exposure limits cited in this thesis always refer to those published by the ICNIRP.
They presented two classes of guidance:

Basic restrictions: In the guidelines of 1998, restrictions on exposure to time-
varying EM fields that are based directly on established health effects are re-
ferred to as basic restrictions. Depending on the field frequency, the physical
quantities used to specify these restrictions are current density, specific absorp-
tion rate (SAR), and power density [60].

Reference levels: Since basic restriction quantities may be hard to assess, the ref-
erence levels are provided for practical exposure assessment purposes. Some
reference levels are derived from relevant basic restrictions using measurement
and/or computational techniques, and some address perception and adverse in-
direct effects of exposure to EMF. The derived quantities are for example elec-
tric field strength, magnetic field strength, magnetic flux density, power density
and currents flowing through the limbs. If the measured or calculated value ex-
ceeds the reference level, it does not necessarily follow that the basic restriction
will be exceeded. However, whenever a reference level is exceeded it is nec-
essary to test compliance with the relevant basic restriction and to determine
whether additional protective measures are necessary [60]

In 2010, an update of the guidelines from 1998 was published, replacing the low
frequency part of the earlier version. Biological effects of exposure to low fre-
quency EM fields have been reviewed by the International Agency for Research
on Cancer (IARC), ICNIRP, and the World Health Organization (WHO) and na-
tional expert groups. Those publications provided the scientific basis for these
guidelines [61]. In the new guidelines, the current density is no longer considered
a basic restriction. It was replaced by the internal electric field, referring to the
result within the body of electric or magnetic field exposure.
The reference levels are obtained from the basic restrictions by mathematical mod-
eling using published data [61]. They were calculated for the condition of maxi-
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mum coupling of the field to the exposed individual, thereby providing maximum
protection. The reference levels consider induced electric fields in the central ner-
vous system (CNS) and in non-CNS tissues anywhere in the body,
Guidelines for basic restrictions and reference levels differentiate between limits
for “occupational exposure” (referring to non-accidental time-limited exposure)
and restrictions for the general public. Limits for occupational exposure include
a safety factor of 10 to established threshold data. This accounts for the statisti-
cal characteristic of experimentally obtained results. Limits for the general public
contain an additional safety factor of 5.
The SAR is not included into low frequency exposure guidelines. This is because
thermal heating is not regarded as a serious issue in field exposure to low fre-
quency fields. As a rule of thumb, it is accepted to tolerate a temperature increase
of 1 K within the course of 1 hour field exposure. SAR restrictions which ensure
compliance with that, are extracted from guidelines for Magnetic Resonance Imag-
ing [62]. The relevant data of basic restrictions, reference levels and MR guidelines
are summarized in Table 2.6.

Basic restriction ICNIRP 1998 Jeff 1 – 100 kHz f/100 A/m2

Basic restriction ICNIRP 2010 Eeff,internal 3 kHz – 10 MHz 0.27 · f V/m

Reference level ICNIRP 1998 Beff 0.82 — 65 kHz 3.07e-05 T
65 kHz – 1 MHz 2.0e-03 /f T

Reference level ICNIRP 2010 Beff 3 kHz – 10 MHz 1.0e-04 T

INIRC whole body SAR 1 W/kg for 1 h
SAR × time 120 W · min/kg
SAR instantaneous 8 W/kg
SAR10g 10 W/kg

Table 2.6. Summarized restrictions for occupational exposure (ICNIRP) [60, 61] and magnetic resonance
examination (INIRC) [62]. f is in kHz, effective values refer to the 1/

√
2 amplitude.





Part II

Investigating Field Effects upon Excitable Tissue





3

Human Body Simulations within the Scope of the
MAGIC Project

3.1 Introduction

The MAGIC joint research project was initiated by PHILIPS Research in Ham-
burg, Germany. Supported by the German Ministry of Education and Research
(BMBF), many work packages have been formulated. The IBT was assigned with
the project presented in this chapter, which became part of this thesis.
The following sections deal with the field effects induced by the field generating
coils of the MPI system. Coil specifications are provided by PHILIPS, including
coil geometry and target central magnetic flux density, in terms of amplitude and
frequency. The existing MPI system by the time this thesis was developed was a
mouse scanner for laboratory research usage only. Time-varying fields are gener-
ated by the drive field coils. They produce a magnetic flux density in the center
of the field of view of 20 mT amplitude at frequencies around 25 kHz. For the
following considerations, the coil geometry was scaled by a factor of 10, so that
a human body model fits into the scanner. The target B field amplitude was set to
10 mT, from which quantities can be scaled easily to whatever might be the final
value in future MPI systems. Simulations have been carried out at frequencies up
to 100 kHz. However, most attention is paid to results of 25 kHz simulations.

3.2 Electro-Magnetic Simulations on a Human Body Model

Concluding from previous chapters, quantities that have to be paid attention to
when exposing patients to time-varying magnetic fields of the low kHz range for
imaging purposes, are current density J, that might induce nerve or muscle stim-
ulation, and specific absorption rate SAR that is a measure for thermal heating.
Using numerical methods, these quantities can be calculated at every point in a
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human model. This section presents the methods, resources and results of the field
calculations on a human body model in MPI drive field coils.

3.2.1 Setting up the Simulation

The numerical simulations require a voxel model, representing a human patient,
a model of the MPI system, dielectric tissue parameters and MPI settings. The
resources of these ingredients will be described in the following sections. To start
with, the chosen field calculation software is introduced.

3.2.1.1 SEMCAD X Software Package

SEMCAD X [22] is a 3-D full wave simulation environment, developed and pro-
vided by SCHMID & PARTNER ENGINEERING (SPEAG) in Zürich, Switzerland.
Among others, SEMCAD X provides standard radio frequency solvers as well as
solvers for low frequency problems and solutions for coupled EM-thermal simula-
tions. Furthermore, a range of specific method enhancements have been integrated.
The 3-D solid modeler allows the rapid import and processing of various CAD
(Computer Added Design) formats and features a fast OGL (Open Graphics Li-
brary) based rendering engine. The post processor provides extraction of any EM,
SAR or temperature related result and its fast 3-D rendering within the graph-
ical user interface (GUI). A python interpreter enables the user to automize all
processes from geometry modeling, simulation setting and post processing. This
simplifies and shortens procedures when many simulations are on due with only
minor changes in the settings.
Running a simulation in SEMCAD X takes several steps from modeling, simulation
setting and post processing.

Modeling: In modeling mode, one can create and modify solids, sources, lumped
elements and sensors in the model. Modifications are carried out by rotating,
scaling, translating single or grouped parts, combining, extruding and many
more operations.

Simulation setting: In simulation mode, all required settings are made. It is rec-
ommended to process through the settings step by step. First, the solver type,
simulation frequency and the solver’s convergence tolerance are determined.
Next, all solid regions need to be assigned their characteristic properties de-
pending on their solid type. For dielectric materials, electric conductivity in
S/m and relative permittivity are relevant specifications. Sources can be as-
signed amplitude and phase. Boundary conditions can be VON NEUMANN or
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DIRICHLET (see Section 2.2.3) conditions. Finally, settings for the computa-
tional grid must be made. Since the accuracy of simulation results depend
highly on grid quality, much attention is to spend on generating a geometri-
cally accurate numerical representation of the model. The grid generator cre-
ates a non-uniform rectilinear grid, which automatically adapts to the details of
the model. From there, the user decides about priority of necessary accuracy.
The user is informed about grid statistics and number of lines instantaneously
a change was made. At the end, the “voxeler” is started which is the last step
before the simulation is ready to run. Generation of the mesh containing 45
million nodes takes about an hour on a 2.2 GHz Dual Core AMD Opteron
Processor with 16 GB RAM. In total, one EM simulation takes about 16 hours.

Post processing: The SEMCAD X post processing engine provides enhanced data
extraction and handling as well as visualization capabilities. Result files are
platform independent, so a simulation that was run on a Linux or Windows (32
or 64 bit) machine may be viewed by using any 32 or 64 bit Windows computer
with SEMCAD X installed. All field quantities are accessible via the respective
sensor recording those. Field matrices can be exported for further handling in
Matlab or as plane text files.

3.2.1.2 Visible Human Data Set

The model that was chosen for the simulations originates from the Visible Human
Project, from the National LIbrary of Medicine, Bethesda, USA [63] [64]. Back
in the 1970’s, the corps of an executed convict was deep frozen, sliced and pho-
tographed [65]. From these pictures 44 tissue types had later been segmented and
classified at the Institute of Biomedical Engineering, Universität Karlsruhe (TH).
The resulting voxel model is available with 1 mm resolution and 2 mm resolution.
For field calculations, 2 mm resolution is more than sufficient. Finer structures
can not be accounted for due to limitations of the computational grid. To further
reduce model size, only the torso of the data set has been used in the field simu-
lations, containing 129 million cubic voxels. Since the segmented model did not
include skin tissue, the model was expanded by one voxel layer, representing a thin
layer of skin tissue. This simplification does not account for real skin and makes
generation of the computational grid even more difficult. Keeping the number of
computational nodes down at a reasonable number and at the same time modeling
a closed skin surface is impossible. The grid has been refined until the maximum
number of voxels was reached. Resolution reaches 1 mm in detailed regions and
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does not exceed 5 mm within the entire model. Figure 3.1 presents the intermediate
slice of the segmented model.

Fig. 3.1. Intermediate slice of the segmented voxel model of the Visible Human

The torso of the body model contains 17 tissue types. They have all been assigned
with dielectric properties published by GABRIEL ET AL. [28, 66, 67]. Table 3.1
lists all tissue types in the model together with respective characteristic values for
conductivity and relative permittivity at 25 kHz, necessary for current density and
SAR calculations, and thermal conductivity, specific heat capacity and perfusion
rates, necessary for estimations of temperature increase.
The entry “Intestines” refers to the combination of small and large intestines.
These organs are not separately classified in the Visible Human model. However
the conductivity of both tissue types differ by a factor of around 40 according to
GABRIEL ET AL. Thus, a trade-off has been found that averages dielectric proper-
ties as it is described in [68].

3.2.1.3 Modeling MPI Coils

The MPI system consists of two sets of field generating coils: the selection field
coils that generate a constant field gradient and thus the field free point (FFP).
The second coil set consists of three coil pairs, generating the drive field and fo-
cus field. The drive field moves the FFP along a Lissajous trajectory through the
bounded field of view, whereas the focus field moves the field of view successively
(Section 2.1). Every coil pair generates a homogeneous magnetic field distribution
oriented parallel to the coil pair’s axis. Regarding geometry, there are numerous
possibilities to realize a homogenous field. The simplest one is the HELMHOLTZ

geometry. The field generating coils, from here on referred to as x-coils, y-coils
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σ εr C k ρ ω Q

[S/m] [J/kg/K] [W/m/K] [kg/m3] [ml/min/kg] [W/kg]

Bladder 0.215 3177 3900 0.56 1040 78 1.54

Blood 0.700 5228 3824 0.51 1060 10000 -

Bone 0.083 841 1613 0.39 1990 30 0.30

Bone marrow 0.103 360 4191 0.60 1027 - 5.55

Cartilage 0.176 3025 3664 0.47 1100 50 1.46

CSF 2.000 109 4191 0.60 1007 - -

Fat 0.043 287 2524 0.25 916 27 0.33

Heart 0.178 28834 3720 0.54 1060 900 9.06

Intestines 0.442 15774 3653 0.56 1044 1000 0.00

Kidney 0.150 17531 3745 0.52 1046 2612 45.89

Liver 0.063 15356 3600 0.51 1050 1007 11.43

Lung 0.254 14097 3625 0.44 655 400 2.60

Muscle 0.346 13172 3546 0.53 1041 28 0.46

Nerve 0.058 16838 3664 0.46 1038 549 6.84

Skin (dry) 0.000 1131 3437 0.35 1100 97 1.47

Spleen 0.115 7444 3603 0.54 1054 1142 14.32

Stomach 0.532 4673 3553 0.53 1050 374 4.95

Table 3.1. Dielectric and thermal properties assigned to torso model tissues: Quantities are: σ : electrical
conductivity, εr: relative permittivity, C: specific heat capacity, k: thermal conductivity, ρ: tissue density,
ω: perfusion rate, Q: metabolic heat generation rate. Dielectric values are given by the Gabriel parametric
model for body tissues at 25 kHz [28]. All values are drawn from the material database of SEMCAD X

and z-coils with respect to the orientation of the generated B field, are modeled by
single virtual current sources, enclosing the volume of interest. The shape param-
eters have been provided by PHILIPS, representing the coil realization of the latest
mouse scanner. For the human simulation setup, the mouse geometry has been
scaled up by a factor of 10, resulting in a bore hole diameter of 1.2 m. Fig. 3.2
illustrates the setup. Frontally and sagittally oriented coil pairs are saddle coils,
spanning an imaginary cylindrical tube. Apart from boundary regions, the saddle
coils generate a widely homogeneous magnetic field similar to HELMHOLTZ coils
characteristics. The amplitude of the magnetic flux density vector B can be calcu-
lated using the BIOT-SAVART-law, which provides B at any point r induced by a
given current density distribution (Section 2.2.1):
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x-Coils
z-Coils

y-Coils

Fig. 3.2. Simulation model including the Visible Human torso and MPI drive field coils. The torso contains
17 tissue types. The dimensions measure 1.2 m in x-, y- and z-direction, counting 448× 384× 263 grid
lines, totaling in 45.24 million grid cells.

B(r) =
µ0

4π

∫
V

J(r)× r− r′

|r− r′|3 (3.1)

Regarding the B field on the symmetry axis of one current loop of radius r, current
I and N turns, Equation (3.1) simplifies to the following:

B(x) =
µ0IN

2
· r2

(r2 + x2)3/2 · ex (3.2)

Considering two current loops of distance R and translating the origin of the coor-
dinate system to the center of the coil pair, the resulting central B becomes

B(r/2)+B(−r/2) = µ0 ·
INR2

(5/4r2)3/2 = µ0 ·
8 IN√
125r

. (3.3)

In order to generate a central B field amplitude of 10 mT, which is the target flux
density of all following simulations, a current strength of 6,672 Ampere-turns in
each coil is necessary. Fig. 3.3 shows profiles of the generated B field of each coil
pair.
Regarding field effects of time-varying magnetic fields, current densities (J) and
specific absorption rates (SAR) are of interest (Section 2.4). In order to regard
drive field effects, it is assumed that all coil components are driven at the same
frequency. Thus the superposition principle is applicable so that all quantities of



3.2. ELECTRO-MAGNETIC SIMULATIONS ON A HUMAN BODY MODEL 53

10.9

9.7

8.3

7.0

10.9

9.7

8.3

7.0

10.9

9.7

8.3

7.0

a) B generated by x-coils b) B generated by y-coils

c) B generated by z-coils d) model overview

Fig. 3.3. Slice field views of B field vectors, generated by each coil pair separately. Field vectors are
displayed, within the fields of view in which the torso is placed. d gives an overview of model orientation.
The black frame depicts the display section.

interest can be derived from three single simulations, one for each coil pair. The
case of differing frequencies, necessary for moving the FFP, will be regarded in
section 3.2.4.

3.2.2 Drive Field Induced Fields

According to FARADAY’s law, the induced electric field can be estimated to be
proportional to the radius of the contemplated object, and to the frequency of the
applied field. This originates from Maxwell’s equation:

∇×E =−Ḃ (3.4)

In case of circularly oriented electric fields (straightly oriented magnetic flux) and
sinusoidally oscillating B fields, Eq. 3.4 goes to
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E = πr f B0 cosωt. (3.5)

Here, the linear relations between E and r and f and B become clear. The quanti-
ties of highest interest regarding biological effects are the induced current density
and specific absorption rate. The relation between E, J and SAR is

J = σ ·E (3.6)

and

SAR =
σ

ρ
E2. (3.7)

The destined drive field frequency for Magnetic Particle Imaging was 25 kHz at
the time this thesis was developed. In order to cover the frequency range up to
100 kHz, several scenarios at different frequencies have been simulated. As can
be derived from Eq. (3.6) and (3.7), current densities increase linearly with the
applied frequency, whereas SAR exhibits quadratic growth.
In the following, simulation results will be presented referring to field excitation
with an oscillating magnetic flux density of 10 mT amplitude and 10 kHz, 25 kHz,
50 kHz and 100 kHz frequency. Each coil pair is observed separately. Coil pairs
are referred to according to the field direction they generate.

3.2.2.1 Induced Current Density

The current density vector J is proportional to the induced electric field with the
tissue’s conductivity as proportionality factor: J = σ ·E. Figure 3.4 illustrates cur-
rent densities distributions in the x-, y- and z-plane of the setup. The maximum
amplitude reached is 187 A/m2. Depending on the B field orientation, current
loops circulate on a larger radius, which leads to high values at the body’s pe-
riphery. Due to its high conductivity, maximum values are reached in peripheral
muscle tissue.
Detailed information about current distributions are provided in Fig. 3.5. Maxi-
mum and averaged current density amplitudes induced by different B field fre-
quencies and coils are plotted with respect to each body tissue. One recognizes the
linear correspondence between current density and B field frequency. The effect of
increasing electric conductivity with frequency, which also leads to higher current
densities (J = σ( f ) ·E(f)), is much weaker than the rise of electric field strength
with frequency. Mean values refer to tissue volume averages. Values are high in
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0 dB

-15 dB

-30 dB

-45 dB

B B
B

Fig. 3.4. Qualitative current distributions within the lying torso, induced by one coil pair (10 mT, 25 kHz),
respectively. Depending on B field orientation, current loops circulate on a larger radius and thus achieve
higher values. The maximum amplitude reached here is 187 A/m2.

case of high electric conductivity or peripheral location. Both conditions are ful-
filled in peripheral muscle tissue. Considerably high values also occur in blood,
cerebrospinal fluid (CSF) and inner organs. However, currents are without effect
there. Critical organs are the heart and skeletal muscle. Table 3.2 lists critical cur-
rent amplitudes in myocardial and skeletal muscle tissue. More details on induced
currents are given in the Appendix. There, cumulative histograms of J amplitudes
in critical organs are given for every simulated frequency.

Jmax[A/m2] Jmean [A/m2]
10 kHz 25 kHz 50 kHz 100 kHz 10 kHz 25 kHz 50 kHz 100 kHz

x-coils 14.3 41.4 80.9 171.3 3.6 10.9 21.5 46.1
heart y-coils 23.6 63.5 132.2 280.8 2.9 8.1 17.3 37.4

z-coils 10.6 28.5 62.3 134.4 1.9 5.2 11.5 25.2
x-coils 54.9 151.5 288.6 602.5 8.0 21.9 41.3 84.7

muscle y-coils 49.2 125.6 251.8 517.3 7.3 18.7 37.7 77.4
z-coils 67.0 168.0 351.0 732.0 9.5 23.7 49.1 100.8

Table 3.2. Maximum and averaged induced current densities in critical tissues heart and skeletal muscle.
Peaks are very locally limited values, averages are statistical means over tissue volume.

At this point, there is no chance to make an assumption upon excitation of the
heart, causing extrasystoles or even an arrhythmia, or upon stimulation of mus-
cle tissue, causing a tickle or an even stronger penetration in the patient’s body.
Maximum values shown here are very much localized, occurring in few voxels
only. Whether this is enough to cause an action potential, which is the origin of all
muscular activity, will be discussed in Chapter 4.
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Fig. 3.5. Maximum and averaged quantitative current distributions within the torso induced by 10 mT and
10 kHz, 25 kHz, 50 kHz and 100 kHz, respectively. Mean values refer to tissue volume averages.

3.2.2.2 Absorbed Power

The SAR represents the amount of power absorbed in the body. As described in
Section 2.4, SAR is commonly used as a measure for body warming. With regard
to temperature increase, SAR usually is averaged over 10 g body tissue. When the
term “SAR” is mentioned here, it is referred to the 10 g averaged value. SEMCAD
X offers averaged SAR extraction following the IEEE 2002 standard [69].
Within MPI drive field settings, the applied field power grows quadratically with
field frequency. Like current density, SAR originates from the induced electric
field. Thus it is largest where circular loops of the electric field are big. Hot spots
occur where the power cannot be transferred to neighboring tissues, thus in super-
ficial areas. Fig. 3.6 illustrates qualitative SAR distributions, evoked by x-, y- and
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z-coil pairs, respectively. Maximum values at 25 kHz, 10 mT B field amplitude
reach 8.15 W/kg generated by the x-coils, 6.04 W/kg by y-coils and 12.1 W/kg
evoked by the z-coils. Outside those hot spots, the SAR is distributed evenly in
wide areas of the body, being around 2 – 3 W/kg. Inner organs are hardly affected.

8.15 0.0 6.04 0.0 12.1 0.0

B B
B

Fig. 3.6. Qualitative SAR distributions within the lying torso, induced by one coil pair, respectively. Evoked
maximum values differ depending on the B field direction between 6 W/kg and 12 W/kg.

Analog to the current density bar plot (Fig. 3.5), Fig. 3.7 informs about maximum
and statistical means of spatial averaged SAR of all torso tissues up to f = 100
kHz. Both local peaks and averaged values exceed MRI exposure limits (see Sec-
tion 2.4.4).
Skin, which is a very poor conductor, shows the smallest induced currents and
SAR despite its peripheral location. Muscle and fat tissues presents the highest
values.

3.2.2.3 Estimated Temperature Increase

SEMCAD’s thermal solver solves a Poisson differential equation considering a set
of flexible boundary conditions. A source term describes the influence of tissue
perfusion and of metabolic processes in the body. Accounting for non-linearities
disables the usage of “Fast Poisson Solvers” (based on Fourier Transformation of
the differential equation) and linear matrix-inversion-factorization methods. Fur-
thermore, the evolution of heating over time suggests using a stepwise integration
method for solving the equations. Therefore SEMCAD X resorts to the finite dif-
ferences time domain (FDTD) method for solving the problem by using a variant
on a non-uniform grid [22].
For temperature increase calculations, the SAR as result of the electro-magnetic
(EM) simulation can be used as thermal source. Thus the equation that needs to be
solved by the thermal solver, is the extended PENNES-equation:
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Fig. 3.7. Maximum and averaged quantitative SAR distributions within the torso induced by 10 mT and
frequencies up to 100 kHz. Mean values refer to tissue volume averages.

ρC
δT
δ t

= ∇ · (k∇T )+ρQ+ρS−ρbCbρω(T −Tb) (3.8)

where C is the specific heat capacity, k is the thermal conductivity, ω is the perfu-
sion rate and Q is the metabolic heat generation rate. All b indices refer to blood
constants. The additional source term S refers to the SAR resulting from the EM
simulation. It is assumed that physiological parameters remain independent of
temperature. This should be reasonable as long as temperature changes remain
small. The temperature increase within 5 minutes field exposure was calculated,
with the absorbed power applied by all drive field coils serving as input power.
Six thermal point sensors have been positioned at various spots in the body (see
Fig. 3.8), recording local temperature increase over time. While the temperature
distribution within the body can be captured for certain time instances only, the
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thermo point sensors record up to 100,000 temperature values, depending on the
time step of the simulation. No heat transfer to the surrounding was permitted to
keep the energy within the body, referring to a worst case estimation. The grid was
imported from the EM simulation.

TPS Fat TPS Muscle
(front)

TPS CSF

TPS Muscle
(back)

TPS Bladder

TPS Stomach

x-Coils

z-Coils

y-Coils

Fig. 3.8. Torso with six thermo point sensors at various positions.

Field exposure time was chosen to be 5 min, which seemed to be a reasonable
duration for MPI scanning. No convective flow was integrated, i. e. the possibility
of tissue cooling by moving air or liquids were neglected. SEMCAD X offers con-
sideration of convection, yet the flow field is to be specified by the user. Without
convection, a worst case scenario is assumed. Information about heat flow requires
knowledge of tissue characteristics. Too optimistic results due to overestimating
cooling can be prevented if cooling processes are neglected. Besides convective
flow, SEMCAD X offers the possibility to specify heat transfer rates expressed by
perfusion units. This cooling process comprises heat transfer to the cardiovascular
system specified by perfusion rates and the specific heat capacity of blood.
In order to estimate temperature increase, comparing effects of heating and cooling
terms, three simulation setups have been created:

setup A: In this setup (in the following graphs referred to as complete model),
the extended PENNES equation is solved as stated in Eq. (3.8), considering
metabolism and heat transfer to the cardiovascular system.

setup B: (simplified model) to keep things simple, no tissue parameters other than
thermal conductivity and specific heat capacity have been considered. Neither
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metabolic heating nor heat transfer to the blood system was allowed. This sim-
plifies Eq. (3.8) to

ρC
δT
δ t

= ∇ · (k∇T )+ρS. (3.9)

setup 0: The magnetic field is switched off. Only natural thermal processes are
active:

ρC
δT
δ t

= ∇ · (k∇T )+ρQ−ρbCbρω(T −Tb) (3.10)

Simulations on setup 0, i. e. with no external B field, result in body temperature in-
creases by a noticeable amount. As will be seen in the following graphs, metabolic
heating is in the range of 10 kHz B field effects, though in different organs. The
maximum temperature increases after 5 minutes arise in bone-marrow, fat, kidneys
and muscle. Averaged over the complete tissue volume, largest values arise in the
kidneys. See Fig. 3.9 for details. According to simulation results, metabolic heat-
ing reaches a steady state with maximum and averaged temperature increase of
2.1 K and 0.08 K, respectively. Since nobody keeps getting warmer without being
active in any way, one can conclude that this amount of thermal energy is usually
transferred via natural thermoregulatory systems which cannot be accounted for
in these simulations.
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Fig. 3.9. Maximum and averaged values of temperature increase in body tissues after 300 s simulation time
without external heating simulation setup 0. Temperature increase is caused by metabolic heating only.
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At 25 kHz, the difference in temperature increase between the complete model
(setup A) and the simplified model (setup B) is low: 1.53 K versus 1.46 K after 5
min field exposure. Although the generated heat can be transferred away in setup
A, the absolute temperature increase is higher in the complete model due to present
metabolic heating. Fig. 3.10 presents the temperature distribution as a time series
of central torso slices of all three setups. One can see that thermal energy stays in
the torso’s periphery in the simplified model, whereas it is more evenly distributed
in the complete model.

Fig. 3.10. Temperature distribution time series with B fields switched off (upper row, setup 0), at 25 kHz,
with enabled heat transfer and metabolic heating (mid row, setup A, complete model) and with disabled
heat transfer (lower row, setup B, simplified model). Scales are normalized to the maximum of 1.53 K
which is reached in the complete model after 300 s. Maximum increases in the setup B model and setup 0
model are 1.48 K and 0.4 K, respectively.
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Detailed information about maximum and averaged values at different frequen-
cies after 5 min simulation time in setup A and B is provided in Fig. 3.11 and
Table 3.3. As expected, temperature peaks occur in peripheral fat and muscle tis-
sue. At lower frequencies, the complete model shows higher temperatures than
the simplified setup. This is due to metabolism consideration. At higher frequen-
cies, metabolic temperature increase is small compared to the effect of disabled
heat transfer. Looking at the “total body” bar of the simplified model, one can
summarize, that the temperature increase rises by a factor of 10 by approximately
doubling field frequency. At 100 kHz, the maximum temperatures in both setups
and tissues climb up by at least 10 K, averaged values by 2 – 5 K.

M
ea

n 
te

m
pe

ra
tu

re
 in

cr
ea

se
 [K

]

 0.001

 0.01

 0.1

 1

 10

 100

 1000
Bl

ad
de

r
Bl

oo
d

Bo
ne

Bo
ne

M
ar

ro
w

C
ar

til
ag

e
C

SF Fa
t

H
ea

rt
Ki

dn
ey

La
rg

eI
nt

es
tin

e
Li

ve
r

Lu
ng

M
us

cl
e

N
eu

re
al

Ti
ss

ue
Sk

in
Sp

le
en

St
om

ac
h

To
ta

l B
od

y

M
ea

n 
Te

m
pe

ra
tu

re
 in

cr
ea

se
 [K

]

100kHz
50kHz
25kHz
10kHz

100kHz
50kHz
25kHz
10kHz

 0.001

 0.01

 0.1

 1

 10

 100

 1000
Bl

ad
de

r
Bl

oo
d

Bo
ne

Bo
ne

M
ar

ro
w

C
ar

til
ag

e
C

SF Fa
t

H
ea

rt
Ki

dn
ey

La
rg

eI
nt

es
tin

e
Li

ve
r

Lu
ng

M
us

cl
e

N
eu

re
al

Ti
ss

ue
Sk

in
Sp

le
en

St
om

ac
h

To
ta

l B
od

y

M
ea

n 
Te

m
pe

ra
tu

re
 in

cr
ea

se
 [K

]

100kHz
50kHz
25kHz
10kHz

100kHz
50kHz
25kHz
10kHz

M
ax

 te
m

pe
ra

tu
re

 in
cr

ea
se

 [K
]

simplified model:

 0.001

 0.01

 0.1

 1

 10

 100

 1000

Bl
ad

de
r

Bl
oo

d
Bo

ne
Bo

ne
M

ar
ro

w
C

ar
til

ag
e

C
SF Fa

t
H

ea
rt

Ki
dn

ey
La

rg
eI

nt
es

tin
e

Li
ve

r
Lu

ng
M

us
cl

e
N

eu
re

al
Ti

ss
ue

Sk
in

Sp
le

en
St

om
ac

h
To

ta
l B

od
y

M
ea

n 
Te

m
pe

ra
tu

re
 in

cr
ea

se
 [K

]

100kHz
50kHz
25kHz
10kHz

100kHz
50kHz
25kHz
10kHz

 0.001

 0.01

 0.1

 1

 10

 100

 1000

Bl
ad

de
r

Bl
oo

d
Bo

ne
Bo

ne
M

ar
ro

w
C

ar
til

ag
e

C
SF Fa

t
H

ea
rt

Ki
dn

ey
La

rg
eI

nt
es

tin
e

Li
ve

r
Lu

ng
M

us
cl

e
N

eu
re

al
Ti

ss
ue

Sk
in

Sp
le

en
St

om
ac

h
To

ta
l B

od
y

M
ea

n 
Te

m
pe

ra
tu

re
 in

cr
ea

se
 [K

]

100kHz
50kHz
25kHz
10kHz

100kHz
50kHz
25kHz
10kHz

complete model:

 0.001

 0.01

 0.1

 1

 10

 100

Bl
ad

de
r

Bl
oo

d

Bo
ne

Bo
ne

M
ar

ro
w

C
ar

til
ag

e

C
SF Fa

t

H
ea

rt

Ki
dn

ey

La
rg

eI
nt

es
tin

e

Li
ve

r

Lu
ng

M
us

cl
e

N
eu

re
al

Ti
ss

ue

Sk
in

Sp
le

en

St
om

ac
h

To
ta

l B
od

y

M
ea

n 
Te

m
pe

ra
tu

re
 in

cr
ea

se
 [K

]

 0.001

 0.01

 0.1

 1

 10

 100

Bl
ad

de
r

Bl
oo

d

Bo
ne

Bo
ne

M
ar

ro
w

C
ar

til
ag

e

C
SF Fa

t

H
ea

rt

Ki
dn

ey

La
rg

eI
nt

es
tin

e

Li
ve

r

Lu
ng

M
us

cl
e

N
eu

re
al

Ti
ss

ue

Sk
in

Sp
le

en

St
om

ac
h

To
ta

l B
od

y

M
ax

 T
em

pe
ra

tu
re

 in
cr

ea
se

 [K
]

simplified model:

complete model:

Fig. 3.11. Maximum (top) and averaged (bottom) values of temperature increase in every tissue after 300 s
simulation time
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0 kHz 10 kHz 25 kHz 50 kHz 100 kHz
set 0 set A set B set A set B set A set B set A set B

Tmax [K] 0.39 0.40 0.26 1.53 1.46 6.62 7.07 27.3 29.7
T mean [K] 0.02 0.03 0.01 0.06 0.11 0.24 0.28 0.91 1.16

Table 3.3. Maxima and whole body averages of induced temperature increase in setups 0, A and B.

It is well known that body tissues manage thermal energy very well. Energy ap-
plied by highly localized heat sources is transferred away fast and effectively. Max-
imum values calculated here might not be critical if the affected tissue volume is
small enough. Fig. 3.12 presents the cumulated histograms of the temperature in-
creases in selected body tissues at respective field frequencies. One can extract the
percentage of tissue volume over temperature increase.
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Fig. 3.12. Cumulative histograms of temperature increase in selected body tissues provided by setup A sim-
ulations. Tissue volume percentages are plotted over temperature increase. T90 and T1 reflect temperature
ranges occurring in 90 % and 1 % of tissue volume, respectively.
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At 25 kHz, the highest calculated temperature increase appears in fat, yet only in
a restricted volume of 4.5e-5 % of fat tissue, which equals 11.9 mm3. 1 % of fat
tissue is heated up by 0.55 K and more (marked as T1 in the graph of Fig. 3.12),
whereas the temperature increase in 90 % of fat tissue stays below 0.025 K. Re-
garding the whole torso, 1 % of torso volume is heated by 0.58 K and more, which
means that 1.95 l of the torso volume get heated up by at least 0.58 K.
By positioning thermal point sensors at arbitrary spots in the body, it is possible
to observe temperature increase continuously over time. Figure 3.13 illustrates
temperature behavior during the course of 300 seconds simulation time.

 0
 0.02
 0.04
 0.06
 0.08

 0.1
 0.12
 0.14
 0.16
 0.18

 0  50  100  150  200  250  300

10 kHz

set A, muscle (back)
set B, muscle (back)

set A, fat
set B, fat

set A, muscle
set B, muscle

set A, stomach
set B, stomach
set A, bladder
set B, bladder

set A, CSF
set B, CSF

 0
 0.02
 0.04
 0.06
 0.08

 0.1
 0.12
 0.14
 0.16
 0.18

 0  50  100  150  200  250  300

10 kHz

set A, Muscleback
set B, Muscleback

set A, Fat
set B, Fat

set A, Muscle
set B, Muscle

set A, Stomach
set B, Stomach
set A, Bladder
set B, Bladder

set A, CSF
set B, CSF

 0

 0.05

 0.1

 0.15

 0.2

 0.25

 0.3

 0.35

 0.4

 0  50  100  150  200  250  300

25 kHz

set A, Muscleback
set B, Muscleback

set A, Fat
set B, Fat

set A, Muscle
set B, Muscle

set A, Stomach
set B, Stomach
set A, Bladder
set B, Bladder

set A, CSF
set B, CSF

 0

 0.5

 1

 1.5

 2

 2.5

 0  50  100  150  200  250  300

50 kHz

set A, Muscleback
set B, Muscleback

set A, Fat
set B, Fat

set A, Muscle
set B, Muscle

set A, Stomach
set B, Stomach
set A, Bladder
set B, Bladder

set A, CSF
set B, CSF

 0

 1

 2

 3

 4

 5

 6

 7

 8

 9

 0  50  100  150  200  250  300

100 kHz

set A, Muscleback
set B, Muscleback

set A, Fat
set B, Fat

set A, Muscle
set B, Muscle

set A, Stomach
set B, Stomach
set A, Bladder
set B, Bladder

set A, CSF
set B, CSF

Fig. 3.13. Temperature increase (in K) over time (in s) at different simulation frequencies at various posi-
tions in the body. Dashed lines represent setup A results, solid lines refer to setup B results.

Comparing relative progresses of set A curves (complete model) with B curves
(simplified model) at different frequencies, one recognizes that the angles between
curves do not differ. This is not much surprising, since thermal tissue characteris-
tics are frequency independent. What does change is the curve characteristics of
set A curves (complete model). Those curves are above their corresponding sensor
curve of set B at 10 kHz, but approach set B sensor curves at higher frequencies.
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Depending on tissue type – and thus on perfusion rates – set A and set B curves
approach each other sooner or later. Again this shows, that at higher frequencies
no natural heating or cooling system has a noticable effect compared to the SAR
heating.
The simplified model represents a worst case estimate. The temperatures presented
will never be reached during MPI. Metabolic processes reach a steady state and
can be neglected in field effect considerations. Taking perfusion rates and heat
transfer into account lead to more realistic results. Still, these calculations reflect
a pessimistic prediction of tissue heating, since the applied model for temperature
calculations lacks in completeness of thermo-regulatory mechanisms.
Considering exposure limits, one needs to decide, whether those results satisfy
requested accuracy.

3.2.3 Focus Field Induced Fields

In MPI, the drive field coils generate time-varying fields that move the field free
point and excite magnetic nano-particles. In previous sections, physical effects
of the kHz frequency range have been regarded. In this section, field quantities
generated by the focus field will be investigated. The focus field moves the region
of interest segment by segment. The field is generated by the drive field coils as
well and has a frequency of ≈ 100 Hz. Below 1 kHz, conductivity of excitable
tissue is much lower, which increases the capability of action potential generation.
In contrast, heating is not an issue in that frequency range.
Fig. 3.14 presents current densities induced by 10 mT, 100 Hz. Highest current
density amplitudes are induced in cerebrospinal fluid (CSF), followed by blood,
muscle and intestines. Tissue volume averages show the same ranking. In crucial
tissues like skeletal muscle and the heart, peaks reach values of 0.47 A/m2 and
0.17 A/m2, respectively, while statistical means averaged over tissue volumes are
76.5 mA/m2 and 19.2 mA/m2. ICNIRP guidelines [60], suggest to limit current
density to 10 mA/m2 effective value for field exposure below 1 kHz. The whole
body average exceeds this value by a factor of 3.54. Considering the safety factor
that has been included in the restrictions, tissue averages of J are below assume
threshold amplitudes.

3.2.4 Effect of Superimposed Magnetic Fields of Different Frequencies

In acoustics, if two tones of different frequencies are played, the result is perceived
as periodic variations in volume whose rate is the difference between the two fre-
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Fig. 3.14. Maximum (upper) and averaged (lower) current density distribution within the torso induced by
the focus field. Mean values refer to tissue volume averages.

quencies. This phenomenon is called a heterodyne beat and applies accordingly
to electromagnetics. The drive field x-, y-, and z-coils of the MPI system gener-
ate fields of the frequencies fx = 24.51 kHz, fy = 25.25 kHz and fz = 26.04 kHz.
As described in Section 2.1, this frequency shift results in a Lissajous trajectory,
along which the field-free point is moved through the field of view. This frequency
shift results in a heterodyne beat of both the B field as well as the induced E field
and consequently the J, with respective beat frequency and surging amplitude. The
generated J field will be estimated in this section.
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3.2.4.1 Heterodyne Beat and Lissajous Trajectory

From theory, the superimposition of two harmonic oscillations s1 and s2 of fre-
quencies f1 and f2 and amplitudes A1 and A2 results in:

sges(t) = s1(t)+ s2(t)

= (A1−A2)sin(2π f1t)+A2 (sin(2π f1t)+ sin(2π f2t))

= (A1−A2)sin(2π f1t)+2A2 sin
(

2π
f1 + f2

2
t
)

cos
(

2π
f2− f1

2
t
)
(3.11)

Here, without loss of generality, it is assumed that A1 > A2. If A1 = A2, the first
sinus term vanishes and the result is a sine wave of doubled amplitude that is en-
veloped by a cosine wave. Examples of beats for A1 =A2 and A1 >A2 is illustrated
in Fig. 3.15.

-50

 0

 50

 0  2500

(a) A1 = A2 -100

-50

 0

 50

 100

 0  2500
(b) A1 > A2

Fig. 3.15. Examples of superimposed harmonic oscillations of slightly different frequencies

If the amplitudes are vectors pointing in different directions, the resulting vector
describes a LISSAJOUS figure. The appearance of the figure depends on the ratio
∆K = 2π f1

2π f2
and phase shift φ of the oscillations. For ∆K = 1, the figure is an

ellipse, with special cases including circles (φ = π/2) and lines (φ = 0). If ∆K
is rational, with 2π f1,2π f2 ∈ N, closed curves result. The smaller ∆K, the denser
the trajectory lines. Figure 3.16 and 3.17 display three different examples of 2-
dimensional LISSAJOUS figures and one 3D example, respectively.
The choice of drive field frequencies results in a beat frequency of 46.4 Hz.

3.2.4.2 Superimposing Current Density Vectors

In order to estimate the effects of superimposing three oscillating J fields, each
generated by one coil pair, the final J field at every point (x,y,z) in the human
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Fig. 3.16. Examples of 2D Lissajous trajectories

Fig. 3.17. Example of a 3D Lissajous trajectory

body model needs to be calculated by means of vector calculus. Every coil pair
contributes to every vector component according to:

Jx(x,y,z, t) = Jx1(x,y,z) · ei(2π fxt)+ Jx2(x,y,z) · ei(2π fyt) + Jx3(x,y,z) · ei(2π fzt),

(3.12)
Jy and Jz, respectively. The amplitude of the oscillating vectors, |J(x,y,z)|, is given
as usual:

|J|=
√

(|Jx1|+ |Jx2|+ |Jx3|)2 +(|Jy1|+ |Jy2|+ |Jy3|)2 +(|Jz1|+ |Jz2|+ |Jz3|)2

(3.13)
Results of maximum amplitudes and local averages of respective tissue are plotted
in 3.18. A cumulative histogram for the excitable tissue heart and muscle is given
in 3.19.
Again, no conclusion regarding excitation effects can be drawn at this point. An es-
timate about the effect on alternation of the transmembrane voltage, will be given
in Chapter 4.
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Fig. 3.18. Maximum and averaged values of induced current densities, as result of mathematical superpo-
sition of three J fields. The repetition time of those values is 1/46.4s = 21.5ms.
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70 CHAPTER 3. HUMAN BODY SIMULATIONS

3.2.5 Drive Field Optimization

Activator of both temperature increase and current densities in the body is the
electric field which is the first consequence of the applied magnetic field. Looking
at the E field distribution, the idea arises to optimize the field distribution with
regard to E field peak reduction. It is quite simple to generate a widely homoge-
neous magnetic field but the electric field distribution depends on the geometry of
the field generating coils. According to Eq. (3.5), the electric field grows radially,
reaching the maximum on the loop closest to the field generating loop. Thus it
stands to reason to distribute the field generating current on multiple loops that
produce the same target B field amplitudes but with smoothened E field distribu-
tion.
Three different geometries, displayed in Fig. 3.20, have been designed originating
from the idea of distributing the applied power more evenly. To start things simple,
only the Bz-component generating coils have been considered.

version 1: 10 nested coil pairs: This arrangement consists of 10 current loop pairs
with identical center and equidistant radii, starting with r = 3 cm of the inner-
most coil and ending with r = 30 cm of the outermost.

version 2: small body surrounding coil pairs: 24 single coils, 16 cm in diameter
version 3: small overlapping body surrounding coil pairs: 36 single coils, 16 cm

in diameter.

Fig. 3.20. Drive field coil configurations for field optimization. From left to right: original plain circular
loop, followed by three alternative designs.
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3.2.5.1 Optimization Procedure

The procedure for all suggested coil configurations was identical. First, the elec-
tric field of every singe coil pair was simulated. Since the superposition principle
is valid for electric fields, and the SAR is proportional to |E|2, the minimizing
function can be written as:

std
n

∑
i=1
|E(x)|2 !

= min, (3.14)

on condition that the generated B field adds up to a center amplitude of 10 mT and
std referring to the standard deviation. x represents coil currents. This constrained
nonlinear optimization was solved using the sequential quadratic programming
(SQP) method provided by MATLAB, giving the amplitudes of the coil currents
necessary to fulfill these conditions.
The preliminary simulations were carried out on a cylindrical model, filled with
saline solution, that replaced the human body model in order to speed up sim-
ulation times. From these simulations, the central B field vector and the E field
vectors within a region of interest were extracted and stored. The observed region
covers the area of the human body. The starting vector for the iterative optimiza-
tion procedure contained the current amplitudes of every coil pair.
The optimization algorithm finds the minimum of the problem specified by:

min
x

f (x) such that

{
Aeq · x = beq
lb≤ x ≤ ub

(3.15)

where x, beq, lb, and ub are vectors, Aeq is a matrix and f (x) is a function that re-
turns a scalar. f (x) can be a nonlinear function. Applied to the E field optimization
problem with n coil pairs, Eq. (3.15) becomes:

min
x

[
std

n

∑
i=1
|E(x)|2

]
such that

{
Bn · x = Bcenter

lb≤ x ≤ ub
(3.16)

lb and ub define a set of lower and upper bounds on the design variables in x, so
that the solution is always in the range lb ≤ x ≤ ub. Here, the boundaries were
chosen such that coil currents did not fall below 0 A and not exceed 106 A. Bn

represents the central B field vectors generated by the respective coil pair:
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Bn =

Bx1 · · · Bxn

By1 · · · Byn

Bz1 · · · Bzn


Thus, Bcenter is the sum of all central B field vectors, weighted with the target
vector x. The iteration process starts with a starting vector x0, which in this case
contained the input currents of the coil pairs. Here, x01···n = 1 A. Every iteration
step supplies a target vector x of length n. In the end, x contained the input factors
each coil current needed to be multiplied with in order to satisfy the optimization
conditions.

Version 1: 10 nested coil pairs

Fig. 3.21 displays the models for both the preliminary simulation and the final sim-
ulation for optimization validation. Optimization proceeded as described above:

• 10 simulations with the homogeneous model, running every coil pair in a sepa-
rate simulation with 1 A current amplitude

• extraction of electric field, import in MATLAB

• optimization algorithm, minimizing the standard deviation of the sum of elec-
tric field vectors along the x-axis where the highest values are to be expected

• validation of optimization results by calculating the electric fields with the torso
model and optimized coil currents

x

y

z

(a)

x

yz

(b)

Fig. 3.21. Model of coil configuration version 1: 10 nested concentric coil pairs. (a) homogeneous model
filled with saline solution for the preliminary simulations, (b) target model with human torso.
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Fig. 3.22(a) displays amplitudes of electric field strengths along the x-axis of the
model as result of running each coil pair in a separate simulation with 1 A coil
current, respectively. As expected, field strengths are highest at locations closest
to the field inducing coil (coils projections are denoted by red crosses in the plot).
The sum of these E fields is low in the center and reaches a peak within the region
of interest.
After 66 iterations, the algorithm has found a minimum for the given constraints.
The adapted coil currents now generate a flattened total E field profile. Fig. 3.22(b)
shows the generated E field values of each coil pair and the resulting total E field,
respectively. Due to the chosen region of interest, the outermost coils carry the
largest currents. The selected slice is one close to the model surface, where the
highest heating effects are to be expected. The total E field now is more homo-
geneously distributed, which will lead to reduced SAR peaks and thus reduced
thermal heating.
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(b) results with optimized coil currents (center B am-
plitude = 10 mT

Fig. 3.22. Electric field amplitudes in the homogeneous model along x

In order to validate these results, the torso model was exposed to the magnetic
fields generated by the optimized coil currents. The result exhibits reduced power
absorption all over the body, compared to field generation with one coil pair of
radius r = 30 cm. These results can be viewed in the graphs of Fig. 3.23 and 3.24.

version 2 and 3: small body surrounding coil pairs

Motivated by the results of the nested coil geometry, alternative coil configura-
tions had soon been designed with hope for even more success. By decreasing the
coils’ radii, the contribution of each coil pair to the electric field is also decreased
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Fig. 3.23. Validation of the optimization results with human model: Generating 10 mT with one coil pair
only, led to an SARmax of 8.7 W/kg, shown in (b), the respective slice is marked in (a). Running concentric
coil pairs reduces the SARmax to 4.4 W/kg (c).

and consequently the total electric field is more evenly distributed. Optimization
procedure was straight forward like before. The preliminary simulations were car-
ried out on a cylinder filled with saline solution surrounded by 24 field generating
coils (model version 2, Fig. 3.25(a)) and 36 field generating coils (model version
3, Fig. 3.25(b)).
It turned out that the solution of these optimizing problems were not that unique
compared to the nested coils configuration. The optimization algorithm found
some local minima which had been taken as input for the validation with the torso
model. With version 2 (12 coil pairs) the SAR could not be reduced, higher SAR
levels compared to the original single-coil configuration were achieved. Utilizing
18 overlapping coil pairs, the SAR levels were only slightly reduced. Fig. 3.26
presents the best SAR values achieved. Table 3.4 summarizes the results.
For further optimization, more constraints are necessary which might be of inter-
est for future MPI geometries. At this point, it is evident, that SAR reduction is
possible by altering coil dimensions and configurations. Although SAR reduction
seems to be small in version 2, it might be of great benefit depending on other
circumstances.
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Fig. 3.24. SAR values induced by one coil pair of 30 cm radius (original) and by 10 concentric coil pairs
with optimized input currents (optimized)

(a) vesion 2 (b) version 3

Fig. 3.25. Model of coil configuration Version 2 and 3, surrounding a water-filled cylinder
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Fig. 3.26. SAR values generated by coil geometries version 2 and 3, with optimized input currents

original version 1 version 2 version 3
single coil pair 10 nested coil pairs 12 coil pairs 18 coil pairs

Max SAR [W/kg] 8.78 4.42 9.36 7.81
Mean SAR [W/kg] 0.87 0.37 0.52 0.48

Table 3.4. Summary of the optimization results using different coil geometries

3.3 Temperature Increase Measurements in a Real MPI Scanner

The first question when thinking about temperature increase during MPI might
be: Is the temperature increase measurable? In order to answer that question, a
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wall thickness
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top view front view

Fig. 3.27. Draft of the plexiglass phantom for temperature measurements during MPI.

phantom was built which could be filled with saline solution and – together with a
fiberoptic temperature probe – inserted into the laboratory scanner at the PHILIPS

research facility in Hamburg. The measurement setup, procedure and results will
be described in the following sections.

3.3.1 Measurement Setup

The phantom required needed to fulfill several specifications:

• The body material had to be a poor thermal conductor.
• The phantom needed to allow complete filling with saline solution and
• positioning a temperature sensor within the phantom close to the phantom’s

periphery.

Fig. 3.27 presents the draft of the phantom informing about the required geome-
try provided by PHILIPS. The phantom finally was constructed out of plexiglass.
It consisted of a cylindrical tube, closed on one end, open on the other. The lid
contained a valve that allowed complete filling with saline solution and a slot for
the temperature probe. Underneath the lid, a guide rail was attached, to which the
temperature probe could be affixed.
The filling of the phantom was supposed to be physiological saline solution (NaCl)
in order to represent human tissue. The saline concentration in physiological NaCl
is 9 g/l. The temperature probe utilized was a REFLEX 4 NOTECH fiber-optic ther-
mometer from NORTECH FIBRONIC INC, Canada. It consists of a four channel
system. Each channel has a temperature resolution of 0.1 ◦C and an accuracy of
±1 ◦C plus 0.003 ◦C per meter of fiber. Temperature time series can be stored on a
PC with a time resolution of 0.25 s.
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3.3.2 Procedure and Results

For temperature measurements, the z-coils of the MPI lab scanner only had been
utilized for field generation. The magnetic field was set to 20 mT, turned on and
off in sequences of 5 minutes. The fiber-optic probe measured the temperature at
the location of highest SAR to expect within the saline solution (see Fig. 3.28).
The tube containing the probe was then inserted into the MPI scanner (Fig. 3.29).

Fig. 3.28. Temperature probe position within the tube: The red arrow denotes the B field vector generated by
the drive field coils, the blue circle within the tube marks the locations of highest induced E field strengths.
The black arrow points at the spot, where the temperature probe was positioned during measurements.

1

3

2

4

Fig. 3.29. MPI test scanner at the PHILIPS lab in Hamburg with marked selection field coils (1), drive field
coils (z-coils) (2), cooling system tubes (3) and bore hole for probe insertion (4)
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During the first measurement, temperature was recorded for 15 minutes. At t = 5
min, the drive field coils were switched on for 6 minutes. Fig. 3.30 shows the
temperature time series. The temperature almost continuously dropped by 0.25 K
from start to end of the record. At first sight, it cannot be distinguished when the
magnetic field had been on. The saline solution was cooled instead of heated. The
cooling system of the scanner, which was set to 8 ◦C, had a greater influence than
the warming effect of the magnetic field. Looking at the temperature differences at
the moments of switching the field on and off, one recognizes that the temperature
drop was larger in terms when the drive field coils were off (approx. 30 mK/min
at 0 mT compared to 15 mK/min at 20 mT). This might be interpreted as “heating
effect” of the absorbed power.
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Fig. 3.30. First temperature measurement in MPI system. The red line denotes the filtered signal, obtained
by applying a moving average filter to the original data. No difference is visible between coils switched on
and off terms.

After several improvement steps, the actual warming effect eventually became vis-
ible. These were:

• The plexiglass tube had thermally been isolated to reduce the influence of the
cooling system.

• The NaCl concentration had been increased by the factor of 20 up to 180 g/l in
order to increase power absorption due to increased electrical conductivity.
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• The magnetic flux density was increased up to 30 mT. However, this was not
stable. After 2 minutes, magnetic flux density dropped to 20 mT.

• The periods of field exposure were extended and repeated.

From then on, the temperature drop had turned into a temperature rise during B
field exposure terms. Fig. 3.31 shows two records. Temperature increase within
field exposure varied from 60 mK (4 mK/min) up to 225 mK (15 mK/min). Obvi-
ously, the cooling system still affected the temperature inside the tube but not as
strongly as before. Temperature decrease between B field exposure terms varied
from -30 mK (-2 mK/min) to -105 mK (-7 mK/min).
These results suggest that there is no measurable temperature increase to expect
during MPI sessions under normal circumstances, i. e. without increased electrical
conductivity. However, within the small system, induced fields are small and so
will be temperature effects. Increasing the NaCl concentration up to unnatural
values finally led to a measurable signal. This was taken as proof of concept. In
addition, the achieved temperature rise was used in order to validate temperature
increase simulation with SEMCAD X, which will be presented in the following
section.

3.3.3 Comparison between Measured Data and Simulation

Besides temperature measurements, simulations of the above described scenario
have been carried out. All plexiglass solids have been omitted. Instead, a simple
cylinder without heat transfer to bounding materials was created. The cylinder
consisted of pure saline solution of increased conductivity, representing the 180
g/l-solution. Unfortunately, there was no data in literature found providing infor-
mation about thermal heat capacity and thermal conductivity depending on NaCl
concentration. Thus, these quantities had been kept at normal levels of c = 4200
J/kg/K and k = 6.49 W/min/K, respectively. Fig. 3.32 shows the simulation setup
of the model.
The source of the heating power was the B field of 20 mT central amplitude gen-
erated by the drive field z-coils. For the temperature simulation, the B field was
turned on for 15 minutes. Afterwards, temperature was recorded for another 15
minutes. Maximum temperature captured by the thermal point sensor was 0.21 K
after 15 minutes heating time (see Fig. 3.33), which makes an average increase of
14 mK/min. Within the following 15 minutes, temperature dropped by 5.9 mK/min
finishing at 0.122 K relative temperature increase compared to the initial temper-
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ature. The simulation reconstructed the measured temperature increase and de-
crease perfectly fine.
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Fig. 3.31. Two records of final temperature measurements in MPI lab system
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Fig. 3.32. Simulation setup of the cylindrical tube within MPI drive field coils in order to reconstruct
temperature measurements. Only one solid is needed representing the saline solution. One temperature
sensor is placed within the solution analog to temperature measurements.
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Fig. 3.33. Temperature increase captured by the thermo point sensor during simulation. Increase and de-
crease behavior reconstructs well measured data within the real scanner.

3.4 Results and Discussion

In MPI, crucial quantities are the induced current density, specific absorption rate
and temperature increase. These quantities have been calculated with numerical
methods at every point of a human model, given that the central B field amplitude
is 10 mT.



3.4. RESULTS AND DISCUSSION 83

Current density J

Due to B field characteristics and the given geometry of MPI drive field coils, cur-
rent densities reach high values at the body’s periphery. Current seeks for closed
paths within conductive tissue. If paths get narrow, current flow densifies. Due to
smaller possible loop radii, current densities are lower deep within the body. At 25
kHz, amplitudes of current densities reach a maximum of 63.5 A/m2 in myocardial
tissue and 168.0 A/m2 in peripheral muscle. With increasing frequency or B field
amplitude, current densities rise. However, these peaks are limited to very few tis-
sue voxels. It is not clear, whether these currents are able to stimulate excitable
tissues. Restrictions on current densities are defined for averaged current densities
perpendicular to an area of 1 cm2. It is well known, that currents directed along
the axis of an excitable cell is more stimulative than perpendicularly oriented cur-
rents [70,71]. At this point, limits of the utilized numerical model are reached. No
assertion can be made upon the orientation between currents and muscle fibers.
That’s why statistical means of current densities are given here in terms of thresh-
old considerations. Those still are 10.9 A/m2 and 23.7 A/m2 in heart and muscle
tissue, respectively, which by far exceed current restriction of the ICNIRP (see Sec-
tion 2.4.4, which is 0.36 A/m2 for occupational exposure to electromagnetic fields
of 25 kHz [60].
At 100 Hz, the frequency planned for the MPI focus field, the restrictive value of
current density is 14 mA/m2. Calculated peak and averaged values also exceed this
value. Even the average over myocardial muscle is double this limit (19.2 mA/m2).
The simulation results are the basis for further investigations. Whether these calcu-
lated current densities are able to stimulate excitable tissue, i. e. peripheral nerves
or even the myocardium, has to be clarified. Therefore, models of ventricular cells
have been utilized to determine frequency dependent thresholds for action poten-
tial generation (see Chapter 4).

Specific absorption rate and temperature increase

The SAR is an indicator of possible temperature increase. It can be controlled by
actuating the power applied to the human body. All restrictions on SAR are with
regards to keeping temperature increase below 1 K. According to literature, this
is given if SAR is kept below 4 W/kg [60] [62]. For electromagnetic fields below
100 kHz, no exposure limits are specified. Yet, the results presented here suggest
that definitions of SAR restrictions are necessary.
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Considering existing limits of field exposure, limits on local SAR are exceeded
before whole body limits are exceeded. This conclusion has been drawn in studies
of MRI RF coils as well [72].
At 25 kHz, maximum temperature increase values are around 1.5 K while the
whole body average is below 0.01 K and thus no local burn or cell death is to be
expected. This result suggests that SAR thresholds for MPI may be higher than
MRI thresholds. Corresponding SAR values (25 kHz, 10 mT) are 12.1 W/kg local
SAR and 0.91 W/kg whole body average.
The results show, that above 50 kHz, local temperatures might exceed 42◦C after
exposing the human body to a magnetic flux density of 10 mT for 5 min. In the 50
kHz-simulation, a torso volume that makes up 0.0038 % or 7.41 cm3 exceeds 5 K
temperature increase.
Above 25 kHz, the SAR has the greatest impact on body temperature compared
to other temperature regulating processes like metabolism or heat transfer to the
cardiovascular system. Still, both models presented here represent simplified sce-
narios as other thermoregulatory systems, like sweating, convective flow and oth-
ers, cannot be accounted for. In order to prevent health affecting damages due to
local or core body heating, it is recommended not to expose patients to 10 mT of
frequencies above 50 kHz for longer than 30 seconds.
Temperature calculation validity has been proved by comparing measurements
with simulated temperatures. Temperature curve characteristics show good agree-
ment and so do values of relative temperature increase and decrease. Measured
temperature increase during B field exposure (20 mT) is between 4 mK/min and
15 mK/min (Fig. 3.31 in sec. 3.3.2), whereas the calculated temperature rise is
14 mK/min (Fig. 3.33). The temperature drops by 2 mK/min – 7.3 mK/min in
measurements compared to 5.9 mK/min calculated temperature decrease.
Alternative coil geometries are able to decrease local and global SAR values.
Three options have been introduced here which give examples of different coil
geometry. There is no general solution for this problem. When thinking of alterna-
tive coil configurations, other limiting factors have to be accounted for, relating to
hardware issues for example. Constraining variables for J and SAR calculations
were limited to B field amplitude and frequency. Appropriate B field generation is
subject of other investigations.

Model imperfections

The human model has several drawbacks which should not be kept secret.
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• The human model does not include nerves. This is probably the biggest draw-
back, since skeletal muscle reaction is most commonly triggered by nervous
action. However, if the current density is high enough, skeletal muscle can
be stimulated directly. Differences between muscular and nervous stimulation
thresholds will be discussed later.

• The model does not include anisotropy, which also complicates assertions about
stimulation thresholds, since stimulation effects of electric fields depend on
field orientation. Again, this motivates to look into more detailed models of
excitable tissue as will be described in the following chapter.

• Only the torso model was used for field effect simulations. This is due to a
tradeoff that had been made during original considerations. The complete torso
required a coarser grid in order not to exceed computational limits. Current den-
sity calculations showed that peak values increase, when the grid was refined.
For the sake of accuracy in inner organs, especially with respect to possible
myocardial stimulation, arms and legs were resigned.

• The skin is not well represented. What is assigned skin tissue is an artificial
coat of one voxel layer. Hence, the skin layer in the computational grid exhibits
gaps where the coat is not closed. This is most likely the reason for unrealistic
low temperature results. The skin was expected to heat up more than it actually
did in the simulations.





4

Behavior of the Cell Membrane of Excitable Tissue in
Electric and Magnetic Fields

4.1 Introduction

In Chapter 3, current density distributions within a complete human torso data set
have been presented, induced by three sets of coils which generate a magnetic flux
density of 10 mT amplitude at various frequencies. The following sections eval-
uate the effect of current density to excitable tissue on a microscopic scale. Cell
excitation is triggered by differences in charge distribution inside and outside of
the cell. At low frequencies, the cell generates an action potential, if the resting po-
tential is raised by≈ 25 mV (see Section 2.3). Due to the capacitive characteristics
of the cell membrane, the lift of the transmembrane voltage (TMV), necessary for
action potential triggering, becomes more and more “demanding” with increasing
frequencies. For cell excitation caused by external fields, this means that higher
field amplitudes are necessary for stimulation with increasing frequency. Again,
numerical calculations have been used to quantify potential distributions at the
cell membranes of numerical cell representations of myocardium, skeletal muscle
and nerve tissue. Both direct contact stimulation and magnetically induced field
distributions have been investigated. The chapter will be closed with a compari-
son of numerical simulation results with a well established analytical human cell
model.

4.2 Numerical Simulations upon Transmembrane Voltages

4.2.1 Setting up the Models

The cell models for the numerical simulations were created with a C++ program.
Basically, they consist of coated bricks, that represent intracellular fluid within a
cell membrane, embedded in extracellular fluid. 21 geometrical parameters need
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to be specified which are assimilated by the cell patch generator tool. The tool
creates voxel-based models by successively processing through the x-, y- and z-
dimension of the model, assigning material indices to the according voxels. The
model specifications include:

• cell dimensions in x, y and z dimension
• cell membrane thickness
• cell-to-cell distance
• number of cells in x, y and z direction
• six material indices
• additional extracellular space bounding the cell structure
• shift between one cell layer and the following
• number of gap junctions connecting cells in x-, y- and z-direction (in case of

myocardial modeling)

Geometric properties varied depending on the cell type to be modeled. Typical
dimensions for representation of a myocardial cell were 50 µm × 8 µm × 8 µm.
The cell membrane’s thickness and intercellular gaps were set to 1 µm which
exceed real cellular tissue by a factor of ≈ 200. This was a trade-off between
modeling accuracy and numerical feasibility. Modeling a thinner membrane would
increase the computational grid and with that reduce the maximum number of
cells in the structure. Due to this tremendous increase of membrane thickness,
the electric conductivity and relative permittivity needed to be adjusted in order
to gain realistic field distributions. The adjustment procedure will be described in
the following. The number of gaps varied between 0 and 30 % referring to the
proportion of maximum possible gaps in the respective cell surface.
For direct contact simulations, longish cell geometries were generated. Two virtual
electrodes were attached to the ends of the structure. Figure 4.1 presents examples
of cell model geometries.
For inductive stimulations, patches with quadratic surface planes have been con-
structed (Fig. 4.2). The excitation is caused by virtual current loops which generate
a magnetic flux through the cell patch and thereby an E field parallel to the current
loops’ plane.
Single motoneurons are embedded within muscular tissue. They react on external
fields if they experience a change in the field pattern, either due to bending, end-
ing or if the direction of the field changes (see Section 2.4 for details). The model
shown in Fig. 4.3, despite its simplicity, is able to show this effect. The model
consists of one nerve cell, coated by a cell membrane and extracellular fluid, em-
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(a) Cell model for longitudinal stimulation with gap junctions in longitudinal direction
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(b) Cell model for transverse stimulation with no gap junctions

Fig. 4.1. Examples of cell models for direct contact stimulations in two perspective views.

x z

y y

Fig. 4.2. An example of a cell patch model with current loops for field generation, top view and sagittal
view

bedded in muscular tissue. Another layer of extracellular space surrounds neural
tissue. Hence, current flowing from one electrode to the other first has to pass a
few microns of extracellular tissue, then either enters the nerve cell through its
cell membrane or enters muscle tissue, depending on the frequency of the input
voltage.
This simple structures allow fast calculation of current density and potential dis-
tribution. The potential difference at a cell’s membrane is decisive for action po-
tential generation. It will be shown later, that it is possible to calculate realistic
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1 V 0 V

Fig. 4.3. Simplified model of a nerve fiber within muscle tissue

field distributions despite the model’s simplicity if material properties are selected
carefully. Crucial quantities are

• cell and cell patch geometries
• number of gap junctions connecting cells in case of myocardial representation
• σ and εr of intracellular space, cell membrane, gap junctions and extracellular

space

For the studies presented in the following sections, properties of the cell mem-
brane needed to be adapted according to values of the TEN TUSSCHER ventricular
model [36], which presents a highly sophisticated analytical cell model. The di-
electric properties of intra- and extracellular fluids had already been investigated
in previous studies at the institute [73]. In these studies, values had been initialized
with equations for saline solutions [74]. Now, properties of cellular fluids had to
be adjusted in order to approach GABRIEL values of myocardial, skeletal muscle
and neural tissue. Within the regarded frequency range, all tissue characteristics
remain constant [73].

4.2.1.1 Model Geometries

The geometries of the single cells and cell patches were chosen carefully. Myocar-
dial cells are shorter than muscular and neural cells and are furthermore connected
by gap junctions which leads to an increased conduction velocity. There are more
gap junctions along the long axis of the cells than on the short axis. Gaps were
spread randomly over the cell membrane area. Table 4.1 summarizes the models’
characteristics. For penetration with touching electrodes, it is important that the
distance between the electrodes is long enough for the current to distribute within
the extra- and intracellular space. The expansion normal to the long axis can be
much shorter, since the current seeks for its optimum path towards the opposite
electrode. In case of magnetic sources, current loops will appear that are oriented
transversely to the source magnetic field. Three layers of cells are enough, as long
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as there is room for circularly oriented current distribution within the transverse
plains.

tissue type cell expansions number of cells number of gaps

elec. excitation magn. excitation

x, y, z [µm] x, y, z x, y, z x, y, z

myocardial 52×10×10 10×5×5 25×5×3 2×1×1

skeletal muscle 105×10×10 10×5×5 25×3×3 none

neural 600×10×10 1 1 none

Table 4.1. Geometries and cell configurations of the different cell types

4.2.1.2 Determination of σ and εr of the Cell Membrane

The membrane capacity of excitable cells is within the range of 1 – 2 µF
cm2

[30,36,75], whereas the cell membrane’s thickness is in the range of 5 – 8 nm [76].
The cell model of TENTUSSCHER ET AL. [36] was used here as analytical refer-
ence model. Cell membrane properties of the numerical model have been adjusted
to match TENTUSSCHER model values, which are d = 5 nm cell membrane’s thick-
ness C = 2 µF

cm2 capacity, respectively (see Section 2.3.2 for details). In order to
achieve appropriate conductance and capacitance despite much larger membrane
dimensions in the numerical model, the following relationships have been applied:
Regarding the cell membrane as a standard capacitor, its capacity can be formu-
lated as

C = ε0εr
A
d
, (4.1)

with C denoting the capacity, A the cell’s surface area and d the membrane’s thick-
ness.
Solving Eq. (4.1) for εr assuming d = 5 nm, one gets:

εr =
C
A
· d

ε0
= 2

µF
1cm2 ·

5nm
8.85 ·10−12 F/m

= 11.3 (4.2)

Since

Cn
!
=Ca⇔

εra

da

!
=

εrn

dn
, (4.3)
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with indices a referring to the analytical TEN TUSSCHER model and indices n
referring to the numerical model. Solving (4.3) for εrn yields:

εrn =
dn

da
· εra = 2260. (4.4)

Regarding the electrical conductivity of the cell membrane, the membrane conduc-
tance gk1 of the TENTUSSCHER-model has been reconstructed, which decisively
affects the resting membrane voltage. It is given to be 5.405 nS/pF.
In general, the membrane conductivity σ can be written as:

σ = G · d
A
, (4.5)

where G is the membrane conductance. With Ga, given by

Ga =C ·gk1, (4.6)

and CA defined by

CA =
C
A
, (4.7)

Equation (4.5) becomes

σa = A ·CA ·gk1 ·
da

A
. (4.8)

Using given values, one gets:

σ = 2
µF
cm2 ·0.5.405

nS
pF
·5 nm = 5.405 ·10−13 S

m
(4.9)

Finally, requiring Gn
!
= Ga:

σn = σa ·
dn

da
= 5.405 ·10−13 S

m
· 1µm

5nm
= 1.081 ·10−10 S

m
(4.10)

4.2.1.3 Determination of Properties of Intra- and Extracellular Fluids

After having determined the electric conductivity and relative permittivity for the
cell membrane, respective values need to be set for the intra- and extracellular
fluids and gap junctions. The objective was to set the fluids’ parameters such that
the overall tissue conductivity and permittivity best match GABRIEL values for
myocardial, muscle and neural material, respectively.
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Both permittivity and conductivity contribute to the complex impedance of cellular
tissue and can therefore be calculated using the complex current density. The com-
plex impedance Z is represented as the equivalent series circuit of a capacitance
and a resistance [26] of the cell patch:

Z = R+ ·XC = R− j · 1
ωC

, (4.11)

with the equivalent resistance R and capacitance C.
The electric conductivity σ is defined by the real part R of the complex impedance:

R = ρ · l
A
=

l
σ ·A =

U
IRe

(4.12)

Solving Eq. (4.12) for σ yields

σ =
1
ρ
=

IRe · l
U ·A , (4.13)

with the given quantities:
ρ : resistivity
σ : conductivity
A : cross-section of the cell patch perpendicular to the current flow
l : length of the cell patch
U : voltage (phase set to zero)
IRe : current (real part)

The apparent impedance Xc and the capacitance C of the cell patch can be calcu-
lated by evaluating the imaginary part of the series impedance:

XC =
1

ω ·C =
U
IIm

, (4.14)

with C defined as above:

C =
1

ω ·XC
= εr · ε0 ·

A
l

(4.15)

Substitution of Eq. (4.15) into Eq. (4.14) finally yields an expression for the per-
mittivity:

εr =
IIm · l

U ·A ·ω · ε0
. (4.16)
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with Iim being the imaginary part of the current and ω the angular frequency 2π f .
Thus, for material property determination, GABRIEL values for the designated tis-
sue types (see Table 4.2) were approached iteratively. In the first step, a frequency
sweep was simulated, setting the material properties to starting values as calculated
in [73]. The electrodes of either end of the cell patch were set to 0.01V and 0V , re-
spectively in case of skeletal muscle representation and 1 V and 0 V, respectively,
in case of myocardial and neural representation. Simulation frequencies were set
to multiples of 10, starting at 10 Hz up to 1 MHz. The obtained overall σ and εr

were compared with GABRIEL values. From there, properties of extracellular and
intracellular fluids were altered within the range of 10 % and 500 % of the original
until a satisfactory similarity to the GABRIEL values was achieved.

electric conductivity σ [S/m] relative permittivityεr

f [kHz] muscle heart nerve muscle heart nerve

1.0e+1 0.202 0.054 0.017 2.57e+07 2.36e+07 2.01e+07

1.0e+2 0.267 0.096 0.028 9.33e+06 3.16e+06 4.66e+5

1.0e+2 0.321 0.106 0.029 4.35e+05 3.53e+05 6.99e+04

1.0e+4 0.341 0.154 0.042 2.59e+04 7.01e+04 3.56e+04

1.0e+5 0.362 0.215 0.080 8.09e+03 9.85e+03 5.13e+03

1.0e+6 0.503 0.328 0.130 1.84e+03 1.97e+03 9.26e+02

Table 4.2. Dielectric properties of excitable tissue [28]

The described scenario fulfills the quasi-static condition
( d

λ

)2 � 1 (see Section
2.2.2) even for frequencies far beyond 1 MHz. In this case, SEMCAD X solves the
electro quasi-static equation

∇ · ε∇φ = 0. (4.17)

The computational grid consisted of five million nodes (skeletal muscle) and 2.5
million nodes (myocardial tissue). Depending on the frequency and workstation,
the simulations took 2 – 7 hours. For average σ and εr calculations, the resulting
complex current density was extracted within the midst slice perpendicular to the
potential gradient, i. e. half way from one electrode to the other (see Fig. 4.4).
There, the current is supposed to have distributed evenly over the intracellular and
extracellular spaces1. With

1 Extracting the current density at 10 other parallel planes lead to the same averaged values of σ and εr,
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averaging area
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Fig. 4.4. Visualization of the slice of current density extraction for σ and ε calculations

IRe =
∫

A
JRe dA and IIm =

∫
A

JIm dA, (4.18)

the values of IRe and IIm were calculated. l/A necessary for solving Equations
(4.13) and (4.16) is given by the model’s geometry. U is determined by the po-
tential difference between the two electrodes; Velectrode1−Velectrode2 . With that, the
overall σ and εr could be calculated for each simulation frequency and parameter
change according to Eq’s. (4.13) and (4.16). Table 4.3 summarizes cellular tissue
properties assigned in the numerical model as result of the adjustment simulations.
Figure 4.5 shows the results of dielectric properties graphically. Myocardial val-
ues match GABRIEL values well for both σ and εr. Parameters for skeletal muscle
are also within an acceptable range, considering that even GABRIEL values reflect
only an average of measured data. Properties for neural tissue were determined
accordingly, using a model that was filled with neurons only, without surrounding
muscle tissue.

extracellular fluid intracellular fluid cell membrane gap junctions

σ [S/m] εr σ [S/m] εr σ [S/m] εr σ [S/m] εr

original [73] 1.02 74.3 1.51 74.3 5.0 ·10−12 2260 1.51 74.3

heart 0.1286 74.3 0.612 74.3 1.081e-10 2260 0.612 74.3

muscle 0.643 74.3 0.612 74.3 1.081e-10 2260 – –

nerve 0.0645 74.3 0.245 74.3 1.081e-10 2260 – –

Table 4.3. Adapted dielectric properties of excitable tissues

Tables 4.4, 4.5 and 4.6 provide the data that were achieved after assignment of the
tissue properties listed in Table 4.3. Current density values are slice maximums
and means.



96 CHAPTER 4. BEHAVIOR OF THE CELL MEMBRANE OF EXCITABLE TISSUE

 0

 0.1

 0.2

 0.3

 0.4

 0.5

 0.6

 0.7

 0.8

100 101 102 103 104 105 106

 [S
/m

]

f [Hz]

Muscle (Gabriel)
Muscle (model)
Heart (Gabriel)
Heart (model)

Nerve (Gabriel)
Nerve (model)

(a) Electric conductivity σ

101

102

103

104

105

106

107

108

100 101 102 103 104 105 106

r

f [Hz]

Muscle (Gabriel)
Muscle (model)
Heart (Gabriel)
Heart (model)

Nerve (Gabriel)
Nerve (model)

(b) Relative permittivity εr

Fig. 4.5. Dielectric properties of excitable tissues according to GABRIEL ET AL. and as result of parameter
adaptation of the numerical models

f [Hz] σ [S/m] εr Jmax [A/m2] Jmean [A/m2] I [A]

1.0e+01 4.71e-02 1.28e+07 2.46e+02 1.13e+02 3.63e-07

1.0e+02 7.98e-02 5.37e+06 8.36e+02 1.82e+02 6.49e-07

1.0e+03 1.15e-01 3.15e+05 9.36e+02 2.26e+02 8.84e-07

1.0e+04 1.34e-01 5.19e+04 1.22e+03 2.70e+02 1.04e-06

2.5e+04 1.56e-01 3.36e+04 1.13e+03 3.22e+02 1.24e-06

1.0e+05 2.16e-01 8.57e+03 1.08e+03 4.26e+02 1.69e-06

1.0e+06 2.62e-01 7.60e+01 1.08e+03 4.95e+02 1.99e-06

Table 4.4. Resulting dielectric properties and currents within the myocardial model. Input potential drop
over the model is 1 V. σ and ε are plotted in Fig. 4.5.

f [Hz] σ [S/m] εr Jmax [A/m2] Jmean [A/m2] I [A]

1.0e+01 2.34e-01 3.99e+05 6.11 2.38 8.97e-09

1.0e+02 2.34e-01 4.76e+05 6.11 2.41 8.97e-09

1.0e+03 2.38e-01 4.69e+05 6.10 2.65 9.17e-09

2.5e+04 4.11e-01 4.33e+04 6.08 4.14 1.59e-08

1.0e+04 3.57e-01 1.66e+05 5.97 3.82 1.41e-08

1.0e+05 4.43e-01 4.11e+03 6.09 4.38 1.70e-08

1.0e+06 4.50e-01 1.29e+03 5.91 4.45 1.75e-08

Table 4.5. Resulting dielectric properties and currents within the model of skeletal muscle. Input potential
drop over the model is 0.01 V. σ and ε are plotted in Fig. 4.5.
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f [Hz] σ [S/m] εr Jmax [A/m2] Jmean [A/m2] I [A]

1.0e+01 2.34e-02 5.19e+05 6.11e-01 2.41e-01 8.97e-10

1.0e+02 2.36e-02 4.78e+05 6.10e-01 2.66e-01 9.10e-10

1.0e+03 3.57e-02 3.13e+05 7.25e-01 4.40e-01 1.52e-09

1.0e+04 6.20e-02 1.42e+04 1.20e+0 6.13e-01 2.39e-09

2.5e+04 6.54e-02 2.65e+03 1.17e+0 6.39e-01 2.51e-09

1.0e+05 6.75e-02 9.85e+02 1.12e+0 6.54e-01 2.60e-09

1.0e+06 2.82e-02 5.56e+02 6.81e-01 4.03e-01 1.60e-09

Table 4.6. Resulting dielectric properties and currents within the neural tissue model. Input potential drop
over the model is 0.01 V. σ and ε are plotted in Fig. 4.5.

4.2.2 Transmembrane Voltages Caused by Touching Electrodes

Regarding muscle and heart tissue, results of the simulations described in the pre-
vious section also serve as results for the investigation of potential distributions
due to direct contact of excitable tissue with electrodes. For neural behavior obser-
vations, the initially introduced single cell model has been used for threshold de-
termination. In order to evaluate the stimulating effect, potentials φ were extracted
along the direction of the potential gradient from one electrode to the other. φe

denotes the extracellular potential, extracted from the extracellular space neigh-
boring the midst cell of the model. φi presents the intracellular potential of the
same cell. Hence, the difference between both φi−φe provides the transmembrane
voltage Vm. Fig. 4.8(a) illustrates the procedure: with x denoting the axis directed
along the potential gradient, Vm is obtained via φ(x,y− 1)− φ(x,y). It must be
considered, however, that without an external voltage source, all tissues in these
models are on the same potential level, in contrast to the nature of real cells. The
resting potential is always to be added to the results of the following figures. Hence
φe and φi and consequently Vm, are to be taken as “delta” to the resting potentials.
At low frequencies, the potential drop is restricted to the extracellular space, since
the membrane isolates the cell bodies. With increasing frequency, current passes
the membrane and hence decreases the potential difference between inside and
outside.
Figure 4.6 visualizes the effect in myocardial representation: The potential distri-
bution along the potential gradient is shown for f = 10 Hz and f = 1 kHz. At 10
Hz (Fig. 4.6(a)), all intracellular tissue is at the same potential, due to intercellular
connections via gap junctions. Almost no current flows fthrough the intracellu-
lar space. In extracellular tissue, the potential falls linearly from left electrode to
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right electrode potential. At 1 kHz (Fig. 4.6(b)), a potential difference becomes
evident only close to the electrodes. Towards the center of the patch, the poten-
tial has distributed evenly to the intra- and extracellular space. The resulting cur-
rent (Fig. 4.6(c)) now enters the intracellular space and finds a low resistant path
through the gap junctions.
In the model representing skeletal muscle tissue, things are a little different At 10
Hz (Fig. 4.7(a)), every cell along the potential gradient is on a different potential
level, due to the absence of intercellular connections. When the current manages to
pass through the membrane, which starts at ≈ 1 kHz (Fig. 4.6(b)), a small current
flows within one cell from one end to the other. Current patterns look the same all
over the muscle patch. Most of the current is still present outside the cells.

1 V

0 V

(a) Potential distribution at 10 Hz (linear scale)

1 V

0 V

(b) Potential distribution at 1 kHz (linear scale)

0 dB

-50 dB

(c) Distribution of current density at 1 kHz (dB scale)

Fig. 4.6. Qualitative distribution of potential and current density within the myocardial model. The potential
drops from 1.0 V to 0 from left to right. Potentials are on a linear scale, current density in dB.
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0.01 V

0 V

(a) Potential distribution (linear scale)

0 dB

-50 dB

(b) Current density distribution (dB scale)

Fig. 4.7. Qualitative distribution of potential and current density within the skeletal muscle model at 1 kHz.
The potential drops from 0.01 V to 0 from left to right.

It is well known that stimulation thresholds are lower if the electric field is oriented
along the cell’s long axis compared to perpendicularly oriented fields [38, 39, 41].
In order to reconstruct this effect by means of numerical simulations, both the
cells within the myocardium model and the skeletal muscle model have been ro-
tated such that the potential gradient is normal to the long axis of the cells (see
Fig. 4.1(b)). For those tissue representations, φe and φi have been extracted at
points of normal cell surfaces. This is visualized in Fig. 4.8(b). Vm is the result of
φ(x+1,y)−φ(x,y) (proximal end) and φ(x−1,y)−φ(x,y) (distal end).
In the following, the potentials φe and φi and the resulting Vm are presented in
separate plots for each simulation frequency and cell patch model.

Myocardial Tissue

The first series (Fig. 4.9) presents the potential distributions of the myocardial cell
patch model along the distance from one electrode (U = 1V ) to the other (ground).
The potential gradient is directed along the long axis of the cells. The stimulation
frequency and resulting averaged current density is given in the curves’ legends.
φi is interrupted by intercellular gaps, whereas φe is interrupted by gap junctions
which happened to show up on the selected extraction line.
Current always takes the way of lowest resistance. At very low frequencies, the
current flows through the extracellular fluid only. This leads to high potential dif-
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Vm
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hyperpolarized 
end

depolarized 
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(a)
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depolarized 
sidex

y

(b)

Fig. 4.8. Locations of potential extraction for parallel (a) and transverse (b) stimulation

ferences at the cell membrane in planes very close to either electrode, which would
force the Na+ channels within the cell membrane to open and thereby trigger an
action potential. Within the myocardium, electric signals are conducted from one
cell to the next along the conduction system of the heart. This means that it is suffi-
cient to stimulate few cells to trigger a depolarization wave. At frequencies below
1 kHz, all cells in the first half of the patch is hyperpolarized all along the length of
each cell. When the extracellular potential crosses the intracellular potential level,
the interior side of the cell membrane is on a higher potential level, Vm switches
its sign.
With increasing frequency, φe and φi more and more approach each other. This
decreases the Vm and disables the effect of cell excitation. Jmean increases, due to
increasing overall conductivity of the tissue. Note the different scaling in the Vm

plots. Vm peaks at either ends of the model disappear. Instead, all cells experience a
hyperpolarization on the proximal end (close to the exciting electrode) and a depo-
larization on the distal end. This implies that all cells would excite simultaneously
in case of super-threshold stimulation, instead of subsequently as in low frequency
stimulation.
The second and third series (Figs. 4.10 and 4.11) present simulation results of the
myocardium model, in which the potential gradient hits the long side of the cells.
Fig. 4.10 shows φe, φi and Vm of the distal side of the cell. In this simulation, the left
and right electrode were set to +0.5 V and −0.5 V, respectively. The intracellular
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potentials differ from one cell to the following already al f = 10 Hz. This is due
to fewer intercellular connections along the long side of the cells.
At higher frequencies, these faces of the membrane all get depolarized, due to
the potential drop outside the cell. In case of sufficient TMV increase, exceeding
the threshold potential, an action potential would be triggered. 48 points denote
potential extraction sites of all 48 cells in x direction. Compared to longitudinal
stimulation, generated TMVs are lower.
Figure 4.11 shows extractions of potentials at the proximal ends of the cells. At
frequencies below 1 kHz, this side is also depolarized. Above 1 kHz, Vm of all cells
is distracted to negative levels.
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Fig. 4.9. φi and φe (left) and the corresponding TMV (right) along the x-axis (in [µm]) in the myocardium
model with the cells’ long axes parallel to the field gradient at frequencies from 10 Hz to 1 MHz.
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Fig. 4.10. φi and φe and the corresponding TMV along x (in [µm]) extracted at the distal ends of the
myocardium model, field normal to the cells’ long axis at f = 10 Hz up to f = 1MHz.
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Fig. 4.11. φi and φe and the corresponding TMV along x (in [µm]) extracted at the proximal ends of the
myocardium model, field normal to the cells’ long axis at f = 10 Hz up to f = 1MHz.
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Muscle Tissue

Looking at extracted potentials from the muscle representation, things are a little
different. Cells are not connected with their neighbors. Hence every cell interior
is on a different potential level, resulting in a staircase pattern of φi in case of
longitudinal stimulation. This leads to the saw tooth pattern of Vm already at low
frequencies and hence suggests simultaneous excitation if the increase in Vm is
sufficiently high. With increasing frequency, a potential drop and thus a current
flow within the cells takes place. φi and φe approach each other until they come
to lie on one another. Only the cells’ endings experience a potential difference to
the outside. This is where the current has to pass the cell membrane. This effect
again decreases with increasing frequency, since the current eventually is able to
pass the cell membrane. Figure 4.13 presents the results, scaled by a factor of 100
in order to compare with myocardium model results.
Next, Fig’s. 4.14 and 4.15 present the results of transverse excitation. 100 cells
in the direction of the field gradient fit into the model in this configuration, deliv-
ering many points of potential extractions. Both proximal and distal faces of the
cells are at a lower potential level than the extracellular space. The intracellular
potential also depends on the size of the cell. Due to the shift in the cell alignment,
cells differ in their shapes periodically. Cells with biggest surface area show lower
intracellular potentials. This can be seen more clearly in Fig. 4.12. This results in
an alternating Vm, throughout all frequencies. In general, potential differences are
much lower than in the simulations of longitudinal stimulation. This goes along
with findings of earlier studies.

0.01 V

0 V

Fig. 4.12. Potential distribution in the skeletal muscle patch model, with cells oriented such that the poten-
tial gradients hits the cells transversely. Intracellular potentials not only depend on the location relative to
the voltage source, but also on the size of the affected surface area.
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Fig. 4.13. φi and φe and the corresponding TMV along x (in [µm]) extracted along the long side of the
skeletal muscle model cells, field parallel to the cells’ long axis at f = 10 Hz up to f = 1MHz.
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Fig. 4.14. φi and φe and the corresponding TMV extracted along x (in [µm]) at the distal ends of the skeletal
muscle model cells, field normal to the cells’ long axisat f = 10 Hz up to f = 1MHz.
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Fig. 4.15. φi and φe and the corresponding TMV extracted along x (in [µm]) at the proximal ends of the
skeletal muscle model cells, field normal to the cells’ long axisat f = 10 Hz up to f = 1MHz.



4.2. NUMERICAL SIMULATIONS UPON TRANSMEMBRANE VOLTAGES 109

Single Nerve Model Embedded in Homogenous Muscle Tissue

The characteristics of the potential distribution within the nerve, displayed in
Fig. 4.16, are similar to those of single muscle cells: At very low frequencies, no
field is evident within the cell and no current enters the cell. Instead, current flows
in muscle tissue along the nerve’s boundaries, causing high potential differences
at the cell membrane. With increasing frequency and current flow within the cell,
a depolarization takes place only at the cell termination. Above 1 kHz, in addition
to depolarization and hyperpolarization at the nerve’s ends, the opposite effects
appear close to the ends. The areas of de- and hyperpolarization get smaller with
increasing frequency. The area of hyperpolarization next to the depolarization is
called virtual anode. The opposite effect consequently is called virtual cathode.

Determination of Threshold Current Densities

For action potential generation, it is sufficient if the threshold potential (TMVthresh)
is exceeded at small portions of the cell’s surface. TMVthresh ≈ 25 mV above the
cell’s resting potential. The crucial point is the current density in the tissue induced
by the magnetic field, which is responsible for the TMV alternation. Therefore,
the volume average current densities have been extracted from the simulations, in
correspondence with obtained q10 and q1 values of TMVs at the cell membranes.
Due to the linear relationship, threshold current densities can be calculated by
scaling up:

Jthresh,q10 =
T MVq10

T MVthresh
· Javg (4.19)

Jthresh,q1 was calculated correspondingly. Tables 4.7, 4.8 and 4.9 provide TMV
quantiles and respective current densities. It turned out that the increase in current
density does not differ significantly, forcing 10 % of the TMV values to rise above
threshold (q10 value of TMV) or only 1 % (q1 value). Due to the characteristic
conduction system of myocardial tissue, stimulation thresholds are much lower
compared to the values calculated for skeletal muscle tissue.
Respective threshold current density amplitudes are also given in Fig. 4.17 to-
gether with thresholds for transverse excitation. The trend of rising threshold cur-
rents with increasing stimulation frequency is definite, except for few outliers.
Threshold current density for nerve stimulation above 100 kHz seems to decrease.
This originates from the parameter adaption for dielectric properties (see Fig. 4.5).
The overall tissue conductivity decreased for frequency rising above 100 kHz in-
stead of further decreasing, as it is supposed to.
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f Javg TMVq10 Jthresh,q10 TMVq1 Jthresh,q1

[Hz] [A/m2] [V] [A/m2] [V] [A/m2]

1.0e+01 113.0 4.39e-01 6.44e+00 4.83e-01 5.85e+00

1.0e+02 182.0 2.80e-01 1.63e+01 3.10e-01 1.47e+01

1.0e+03 226.0 1.04e-01 5.46e+01 1.09e-01 5.17e+01

1.0e+04 270.0 3.85e-02 1.76e+02 3.85e-02 1.76e+02

1.0e+05 426.0 7.79e-03 1.37e+03 8.19e-03 1.30e+03

1.0e+06 495.0 7.36e-04 1.68e+04 7.36e-04 1.68e+04

Table 4.7. Javg, 10 % quantile and 1 % quantile of the transmembrane voltages (TMVq10, TMVq1) cal-
culated for longitudinal stimulation of myocardial tissue. Jthresh,q10 and Jthresh,q1 refer to the stimulation
threshold current density, assuming that exceeding the threshold potential in 10 % and 1 % of the observed
patch, respectively, is sufficient.

f Javg TMVq10 Jthresh,q10 TMVq1 Jthresh,q1

[Hz] [A/m2] [V] [A/m2] [V] [A/m2]

1.0e+01 2.38 4.52e-04 1.32e+02 4.96e-04 1.20e+02

1.0e+02 2.41 4.47e-04 1.35e+02 4.87e-04 1.24e+02

1.0e+03 2.65 4.41e-04 1.50e+02 4.81e-04 1.38e+02

1.0e+04 3.82 2.36e-04 4.05e+02 2.52e-04 3.79e+02

1.0e+05 4.38 3.88e-05 2.82e+03 4.22e-05 2.60e+03

1.0e+06 4.45 7.82e-06 1.42e+04 8.79e-06 1.27e+04

Table 4.8. Calculated currents and TMV quantiles for longitudinal skeletal muscle stimulation

f Javg TMVq10 Jthresh,q10 TMVq1 Jthresh,q1

[Hz] [A/m2] [V] [A/m2] [V] [A/m2]

1.0e+01 24.1 2.57e-01 2.35e+00 2.83e-01 2.13e+00

1.0e+02 26.6 8.24e-02 8.07e+00 9.36e-02 7.10e+00

1.0e+03 44.01 2.23e-02 4.92e+01 2.40e-02 4.58e+01

1.0e+04 61.3 5.63e-03 2.72e+02 5.63e-03 2.72e+02

1.0e+05 65.4 1.72e-03 9.48e+02 1.72e-03 9.48e+02

1.0e+06 40.3 1.77e-03 5.68e+02 1.77e-03 5.68e+02

Table 4.9. Calculated currents and TMV quantiles for longitudinal single nerve stimulation
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Fig. 4.16. φi and φe and the corresponding TMV extracted along the long side of the nerve cell, field parallel
to the cell’s long axis at f = 10 Hz up to f = 1MHz. The nerve cell terminates at x = 100 µm.
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Fig. 4.17. Current density thresholds scaled to a level such that 10 % and 1 % (q10, q1) of the extracted
TMV exceed the threshold for action potential generation. “parallel”, “near” and “far” refer to stimulation
location. “Parallel” refers to longitudinal stimulation, “near” and “far” to transverse stimulation with po-
tentials extracted proximal and distal to the source electrode. Note that J is displayed in logarithmic scale
only where appropriate.
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4.2.3 Transmembrane Voltages Caused by Magnetic Fields

When stimulating excitable tissue by closed current loops, the world is a little
different compared to direct contact stimulation. In direct contact stimulation, the
current distributes according to the resistivity along its path, following a potential
gradient. A current needs to enter the cell via the cell membrane. Magnetically
induced currents within the intracellular space do not necessarily need to have
past the membrane.
Due to FARADAY’s law, the induced E field depends on the amplitude, orientation
and frequency of the stimulating B field. Since the E field is rotating, no electric
potential field φ is defined. However, the voltage across the thin cell membrane
can be calculated by taking a line integral of E across the cell membrane. Hence,
the TMV is

Vm =
∫

Eds, (4.20)

with s being the path through the cell membrane. Regarding cell patches that are
penetrated by an oscillating B field, the induced electric field component oriented
across the cell membrane integrated over the membrane’s thickness represents the
TMV, that is critical for cell excitation.
The scheme of the model for induced currents simulations is that of Fig. 4.2. The
coils’ radius and distance is 70 µm and 60 µm, respectively. Running the coils
with 1 A each results in a central B amplitude of 16 mT. In the following, resulting
TMVs are presented for stimulation of myocardial and muscle tissue at 10 kHz.

Myocardial Tissue

Figure 4.18 shows three sets of plots: Figures 4.18(a) and 4.18(b) present induced
Ex and Ey, respectively, by means of colored slices through the mid intersection
of the model. Red denotes zero electric field, yellow and white positive values,
blue and black negative values. The coils induce a rotating E field, that forces free
charges to move. Current flow is high within the extracellular space, but the peaks
occur in the gap junctions (Jmax = 0.122 A/m2), where the current flow densifies.
From theory, one expects the highest amplitudes to occur underneath or at least
close to the coil’s ring. At locations where cells and J are not parallel high field
values occur. Peaks appear at cell endings. Hence, the presented intersection plane
can be divided in four symmetric quadrants: Along the symmetry axes, the E field
is zero, whereas in the four quadrants of the plane, values 6= 0 arise within the cell
membranes, depolarizing and hyperpolarizing the membrane accordingly.
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Figures 4.18(c) and 4.18(d) show derived TMVs Ex ·d and Ey ·d, respectively, with
d being the membrane’s thickness, extracted along the white dashed lines of the
colored slice plots. Whether the E field is directed inward or outward of one cell
is decisive for increasing or decreasing the natural resting potential.
Finally, the cumulative histograms presented in Figs. 4.18(e) and 4.18(f) summa-
rize longitudinal and transverse positive TMVs occurring in the entire cell patch.
1 % of the cell membranes experience a lift of the TMV of at least 0.669 µV in
longitudinal direction (Ex ·d), whereas 1 % of cell membranes experience a lift of
the TMV of at least 1.162 µV in transverse direction.

Skeletal Muscle Tissue

Figure 4.19 presents sliced Ex and Ey, derived TMVs along a line through x and
y and cumulative histograms resulting for replacing the myocardial cell model by
the skeletal muscle patch. Due to the absence of intercellular connections, induced
currents do not pass the membranes easily. The current within the cell membrane
is much lower compared to extra- and intracellular currents. Jmax = 0.0255 A/m2

arises within the extracellular fluid.
The effect of increasing effective conductivity with frequency does not affect the
amplitude of induced currents much. This has been shown in the human body
simulations, too, where induced current densities rise linearly with stimulation
frequency (Section 3.2.2.1). This implies that increasing the frequency facilitates
cell excitation since all quantities scale with frequency. However, as will be shown
later, excitability of cells decreases with rising stimulation frequency. Since the
activation of ion channels within the cell membrane underlies specific time con-
stants, cells do not react on stimulation impulses of short durations, leading to a
higher threshold TMV.
In general, induced TMVs within the skeletal muscle patch are lower compared to
TMVs in the myocardial model. This approves higher excitability of myocardial
tissue due to its lower effective conductivity.

Single Nerve Cell Embedded in Muscle Tissue

Things are a little different as soon as a long nerve runs across the scene. The
following Fig. 4.20 again presents the muscle model, but with a nerve fiber em-
bedded. Figure 4.20(a) shows the magnitude of induced E field in logarithmic
scale in order to emphasize the effect of the present nerve: The nerve’s mem-
brane presents highest values of induced E field. The conductivity of nerves is
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 0

 10

 20

 30

 40

 50

 0  0.2  0.4  0.6  0.8  1  1.2  1.4  1.6

R
a

ti
o

 o
f 

ti
s
s
u

e
 [

%
]

TMV [µV]

longitudinal: q1 = 0.669, q90 = 0.002

(e) Cumulative histograms of positive (depolarizing)
TMVs caused byEx.

 0

 10

 20

 30

 40

 50

 0  0.2  0.4  0.6  0.8  1  1.2  1.4  1.6

R
a

ti
o

 o
f 

ti
s
s
u

e
 [

%
]

TMV [µV]

transversal: q1 = 1.162, q90 = 0.002

(f) Cumulative histograms of positive (depolarizing)
TMVs caused by Ey

Fig. 4.18. E field components and derived TMVs induced in the myocardial cell patch model, penetrated
by an oscillating B field of 16 mT and 10 kHz.



116 CHAPTER 4. BEHAVIOR OF THE CELL MEMBRANE OF EXCITABLE TISSUE

max

- max

0

(a) Ex within the central x-y-plane of the skeletal
model.

max

- max

0

(b) Ey within the central x-y-plane of the skeletal
model.

-1.2
-1

-0.8
-0.6
-0.4
-0.2

 0
 0.2
 0.4
 0.6
 0.8

 1

 0  50  100  150  200  250  300  350

TM
V 

[µ
V]

x [µm]

(c) Extracted TMV from (a).

-0.8

-0.6

-0.4

-0.2

 0

 0.2

 0.4

 0.6

 0.8

 0  50  100  150  200  250  300

TM
V 

[µ
V]

y [µm]

(d) Extracted TMV from (b).

 0

 10

 20

 30

 40

 50

 0  0.2  0.4  0.6  0.8  1  1.2  1.4

R
a

ti
o

 o
f 

ti
s
s
u

e
 [

%
]

TMV [µV]

longitudinal: q1 = 0.198, q90 = 0.002

(e) Cumulative histograms of positive (depolarizing)
TMVs caused by Ex

 0

 10

 20

 30

 40

 50

 0  0.2  0.4  0.6  0.8  1  1.2  1.4

R
a

ti
o

 o
f 

ti
s
s
u

e
 [

%
]

TMV [µV]

transversal: q1 = 0.449, q90 = 0.002

(f) Cumulative histograms of positive (depolarizing)
TMVs caused by Ey

Fig. 4.19. E field components and derived TMVs induced in the skeletal muscle cell patch model, pene-
trated by an oscillating B field of 16 mT and 10 kHz.
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much lower than both skeletal muscle and myocardial tissue. Hence, current dis-
tributions differ widely between inside and outside which leads to high TMVs.
Figures 4.20(b) and 4.20(c) present the derived TMVs along the nerve’s long side
and transverse to it, respectively. Maximum values at the ends reach 2 µV, whereas
only 1 % of muscular cell membranes do exceed 0.45 µV (see Fig.4.19(f)). Hence,
the nerve would be the first to generate an action potential and would transfer the
signal to its adjacent nerve or muscle cell by synaptic biochemical signal transfer.
Table 4.10 summarizes induced field quantities in all three tissue models along
with assumed threshold current density that was calculated again by scaling
achieved quantities demanding a threshold TMV of 25 mV.

0 dB

-50 dB

(a) Induced |E| (dB) in the skeletal muscle patch
with a long nerve fiber embedded. The dB scale em-
phasizes the difference in induced field magnitudes.
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Fig. 4.20. Resulting TMVs in case of an embedded nerve in the skeletal muscle tissue
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q1 of longitudinal TMV q1 of transverse TMV Javg Jthresh

[µV] [µV] [mA/m2] [A/m2]

myocardial model 0.669 1.162 0.766 27.8

skeletal muscle model 0.198 0.449 3.23 408

single nerve within muscle 1.9 – 0.323 4.25

Table 4.10. Extracted quantities from magnetic stimulations with 16 mT and 10 kHz. q1 values of TMV
refer to the 1 % quantiles of extracted transmembrane voltages. Javg is the average current density induced.
Jthresh is the scaled Javg. All values scale linearly with frequency.

4.3 Excitation Behavior of Dynamic Models

So far, the behavior of excitable tissues has been examined using numerical mod-
els that give information about field distributions depending on the source char-
acteristics. The drawback of the numerical models is that they are static: Only
the subthreshold behavior of the tissue can be calculated, providing that a steady
stated is reached. Active behavior of nerves and muscles of course is not static.
As is well known and described in Section 2.3.1, cell excitation depends on the
time duration of the stimulus. Therefore, a dynamic model is required to provide
information upon stimulation thresholds of excitable tissue.
In Section 2.3.2, electrophysiological models of myocardial cells have been intro-
duced. In those models, every ion flow through the cell membrane is modeled by
a set of differential equations. Usually, these models are employed for simulating
natural healthy or pathological situations. They are not made for extreme condi-
tions like fast stimulation, or high input currents. In order to make them usable
for stimulation above 1 kHz, the calculation time step needed to be decreased and
sinusoidal input signals were to be implemented.
The model developed by KIRSTEN H.W.J. TEN TUSSCHER and colleagues [36]
was used here in order to investigate thresholds for action potential generation
for sinusoidal stimulation above 1 kHz, with respect to frequency and stimulus
duration.
The activator of action potential development is the sodium current. As described
in Section 2.3.1, Na+ streams into the cell after the threshold potential is reached.
This Na+ inflow is triggered by the opening of the respective ion gate in the cell
membrane. As soon as this gate (in the model named m-gate), has reached the state
“open”, the generation of an action potential is triggered.
The input signal which disturbs the resting potential in the model is a normalized
current injected into the intracellular space, given in pA/pF. Depending on the
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amount of injected charge, the m-gate is forced to open or not. If the charge flow
is too low, only very few ion-channels will reach the “open” state (1). Also, by
injection of a “negative” current, the m-gate is forced to return to its resting state
(closed: 0). Another observation that can be made is that even if the first period of
the sinusoidal signal is not enough for stimulation, the second might be. This is
due to the short time for the transmembrane voltage to return to its resting level.
By the time of the second stimulus, Vm starts to be lifted from a higher V0. All these
effects imply that the shape and duration of the input signal, besides the amplitude,
are decisive for action potential triggering. These effects have already been found
in measurements in the 1960’s [49, 50].
In the following, threshold input values for action potential generation have been
determined for frequencies between 1 kHz and 1 MHz. The duration of the sinu-
soidal stimulation was set to

• tp = T/2 with T = 1/ f
• tp = (n+1/2)T
• tp = nT
• tp = 100ms

while n∈N. In the following Tables 4.11 and 4.12, amplitude I, number of periods
n and the achieved ∆Vm are given for first occurring action potential. ∆Vm is given
as amplitude of the reaction of the transmembrane voltage to the input signal. Q
refers to the charge flow and is calculated by

Q = I · tp. (4.21)

From Table 4.11, it seems that there is not much use in increasing n. Thresholds do
not differ much for tp = T/2 and tp = (n+1/2)T . In spite of lower thresholds for
increased stimulus duration, thresholds even increase for increasing n. Looking at
the TMV, it seems to be drawn below resting potential by the regulatory system of
gate opening and closing. With increasing frequency, higher currents are needed
in order to reach the threshold potential. Furthermore, the threshold potential rises
with increasing frequency, indicating that stimulation periods are too short, acti-
vation gates do not open.
Data given in Tables 4.11 and 4.12 are visualized in Fig. 4.21. Threshold ampli-
tudes rise exponentially with frequency which goes along with theory. The stim-
ulus duration does not seem to be of much effect. But whether the stimulus ends
with a positive half sine, (t = T/2 and t = (n+ 1/2)T ) or a negative half sine
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tp = T/2 tp = (n+1/2)T

f I ∆Vm Q I ∆Vm n

[Hz] [pA/pF] [mV] [nC/pF] [pA/pF] [mV]

10 2.4 20 120 2.4 22 2

100 9 23 45 9.5 24 2

1000 80 26 40 81 25 2

5000 400 24 40 400 28 4

10000 800 26 40 1200 38 2

50000 3900 24 39 4000 26 2

100000 10700 34 53.5 7900 34 2

200000 25000 40 62.5

400000 49000 40 61.25

Table 4.11. Stimulation thresholds of the TEN TUSSCHER model for tp = T/2 and tp = (n+1/2)T

tp = nT tp = 100ms

f I ∆Vm n I ∆Vm

[Hz] [pA/pF] [mV] [pA/pF] [mV]

10 2.4 22 1 2.4 22

100 9.5 26 2 10 28

1000 95 32 2 90 30

5000 950 40 2 600 40

10000 1600 50 8000 1500 52

50000 11000 64 44000 11000 64

100000 33100 102 33100 22000 66

Table 4.12. Stimulation thresholds of the TEN TUSSCHER model for tp = nT and tp = 100ms

(t = nT or t = 100ms) does affect threshold values. The last half sine pulls the
TMV either up approaching the threshold potential or back down towards the rest-
ing potential.
Relating these results to the results from direct contact and magnetic stimulations
(Sections 4.2.2 and 4.2.3), the achieved threshold TMV is the link. It is not the
stimulation current, since in contrast to both magnetic stimulation and direct con-
tact stimulation, the source current is injected into the extracellular space which al-
ters the TMV. In Sections 4.2.2 and 4.2.3, threshold potentials were considered fre-
quency independent. This is now proved wrong, as one can see now in the dynamic
model. Threshold TMVs rise from 22 mV at 10 Hz up to 66 mV at 100 kHz, taking
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Fig. 4.21. Threshold potentials and injected currents over frequency given in Tables 4.11 and 4.12

the results from the 100 ms stimulations approximated as “steady state” stimula-
tion for relation to numerically obtained results. Taking this increase of threshold
potential into account for direct contact and magnetic stimulations, threshold cur-
rent densities from Tables 4.7, 4.8, 4.9 and 4.10 need to be re-calculated. There,
it was assumed that 1 % of the membrane voltages needed to be raised by 25 mV.
Corrected results induced averaged J for the myocardial tissue, skeletal muscle
and neural tissue are given in Table 4.13.

f TMVthresh Jthresh in heart Jthresh in muscle Jthresh in nerve

direct magnetic direct magnetic direct magnetic

[Hz] [mV] [A/m2] [A/m2] [A/m2] [A/m2] [A/m2] [A/m2]

1.0e+01 22 5.148 24.5 106 359 1.87 3.74

1.0e+02 28 16.46 31.1 139 457 7.95 4.76

1.0e+03 30 62.04 33.4 166 489 54.96 5.10

1.0e+04 52 366 57.8 788 848 566 8.83

2.5e+04 56 728 62.3 2,128 914 952 9.51

1.0e+05 66 3,432 73.4 6,864 1,090 2,503 11.21

Table 4.13. Re-calculated stimulation threshold current densities of excitable tissue models for direct and
magnetic stimulation. Given values refer to tissue averages of induced current densities, when stimulating
the tissue such that 1 % of the TMVs exceed frequency dependent threshold potentials.
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4.4 Summary and Discussion

In this chapter, the stimulating effect of direct contact currents and time-varying
magnetic fields on microscopic cell patches have been investigated. Therefore,
voxel models representing myocardial tissue, skeletal muscle tissue and neural tis-
sue have been generated, that vary in cell geometriy and configuration. Dielectric
properties of the cell membrane and cellular fluids for each tissue representation
have been determined based on well established data from literature.
Potential distributions of both direct and magnetic stimulation show realistic pat-
terns, which reconstruct theoretical findings and published measurements. The
magnitude of depolarization and hyperpolarization of cells besides input quan-
tities depend on stimulating frequency and tissue characteristics. At low frequen-
cies, depolarization takes place in the areas close to the stimulating electrodes
(direct contact stimulation). The area of penetration gets smaller with increasing
frequency. Instead, a regular saw-tooth pattern of TMVs is generated along the
length of the cell patch, which implies synchronous cell excitation.
In magnetic stimulation, highest field induction takes place right below the stim-
ulating coil. Cell membranes experience TMV alteration where the orientation of
induced field relative to the cell orientation changes.
Relating induced current densities and transmembrane voltages, threshold current
densities were determined for all three tissue types and frequencies up to 100 kHz,
demanding a lift to a TMV above 25 mV in a volume fraction of 1 %. These current
thresholds have finally been adjusted to frequency dependent threshold values of
TMVs, that were determined by applying action potential generating stimuli to a
well established dynamic cell model, which provides the course of TMV over time
for sinusoidal injected current stimuli.
Current density thresholds throughout the frequency sweep are lowest for neural
tissue, followed by myocardial tissue, while skeletal muscle tissue presents highest
values. This is the expected order of threshold increase and reflects the natural
behavior of the three different tissue types.
Threshold current densities of direct stimulation do rise stronger with frequency
compared to J thresholds of magnetic stimulation. This results from differing stim-
ulation mechanisms, which have been discussed in this chapter and explained in
Section 2.4. REILLY predicts a pure linear relationship between stimulating cur-
rents and frequency above tissue characteristic bend frequency fc, which originates
from his simplifying assumptions of tissue and field homogeneities:
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J = σE0 ·
f
fc

(4.22)

The results presented here provide more detailed results, since the models are not
homogeneous and the threshold potential has not been regarded as frequency in-
dependent.
Comparing with measurements (see Table 2.5 in Section 2.4.2.2), evaluated results
show a satisfying consent, despite the simplicity of cell patch structures.
After all, no comparable model has been found in literature that provides such
detailed results of potential distribution patterns and threshold current densities.





5

Threshold Determination of Inductive Stimulation

“Nobody believes simulations”. Everybody working with computer models sooner
or later is confronted with statements like this. Simulations need to be validated
and approved with support from a sensible experiment. In this regard, it needs
to be proved that inductive stimulation is possible up to even 25 kHz. Hence, a
system was built, that is capable of generating a magnetic field strong enough to
induce a muscular reaction in humans. Necessary field amplitudes were recorded
and labeled as “perception” threshold and “motor” threshold. Values varied quite
much from subject to subject and not every subject sensed something. However,
the experiment was successful in two ways: For MPI, it is a promising result, that
the achieved thresholds are above drive field amplitudes, and from the experimen-
tal point of view, it was a success to show that magnetic stimulation up to 25 kHz
is indeed possible.
In the following sections, the realization process will be described containing sys-
tem specifications as well as hardware related considerations. After having the
machinery ready to run, 31 subjects volunteered for participating in the experi-
ment. The procedures of threshold determination and measurement evaluation are
described in the Sections 5.4 and 5.5. Finally, the results will be interpreted and
discussed.

5.1 Preliminary Considerations

The drive field coils in MPI generate an oscillating magnetic field of ampli-
tudes between 10 mT and 30 mT which penetrates the whole body of the patient
throughout the imaging procedure. Whether the drive fields are able to stimulate
peripheral nerves or skeletal muscles might be found out by exposing superficial
nerves and muscles to a magnetic field of MPI drive field amplitude and frequency.
Results could underline simulation results. In order to localize cause and effect of
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inductive stimulation, the idea was to generate a highly localized magnetic field
strength which allows free choice of exposure position. Free setting of frequency,
amplitude and stimulation time also were required.
Before the system was being built, some considerations preceded. Following top-
ics had to be covered:

• expected stimulation threshold values, and therefore
• necessary coil currents in order to achieve and exceed those thresholds
• coil design
• circuit design that allows high currents flowing through the field generating

coils

These considerations will be presented in the following, which led to the final
stimulation setup.

5.1.1 Stimulation Site

When thinking about an adequate location for magnetic stimulation, several as-
pects need to be considered:

• The location must be easily accessible, so that shape or size of the stimulator
do not restrain free positioning.

• In order to achieve super-threshold current densities, current pathways must be
focussed.

• The stimulation success must be visible to guarantee an objective result.

With these aspects, the inner side of the upper arm, right above the elbow joint,
was regarded as suitable site for magnetic stimulation. There, several muscles and
nerves are located that control forearm and hand. The muscles however are prob-
ably too big to excite by stimulating a very localized spot. Yet, the ulnar nerve
presents a promising excitation site. The ulnar nerve (see Fig. 5.1) is the largest
nerve in the human body, that is not protected by covering muscles or bone. It
is directly connected to the little finger, and the adjacent half of the ring finger,
supplying the palmar side of these fingers, including both front and back of the
tips.
These characteristics were considered convincing arguments for stimulation site
selection. While the target arm area is easily accessible, the arm may rest in a
carrier, allowing for a relaxed hand position.
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Fig. 5.1. Anatomy of the human arm [77]

5.2 System Specifications

5.2.1 Required Magnetic Field Characteristics

In order to build an appropriate field generating system that is potential to stim-
ulate peripheral nerves and muscles, it is helpful to know the order of magnitude
of the magnetic field amplitude necessary for tissue excitation. Findings from J.
P. REILLY [71] as well as stimulation data summarized in the ICNIRP guide-
lines [60] had been taken into account. (See Section 2.4.2 for details.) From their
considerations, induced current densities which exceed 0.1 · f mA/m2 (effective
value, f in kHz) in the range between 1 kHz and 1 MHz are above stimulation
thresholds. At 25 kHz, this results in a peak threshold current density of 3.56
A/m2. The target magnitude of induced current density therefore was set to be
some 10 A/m2 to ensure stimulation success.
The second request to the field generating coil was to bundle the magnetic field at
one point in order to achieve high field values at a well localized spot. Butterfly
coils for example generate a field maximum at the intersection of the loops. (How-
ever, this is true only for ideal, sufficiently thin coil windings.) There are even
more sophisticated coil designs for highly focused magnetic stimulation [78, 79].
For the sake of simplicity, the simple butterfly shape has been chosen as adequate
coil geometry for this stimulation experiment.
The field distribution of a butterfly coil cannot be calculated analytically. Thus,
a model of a simple butterfly coil was built in SEMCAD X in order to calculate
the generated magnetic flux density and furthermore the induced current density
in the human arm. Like before, the Visible Man data set was used here, along
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with GABRIEL tissue properties. Field effects grow linearly with field generating
coil currents and frequency. Thus all field amplitudes can be derived from one
simulation in order to estimate the required coil currents.
For this ideal coil profile simulation setup, two current loops were positioned close
to the bended elbow of the human arm. A distance of 4 mm between the coils and
arm surface was kept to leave some space for insulation. In this arm area, nerves
and muscles responsible for finger controlling run subcutaneous. Positioning high
B field amplitudes there, aimed at inducing current densities oriented along nerves
and muscle fibers, which increases stimulation possibility. Figure 5.2 presents the
simulation model.

Fig. 5.2. Model in SEMCAD X of a simple butterfly coil setup. The red arrow marks the direction of the
highest current density to be expected in the human arm model.

Running two current loops, each representing one wing of the butterfly coil, with
I = 1 A at f = 25 kHz, the peak amplitude of magnetic flux density is 1.02 mT.
Not surprisingly, the field maximum arises within the coils plane. Only 5.6 mm
away in normal direction, |B| dropped to the half maximum value. Figure 5.3(a)
shows the B field amplitude distribution in the arm’s surface plane. The maximum
induced current density in muscle tissue was 24.5 mA/m2. Figure 5.3(b) presents
a surface field view of current density amplitudes at the surface of muscle tissue.
The factor between the achieved current density with 1 A coil current J1A and the
estimated stimulation threshold published by the ICNIRP Jthresh is

J1A

Jthresh
= c f = 6.88 ·10−3. (5.1)

Thus, the coil current necessary to induce at least Jthresh in muscle tissue is
I/c f = 1/c f A = 145.3A. In order to ensure muscle stimulation at 25 kHz, an
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(a) Magnetic flux density, sliced at the muscle surface
plane, normalized to the slice maximum of 62 µT

(b) Induced current density, surface field view, normal-
ized to the tissue maximum of 24.5 mA/m2

Fig. 5.3. Simulated fields generated by a simple butterfly coil with 1 A, 25 kHz.

extra factor of 10 was donated, which leads to a required coil current of ≈ 1450
A, or 1450 ampere-turns (AT), which may be used equivalently. All further con-
siderations regarding system design were based on building a circuit that manages
to generate a coil current of ≥ 1450 AT.

5.3 Hardware Realization

5.3.1 Circuit Design

In general, current magnification is achievable in a parallel resonant circuit, which
- in ideal case - consists of an inductor L and capacitor C, connected in paral-
lel. In this ideal resonant circuit, a frequency exists at which the energy oscillates
between capacitor and inductor. This resonant frequency is defined by the compo-
nents’ properties:

fr =
1

2π
√

LC
(5.2)

The resonance effect occurs when inductive and capacitive reactances are equal in
absolute value. No current flows through the input lead. If the applied frequency
is below the resonant frequency fr, the circuit represents an inductor. Above fr,
the circuit acts like a capacitor. As long as the resulting current is lower than the
current flowing in the resonant circuit, current magnification is provided. In real
parallel resonant circuits, the oscillation is damped by ohmic losses in the com-
ponents. The capacitor’s resistivity is negligible compared to the inductor’s. The
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resistivity R of the inductor therefore is accounted for by serial connection to L.
The equivalent resistivity Z which represents the input impedance in resonance
reaches a maximum at:

Z =
L

R ·C (5.3)

The equivalent circuit is displayed in Fig. 5.4. Its resonant frequency is reduced
due to the additional impedance. It is now given by:

fr =
1

2π

√
1

LC
− R2

L2 (5.4)

Fig. 5.4. Real parallel resonant circuit with R representing the coil’s ohmic loss

Besides its resonant frequency and input impedance, a resonant circuit is charac-
terized by its Q-factor, which is defined to be:

Q =
fr

∆ f
(5.5)

The Q-factor represents the bandwidth, where the stored power is above 50 % of
the maximum. The Q-factor of the parallel resonant circuit is given by:

Q = R ·
√

C
L

(5.6)

In the given scenario, L and R represent the inductance and resistivity of the field
generating coil, respectively. The second constraints of circuit design was the res-
onant frequency. Consequently, since L and R were rather pre-determined, the only
free parameter to trim the circuit, was the capacitor C. In order to manipulate fr, C
must be chosen accordingly. Increasing resonate frequencies can only be obtained
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by decreasing C. On the other hand, the input impedance rises with decreasing ca-
pacity (eq. (5.3)). If the input impedance gets too high, the current does not reach
sufficient levels, despite very good Q-factors.
At this point, an additional capacity C2 was inserted, connected in series to R and L
(Fig. 5.5). Now, R, L and C2 built a series resonant circuit. In resonance, this circuit
provides voltage magnification which improves current draw. If C2 is chosen to be
significantly larger than C1, the total C effective in the resonant frequency changes
only little but the input impedance is reduced effectively. Thus a sufficient current
magnification can be reached by appropriate selection of C1 and C2.

Fig. 5.5. Combination of a parallel resonant circuit with a series resonant circuit for impedance matching.

The circuit was simulated in a circuit simulation software (SPICE: Simulation
Program with Integrated Circuit Emphasis) to estimate the system behavior prior
to its manufacturing. Table 5.1 summarizes the results for the capacitors C1 and C2

for the applied approximations.

frequency required C C1 C2
[kHz] [µF] [µF] [µF]

1 1180 1200 –
2.2 244 220 –
4.7 54 55 –
10 11 12 –
22 2.44 18 2.8
25 1.88 13.5 2.2

Table 5.1. Capacities for the parallel and series resonant circuit. Theoretically required total capacities C
represent simulation results, C1 and C2 represent capacity separation for commercially available capacitors.
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5.3.2 Coil Design

The field generating coil itself has an important system impact regarding its geom-
etry: On the one hand, the generated field is proportional to the number of turns,
since every single turn generates its own magnetic field which adds to the total
magnetic field. This reduces the necessary coil current. On the other hand, the
coil’s inductance L rises with increasing number of coil windings, which in turn
increases the input impedance of the circuit.
The coil geometry was chosen to approach the geometry of the SEMCAD model
with 12 windings: 4 windings in 3 layers. For the preliminary SPICE simulation, L
was estimated using the approximation of H. A. WHEELER1 for short coils [80]:

L≈ µ0N2πr2

l +0.9r
(5.7)

with N being the number of turns, r the medial radius and l the coil length, values
in m. which resulted in L1/2 = 10.87 µH for one wing of the butterfly coil. The
real coil’s conductivity later turned out to be 21.4 µH, so the approximation of
L = 2L1/2 turned out to be quite a good estimate for circuit design simulations.
The coil’s cable itself consisted of a high-frequency cord, built out of 2200 lacquer
insulated filaments of 50 µm diameter each. The lacquer was approved to ensure a
dielectric strength of 1 kV. Due to the expected voltage magnification in the series
resonant circuit, the wire was additionally encased in 4 kV stable shrink sleeving.
The coil’s housing consisted of rigid-PVC of 1 mm thickness. The winding cylin-
ders had a diameter of 4 cm. In total, the housing fulfilled all necessary criteria
regarding safety, mechanic stability, temperature stability and insulation. Further-
more, it was of a manageable size, offering flexibility in its handling and the pos-
sibility to position it close to its application site. Figure 5.6 presents the coil in its
housing.

5.3.3 Capacitors

The parallel and serial capacitors C1 and C2 were realized by building capacitor
arrays with regards to dielectric strength and required energy storage capacity.
Air has a dielectric strength of ≈ 3.3 kV/mm, depending on temperature and hu-
midity. Hence, every array was placed in its own housing, preventing accidental
touching and assuring enough spatial separation between its components. Figure

1 The original formula takes input measures in inches with µ0 already included in the coefficients: L = (a2n2)/(9a+
10b)µH
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4 cm3.5 cm

2 cm

(a) CAD sketch (b) Photo of the real coil

Fig. 5.6. Experimental field generating coil and housing

5.7 shows the capacitor array used as parallel capacitor C1 in the 25 kHz circuit. It
consists of 18 capacitor pairs connected in parallel. The capacitors2 are cylindric,
specified by their capacity of 1.5 µF, dielectric strength of 450 V and 12 A and a
volume of 4.216 ml. Connecting 18 of those capacitors in pairs of two, the total
capacity amounts to 13.5 µF, dielectric strength of 0.9 kV and 215 Aeff and total
volume of 0.151 l. Typical polypropylene capacitors provide an energy density of
20 kJ/m3. The energy in the circuit is estimated to be E = 1

2LI2 = 0.154J (with I
being the effective maximum current (Section 5.2.1) and L being the approximated
coil inductance (Eq. (5.7))). With that, the energy density can be approximated to
be E

V = 1.02 kJ
m3 . Hence, a safety factor of ≈ 20 is provided. The other capaci-

tors were selected accordingly, details given in Table 5.2. The number of circuits
and thus the number of stimulation frequencies resulted from cost and feasibility
considerations. Finally, four capacitor arrays were built, which enabled stimula-
tion at four different frequencies due to multiple combination possibilities. After
hardware completion, the frequencies were trimmed to the maximum achieved
magnetic field generated by the coil.

5.3.4 Voltage Source and Amplifier

The stimulation circuit requires a considerably high input voltage. That was pro-
vided using a conventional frequency synthesizer together with the high-voltage
amplifier DC-U 2250 from MEDTECH. It provides a maximum output voltage of
400 V (peak), maximum output current of 25 A (peak) and maximum power of
2.25 kW. Its internal resistance and inductance are given to be 12 Ω and 16 µH,

2 All capacitors are from ARCOTRONICS
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Fig. 5.7. Capacitor array of 20 capacitor pairs in its housing

frequency number C1:single C1 number Csingle C2
[kHz] of pairs [µF] [µF] of pairs [µF] [µF]

7.4 18 2.5 22.5 – – –
12.04 18 1.5 13.5 18 2.5 22.5
16.5 18 1.5 13.5 14 0.22 +

6 1.5 6.4
25 18 1.5 13.5 20 0.22 2.2

Table 5.2. Stimulation frequencies and capacitor assembly. C1 represents the capacity of the parallel reso-
nant circuit, C2 the one of the series circuit.

respectively. Between its housing and low-lead, a capacitance of 10 nF is effective
which disables potential separation with an isolating transformer. That’s why ev-
ery chance of touching circuit components had to be prevented. The DC-U 2250
amplifies incoming voltages by a factor of 100. Its current limiting is 28 A, which
is only available for a very short time, since the thermal protective mechanism
switches off the amplifier immediately. The generator was connected to the circuit
via cable-end sleeves with screwable clamps.

5.3.5 Circuit Body, Safety and Comfort

The stimulation circuit was planned and implemented with much regard for user
safety. Voltages and currents of such magnitudes as they show up in the circuit are
of hazardous level. The possibility of accidental touching any charged component
or current leading wire was reduced to zero. Switches between different resonant
circuits were hidden in a box, which was placed at a secure distance to the sub-
jects. Capacitor components were of high dielectric strength and spatially sepa-
rated from each other. The butterfly coil was hidden in a case of 1 mm rigid-PVC
guaranteeing sufficient dielectric strength and mechanical stability. While being
fixed in its carrier, the coil was moveable in three degrees of freedom in order to
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bring it into optimal position. For the volunteers’ arm, a fixture was built offering
the most possible comfort, ensuring a relaxed arm position for the course of the
stimulation experiment. The target position of field penetration was the same as in
field simulation (see Fig. 5.2). Successful stimulation there may lead to a tickle,
twitch or jerk either at the stimulation site or anywhere in the lower arm, wrist or
fingers. All of these reactions were expected to be rather faint, neither pain nor
harm in any way was intended.

5.4 Trial Proceeding

After the circuit had been finalized and the arm fixture was constructed, the hard-
ware was ready to be used. Several items were yet on due:

System calibration: The simulated resonant frequencies were not really the ones
expected in the real setup due to systematic errors like approximations in
system characteristics (e. g. conductance L), tolerances in circuit elements
(e. g. capacitor elements) and neglected properties (e. g. cable losses). Hence,
each circuit needed to be trimmed to determine their actual respective fr. Sec-
ond, the relationship between input voltage and output magnetic field for stim-
ulation was to investigate.

Trial validation: Since the results of the planned experiment highly depended on
the subjective statement of each volunteer, trial validity somehow needed to be
assured. Therefore, a preliminary trial upon 13 individuals was carried out in
order to evaluate the significance of the subjective results.

5.4.1 System Calibration

After circuit completion, the final frequencies for the stimulation experiments had
been settled and the point of maximum magnetic field strength was determined.
The latter was achieved by measuring the generated magnetic field at discrete po-
sitions on the surface plain of the coil’s housing. Therefore, pulse trains of low
amplitude were used to keep the applied power low. For field measurements, a
magnetic field sensor (type 11941A, AGILENT) in combination with a spectrum
analyzer (type 4396B, HEWLETT-PACKARD) was used. The sensor itself was cal-
ibrated using a HELMHOLTZ coil of known field characteristics.
In reality, the field maximum generated by the coil was not located exactly at the
symmetry point of the butterfly coil. This was expected due to geometric inac-
curacies. Furthermore, the calculated resonant frequencies did not match actual



136 CHAPTER 5. THRESHOLD DETERMINATION OF INDUCTIVE STIMULATION

frequencies of highest field generation. This was expected due to typical system
inaccuracies:

• The coil inductance used for the SPICE simulations was an estimate of consid-
erable error.

• Every single capacitor has a tolerance which affects the total capacitance and
thus fr of its resonant circuits.

• Cable losses had not been regarded in the SPICE simulations.

Therefore, after localization of the maximum field location, the actual resonant
frequencies were determined by tuning towards maximized generated magnetic
fields.
Finally, a B(U) curve was measured for each of the four resonant circuits. They
are presented in Fig. 5.8(a). As can be seen, the linear growth of generated mag-
netic flux density is damped beyond specific “cut-off”-voltages. This is due to
current limiting of the amplifier. Figure 5.8(b) shows respective dB(U)/dt curves
which give maximum values of achievable rates of change of B(t). Still, it must
be considered, that every frequency represents its own circuit. The level of current
magnification was not equal in all circuits. Consequently, during stimulation ex-
periments, the input voltage was kept in the linear area of the B(U) curves, below
the respective cut-off-voltage, since increasing of the voltage did not lead to higher
magnetic fields.
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Fig. 5.8. Realized maximum magnetic flux density B and rate of change dB/dt over input voltage U . The
maximum achievable B and dB/dt are limited due to the amplifier’s current limiting
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5.4.2 Trial Validity Test

Statements about neural perception are very inaccurate and depend on the sub-
ject’s sensation. Reaction upon magnetic field exposure is not measurable by any
objective mean without high effort. Whether perception of an applied magnetic
field is pure imagination or reality must be clearly determined in threshold deter-
mination studies. Everybody might feel a tickle at a specific spot in expectation to
feel something right there. Furthermore, the sound of the amplifier and an audible
click of hte coil in its housing when the machinery was turned on might lead to
misleading results. To avoid misleading study results, the effect of the very focused
magnetic field was studied in a separate group of volunteers.

2

1

3

Fig. 5.9. Trial setup: (1) voltage amplifier, (2) capacities C and C within their housing, (3) field generating
coil within its housing (from [81])

The study proceeded as follows:

1. First, the 7.38 kHz circuit was connected, where the highest range of magnetic
field was tunable. Pulse duration was set to 0.5 s, which is long enough for
nerve excitation.

2. The subject’s arm was fastened in the fixture, allowing to relax muscles of
the forearm and fingers. The point of the coil’s maximum field induction was
positioned at the approximate target site of stimulation. Figure 5.9 displays the
trial setup.
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3. The first stimulation pulses were released in order to allocate the position of
strongest visible reaction. If the volunteer sensed the first stimulation already,
the arm position or coil position was further adjusted to the point of maximum
sensation.

4. From there, the input voltages were decreased successively, until sensation van-
ished. The strength of lowest successful stimulation was recorded as stimula-
tion threshold.

5. In order to approve the stimulation threshold, 20 stimuli were released, of
which 10 were below threshold and 10 above in random order. After every
pulse release, the subject was requested to classify the pulse as stimulative or
not stimulative.

This preliminary study was carried out on 13 subjects, between 22 and 55 of age.
The obtained thresholds were not included in the following experiment. 11 of
13 subjects passed the blank test with 100 % correct answers. 2 subjects had 2
false-positive statements, asserting that they sensed a sub-threshold stimulus. Sup-
ported by this success rate, the blank test was omitted in following trials in order
to shorten study times.
Instead, the trials were run with regard to exposure time and stimulation frequency.
After the optimal stimulation site was found, the exposure field was minimized to
the perception threshold. Thereafter, the field was increased until some movement
in one or more finger tips or in the heel of hand was visible. Thus, two thresholds,
“perception” threshold and “motor” threshold, were recorded for each stimulation
frequency and exposure time.
The first stimulation series was carried out at 7.38 kHz stimulation frequency,
starting with an exposure time of 0.25 s. The exposure time was then successively
shortened down to n = 20 oscillation periods.
In the second series the exposure time was kept constant at 0.25 s. By switching
capacitor connections, the resonant frequency was increased without the need to
move the arm.
The whole procedure (one subject) lasted between 30 and 45 minutes. 31 subjects,
22 male and 9 female, between 22 and 63 of age participated as volunteers.

5.5 Results of Investigated Magnetic Stimulation Thresholds

In the following, the obtained stimulation thresholds will be presented and dis-
cussed. Histograms and profile plots are used to extract significant information.
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The y-axis in the histograms presents the number of events specified on the x-axis.
The profile plot consists of n bins with each bin representing a subset of the ob-
served data set. One bin presents the mean value µ of its subset and stretches from
µ− ε to µ + ε , with ε being the error of µ . The error is calculated by

ε =
σ√

k
,

with σ being the standard deviation and k being the number of samples within the
subset, respectively.

5.5.1 First Glance at the Data

Summarizing all data, 620 thresholds have been targeted. 182 trials were not suc-
cessful, implying that the individual did not feel or react to the stimulus within
the limits of applicable magnetic flux density. Fig. 5.10(a) visualizes the remain-
ing 438 data points in a histogram which gives an overview of obtained magnetic
stimulation thresholds. The overall mean is 50.41 mT while the standard error of
this mean is 0.37 mT (below 1 %). The profile plot presented in Fig. 5.10(b) gives
insight into individual results. Every bin represents one subject. Hence one bin
takes a maximum of 20 threshold values into account (perception and motor re-
action at 3 frequencies and 7 stimulation duration times at a fourth frequency),
zeros excluded. The majority of the data is spread around 50 mT with few outliers
(subject no. 2, 23 and 26). Those seem to be more sensible for magnetic stimu-
lation. Most of the errors are rather small, suggesting that respective individuals’
thresholds do not depend much on stimulation time or frequency.
In order to refine observations, the values need to be discussed separately, since
they obtain different target events, namely thresholds for distinctive perception
and thresholds for visible muscular reaction. Figure 5.11 presents the data in sep-
arate histograms for both sensor thresholds (Fig. 5.11(a)) and motor thresholds
(Fig. 5.11(b)).
The distribution of perception thresholds (Bthresh:sens, Fig. 5.11(a)) presents its
peak at 50 mT, with some sample counts around 20 mT. The distribution is not
symmetric but has tails on both sides of the peak, in contrast to the distribution
of motor thresholds (Bthresh:mot, Figure 5.11(a)). That one is shifted to the right,
presenting a peak at 58 mT. No outliers towards lower B field values are evident.
Those subjects showing low perception thresholds, all the same exhibit average
motor thresholds. There’s no tail towards higher B values, since generated B fields
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Fig. 5.10. Distributions of 438 successful threshold determinations with 31 subjects, including 4 frequen-
cies. The overall mean value is 50.41 mT.

did not exceed 61 mT. Probably an increased B field would have provided a distri-
bution similar to the one of perception thresholds; asymmetric, but with two tails
instead of only one. In that case, results would appear as expected: Forcing a mus-
cle to act takes a stronger input field compared to nervous reaction only. Fig. 5.12
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Fig. 5.11. Separated histograms of perception thresholds (a) and motor thresholds (b)
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approves this observation: The differences between corresponding motor thresh-
olds and perception thresholds are given in a histogram. In most of the trials (25),
the difference between motor threshold and perception threshold was below 0.5
mT or both values equaled. 55 % of the difference-samples are below 4.5 mT.
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Fig. 5.12. Histogram view of differences between motor thresholds and perception thresholds

5.5.2 Stimulation Thresholds with Respect to Stimulation Times

Next, a more detailed view shall be provided. The results in figs. 5.13 and 5.14
represent perception thresholds and motor thresholds with respect to varying stim-
ulation duration times. The stacked histogram in Fig. 5.13(a) presents the counts
of obtained perception thresholds for every duration time. The peak summarizes
thresholds between 50.5 mT and 51.5 mT counting 25 samples. Events of shorter
duration times appear shifted towards higher B thresholds. This leads to an in-
creasing number of failed stimulations due to B field limits. The trend towards
higher necessary fields for successful stimulation can better be observed in the
profile plot of Fig. 5.13(b). There, one bin represents all obtained thresholds at
one specific stimulation time. The means of those decrease towards longer stimu-
lation times, as expected from theory. The errors of that means change little over
stimulation times.
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Fig. 5.13. Histogram and profile plot of perception thresholds with respect to stimulation duration times

Table 5.3 summarizes thresholds of magnetic flux density for perception at f =

7.38 kHz. 29 out of 31 individuals reported perception of the stimulus at various
spots down the forearm or at the stimulation site itself. One subject reported a
tickle somewhere on the ascending path towards the shoulder. For pulse durations
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of 0.25 s, the average of those 29 recorded thresholds was 48.57 mT. The max-
imum to minimum threshold at which a doubtless field perception was assured,
range from 57.18 mT down to 20.43 mT. Median values are slightly above mean
values throughout all stimulations, which results from the asymmetric distribution.

T min(B) max(B) mean(B) median(B) max-min count ε

[s] [mT ] [mT ] [mT ] [mT ] [mT ] [mT ]

0.25 20.43 57.18 48.57 50.5 36.74 29 1.53
0.1250 22.81 56.0 48.45 50.5 33.19 31 1.39
0.0625 20.43 58.35 50.55 52.95 37.92 29 1.35
0.0312 22.81 56.0 50.76 52.95 33.19 27 1.29
0.0135 22.81 57.76 51.35 52.95 34.96 25 1.49
0.0068 22.81 58.35 52.6 0 54.18 35.55 25 1.44
0.0027 22.81 60.06 53.67 55.41 37.25 23 1.53

Table 5.3. Summary of B field thresholds for perception at f = 7.38 kHz. Only successful stimulations are
taken into account, the number given in column count. ε refers to the statistical error of the mean.

Motor reactions varied from twitches in the fifth fingers to bendings of the whole
wrist which led to whole hand lifts by few millimeters.
Fig. 5.14(a) presents the counts of obtained motor thresholds for every stimulation
duration time. Compared to the distribution of perception thresholds, this is shifted
towards the limit of applicable B field. With respect to pulse durations, a shift
towards higher B fields does not seem to be significant. Looking at the profile plot
in Fig. 5.14(b), one can see, that the incline of the means is not always negative
towards longer stimulation times. Furthermore, the errors increase towards very
short stimulation times of n = 20 oscillations or T = 0.0027s of sinusoidal input
signal. This reflects the decreasing number of successful motor reactions.

T min(B) max(B) mean(B) median(B) max-min count ε

[s] [mT ] [mT ] [mT ] [mT ] [mT ] [mT ]

0.25 44.75 61.06 55.27 56.59 16.31 24 1.03
0.1250 44.75 61.32 54.72 56.0 16.56 24 0.98
0.0625 44.75 60.81 55.69 56.59 16.06 21 0.87
0.0312 44.75 60.81 55.35 56.0 16.06 20 0.79
0.0135 47.01 61.06 55.81 57.18 14.05 17 0.90
0.0068 49.27 60.31 56.27 57.47 11.04 16 0.86
0.0027 51.72 61.32 57.21 57.47 9.591 8 1.29

Table 5.4. Motor thresholds of magnetic flux density amplitudes at 7.38 kHz
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Fig. 5.14. Histogram and profile plot of motor thresholds with respect to stimulation duration times

5.5.3 Stimulation Thresholds with Respect to Stimulation Frequency

Threshold values regarding different field frequencies, keeping the stimulation
time constant at 0.25 s will be presented and discussed accordingly. Figure 5.15
presents the histogram and profile plot of perception thresholds of both applied B
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and derived dB/dt. Looking at the histogram first, it is noteworthy, that there is
one peak, stating that a B field amplitude around 42 mT is the perception thresh-
old in 15 trials. It is also striking, that the distribution of B thresholds at 7.38 kHz
are shifted towards higher B values, compared to the distributions of higher fre-
quencies. However, it may not be concluded, that lower frequency requires higher
fields for stimulation. Taking the rate of change of B into account, the events of
different frequencies come into the right order (Fig. 5.15(b)). Thresholds of stimu-
lations above 7.38 kHz do not exceed 52 mT. Regarding the histogram neglecting
the different colors, one finds an almost symmetric distribution with an average
value of 43.86 mT. At 7.38 kHz, 12.04 kHz and 16.05 kHz, the number of suc-
cessful stimulations is almost constant, whereas at 25.27 kHz, only 17 out of 31
individuals sated definite perception within applicable B field limits.
The profile plot in Fig. 5.15(c) does not show a trend towards higher thresholds
with increasing frequency. On the contrary, fig. 5.15(d) shows an almost linear
increase. Still, the fact that the number of successful stimulation decreased to 17
at 25.27 kHz implies that stimulation becomes more and more improbable. Still,
the error of the mean stays below 1.6 mT throughout all frequencies.

t min(B) max(B) mean(B) median(B) max-min count ε

[s] [mT ] [mT ] [mT ] [mT ] [mT ] [mT ]

7.38 20.43 57.18 48.57 50.5 0 36.74 29 1.53
12.04 20.83 49.22 40.09 41.19 28.39 30 1.16
16.5 23.22 52.75 44.1 44.91 29.53 28 1.22
25.27 27.93 49.28 42.7 45.56 21.35 17 1.59

Table 5.5. Perception thresholds of magnetic flux density amplitudes at various frequencies and 0.25 s
pulse duration

Finally, determined motor thresholds are presented in Fig. 5.16 and Table 5.6. In
the histogram view of threshold B amplitudes (Fig. 5.16(a)), it is no use talking
about peaks and tails at all. Threshold counts of varying frequency spread wildly
from 38 mT to 61 mT. The success rate drops from 24 at 7.38 kHz down to 5 at
25.27 kHz, increasing the error of the respective mean to 1.51 mT.
The profile plot in Fig. 5.16(c) shows the same characteristics as in Fig. 5.15(c),
where perception thresholds are presented, but with increased average values. The
increasing number of failing stimulations with increasing frequency might have
two reasons: Rising improbability with increasing frequency and B field limits
depending on the hardware. In all frequencies, the histogram shows samples at re-
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Fig. 5.15. Histogram and profile plot of perception thresholds of B and dB/dt with respect to stimulation
frequencies

spective B field limits (see Fig. 5.8, where achievable B fields are given). This im-
plies that there might have been more successful stimulations with higher thresh-
olds, if those could have been generated by the coil.

t min(B) max(B) mean(B) median(B) max-min count ε

[s] [mT ] [mT ] [mT ] [mT ] [mT ] [mT ]

7.38 44.75 61.06 55.27 56.59 16.31 24 1.04
12.04 38.72 55.53 47.17 46.28 16.81 20 1.36
16.5 41.86 57.67 50.01 49.76 15.81 20 1.12
25.27 40.46 47.42 44.08 45.56 6.964 5 1.51

Table 5.6. Motor thresholds of magnetic flux density amplitudes at various frequencies and 0.25 s pulse
duration
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Fig. 5.16. Histogram and profile plot of motor thresholds of B and dB/dt with respect to stimulation
frequencies

5.5.4 Stimulation Thresholds with Respect to Arm Circumference

In all those observations made in the previous sections, every individual was
treated equal regardless of age, gender or shape. However, the anatomy of the arm
might be the criterion with the highest impact on stimulation thresholds, since the
magnetic field decreases very fast with increasing distance between the coil and
stimulation site. Unfortunately, the statistical population is too small to investigate
obtained thresholds with respect to the circumference of the individuals’ arm and
to frequency or time. Hence, positive stimulations have been observed all together.
The bins in the profile plot of Fig. 5.17 present assembled thresholds of respective
arm circumferences. Besides few outliers, a trend towards higher thresholds with
increasing arm circumferences is visible. The line is fitted by using a χ2-fit over
all data. Its slope is 0.58 mT/cm.
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Fig. 5.17. Profile plot of thresholds with respect to arm circumferences. The slope of the χ2-fitted line is
0.58 mT/cm.

5.6 Comparison with Simulated Data

Going back to field calculations, it is of interest to know the quantity of current
density induced in excitable tissue of the arm by magnetic field densities in the
mT range. In the simulation model, 12 current loops reconstruct one wing of the
field generating coil, according to the real one. The distribution of the generated B
field within the slice at the outside of the coil housing is illustrated in Fig. 5.18(a).
The input current is I = 100A in each coil turn. There are two peaks on either side
of the symmetry point of the slice amounting 30.7 mT. 1.5 mm from there, deep
within the arm, the maximum B field value dropped to 27.2 mT. That is where, in
the arm of the Visible Man, first voxels of muscle tissue appear.
The generated magnetic flux density rises linearly with input current and so do in-
duced electric field strengths and current density amplitudes. The maximum elec-
tric field and current density induced by 100 A coil turn current and 25.27 kHz
is 32.9 V/m and 8.07 A/m2 in muscle tissue, respectively. Figure 5.18(b) presents
a surface view of J on muscle tissue in the area of stimulation. In order to ac-
count for frequency dispersion of dielectric properties of biological tissue, every
frequency has been simulated in order to get current density distributions at 100
A input current. As will be seen, induced J does not rise exactly linearly with f .
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From there, induced current densities can be derived over all measured B field
amplitudes applied during the experiment according to

Jind =
Bapplied

Bsim
· J( f )sim, (5.8)

where B values refer to values at the location of maximum field, whereas J values
are maximum muscle values. Transferring obtained stimulation threshold B-field
averages into induced current density thresholds leads to current density thresholds
listed in Tables 5.7 and 5.8.

(a) B field distribution within the plain of the coil’s housing.
Note that there is no field beyond black areas.

(b) J distribution on the surface of muscle
tissue. Maximum amplitude is 8.07 A/m2

at 25.27 kHz

Fig. 5.18. Induced fields generated by 100 A in each coil turn.

f [kHz] 7.38 12.04 16.5 25.27

thresh:sens

mean(B) [mT] 48.57 40.09 44.1 42.7
mean(dBdt) [kT/s] 2.25 3.03 4.57 6.78
Jmax [A/m2] 3.65 4.96 7.51 11.22
Jmean [A/m2] 0.297 0.404 0.611 0.912

thresh:mot

mean(B) [mT] 55.27 47.17 50.01 44.08
mean(dBdt) [kT/s] 2.56 3.57 5.18 7.0
Jmax [A/m2] 4.16 5.84 8.52 11.59
Jmean [A/m2] 0.338 0.475 0.692 0.942

Table 5.7. Measured average B peaks and their corresponding simulated maximum and average current
densities in muscle tissue, depending on applied field frequencies f

Figure 5.19 presents maximum and means of J thresholds from Tables 5.7 and 5.8
graphically. Thresholds seem to rise linearly with decreasing simulation times. The
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tp [s] 0.125 0.0625 0.0312 0.0135 0.0068 0.0027

thresh:sens

mean(B) [mT] 48.45 50.55 50.76 51.35 52.6 53.67
mean(dBdt) [kT/s] 2.25 2.34 2.35 2.38 2.44 2.50
Jmax [A/m2] 3.65 3.80 3.82 3.86 3.96 4.04
Jmean [A/m2] 0.297 0.310 0.311 0.314 0.322 0.329

thresh:mot

mean(B) [mT] 54.72 55.69 55.35 55.81 56.27 57.21
mean(dBdt) [kT/s] 2.54 2.58 2.57 2.59 2.61 2.65
Jmax [A/m2] 4.12 4.19 4.16 4.20 4.23 4.30
Jmean [A/m2] 0.335 0.341 0.339 0.342 0.345 0.350

Table 5.8. Measured average B peaks and their corresponding simulated maximum and average current
densities in muscle tissue, depending on stimulation pulse durations T

frequency progress of induced J, appears to be linear, too, however the frequency
band might be too narrow for approval. However, the trend towards increasing
thresholds with increasing frequency is obvious.

 0
 0.5

 1
 1.5

 2
 2.5

 3
 3.5

 4
 4.5

2-92-82-72-62-52-42-32-22-1

J 
[A

/m
2 ]

Stimulation time duration [s]

maximum:sens
mean:sens

maximum:mot
mean:mot

(a) Threshold J over stimulation times. Note the reversed
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Fig. 5.19. Summarized threshold current densities for magnetic stimulation as result from the experiment
combined with numerical simulations

5.7 Discussing Obtained Stimulation Thresholds

In this experiment, thresholds for magnetic stimulations have been investigated at
four different frequencies and varying stimulation durations. Despite of simplicity
of the setup, dispersion in the individuals’ anatomy and sensitivity, results show a
clear trend that goes along with theory.
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After all, these results do not claim to be the one and only truth for excitation due
to magnetic field exposure in the kHz range. Several aspects might be criticized
which shall be discussed here:

• The value of measured B field that is referred to as B threshold, is the maximum
B field measured with a magnetic field sensor. The sensor integrates B field
lines, so that the actual peak might be even higher than values provided. This
demur was erased by scanning the magnetic field over the surface plane of the
coil’s housing. The locations of the obtained B field peaks correspond well with
the numerical simulations. Hence, those B values and locations are approved.

• These values are measured outside of the body. They decrease rapidly with in-
creasing distance to the coil’s plane. This has been taken into account in the
simulations. However, derived current densities have a certain error, because of
the anatomy of the arm model. As results have shown, the stimulation thresh-
olds also vary with arm circumference, and so does induced J.

• In the experiment, it is obvious, that nervous excitation took place. It is much
harder to stimulate muscles for several reasons. One reason is the size of af-
fected tissue. The applied field in this trial was so much localized that the num-
ber of excited cells was not large enough to stimulate big muscles in the upper
arm. Hence, the position of stimulation might have been not appropriate. How-
ever, this trial setup was created also with respect to accessibility, feasibility
and comfort for the participants.

• Arguing with current density values in muscle tissue might be criticized to be
inconsistent with reality. However, muscles are always connected to nerves.
Trying to catch muscle tissue without affecting nerves magnetically, is rather
improbable. Unfortunately, the Visible Human data set does not include pe-
ripheral nervous system. In that case, no assertions upon induced current den-
sities in nerves can be made. But this is not the only uncertainty when using
a numerical model: The model does not reflect an average human, it is only
one sample. Furthermore, in this special simulation, the arm was not pressed
against the housing of the stimulating coil, as the subjects’ arms were. Hence
the distance to excitable tissue was bigger in the simulation which leads to a
smaller penetrated area. This of course influences calculated values of current
density.

These results differ from threshold values determined by other authors. J. P. REILLY

put the relation between dB/dt and frequency in the formula:
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dB/dtstim = dB0/dt · f/ fe, (5.9)

with fe being 3.35 kHz in case of peripheral nerve excitation and dB0/dt =
37.5T/s [46]. For f = 7.38 kHz, 12.04 kHz, 16.5 kHz and 25.27 kHz, threshold
dB/dt peaks according to REILLY are 82.61 T/s , 134.8 T/s, 184.7 T/s and 282.9
T/s, respectively. The factors between experimentally determined thresholds here
and theoretical values from REILLY, are respectively: 26.7, 22.5, 25.1 and 24.0
(= 24.50 in average). The difference might occur from the limitations of the sys-
tem and the model discussed above. On the other hand, the theoretical model from
REILLY also includes several simplifications which are described in Section 2.4.2.
The most important difference is that the values obtained in this experiment are the
result of a very much localized B field whereas in the studies of REILLY a homoge-
neous distribution is the basis for threshold considerations. Regarding B thresholds
with respect to stimulation time, REILLY gives the following relationship:

dB/dtstim = dB0/dt · τe/τp, (5.10)

for τp ≤ 0.149ms, and constant otherwise. Stimulation times in the experiment
are all longer than 0.149 ms and still thresholds vary with stimulation times
(Fig. 5.19(a)).
Experimentally determined stimulation threshold current densities are within the
range of earlier determined thresholds, summarized in Table 2.5, although com-
parison is difficult due to different trial settings.
As for current density restrictions, determined J values are above assumed thresh-
olds by the ICNIRP. From the formulation Jthresh:eff = f/10 A/m2, f in Hz, thresh-
olds result to be 1.04 A/m2, 1.70 A/m2, 2.33 A/m2 and 3.57 A/m2 for the given
frequencies. The factors between experimental values and ICNIRP values are 3.5,
2.9, 3.2 and 3.1 ( = 3.19 in average). The ICNIRP refers to the first reactions that
have ever been measured, hence this deviation of thresholds is quite plausible.
In summary, it is concluded, that the measured B values are trustworthy in every
respect. Derived current density thresholds may have a quite large error but are the
best that can be obtained today.





Part III

Closing Matters
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Summary

This project was started as part of the joint research project MAGIC of the Ger-
man Federal Ministry of Education and Research (BMBF), conducted by PHILIPS

RESEARCH, Hamburg, Sector Medical Imaging Systems. With the invention of
Magnetic Particle Imaging, the need arose to learn about excitation mechanisms
in the kHz range and potential tissue warming. Various projects have been car-
ried out in order to investigate the effects of time-varying magnetic fields on the
human body at frequencies between 1 kHz and 100 kHz. The linkage between
different projects is one challenge this research had to cope with. Simulating in-
duced current densities within a numerical body model is one task, evaluating the
capability of stimulation another. To make things even worse, theory and practice
hardly ever fit together. This chapter summarizes and discusses achieved results
and finally ends with an outlook towards further necessary research.

6.1 Discussion of Methods and Results

Using a numerical body model provides the opportunity to look into the body in
a macroscopic way. Organs are treated as homogeneous entities which can be as-
signed frequency dependent dielectric and thermal properties. Field quantities are
provided for every location x, y and z. The limiting factor is the size of the grid
which determines the degree of freedoms of the numerical problem. Combining
the stage of development of the software SEMCAD X and the available hardware,
the upper limit of grid nodes was reached at about 40 million in magneto quasi-
static problems and 20 million in the electro quasi-static environment. The human
body model used was resolved in such detail that the limit of computable nodes
was reached. The choice of the computational grid aimed at high resolution within
the core body in order to achieve reasonable results even at tissue boundaries. The
most critical organ considering stimulation is the heart since its stimulation may
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lead to hazardous premature beats or even cause flutter or fibrillation. In favor of
high torso resolution, the limbs have been neglected completely in the numerical
simulations. Probably, induced field amplitudes are even higher within the arms
but on the other hand are more tolerable. The head has been left out throughout
all considerations. The available model does not provide necessary details about
the brains and eyes, which are critical organs with respect to both heat and stimu-
lation. Furthermore, the knowledge in brain electrophysiology is not sufficient for
investigation of field effects on the human brain.

6.1.1 Calculation of Field Distributions

By means of numerical calculations upon a human body model, amplitudes of in-
duced current densities, Specific Absorption Rates and temperature increase have
been calculated given that the central magnetic flux density is 10 mT and the ex-
posure time is 5 minutes. Simulation frequencies were 10 kHz, 25 kHz, 50 kHz
and 100 kHz (Chapter 3). 25 kHz is the frequency planned for MPI drive field
coils. It was shown that temperature increase even below 100 kHz is not negligi-
ble. SAR restrictions, which are supposed to limit thermal heating, are not defined
for frequencies below 100 kHz. For the course of 5 min, temperature increase at
25 kHz was estimated to be around 1.5 K at the maximum, whereas 99 % of the
total torso do not exceed 0.6 K, which is a tolerable value. While applying the
PENNES bio-heat equation, a worst case scenario was constructed. The human
body’s thermoregulatory system is probably capable of handling higher tempera-
tures than those given in the restrictions. Furthermore, the duration of 5 minutes is
a rough estimate of planned MPI duration time. Developers claim that the imaging
procedure will be much shorter. After all, induced temperature rising stays be-
low hazardous levels for frequencies up to 25 kHz, although calculated local SAR
values do exceed thresholds defined for Magnetic Resonance Imaging.
As for current density distributions, the effects of those is difficult to classify. Re-
strictions are based on measured values from direct electrode stimulations. How-
ever, those measurements consider the current flowing within the leads, distributed
over the electrode surface area. The real effective stimulating current in tissue is
literally impossible to assess. Hence, field restrictions include an uncertainty fac-
tor in addition to the safety factor that further reduces the risk of unwanted nerve
and muscle stimulation.
Calculated maximum current density values by far exceed restrictions for induced
current densities. In case of 25 kHz, the limit for occupational exposure is 0.365
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A/m2, averaged over 1 cm2 of affected area. Maximum calculated values exceed
100 A/m2 in muscle tissue and 40 A/m2 in the heart, while averaged values are
much lower (less than 25 A/m2 in muscle tissue and below 10 A/m2 in the heart).
Calculated maximum values even rise with grid refinement. Here, the cumulative
histograms give a more detailed idea of current distribution.
By superimposing three magnetic fields of slightly differing frequencies, as it is
practiced in MPI for scanning the field of view, a beat frequency of 46.5 Hz en-
velopes the oscillations. At 46.5 Hz, stimulation thresholds are much lower than
in the kHz range, since currents do not pass the cell membranes and hence high
transmembrane voltages arise. Calculated q1 current densities after superposition
of fields reach values of 108 A/m2 in muscle tissue and 39 A/m2 in the heart.
Whether the patient feels the beat frequency or not, cannot be stated at this point.

6.1.2 Estimation of Thresholds for Heart, Muscle and Nerve Excitation

The stimulating effect of induced current densities has been approached to eval-
uate with microscopic models of patches of excitable tissues (Chapter 4). After
adaption of the properties of main tissue components, those very schematic cell
models have been employed for investigation of the membrane behavior upon di-
rect and magnetic stimulation. Averaged conductivity and permittivity matched
GABRIEL values well. Extracted transmembrane voltages for different cell geome-
tries and configurations have been related to the respective current density distri-
bution within tissue. Assuming that 1 % of depolarized membranes are enough
for cell excitation, tissue threshold current densities for magnetic stimulation at
25 kHz are 9.51 A/m2 for neural tissue, 62.3 A/m2 for myocardial tissue and 914
A/m2 in skeletal muscle tissue. These values make sense, implying that muscle
stimulation happens only for very high fields, whereas neural tissue is the first
to react on magnetic fields. which has been proved in the stimulation experiment
described in Chapter 5. There it turned out, that stimulation of excitable tissue is
possible at much lower current densities. The employed cell models describe well
qualitative field distributions like current density and electric potentials. But the
simplifications that needed to be made, required assumptions that seem to prevent
proper quantification.
The stimulation experiment was carried out in order to underline simulation re-
sults. The necessary hardware was developed and assembled with regard to max-
imum achievable magnetic fields generated by a small figure-of-eight coil, with
high effort for human comfort and safety. The magnetic field produced by the
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coil stimulated the ulnar nerve in the upper arm of 31 volunteers at four different
frequencies and seven different stimulation times. In order to determine the sim-
ulating current density in the arm, the setup was reconstructed in the simulation
setting. Current densities induced in the arm at field strengths that had been de-
termined as perception and motor thresholds, exceed ICNIRP values for assumed
thresholds by a factor of 4.
At 25 kHz, the maximum and volume average of current density induced by the
averaged B for perception were 11.22 A/m2 and 0.912 A/m2, respectively, whereas
the maximum and volume average of induced J for muscular reaction in the hand
were 11.59 A/m2 and 0.942 A/m2. The cumulative histogram of induced J is vi-
sualized in Appendix A.1.5. The q1 value at 25 kHz is given there to be 4.883
A/m2. The ICNIRP assume that stimulation occurs if |J| is 3.57 A/m2. This value
is achieved or exceeded in 2.4 % of 1.5 l of arm muscle tissue (“q2.4 value”).
Comparing these findings with simulated current densities in the human torso
model, the q1 value (4.883 A/m2) is exceeded in 65.3 % of peripheral muscle tis-
sue, whereas the maximum J = 11.59 A/m2 is reached or exceeded in 24 %. These
considerations imply that patients will experience muscle twitches during MPI.
Unfortunately, the human model does not contain a continuous web of nerves.
From cell patch simulations, threshold current densities for muscle tissue are much
higher than extracted values from the stimulation experiment. Muscle tissue will
not be excited directly, but embedded nerves might be, which send sensor and
motor signals to adjacent muscle, neural or neuronal cells.

6.2 Conclusions

6.2.1 Magnetic Stimulation

Numerical simulations are yet the best method available to estimate field distri-
bution within complex human models. Calculated current densities induced in
the torso model are within a reasonable range. Exposing humans to time-varying
magnetic fields might cause nerve activation or muscle contraction at least up to
25 kHz. A wide spread belief, that stimulation is not possible above 5 kHz, was
proved wrong.
Although the quantification of field distributions of numerical cell models turned
out to be misleading, the obtained qualitative distribution patterns of excitable
structure are reasonable. From these results, it can be seen, that membrane depo-
larization and hyperpolarization is evident up to 100 kHz.
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6.2.2 Body Warming

The calculated temperature increase showed that even below 100 kHz, local tissue
warming is not negligible. However, maximum values obtained may probably not
be reached, since the lack of simulated blood flow presents a kind of worst case
estimation. It is concluded that for MPI, temperature increase is not a limiting
factor at 25 kHz but should be observed continuously when setting MPI drive field
parameters. Increasing the drive field frequency reduces the risk of stimulation but
increases heating effects.

6.3 Perspectives

Magnetic Particle Imaging is a promising imaging technique. The development is
ongoing. To date, the construction of the first human scanner is scheduled within
the scope of this decade. Parameters like coil geometries and settings in this thesis
are the stage of development of 2010. In case drive field parameters change, results
need to be adapted or re-calculated.
As long as computational power grows, numerical algorithms will be further de-
veloped. With that, larger matrices with more degrees of freedoms can be handled
and more complex problems can be solved. Furthermore, more sophisticated hu-
man models are being generated, with more details in muscle structures and central
nervous system. Limitations like missing fiber orientation in muscle tissue and the
heart might get abolished and blood vessels accounting for heat transfer by blood
flow might be included.
Furthermore, analytical nerve and neuronal models might help to investigate stim-
ulation thresholds of single nerves, nerve bundles or neurons. Today already, mag-
netic stimulation is used in therapy, although the mechanisms are not yet fully
understood.
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Appendix

A.1 Human Body Simulations: Current Density Cumulative
Histograms

In the following, cumulative histograms of |J| of excitable tissues are displayed.
Cumulative histograms give more detailed information since they read the relative
frequency of occurrence in tissue. Maximal values in one voxel in a specific tissue
are prone to large stair-casing errors associated with sharp corners of the cubic
voxel. A solution to obtain more stable peak approximations is based on choosing
for the peak value a value representing the 99th percentile value of the induced
field in a specific tissue [61]. From the biological point of view however, this is a
somewhat arbitrary choice because the peak value depends on the grid resolution.
The following graphs present induced |J] of every coil pair x, y and z. The legends
also read the q1 and q90 values (which correspond to the 99th and 10th percentiles
in ICNIRP nomenclatur) which give the maximum J occurring in 1 % and 90 %
of tissue volume.



164 APPENDIX A. APPENDIX

A.1.1 Simulations f = 10 kHz, |B|center = 10 mT
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Fig. A.1. Cumulative histogram of induced |J| at 10 kHz within the entire torso (total volume: 65 l)
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Fig. A.2. Cumulative histogram of induced |J| at 10 kHz within the heart (total volume: 0.35 l)
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Fig. A.3. Cumulative histogram of induced |J| at 10 kHz within muscle tissue (total volume: 23.2 l)

A.1.2 Simulations f = 25 kHz, |B|center = 10 mT
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Fig. A.4. Cumulative histogram of induced |J| at 25 kHz within the entire torso (total volume: 65 l)
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Fig. A.5. Cumulative histogram of induced |J| at 25 kHz within the heart (total volume: 0.35 l)
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Fig. A.6. Cumulative histogram of induced |J| at 25 kHz within muscle tissue (total volume: 23.2 l)
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A.1.3 Simulations f = 50 kHz, |B|center = 10 mT
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Fig. A.7. Cumulative histogram of induced |J| at 50 kHz within the entire torso (total volume: 65 l)
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Fig. A.9. Cumulative histogram of induced |J| at 50 kHz within muscle tissue (total volume: 23.2l)

A.1.4 Simulations f = 100 kHz, |B|center = 10 mT
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Fig. A.10. Cumulative histogram of induced |J| at 100 kHz within the entire torso (total volume: 65 l)
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Fig. A.11. Cumulative histogram of induced |J| at 100 kHz within the heart (total volume: 0.35 l)
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A.1.5 Magnetic Stimulation: Current Density induced in the Human Arm
Cumulative Histogram
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