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#### Abstract

In this work, an extension of existing goal-oriented a posteriori error estimators for Petrov-Galerkin methods is developed. For conforming space-time finite element discretizations of parabolic problems, this extension allows the construction of economical meshes on which user-defined physical quantities of interest can be determined efficiently. These techniques are applied to scenarios of tropical cyclone dynamics to improve the precision of storm forecasts. By means of optimized space-time meshes, the position error of predicted storm tracks can be reduced significantly. Furthermore, aspects of the approximation of unknown quantities needed for the error estimation are discussed. In this context, a block strategy based on the solution of local Dirichlet problems and global defect correction is proposed. Several variants of the error estimator and resulting adaptive methods are systematically compared based on scenarios with exact analytical solutions.


## Zusammenfassung

In dieser Arbeit wird eine Erweiterung existierender Ziel-orientierter Fehlerschätzer für Petrov-Galerkin Methoden entwickelt. Diese ermöglicht es für parabolische Probleme Diskretisierungen mit Raum-Zeit Finite-Elementen so auszulegen, dass beliebige physikalische Größen, die von Interesse sind, effizient bestimmt werden können. Diese Techniken werden auf Szenarien der Dynamik tropischer Wirbelstürme zur Verbesserung der Genauigkeit von Sturmvorhersagen angewendet. Durch Gitteroptimierung in Raum und Zeit kann der Positionsfehler wesentlich verringert werden. Außerdem werden Aspekte zur Approximation gewisser unbekannter Größen, die für die Fehlerschätzung erforderlich sind, diskutiert. In diesem Zusammenhang wird eine Blockstrategie vorgestellt, die auf lokalen Dirichlet-Problemen und globaler Defekt-Korrektur basiert. Mehrere Varianten des Fehlerschätzers und zugehörige adaptive Verfahren werden anhand von Szenarien mit exakten analytischen Lösungen systematisch verglichen.
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## 1 Introduction

For many numerical simulations, the first intention is the precise approximation of an application dependent physical quantity of the solution such as a point value or an integral over a certain region, for example. Methods for efficient determination of this quantity are needed instead of good approximations with respect to global error norms, in this case. The Dual Weighted Residual (DWR) method represents a generic framework for goal-oriented error control and mesh adaptation and goes back to [2, 20]. For a goal functional that represents the quantity of interest, the sensitivity with respect to perturbations is given by the solution of a dual problem. Based on this information, the error of an approximate solution measured in the goal functional can be determined by means of an a posteriori error estimator. Local mesh adaptation towards an equal distribution of each cell's error contribution leads to economical meshes for the determination of the quantity of interest. Meanwhile, such techniques are widely established in many fields of application, such as fluid flow with chemical reactions [8, 12], solid mechanics [44], hydrodynamic stability [26], and aerodynamic flow simulation [24]. In this work, such adaptive techniques are further developed and applied to atmospheric fluid flow scenarios.

Tropical cyclones (TCs) are intense atmospheric vortices that form over tropical oceans. Their power source is the latent heat contained in the warm, water vapor saturated air above the ocean surface. This energy is released as the air ascends and expands in the storm, and the water vapor condenses. Powered by this energy source, tropical cyclones can reach wind speeds of more than $250 \mathrm{~km} / \mathrm{h}$. In case the storm reaches the coast and begins to travel over land, heavy damages can be caused by severe winds, torrential rainfall and flooding. Predicting the motion and intensity evolution of tropical cyclones is a difficult task, since atmospheric processes on a wide range of scales must be considered. In order to improve the precision of forecasts and resulting early warnings, the understanding and modeling of the highly complex multi-scale problem must be further enhanced.

The motion of TCs is mainly determined by the flow on large scales (several thousand kilometers) while the storm's intensity is regulated primarily by processes on the scale of one kilometer and below. However, the influence a storm has on the large scale flow is also determined by its intensity. The latter affects the environment of the storm and thus also the small-scale processes which are important for the evolution of the intensity. Models that describe the dynamics of the atmosphere must account for interacting processes on all these scales. By means of numerical simulations based on finite dimensional approximations, forecasts of storm tracks and intensity can be made. Not all of the relevant scales can be resolved due to restrictions of available computer resources. Some effects are located on the sub-grid scales and require adequate parametrization. Despite the use of massively parallel computing capabilities of today's supercomputers, high-resolution numerical simulations of a storm including the near environment are restricted to a horizontal
resolution of a few hundred meters and a vertical resolution of about 50 meters at best [15]. On such meshes, motion in a horizontal scale of about 1 km at minimum can be resolved, which is insufficient to resolve small cloud dynamics. In order to give precise early warnings, the necessary forecasts must be calculated on time and are therefore typically based on coarser mesh resolutions. Since not all existing scales can be well-resolved for such problems, the use of adaptive methods based on meshes with varying resolution is promising. Whenever the smallest scale that locally must be resolved varies strongly over the domain, adaptive meshes can lead to a substantial decrease of unknowns in discrete numerical models. For TC forecasting, mesh nesting techniques are often employed to enhance the resolution locally. Based on more flexible unstructured meshes, the regionally varying demand with respect to the mesh's resolution can be exploited even better. However, one of the most important questions is which parts of the mesh should be refined to improve the precision of the resulting forecasts.

The influence that perturbations of the atmospheric state can have on the dynamics of a TC depends strongly on their spatial distribution. This is suggested by sensitivity studies based on ensemble simulations with perturbed initial data, linearized models, and adjoint models, cf. [16]. Therefore, goal-oriented adaptive methods that make use of such sensitivity information are very promising. Although the application of the generic approach described by the DWR method is straightforward, the task is demanding due to the complexity of atmospheric models (time-dependent, three-dimensional, including chemical reactions, and moist effects). These models can include model-switches (e.g. different sub-grid models for different regimes) that can be problematic for the calculation of the adjoint sensitivity. Additionally, the adequate definition of goal functionals that lead to improvements of TC forecasting is not obvious. In this work, meteorological scenarios based on a simplified model for atmospheric large-scale dynamics are considered.

The a posteriori estimators for the error in user-defined functionals, described in [2], require Galerkin approximations of the considered problems. To apply goaloriented methods to time-dependent problems, variational formulations in terms of integrals over space and time and corresponding space-time finite element discretizations are adequate. The corresponding dual problem is also time-dependent and posed backward in time. In [23], goal-oriented error estimators for instationary problems were proposed in the context of the heat equation. Error estimators for general parabolic problems were investigated in [40] in the context of discontinuous Galerkin methods (non-conforming) as well as Petrov-Galerkin methods. In the latter case, only the primal problem was discretized conformingly, i.e. using continuous trial functions, while the dual problem was discretized in terms of discontinuous trial functions. To the knowledge of the author, the case of conforming discretizations in terms of continuous trial functions for both the primal and dual problems has not been addressed so far. In this work, a generalization of the goal-oriented error characterization to this context is proposed and corresponding a posteriori error estimators are derived. An additional term that originates from the different structures of the discrete trial and test spaces must be considered. Furthermore, error indicators are derived which quantify the error contribution related to the space and time discretization separately. In terms of these indicators, the mesh adaptation procedure can be controlled.

This thesis is organized as follows. In Chapter 2, the Navier-Stokes equations (NSE) and corresponding variational formulations are shortly outlined. This set of equations describes the flow dynamics for a wide class of fluids and represents an essential part of many atmospheric models. The widely-used two-dimensional barotropic model can be derived from the NSE and has proven to provide a useful approximate description of the processes that determine the motion of a tropical cyclone. The model and the related assumptions are shortly depicted. Furthermore, a conforming discretization based on space-time finite elements is given which leads to a Petrov-Galerkin method. In Chapter 3, an extension of the goal-oriented error characterization for Petrov-Galerkin approximations is given, and resulting a posteriori error estimators are derived in the context of parabolic problems. The evaluation of the error estimators requires the approximation of unknown quantities. In that context several strategies are discussed. Furthermore, a block method based on local Dirichlet problems and global defect-correction is proposed. Finally, the error estimator for the Navier-Stokes equations is described in detail. This includes the precise definition of cellwise error indicators that allow to distinguish between contributions related to the temporal and the spatial discretization, respectively. In Chapter 4, adaptive numerical simulations based on different variants of the goaloriented error estimators are applied to stationary scenarios with known analytical solution. This allows a systematic comparison of the different approximation strategies of the unknown quantities with respect to the reliability of the estimators and the efficiency of adaptive methods. A scenario of interacting tropical cyclones is investigated in Chapter 5. Mesh adaptation strategies for the construction of optimal space-time discretizations are presented. Based on adaptive numerical simulations, both the error in the output functionals as well as the error in the predicted storm position could be reduced significantly. In the final chapter, the presented results are shortly summarized and aspects of further developments are discussed.

## 2 Fluid Flow Model

Atmospheric fluid flow can be described by models that are based on the NavierStokes equations. These can be derived from physical conservation properties of mass, momentum, and energy and can be extended to include effects such as chemical reactions and humidity, for example. The resulting set of equations is quite complex, i.e. instationary, three-dimensional, highly nonlinear, and often strongly coupled. Assuming typical atmospheric conditions, the relative importance of the different terms in these equations can be assessed by means of a scale analysis. Neglecting the less important terms leads to more idealized, mathematically simpler models that are still able to describe important atmospheric processes. The barotropic model investigated in this work is strongly idealized, but provides still a useful approximate description of the large-scale flow in the atmosphere.

After a short overview of related mathematical definitions and notations, the Navier-Stokes equations for incompressible Newtonian fluids and corresponding weak formulations are given. Based on these problem formulations, statements on existence and uniqueness of solutions are summarized. The two-dimensional barotropic model equations and assumptions involved in their derivation are outlined. Finally, a discretization in terms of a space-time finite element method is presented that is used for goal-oriented adaptive numerical simulations in later sections.

### 2.1 Functional Analytical Background

In this section, some function spaces and notations are shortly introduced. Let $\Omega \subseteq \mathbb{R}^{d}$, with $d \in\{2,3\}$, denote an open bounded domain with boundary $\partial \Omega$. For $1 \leq p<\infty$, the space $L^{p}(\Omega)$ consists of real functions for which the $p$ th power is measurable with respect to the Lebesque measure $d x=d x_{1} \cdots d x_{d}$. Equipped with the norm

$$
\|f\|_{L^{p}(\Omega)}:=\left(\int_{\Omega}|f(x)|^{p} d x\right)^{1 / p}
$$

the space $L^{p}(\Omega)$ is a Banach space. In the case $p=2$, the space $L^{2}(\Omega)$ is a Hilbert space with the inner product

$$
(f, g):=(f, g)_{\Omega}:=(f, g)_{L^{2}(\Omega)}:=\int_{\Omega} f(x) g(x) d x
$$

The corresponding norm is denoted by $\|\cdot\|$ or $\|\cdot\|_{\Omega}$. The space $H^{m}(\Omega)$ denotes the space of $L^{2}(\Omega)$ functions with distributional derivatives that are $L^{2}(\Omega)$ up to order $m$. $H^{m}(\Omega)$ equipped with the scalar product and norm

$$
(f, g)_{H^{m}(\Omega)}:=\sum_{|\alpha| \leq m}\left(D^{\alpha} f, D^{\alpha} g\right)_{L^{2}(\Omega)}, \quad\|f\|_{H^{m}(\Omega)}:=\left(\sum_{|\alpha| \leq m}\left\|D^{\alpha} f\right\|_{L^{2}(\Omega)}^{2}\right)^{1 / 2}
$$

forms a Hilbert space. Here, the multi-index is defined as $\alpha:=\left(\alpha_{1}, \ldots, \alpha_{d}\right) \in \mathbb{N}^{d}$ and

$$
D^{\alpha}:=D_{1}^{\alpha_{1}} \cdots D_{d}^{\alpha_{1}}:=\frac{\partial^{\alpha_{1}+\cdots+\alpha_{d}}}{\partial x_{1}^{\alpha_{1}} \cdots \partial x_{d}^{\alpha_{d}}}
$$

The Hilbert space $H_{0}^{1}(\Omega) \subseteq H^{1}(\Omega)$ is spanned of functions that vanish on the boundary $\partial \Omega$. Its dual space is denoted by $H^{-1}(\Omega)$, which is a Banach space equipped with the norm

$$
\|f\|_{H^{-1}(\Omega)}:=\sup _{\varphi \in H_{0}^{1}(\Omega)} \frac{\langle f, \varphi\rangle_{H^{-1}(\Omega), H_{0}^{1}(\Omega)}}{|\varphi|_{H^{1}(\Omega)}}, \quad|\varphi|_{H^{1}(\Omega)}:=\left(\sum_{|\alpha|=m}\left\|D^{\alpha} \varphi\right\|_{L^{2}(\Omega)}^{2}\right)^{1 / 2}
$$

whereas $\langle f, \varphi\rangle_{H^{-1}(\Omega), H_{0}^{1}(\Omega)}:=f(\varphi)$. Let $V$ denote a real, separable and reflexive Banach space with dual space $V^{*}$. Let $H$ denote a real and separable Hilbert space and let $V \hookrightarrow^{d} H$ (continuous embedding and dense). Then the spaces ( $V, H, V^{*}$ ) form a Gelfand triple. In this context, the duality pairing on $V^{*} \times V$ is a continuous extension of the scalar product on $H$, i.e.

$$
(u, v)_{H}=\langle u, v\rangle_{V^{*}, V} \quad \forall u \in H \forall v \in V
$$

It is well-known, that $\left(H_{0}^{1}(\Omega), L^{2}(\Omega), H^{-1}\right)$ forms a Gelfand triple. For more details on Sobolev spaces and related concepts, the reader is referred to [1].

For the investigation of the incompressible Navier-Stokes equations with homogeneous Dirichlet boundary conditions, the following spaces are introduced. Let $\mathcal{D}(\Omega)$ denote the space of $C^{\infty}$ functions with compact support contained in $\Omega$ and $\mathcal{V}:=\left\{u \in \mathcal{D}(\Omega)^{d} \mid \nabla \cdot u=0\right\}$. The closure of $\mathcal{V}$ in $L^{2}(\Omega)^{d}$ is denoted by $H_{\text {div }}$ and the closure of $\mathcal{V}$ in $H_{0}^{1}(\Omega)^{d}$ is denoted by $V_{\text {div }}$. These spaces can be characterized by

$$
\begin{aligned}
H_{d i v} & =\left\{u \in L^{2}(\Omega)^{d} \mid \nabla \cdot u=0 \text { in } \Omega, n \cdot u=0 \text { on } \partial \Omega\right\}, \\
V_{d i v} & =\left\{u \in H_{0}^{1}(\Omega)^{d} \mid \nabla \cdot u=0 \text { in } \Omega\right\},
\end{aligned}
$$

where $n$ denotes the outward unit normal vector of the boundary $\partial \Omega$. The spaces $\left(V_{d i v}, H_{d i v}, V_{d i v}^{*}\right)$ form a Gelfand triple [47]. In case of periodic boundary conditions, the corresponding spaces can be characterized by

$$
\begin{aligned}
H_{d i v} & =\left\{u \in H_{p}^{0}(\Omega)^{d} \mid \nabla \cdot u=0 \text { in } \mathbb{R}^{d}\right\} \\
V_{d i v} & =\left\{u \in H_{p}^{1}(\Omega)^{d} \mid \nabla \cdot u=0 \text { in } \mathbb{R}^{d}\right\}
\end{aligned}
$$

where a domain of the form $\Omega:=\left[0, L_{1}\right] \times \cdots \times\left[0, L_{p}\right]$ is assumed. The space $H_{p}^{m}(\Omega)$ denotes the space of functions which are in $H_{l o c}^{m}\left(\mathbb{R}^{d}\right)$ and fulfill the periodicity condition

$$
u\left(x+L_{i} e_{i}\right)=u(x), \quad i=1, \ldots, d, \forall x \in \mathbb{R}^{d}
$$

Here, $e_{i}$ denotes the $i$ th directional unit vector. $H_{p}^{m}(\Omega)$ is a Hilbert space with scalar product $(\cdot, \cdot)_{H_{p}^{m}(\Omega)}:=(\cdot, \cdot)_{H^{m}(\Omega)}$ and further $H_{p}^{0}(\Omega) \equiv L^{2}(\Omega)$. It is well-known that the periodic function spaces $\left(V_{d i v}, H_{d i v}, V_{d i v}^{*}\right)$ also form a Gelfand triple [46].

For time-dependent problems, the considered functions are functions in time. Let $B$ denote a separable Banach space. For $m \in \mathbb{N}$, let $C^{m}([0, T] ; B)$ denote the
space of continuous functions defined on $[0, T]$ that have $m$ th continuous derivative. Further, let $C([0, T] ; B):=C^{0}([0, T] ; B)$. The space $C^{m}([0, T] ; B)$ is a Banach space equipped with the norm

$$
\|f\|_{C^{m}([0, T] ; B)}:=\max _{t \in[0, T]} \sum_{j=0}^{m}\left\|f^{(j)}(t)\right\|_{B}
$$

$L^{p}(0, T ; B)$ denotes the space of equivalence classes of Bochner integrable functions $f:[0, T] \rightarrow B$, i.e.

$$
\begin{aligned}
L^{p}(0, T ; B) & :=\left\{f \mid f:[0, T] \rightarrow B,\|f\|_{L^{p}(0, T ; B)}<\infty\right\} \quad(1 \leq p \leq \infty), \\
\|f\|_{L^{p}(0, T ; B)} & := \begin{cases}\left(\int_{0}^{T}\|f(t)\|_{B}^{p} d t\right)^{1 / p}, & \text { for } 1 \leq p<\infty \\
\operatorname{ess} \sup _{t \in(0, T)}\|f(t)\|_{B}, & \text { for } p=\infty\end{cases}
\end{aligned}
$$

$L^{p}(0, T ; B)$ is also a Banach space. For $1 / p+1 / q=1$, the dual space $\left(L^{p}(0, T ; B)\right)^{*}$ can be identified with $L^{q}\left(0, T ; B^{*}\right)$. A corresponding dual pairing is given by

$$
\langle f, u\rangle_{L^{q}\left(0, T ; B^{*}\right), L^{p}(0, T ; B)}=\int_{0}^{T}\langle f(t), u(t)\rangle_{B^{*}, B} d t .
$$

Furthermore, it holds that $L^{p}(0, T ; B) \hookrightarrow L^{q}(0, T ; B)$ for arbitrary $1 \leq q \leq p \leq \infty$. The derivative $\partial_{t} u$ of an abstract function $u \in L^{2}(0, T ; B)$ is defined in the sense of distributions: If $w:[0, T] \rightarrow B$ exists such that $-\int_{0}^{T} u(t) \varphi^{\prime}(t) d t=\int_{0}^{T} w(t) \varphi(t) d t$ for all $\varphi \in C_{0}^{\infty}(0, T)$, then the (distributional) derivative is defined by $\partial_{t} u:=w$. For a Gelfand triple $\left(V, H, V^{*}\right)$, the space of $V$-valued functions with distributional derivative in the dual space $V^{*}$ is denoted by

$$
W:=W(0, T):=\left\{f \mid f \in L^{2}(0, T ; V), \partial_{t} f \in L^{2}\left(0, T ; V^{*}\right)\right\} .
$$

It is well-known that equipped with the scalar product

$$
(f, g)_{W}:=\int_{0}^{T}(f(t), g(t))_{V} d t+\int_{0}^{T}\left(f^{\prime}(t), g^{\prime}(t)\right)_{V^{*}} d t
$$

the space $W$ is a Hilbert space [51]. Functions in $W$ are almost everywhere equal to a continuous function and the embedding $W \hookrightarrow C([0, T], H)$ is continuous, hence initial conditions of parabolic problems posed as function in $H$ make sense. By the Lions-Aubin lemma, the embedding $W \hookrightarrow^{c} L^{2}(0, T ; H)$ is compact [19]. Furthermore, for arbitrary functions $f, g \in W$, the integration by parts rule holds, i.e.

$$
\begin{equation*}
\int_{0}^{T}\left(\left\langle\partial_{t} f(t), g(t)\right\rangle_{V^{*}, V}+\left\langle f(t), \partial_{t} g(t)\right\rangle_{V, V^{*}}\right) d t=\left(f_{\mid t=T}, g_{\mid t=T}\right)_{H}-\left(f_{\mid t=0}, g_{\mid t=0}\right)_{H} . \tag{2.1}
\end{equation*}
$$

Lemma 1. The space $W(0, T) \cap L^{p}(0, T ; V)$ is dense in $L^{2}(0, T ; V)$ for $1 \leq p \leq \infty$.
Proof. The space $C^{\infty}([0, T] ; V)$ is dense in $W(0, T)$ (for a proof see [19], p. 206, for example). Furthermore, the space $C^{\infty}([0, T] ; V)$ is also dense in $L^{2}(0, T ; V)$ (this
can be proved by mollification, analogously to the previous dense inclusion). For any $f \in C^{\infty}([0, T] ; V) \subseteq C([0, T] ; V)$ it holds that

$$
\|f\|_{L^{\infty}(0, T ; V)}=\operatorname{ess} \sup _{t \in(0, T)}\|f(t)\|_{V} \leq \max _{t \in[0, T]}\|f(t)\|_{V}=\|f\|_{C([0, T] ; V)}
$$

hence $f \in L^{\infty}(0, T ; V)$. Therefore, it holds that

$$
\begin{equation*}
C^{\infty}([0, T] ; V) \subseteq L^{p}(0, T ; V), \quad 1 \leq p \leq \infty \tag{2.2}
\end{equation*}
$$

For arbitrary $x \in L^{2}(0, T ; V)$ there exists a sequence $\left(x_{i}\right)_{i \in \mathbb{N}} \subseteq C^{\infty}([0, T] ; V)$ with $\left\|x_{i}-x\right\|_{L^{2}(0, T ; V)} \rightarrow 0$ for $i \rightarrow \infty$. The inclusions $C^{\infty}([0, T], V) \subseteq W(0, T)$ and (2.2) imply $C^{\infty}([0, T], V) \subseteq W(0, T) \cap L^{p}(0, T ; V)$. Hence for the sequence it holds that $\left(x_{i}\right)_{i \in \mathbb{N}} \subseteq W(0, T) \cap L^{p}(0, T ; V)$.

For more details on abstract functions and distributional derivatives, the reader is referred to e.g. [19, 29, 51].

### 2.2 The Incompressible Navier-Stokes Equations

The motion of Newtonian fluids is governed by the Navier-Stokes equations. A detailed derivation of the set of equations can be found e.g. in [43]. Central arguments that are taken into account are several physical properties of such fluids. For example, the conservation of mass and momentum (Newton's second law) yields the continuity equation and the momentum equation. Assuming a linear relationship between stress and strain rate (which defines Newtonian fluids), the stress tensor which is included in the momentum equation - can be modeled by a constitutive relation in terms of only one parameter, i.e. the kinematic viscosity parameter. This leads to the following form of the Navier-Stokes equations for incompressible fluids (i.e. constant density). The initial boundary value problem for a time interval $I:=[0, T]$ and the bounded domain $\Omega \subseteq \mathbb{R}^{d}(d=2,3)$ with Lipschitz boundary $\partial \Omega$ is given by: Find a velocity field $v:[0, T] \times \Omega \rightarrow \mathbb{R}^{d}$ and pressure $p:[0, T] \times \Omega \rightarrow \mathbb{R}$ such that

$$
\begin{align*}
\partial_{t} v-\nu \Delta v+(v \cdot \nabla) v+\nabla p & =f & & \text { in } I \times \Omega  \tag{2.3}\\
\nabla \cdot v & =0 & & \text { in } I \times \Omega  \tag{2.4}\\
v_{\mid t=0} & =v_{0} & & \text { in } \Omega  \tag{2.5}\\
v & =0 & & \text { in } I \times \partial \Omega \tag{2.6}
\end{align*}
$$

holds. The volume force $f$ and the velocity's initial state $v_{0}$ are given. The kinematic viscosity $\nu>0$ is a material parameter. A pressure that is solution of Equation (2.3) is only unique up to an additive constant. Therefore, a further condition needs to be added, e.g. $\int_{\Omega} p d x=0$. For many applications, other types of boundary conditions than the no-slip condition (2.6) are needed. Some features that naturally are contained within very large domains and don't have boundary layers (e.g. homogeneous turbulence), can be investigated in space-periodic domains. The periodicity condition has the following form

$$
\begin{equation*}
v\left(t, x+L_{i} e_{i}\right)=v(t, x) \quad \text { and } \quad p\left(t, x+L_{i} e_{i}\right)=p(t, x) \tag{2.7}
\end{equation*}
$$



Figure 2.1: Periodic boundary conditions for the domain $\Omega=\left[0, L_{1}\right] \times\left[0, L_{2}\right] \subseteq \mathbb{R}^{2}$ with boundary $\partial \Omega=\Gamma_{1} \cup \cdots \cup \Gamma_{4}$ lead to corresponding boundary tuples $\left(\Gamma_{1}, \Gamma_{3}\right)$ and $\left(\Gamma_{2}, \Gamma_{4}\right)$ on which condition (2.7) must hold.
for any $x \in \mathbb{R}^{d}$, any $t \in[0, T]$ and $i \in\{1, \ldots, d\}$. Here, $L_{i}>0$ denotes the period in the $i$ th direction in space and $e_{i}$ the $i$ th directional unit vector, cf. Figure 2.1. Although often not physically feasible, models based on boundary condition (2.7) permit the analysis of important questions of practical relevance. Furthermore, the class of natural boundary conditions exists which often is used to model outflow boundaries, e.g.

$$
\begin{equation*}
\nu \partial_{n} v=p n \tag{2.8}
\end{equation*}
$$

where $n$ denotes the outward unit normal vector of the boundary $\partial \Omega$.
Questions concerning existence and uniqueness of solutions of the initial boundary value problem (2.3)-(2.5) equipped with suitable boundary condition are not fully answered yet. The following weak formulation posed in divergence-free function spaces (see Section 2.1) is investigated in [46, 47], for example. Let the volume force $f \in L^{2}\left(0, T ; V_{\text {div }}^{*}\right)$ and the initial velocity field $v_{0} \in H_{\text {div }}$ be given. $v \in$ $L^{2}\left(0, T ; V_{d i v}\right) \cap L^{\infty}\left(0, T ; H_{\text {div }}\right)$ is a weak solution of the NSE, if

$$
\begin{align*}
\frac{d}{d t}(v, \varphi)+\nu(\nabla v, \nabla \varphi)+((v \cdot \nabla) v, \varphi) & =\langle f, \varphi\rangle_{V^{*}, V}  \tag{2.9}\\
v_{\mid t=0} & =v_{0}
\end{align*}
$$

for all $\varphi \in V_{d i v}$. It is well-known, that weak solutions of problem (2.9) exist. In 2D, the solution $v$ can be proved to be unique and it holds that $v \in C\left([0, T] ; H_{d i v}\right)$ and $\partial_{t} v \in L^{2}\left(0, T ; V_{d i v}^{*}\right)$. In 3D, solutions are weakly continuous from $[0, T]$ into $H_{d i v}$ and $\partial_{t} v \in L^{4 / 3}\left(0, T ; V_{d i v}^{*}\right)$.

While uniqueness of weak solutions in 3D has not been proven yet, the following results concerning uniqueness of strong solutions are known. Let $f \in L^{\infty}\left(0, T ; H_{\text {div }}\right)$ and $v_{0} \in V_{d i v}$. A function $v \in L^{2}(0, T ; S)$ with $\partial_{t} v \in L^{2}\left(0, T ; H_{d i v}\right)$ and $v \in$ $\mathcal{C}\left([0, T] ; V_{\text {div }}\right)$, is a strong solution of the NSE, if (2.9) holds. The space $S$ is defined by $S:=\left\{u \mid u \in H_{d i v}, \Delta u \in H_{d i v}\right\}$ for the space-periodic case, and by $S:=V_{d i v} \cap$ $H_{d i v}^{2}(\Omega)^{d}$ for the no-slip case. In 2 D , such strong solutions exist and are unique. In 3 D , there exists a unique solution on the interval $\left[0, \min \left\{T, T^{*}\right\}\right]$, where $T^{*}$ depends on the data and might be smaller than $T$.

A connection between weak and strong solutions for given $f \in L^{\infty}\left(0, T ; H_{\text {div }}\right)$ and $v_{0} \in V_{d i v}$ can be stated as follows: In 2 D , a weak solution is also a strong solution. In 3D, a weak solution is also a strong solution on $\left[0, \min \left\{T, T^{*}\right\}\right]$. If the solution $v$ has further regularity, e.g. $v \in L^{4}(0, T ; V)$, then $v$ is a strong solution on $[0, T]$.

Details on these statements as well as related proofs can be found in [46, 47], for example. In the following, the two-dimensional case with no-slip or periodic boundary conditions is considered.

The calculation of approximate solutions for the NSE based on conforming discretization methods requires the definition of finite dimensional subspaces of the function spaces related to the corresponding continuous variational problem. To avoid the implementation of solenoidal function spaces (divergence-free functions), a variational formulation in so-called mixed form is considered (see [22, 36], for example). Let $\Omega \subseteq \mathbb{R}^{d}$ be a bounded domain with Lipschitz continuous boundary. For the case of no-slip boundaries the space of the velocity component is defined as $V:=H_{0}^{1}(\Omega)^{2}$ and the pressure space is defined as $Q:=L_{0}^{2}(\Omega):=$ $\left\{p \in L^{2}(\Omega) \mid \int_{\Omega} p d x=0\right\}$. For given initial velocity $v_{0} \in H_{d i v}$ and force $f \in$ $L^{2}\left(0, T ; V_{d i v}\right)$, where the spaces $H_{d i v}$ and $V_{d i v}$ are defined in Section 2.1, the following variational problem can be stated: Find $v(t) \in V$ and $p(t) \in Q$ such that for almost every $t \in(0, T)$

$$
\begin{aligned}
d_{t}(v(t), \varphi)+(v(t) \cdot \nabla) v(t)-(f(t), \varphi)+\nu(\nabla v(t), \nabla \varphi)-(p(t), \nabla \cdot \varphi) & =0 \\
(\nabla \cdot v(t), \psi) & =0,(2.10) \\
v_{\mid t=0} & =v_{0},
\end{aligned}
$$

holds for any $\varphi \in V$ and any $\psi \in Q$. For the space-periodic case, a square domain $\Omega=\left[0, L_{1}\right] \times\left[0, L_{2}\right]$ is assumed. In this case, the space of the velocity field is defined as $V:=H_{p}^{1}(\Omega)^{2}$ (see Section 2.1 for details). For a solution $(v, p)$ of problem (2.10) the regularity property $\partial_{t} v \in L^{2}\left(0, T ; V^{*}\right)$ holds, cf. [47]. Solutions of problem (2.10) are also solutions of problem (2.9). Conversely, solutions of (2.9) must possess further regularity properties to guarantee the existence of a pressure function [36].

Since later approximate solutions of the NSE should be calculated in terms of space-time finite element methods, variational formulations based on integrals over space and time are natural. In [31], Layton states a variational formulation for strong solutions based on the following function spaces:

$$
\begin{aligned}
X & :=W(0, T) \cap L^{4}(0, T ; V) \cap L^{\infty}(0, T ; H) \\
Y & :=L^{2}(0, T ; V) \cap L^{\infty}(0, T ; H) \\
M & :=L^{2}(0, T ; Q)
\end{aligned}
$$

$(v, p) \in X \times M$ is a strong solution of the NSE, if

$$
\begin{align*}
& \int_{0}^{T}\left(\left(\partial_{t} v+(v \cdot \nabla) v-f, \varphi\right)+\nu(\nabla v, \nabla \varphi)-(p, \nabla \cdot \varphi)+(\nabla \cdot v, \psi)\right) d t \\
&+\left(v_{\mid t=0}-v_{0}, \varphi_{\mid t=0}\right)=0 \tag{2.11}
\end{align*}
$$

for all $(\varphi, \psi) \in Y \times M$. A solution of (2.11) is also solution of problem (2.10). This formulation will later be used to define conforming discretizations in terms of adequate finite dimensional subspaces of $X, Y$ and $M$.

### 2.3 The Barotropic Model

The Earth's rotation has strong influence on the dynamics of the atmosphere. This can be accounted for by an extension of the momentum equation of the NSE by a Coriolis term. Its influence depends on the latitude $\Phi$ (describing the position on Earth, whereas the origin is the equator) and is given in terms of the Earth's rotation vector $\left(0,0, \omega^{(\text {Earth })}\right)^{T}$, where $\omega^{(\text {Earth })} \approx 7.27 \cdot 10^{-5} 1 / \mathrm{s}$. The resulting Coriolis acceleration has the form

$$
f_{c o r} e_{3} \times v, \quad e_{3}:=(0,0,1)^{T}
$$

The Coriolis parameter is defined as $f_{c o r}:=2 \omega^{(\text {Earth })} \sin \Phi$ and depends only on the $y$-coordinate, in case of a Cartesian coordinate system ( $x$-coordinate in eastern direction, $y$-coordinate in northern direction). For investigations of large-scale phenomena at the mid-latitudes, the following linear approximation of the Coriolis parameter based on a Taylor series about a reference latitude $\Phi_{0}$ is often used:

$$
f_{c o r} \approx f_{c o r}\left(y_{0}\right)+\beta y, \quad \beta:=d_{y} f_{c o r}\left(\Phi_{0}\right)
$$

This approximation is usually denoted by mid-latitude beta-plane. For the synaptic scale (horizontal length scale: about 1000 km ), a scale analysis of the horizontal momentum equations indicates that the Coriolis force and the pressure gradient force are the dominating terms. The wind is approximately a result from the balance between these two effects (geostrophic balance). For the vertical component of the momentum equation, a scale analysis justifies the hydrostatic assumption, i.e. $\partial_{z} p \equiv-\rho g$, where $g$ denotes the gravity force and $\rho$ the density of air. For a barotropic atmosphere, surfaces of constant pressure, constant density and constant temperature (ideal gas assumed) are parallel. In this case, the horizontal wind is independent of height [30]. Furthermore, the assumption that the velocity is purely horizontal, i.e. $v_{3} \equiv 0$, leads to the two-dimensional barotropic model:

$$
\begin{align*}
\partial_{t} v+(v \cdot \nabla) v+\frac{1}{\rho} \nabla p+f_{c o r} e_{3} \times v & =0  \tag{2.12}\\
\nabla \cdot v & \text { in }[0, T] \times \Omega  \tag{2.13}\\
\nabla & \text { in }[0, T] \times \Omega
\end{align*}
$$

Although the molecular viscosity of air is neglected due to the scale analysis, it is common to add effects of diffusion to (2.12). These can represent effects of turbulent mixing and diffusion due to convection of the three-dimensional atmosphere. The resulting equations have the form

$$
\begin{align*}
\partial_{t} v+(v \cdot \nabla) v-\nu \Delta v+\frac{1}{\rho} \nabla p+f_{c o r} e_{3} \times v & =0  \tag{2.14}\\
\nabla \cdot v & =0 \tag{2.15}
\end{align*} \quad \text { in }[0, T] \times \Omega,[0, T] \times \Omega,
$$

where $\nu \geq 0$ denotes the viscosity parameter. The system (2.14)-(2.15) can be reformulated in terms of the vorticity $\xi:=\nabla \times v$. To this end, the rotation operator is applied to the momentum equation (2.14) and exploiting (2.15) yields the vorticity equation

$$
\begin{equation*}
\partial_{t} \xi+(v \cdot \nabla) \xi-\nu \Delta \xi+\left(\partial_{y} f_{\text {cor }}\right) v_{2}=0 \tag{2.16}
\end{equation*}
$$

Since $\partial_{t} f_{\text {cor }} \equiv \partial_{x} f_{\text {cor }} \equiv 0$ holds, problem (2.16) can be written in terms of the absolute vorticity $\eta:=\xi+f_{\text {cor }}$ :

$$
\begin{equation*}
d_{t} \eta=\partial_{t} \eta+(v \cdot \nabla) \eta=\nu \Delta \xi \tag{2.17}
\end{equation*}
$$

Therefore, the absolute vorticity is conserved in case of vanishing viscosity. This model is often used to predict flow patterns in the tropics and equatorial regions. It represents the synaptic-scale flow field at a constant pressure surface of 500 mb . The equivalence of the problem (2.14)-(2.15) and problem (2.16) in case of neglected Coriolis force is proved in [32].

### 2.4 The Discretization

Many finite element methods for the NSE are based on finite dimensional subspaces of the spatial function space, e.g. $Q_{h} \subset Q$ and $V_{h} \subset V$, and a finite difference approximation of the temporal differential operators. In contrast, space-time finite element methods can be defined in terms of discrete function spaces both in space and time. The calculation of approximate solutions for problem (2.11), necessitates the replacement of the spaces $X, Y$ and $M$ by finite dimensional spaces $X_{h \tau} \subseteq X$, $Y_{h \tau} \subseteq Y$ and $M_{h \tau} \subseteq M$. The subscript ' $\tau$ ' indicates a temporal discrete and the subscript ' $h$ ' indicates a spatial discrete nature of the underlying objects. This approach results in conforming discretization methods as the discrete spaces are subspaces of the corresponding continuous spaces. Since the trial and test spaces are not identical, the discretization leads to a Petrov-Galerkin approximation. In the following, details on the discretization in time and space are described.

### 2.4.1 Time Discretization: Continuous Galerkin-Petrov Method

In this section a conforming semi-discretization in time for an abstract parabolic problem is described. Let the spaces $\left(V, H, V^{*}\right)$ form a Gelfand triple. For given force-term $f \in L^{2}\left(0, T ; V^{*}\right)$ and initial condition $u_{0} \in H$, find $u \in W:=W(0, T)$ such that

$$
\begin{equation*}
\int_{0}^{T}\left(\left\langle\partial_{t} u-f, \varphi\right\rangle_{V^{*}, V}+a(u, \varphi)\right) d t+\left(u_{\mid t=0}-u_{0}, \varphi_{\mid t=0}\right)_{H}=0 \tag{2.18}
\end{equation*}
$$

holds for all $\varphi \in L:=L^{2}(0, T ; V)$. Here, $a: V \times V \rightarrow \mathbb{R}$ denotes a continuous and elliptic bilinear form, i.e. there exist constants $\alpha>0$ and $C>0$ such that

$$
\begin{aligned}
a(u, u) & \geq \alpha\|u\|_{V}^{2} \\
|a(u, v)| & \leq C\|u\|_{V}\|v\|_{V}
\end{aligned}
$$

holds for all $u, v \in V$. As the test functions are elements of space $L$, discontinuities in time are allowed. Thereby the global problem can be decoupled into a sequence of smaller problems. Let the following $N+1$ points define the temporal mesh:

$$
\begin{equation*}
0=t_{0}<t_{1}<\cdots<t_{N}=T \tag{2.19}
\end{equation*}
$$

On each sub-interval $I_{i}:=\left(t_{i-1}, t_{i}\right)$ the trial and test functions are defined as $V$ valued polynomials. The trial space $W_{\tau} \subseteq W$ is defined such that functions are


Figure 2.2: The cGP(1) method: Piecewise linear trial functions, globally continuous, and piecewise constant test functions.
continuous on $[0, T]$. The test functions in the space $L_{\tau} \subseteq L$ may be discontinuous at all points $t_{i}(i=0, \ldots, N-1)$. The value of any test function at $t_{i}$ may be chosen arbitrary (e.g. right-sided or left-sided limit), since points are sets of measure zero. For both trial and test space the polynomial degree is chosen constant over all time intervals $I_{i}$, respectively. The spaces are defined such that the polynomial degree of the test functions is by one lower compared to the one of the trial functions. Since the trial functions must fulfill a continuity condition, the number of degrees of freedom is decreased by one on each interval, cf. Figure 2.2. The time-discrete spaces are defined as

$$
\begin{align*}
W_{\tau} & :=\left\{u \in C(I, V) \mid u_{I_{i}} \in \mathbb{P}_{k}\left(I_{i}, V\right), 1 \leq i \leq N\right\}  \tag{2.20}\\
L_{\tau} & :=\left\{\varphi \in L^{2}(I, V) \mid \varphi_{\left.\right|_{I_{i}}} \in \mathbb{P}_{k-1}\left(I_{i}, V\right), 1 \leq i \leq N\right\} \tag{2.21}
\end{align*}
$$

The space of piecewise $V$-valued polynomials is

$$
\mathbb{P}_{k}\left(I_{i}, V\right):=\left\{u: I_{i} \rightarrow V \mid u(t)=\sum_{n=0}^{k} u_{n} t^{n} \forall t \in I_{i}, u_{n} \in V, 0 \leq n \leq k\right\}
$$

for $1 \leq i \leq N$. This choice of the discrete spaces leads to a stable method [39] referred to as the $c G P(k)$ method (or sometimes $d G P(k)$ method) in the literature. Here, $k$ denotes the polynomial degree in definitions (2.20) and (2.21). The resulting semi-discrete variational problem can be stated as follows: Find $u_{\tau} \in W_{\tau}$ such that

$$
\begin{equation*}
\int_{0}^{T}\left(\left\langle\partial_{t} u_{\tau}-f, \varphi_{\tau}\right\rangle_{V^{*}, V}+a\left(u_{\tau}, \varphi_{\tau}\right)\right) d t+\left(u_{\tau \mid t=0}-u_{0}, \varphi_{\tau \mid t=0}\right)_{H}=0 \tag{2.22}
\end{equation*}
$$

for all $\varphi_{\tau} \in L_{\tau}$. As the test functions are discontinuous at points in time $t_{i}$, the discrete problem (2.22) can be solved as time-stepping scheme where the time intervals $I_{i}$ are treated consecutively. Hence, problem (2.22) can be stated as: Find
$u_{\tau} \in W_{\tau}$ such that

$$
\begin{equation*}
\int_{t_{i-1}}^{t_{i}}\left(\left\langle\partial_{t} u_{\tau}-f, \varphi_{\tau}\right\rangle_{V^{*}, V}+a\left(u_{\tau}, \varphi_{\tau}\right)\right) d t=0 \tag{2.23}
\end{equation*}
$$

for all $i \in\{1, \ldots, N\}$ and all $\varphi_{\tau} \in L_{\tau}$ and the initial condition $u_{\tau \mid t=0}=u_{0}$ holds. It is well-known that for linear problems the $\operatorname{cGP}(k)$ method is A-stable and unique solutions exists. For sufficiently smooth solutions of the continuous problem a priori error estimates are known. To formulate these, the solution is split into the parts

$$
u(t)=u_{0}+u^{0}(t), \quad u^{0} \in W_{0}:=\left\{u \in W \mid u_{\mid t=0}=0\right\} .
$$

Assuming the existence of an interpolation operator $I_{\tau}: W_{0} \rightarrow W_{0, \tau}$, where $W_{0, \tau}:=$ $\left\{u \in W_{\tau} \mid u_{\mid t=0}=0\right\}$, with the following properties:

$$
\begin{aligned}
\left\|u^{0}-I_{\tau} u^{0}\right\|_{L^{2}\left(t_{i-1}, t_{i} ; V\right)} & \leq C\left(t_{i}-t_{i-1}\right)^{k+1}\left\|\partial_{t}^{k+1} u^{0}\right\|_{L^{2}\left(t_{i-1}, t_{i} ; V\right)} \\
\left\|\partial_{t}\left(u^{0}-I_{\tau} u^{0}\right)\right\|_{L^{2}\left(t_{i-1}, t_{i} ; V\right)} & \leq C^{\prime}\left(t_{i}-t_{i-1}\right)^{k}\left\|\partial_{t}^{k+1} u^{0}\right\|_{L^{2}\left(t_{i-1}, t_{i} ; V\right)}
\end{aligned}
$$

for each interval $\left(t_{i-1}, t_{i}\right)$. Then the solution $u_{\tau}^{0} \in W_{0, \tau}$ satisfies the following error estimate:

$$
\begin{equation*}
\left\|u^{0}-u_{\tau}^{0}\right\|_{W} \leq C^{\prime \prime}\left(\sum_{i=1}^{N}\left(t_{i}-t_{i-1}\right)^{2 k}\left\|\partial_{t}^{k+1} u^{0}\right\|_{L^{2}\left(t_{i-1}, t_{i} ; V\right)}\right)^{1 / 2} \tag{2.24}
\end{equation*}
$$

In terms of the maximum time step size $\delta:=\max _{i=1, \ldots, N}\left(t_{i}-t_{i-1}\right)$ the following error estimate holds:

$$
\begin{equation*}
\left\|u^{0}-u_{\tau}^{0}\right\|_{W} \leq C^{\prime \prime \prime} \delta^{k}\left\|\partial_{t}^{k+1} u^{0}\right\|_{L^{2}(0, T ; V)} \tag{2.25}
\end{equation*}
$$

where $C, C^{\prime}, C^{\prime \prime}$ and $C^{\prime \prime \prime}$ denote constants which are independent of the time steps and $T$. For a better estimate for the $L^{2}$-error, additional assumptions are needed. Assume $u \in H^{1}\left(t_{i-1}, t_{i} ; V\right)$ for each interval $\left(t_{i-1}, t_{i}\right)$. Let $w \in W_{0}$ denote the solution of the dual problem

$$
\int_{0}^{T}\left(\left\langle\partial_{t} w, \varphi\right\rangle_{V^{*}, V}+\left\langle A^{\prime} w, \varphi\right\rangle_{V^{*}, V}\right) d t=\int_{0}^{T}(r, \varphi)_{H} d t \quad \forall \varphi \in L^{2}(0, T ; V)
$$

Assume that for each right-hand side $r \in L^{2}(0, T ; H)$ the solution fulfills $w \in$ $H^{1}(0, T ; V)$ and the a priori estimate

$$
\left\|\partial_{t} w\right\|_{L^{2}(0, T ; V)} \leq D\|r\|_{L^{2}(0, T ; H)}
$$

where $D$ is a constant independent of $r$ and $T$. Then for the discrete solution $u_{\tau}^{0}$ the following error estimate holds

$$
\left\|u^{0}-u_{\tau}^{0}\right\|_{L^{2}(0, T ; H)} \leq D^{\prime} \delta\left(\sum_{i=1}^{N}\left(t_{i}-t_{i-1}\right)^{2 k}\left\|\partial_{t}^{k+1} u^{0}\right\|_{L^{2}\left(t_{i-1}, t_{i} ; V\right)}\right)^{1 / 2}
$$

and

$$
\left\|u^{0}-u_{\tau}^{0}\right\|_{L^{2}(0, T ; H)} \leq D^{\prime \prime} \delta^{k+1}\left\|\partial_{t}^{k+1} u^{0}\right\|_{L^{2}(0, T ; V)}
$$

where the constants $D, D^{\prime}$ and $D^{\prime \prime}$ are independent of the time-steps and $T$. Related proofs of these optimal error estimates and further details can be found in [39].

In the following let $k=1$. In this case, the trial functions are linear in each interval $\left[t_{i-1}, t_{i}\right]$ and globally continuous. The test functions are constant in each $\left(t_{i-1}, t_{i}\right)$ and may have discontinuities at all points of time $t_{i}$. Hence, there exist $u_{i-1}, u_{i}, \varphi_{i} \in V$ such that

$$
\begin{align*}
u_{\tau}(t)_{\left.\right|_{\left[t_{i-1}, t_{i}\right]}} & :=u_{i-1}+\frac{u_{i}-u_{i-1}}{t_{i}-t_{i-1}}\left(t-t_{i-1}\right),  \tag{2.26}\\
\varphi_{\tau}(t)_{\left.\right|_{\left(t_{i-1}, t_{i}\right)}} & :=\varphi_{i} .
\end{align*}
$$

The time derivative of $u_{\tau}$ exists in the inner of each time interval as classical derivative of the linear function $u_{\tau}(t)_{\left.\mid t_{i-1}, t_{i}\right]}$ and is constant within each interval:

$$
\partial_{t} u_{\tau}(t)_{\left.\right|_{\left(t_{i-1}, t_{i}\right)}}:=\frac{u_{i}-u_{i-1}}{t_{i}-t_{i-1}}
$$

The corresponding time integral is given by

$$
\int_{t_{i-1}}^{t_{i}}\left\langle\partial_{t} u_{\tau}, \varphi_{\tau}\right\rangle_{V^{*}, V} d t=\left(t_{i}-t_{i-1}\right)\left(\frac{u_{i}-u_{i-1}}{t_{i}-t_{i-1}}, \varphi_{\tau}\right)_{H}=\left(u_{i}-u_{i-1}, \varphi_{\tau}\right)_{H}
$$

The variational formulation of problem (2.23) can be stated in the form: Find $u_{\tau} \in W_{\tau}$ such that

$$
\begin{equation*}
\left(u_{i}-u_{i-1}, \varphi_{\tau}\right)_{H}+\int_{t_{i-1}}^{t_{i}}-\left(f, \varphi_{\tau}\right)_{H}+a\left(u_{\tau}, \varphi_{\tau}\right) d t=0 \tag{2.27}
\end{equation*}
$$

for all $i \in\{1, \ldots, N\}$ and all $\varphi_{\tau} \in W_{\tau}$ and the initial condition $u_{\tau \mid t=0}=u_{0}$ holds. To calculate solutions of (2.27), the time integral can be evaluated using numerical quadrature rules. The trapezoidal rule

$$
\begin{equation*}
\int_{a}^{b} \Psi(t) d t \approx Q_{t}(\Psi):=\frac{b-a}{2}(\Psi(a)+\Psi(b)) \tag{2.28}
\end{equation*}
$$

is of first order, which is exact if $a(\cdot, \cdot)$ is bilinear and $f$ piecewise linear in time. In this case, the cGP(1) method corresponds to the Crank-Nicolson scheme. Applying this method to the nonlinear NSE, this quadrature rule is not exact. Using Simpson's rule

$$
\begin{equation*}
\int_{a}^{b} \Psi(t) d t \approx Q_{s}(\Psi):=\frac{b-a}{6}\left(\Psi(a)+4 \Psi\left(\frac{a+b}{2}\right)+\Psi(b)\right) \tag{2.29}
\end{equation*}
$$

polynomials up to cubic degree lead to exact quadrature which is sufficient for the nonlinearity of the NSE (smooth volume force assumed). For clarity, the following abbreviating notations are introduced:

$$
\begin{equation*}
\Phi_{i}:=\Phi\left(t_{i}\right), \quad \Phi_{i-1 / 2}:=\frac{\Phi_{i-1}+\Phi_{i}}{2} \tag{2.30}
\end{equation*}
$$

Based on Simpson's rule, the time-discrete variational formulation has the form: Find $u_{\tau} \in W_{\tau}$ such that

$$
\begin{aligned}
&\left(u_{i}-u_{i-1}, \varphi_{\tau}\right)_{H}+\frac{t_{i}-t_{i-1}}{6}\left(a\left(u_{i-1}, \varphi_{\tau}\right)+4 a\left(u_{i-1 / 2}, \varphi_{\tau}\right)+a\left(u_{i}, \varphi_{\tau}\right)\right. \\
&\left.-\left(f_{i-1}, \varphi_{\tau}\right)_{H}-4\left(f_{i-1 / 2}, \varphi_{\tau}\right)_{H}-\left(f_{i}, \varphi_{\tau}\right)_{H}\right)=0
\end{aligned}
$$

for all $i \in\{1, \ldots, N\}$ and all $\varphi_{\tau} \in W_{\tau}$.
For the NSE discrete subspaces of both trial spaces (velocity and pressure) and both test spaces need to be defined. The trial space of the velocity functions is the only space, that has continuity regularity. The discrete test functions and also the trial functions for the pressure are piecewise polynomials in time. The time-discrete spaces $X_{\tau} \subseteq X, Y_{\tau} \subseteq Y$ and $M_{\tau} \subseteq M$ are defined as

$$
\begin{aligned}
X_{\tau} & :=\left\{u \in C(I, V) \mid u_{\left.\right|_{I_{i}}} \in \mathbb{P}_{1}\left(I_{i}, V\right), 1 \leq i \leq N\right\} \\
Y_{\tau} & :=\left\{\varphi \in L^{2}(I, V) \mid u_{\left.\right|_{I_{i}}} \in \mathbb{P}_{0}\left(I_{i}, V\right), 1 \leq i \leq N\right\} \\
M_{\tau} & :=\left\{\varphi \in L^{2}(I, Q) \mid u_{\left.\right|_{I_{i}}} \in \mathbb{P}_{0}\left(I_{i}, Q\right), 1 \leq i \leq N\right\}
\end{aligned}
$$

The constant, linear and quadratic parts (with respect to time) of the integrand in equation (2.11) are denoted by $C, L$ and $Q$, respectively:

$$
\begin{aligned}
C(t) & :=\left(\partial_{t} v_{\tau}, \varphi_{\tau}\right)-\left(p_{\tau}, \nabla \cdot \varphi_{\tau}\right), \\
L(t) & :=\nu\left(\nabla v_{\tau}, \nabla \varphi_{\tau}\right)+\left(\nabla \cdot v_{\tau}, \psi_{\tau}\right), \\
Q(t) & :=\left(\left(v_{\tau} \cdot \nabla\right) v_{\tau}, \varphi_{\tau}\right), \\
F(t) & :=-(f, \varphi) .
\end{aligned}
$$

On each interval $I_{i}$, the integral

$$
\int_{t_{i-1}}^{t_{i}} R(t) d t, \quad R(t):=C(t)+L(t)+Q(t)+F(t)
$$

can be determined using numerical quadrature rules. Simpson's rule yields exact results, assumed that the force term $f$ is a piecewise polynomial of third order at most. On interval $\left[t_{i-1}, t_{i}\right]$, the value of the velocity at $t_{i-1}$ is known due to the continuity of the trial space $X_{\tau}$, i.e. $v_{\tau}\left(t_{i-1}\right)=v^{(i-1)}$. The time-discrete problem can be formulated: Find $\left(v^{(i)}, p^{(i)}\right) \in V \times H$ such that

$$
\begin{equation*}
\frac{t_{i}-t_{i-1}}{6}\left[R_{i-1}+4 R_{i-1 / 2}+R_{i}\right]=0 \tag{2.31}
\end{equation*}
$$

for all $(\varphi, \psi) \in V \times H$ and each $i \in\{1, \ldots, N\}$, further the initial condition $v_{\tau \mid t=0}=$ $v_{0}$ must hold.
Remark 2. (Comparison to Crank Nicolson scheme) Due to the nonlinear term, the discretization based on the $\operatorname{cGP}(1)$ method differs from the Crank Nicolson scheme. Since

$$
\begin{aligned}
& \left(\left(v^{i-1 / 2} \cdot \nabla\right) v^{i-1 / 2}, \varphi\right) \\
= & \left.\frac{1}{4}\left(\left(v^{i-1}+v^{i}\right) \cdot \nabla\right)\left(v^{i-1}+v^{i}\right), \varphi\right) \\
= & \frac{1}{4}\left(\left(v^{i-1} \cdot \nabla\right) v^{i-1}+\left(v^{i-1} \cdot \nabla\right) v^{i}+\left(v^{i} \cdot \nabla\right) v^{i-1}+\left(v^{i} \cdot \nabla\right) v^{i}, \varphi\right),
\end{aligned}
$$

holds, the contribution of the nonlinear term $Q(t)$ on interval $\left(t_{i-1}, t_{i}\right)$ to the discrete problem (2.31) is given by

$$
\begin{aligned}
& \frac{t_{i}-t_{i-1}}{6}\left(Q_{i-1}+4 Q_{i-1 / 2}+Q_{i}\right) \\
= & \frac{t_{i}-t_{i-1}}{6}\left(\left(\left(v^{i-1} \cdot \nabla\right) v^{i-1}, \varphi\right)+4\left(\left(v^{i-1 / 2} \cdot \nabla\right) v^{i-1 / 2}, \varphi\right)+\left(\left(v^{i} \cdot \nabla\right) v^{i}, \varphi\right)\right) \\
= & \frac{t_{i}-t_{i-1}}{6}\left(2 Q_{i-1}+\left(\left(v^{i-1} \cdot \nabla\right) v^{i}+\left(v^{i} \cdot \nabla\right) v^{i-1}, \varphi\right)+2 Q_{i}\right) .
\end{aligned}
$$

In contrast, the contribution in case of a Crank Nicolson discretization would equal $\frac{t_{i}-t_{i-1}}{6}\left(3 Q_{i-1}+3 Q_{i}\right)$. With respect to the constant and linear parts $C(t)$ and $L(t)$, and in case of a piecewise linear force-term $f$, the Crank Nicolson scheme and the cGP(1) method correspond.

For completeness, a discontinuous Galerkin method is shortly described in the following remark, where not only the discrete test functions may have discontinuities in time, but also the discrete trial functions. Because of the non-conformity $W_{\tau} \nsubseteq W$ with respect to the time-discretization, a modified variational formulation containing additional jumpterms defines the discrete problem.
Remark 3. ( $\mathrm{dG}(k)$ method) To discretize the abstract variational problem (2.18) by a discontinuous Galerkin time stepping method, the time interval $[0, T]$ is partitioned based on (2.19) into half-open intervals

$$
[0, T]=\left\{t_{0}\right\} \cup I_{1} \cup I_{2} \cup \cdots \cup I_{N}, \quad I_{i}:=\left(t_{i-i}, t_{i}\right] .
$$

On each interval let the discrete test and trial space be defined as piecewise $V$-valued polynomials of degree $k-1$ where discontinuities are allowed at all times $t_{i}$, i.e.

$$
W_{\tau}:=L_{\tau}:=\left\{u \in L^{2}(I, V) \mid u_{\left.\right|_{I_{i}}} \in \mathbb{P}_{k-1}\left(I_{i}, V\right), 1 \leq i \leq N\right\} .
$$

At the discontinuities, the jump of functions and one-sided limits are denoted by:

$$
[\Phi]^{(i)}:=\Phi^{(i,+)}-\Phi^{(i,-)}, \Phi^{(i,+)}:=\lim _{t \backslash t_{i}} \Phi(t), \Phi^{(i,-)}:=\lim _{t / t_{i}} \Phi(t)=\Phi\left(t_{i}\right) .
$$

As before, the global problem can be decoupled and formulated as time-stepping scheme. On each interval $I_{i}$ the corresponding problem has the following form: Find $u_{\tau} \in W_{\tau}$ such that

$$
\begin{equation*}
\int_{t_{i-1}}^{t_{i}}\left(\left\langle\partial_{t} u_{\tau}-f, \varphi_{\tau}\right\rangle_{V^{*}, V}+a\left(u_{\tau}, \varphi_{\tau}\right)+\left(\left[u_{\tau}\right]^{(i-1)}, \varphi_{\tau}^{(i-1,+)}\right)_{H}\right) d t=0, \tag{2.32}
\end{equation*}
$$

holds for all $\varphi_{\tau} \in L_{\tau}$ and all $i=1, \ldots, N$. Further the initial condition must be fulfilled in the sense $u_{\tau}^{(0,-)}:=u_{0}$, which has a contribution only through the jump-term for the interval $\left(t_{0}, t_{1}\right]$. This discretization is referred to as discontinuous Galerkin method ( $\mathrm{dG}(k)$ method) in the literature. It is well-known that the resulting approximate solutions based on piecewise polynomials of order $k-1$ satisfy an error estimate of order $o\left(\delta^{k}\right)$, which is optimal ( $\delta$ denotes the maximal time step size of the partitioning). Further details can be found e.g. in [48].


Figure 2.3: The $\mathrm{dG}(1)$ method: Piecewise constant trial and test functions.

In the simplest case, $k=1$, the test and trial functions are piecewise constant functions in time, see Figure 2.3. On interval $I_{i}$, the discrete functions are defined by two elements $u_{i}, \varphi_{i} \in V$, i.e.

$$
u_{\tau}(t)_{\left.\right|_{\left(t_{i-1}, t_{i}\right]}}:=u_{i}, \quad \varphi_{\tau}(t)_{\left.\right|_{\left(t_{i-1}, t_{i}\right]}}:=\varphi_{i}
$$

Since the trial function is constant, its time-derivative vanishes, i.e. $\partial_{t} u_{\tau \mid\left(t_{i-1}, t_{i}\right)} \equiv 0$. Hence, the $\mathrm{dG}(1)$ method can be stated as the following time-stepping scheme: For each $i=1, \ldots, N$, find $u_{i} \in V$ such that

$$
\begin{equation*}
\left(u_{i}, \varphi\right)_{H}+\left(t_{i}-t_{i-1}\right) a\left(u_{i}, \varphi\right)=\left(u_{i-1}, \varphi\right)_{H}+\left(t_{i}-t_{i-1}\right)\left(f\left(t_{i}\right), \varphi\right)_{H} \tag{2.33}
\end{equation*}
$$

for all $\varphi \in V$. Here, the time integral was evaluated using the box rule

$$
\begin{equation*}
\int_{a}^{b} \Psi(t) d t \approx Q_{b}(\Psi):=(b-a) \Psi(b) \tag{2.34}
\end{equation*}
$$

In this case, problem (2.33) corresponds to the Implicit Euler Scheme.
It can be noted, that both the $\mathrm{cGP}(k)$ method and the $\mathrm{dG}(k)$ method have $k-1$ unknown degrees of freedom (i.e. $V$-valued nodes) corresponding to each time-interval $\left(t_{i-1}, t_{i}\right)$ that must be calculated. Since the approximate solutions are based on piecewise polynomials of order $k$ in case of the $\operatorname{cGP}(k)$ method, the corresponding solutions are of order $k+1$, whereas the approximate solutions based on the $\mathrm{dG}(k)$ method consists of piecewise polynomials of order $k$ and is related to an error of order $k$. Therefore the conforming discretizations that yields to the $\mathrm{cGP}(k)$ method should be investigated in the following.

### 2.4.2 Space Discretization

A mixed method for the discretization in space is considered. Therefore, finite dimensional subspaces of the continuous function spaces are defined. For the partition $\mathcal{T}_{h}$ of a polygonal domain $\Omega \subseteq \mathbb{R}^{2}$ consisting of quadrilaterals $K \in \mathcal{T}_{h}$ it holds that

$$
\bar{\Omega}=\cup_{K \in T_{h}} K, \quad \operatorname{Int}\left(K_{1}\right) \cap \operatorname{Int}\left(K_{2}\right)=\emptyset \forall K_{1}, K_{2} \in \mathcal{T}_{h}, K_{1} \neq K_{2}
$$



Figure 2.4: One cell neighboring a patch consisting of four refined cells with highlighted hanging node, bilinear finite element ansatz $\mathcal{Q}_{1}$ assumed.
where $\operatorname{Int}(K)$ denotes the interior of cell $K \in \mathcal{T}_{h}$. For cell $K$, the length parameter $h_{K}>0$ is defined as its diameter, i.e. $h_{K}:=\max _{x, y \in K}\|x-y\|$. The parameter $h$ is defined as $h:=\max _{K \in \mathcal{T}_{h}} h_{K}$.

Using Taylor-Hood elements for the discretization of the NSE, the velocity field is approximated by means of continuous, piecewise biquadratic functions and the pressure by continuous, piecewise bilinear functions. In case of homogeneous Dirichlet boundary conditions, the spaces of the form functions are defined as

$$
\begin{align*}
V_{h} & :=\left\{v_{h} \mid v_{h} \in C^{0}(\bar{\Omega})^{2}, v_{h_{\mid K}} \in \mathcal{Q}_{2}(K)^{2} \forall K \in \mathcal{T}_{h}, v_{h}=0 \text { on } \partial \Omega\right\},  \tag{2.35}\\
Q_{h} & :=\left\{p_{h} \mid p_{h} \in C^{0}(\bar{\Omega}), p_{h_{\mid K}} \in \mathcal{Q}_{1}(K) \forall K \in \mathcal{T}_{h}, \int_{\Omega} p_{h} d x=0\right\} . \tag{2.36}
\end{align*}
$$

$\mathcal{Q}_{i}(K)$ denotes the polynomials with maximal degree of $i \geq 1$ in each variable defined on cell $K$, that reads in two space dimensions

$$
\mathcal{Q}_{i}(K):=\left\{u(x, y)=\sum_{0 \leq s, t \leq i} c_{s t} x^{s} y^{t},(x, y) \in K, c_{s t} \in \mathbb{R}\right\} .
$$

For periodic boundaries, the discrete spaces defined in (2.35) and (2.36) must be adapted to fulfill the corresponding periodicity condition (2.7). Typically, the Taylor-Hood elements are shortly denoted by $\mathcal{Q}_{n} / \mathcal{Q}_{n-1}$ where $n$ denotes the polynomial degree of the velocity functions (i.e. $n=2$ for the lowest order) and $n-1$ denotes the polynomial degree of the pressure functions. For $n \geq 2$, the finite elements $\mathcal{Q}_{n} / \mathcal{Q}_{n-1}$ fulfill the Ladyshenskaja-Babušhka-Brezzi (LBB) condition [10]

$$
\exists \beta>0: \quad \sup _{v_{h} \in V_{h} \backslash\{0\}} \frac{\left(\nabla \cdot v_{h}, p_{h}\right)}{\left\|v_{h}\right\|} \geq \beta\left\|p_{h}\right\| \quad \forall p_{h} \in Q_{h} \backslash\{0\},
$$

and therefore are stable [11, 21]. In the literature, (2.37) is also denoted by discrete inf-sub condition.

In case of h-adapted meshes consisting of quadrilateral cells only, so-called hanging nodes exist, see Figure 2.4. These have to be treated in a way such that global conformity is guaranteed, which is a global continuity condition for the velocity and pressure functions in case of Taylor-Hood elements. To this end, a 1 -irregularity condition must be fulfilled by the mesh, i.e. on each edge there may be one hanging node at most which is determined by an interpolation condition. In the following, $\mathcal{Q}_{2} / \mathcal{Q}_{1}$ elements are used as finite element space for all simulations and hanging nodes are treated as described in [25, 27].

### 2.4.3 Projection into Divergence-Free Spaces

The divergence-free condition in mixed method formulations of the NSE depends on the discretization. This means that a velocity field $v: \Omega \rightarrow \mathbb{R}^{2}$ is divergence-free in the discrete sense, if

$$
\begin{equation*}
(\nabla \cdot v, \varphi)=0 \quad \forall \varphi \in V_{h} \tag{2.38}
\end{equation*}
$$

holds, where $V_{h} \subseteq V$ denotes the discrete space of the velocity functions used in the variational problem (2.11). For given velocity field $\tilde{v} \in L^{2}(\Omega)^{2}$ that does not fulfill condition (2.38), a projection step can be performed. This projection $P: L^{2}(\Omega)^{2} \rightarrow$ $V_{h}$ maps to the discrete approximate solution of the following minimization problem:

$$
\begin{equation*}
\min _{v \in H(\operatorname{div}, \Omega)} \frac{1}{2}\|v-\tilde{v}\|_{L^{2}(\Omega)}^{2}, \quad \text { subject to }(\nabla \cdot v, \varphi)=0 \quad \forall \varphi \in L^{2}(\Omega) \tag{2.39}
\end{equation*}
$$

where

$$
H(\operatorname{div}, \Omega):=\left\{u \mid u \in L^{2}(\Omega)^{2}, \nabla \cdot u \in L^{2}(\Omega)\right\}
$$

Problem (2.39) defines a $L^{2}$-projection under the constraint of $v$ to be divergencefree. The associated Lagrange functional is defined by

$$
\begin{gathered}
\mathcal{L}: H(\operatorname{div}, \Omega) \times L^{2}(\Omega) \rightarrow \mathbb{R} \\
\mathcal{L}(v, \lambda):=\frac{1}{2}(v-\tilde{v}, v-\tilde{v})+(\nabla \cdot v, \lambda)
\end{gathered}
$$

A necessary condition for a solution of the optimization problem (2.39) is the stationarity of the Lagrange functional:

$$
\begin{aligned}
\mathcal{L}_{v}(v, \lambda) \varphi & =(v-\tilde{v}, \varphi)+(\nabla \cdot \varphi, \lambda)=0 \quad \forall \varphi \in H(\operatorname{div}, \Omega) \\
\mathcal{L}_{\lambda}(v, \lambda) \psi & =(\nabla \cdot v, \psi)=0 \quad \forall \psi \in L^{2}(\Omega)
\end{aligned}
$$

This condition is connected to the following saddle point problem in the Hilbert spaces $H(\operatorname{div}, \Omega)$ equipped with the graph norm of the divergence operator

$$
\|v\|_{H(d i v, \Omega)}:=\left(\|v\|_{L^{2}(\Omega)}^{2}+\|\nabla \cdot v\|_{L^{2}(\Omega)}^{2}\right)^{1 / 2}
$$

For given $\tilde{v} \in L^{2}(\Omega)^{2}$, find $(v, \lambda) \in H(\operatorname{div}, \Omega) \times L^{2}(\Omega)$ such that

$$
\begin{align*}
a(v, \varphi)+b(\varphi, \lambda) & =(\tilde{v}, \varphi) \quad \forall \varphi \in H(\operatorname{div}, \Omega)  \tag{2.40}\\
b(v, \psi) & =0 \quad \forall \psi \in L^{2}(\Omega)
\end{align*}
$$

with the bilinear operators $a: L^{2}(\Omega)^{2} \times L^{2}(\Omega)^{2} \rightarrow \mathbb{R},(u, v) \mapsto a(u, v):=(u, v)_{L^{2}(\Omega)}$ and $b: H(\operatorname{div}, \Omega) \times L^{2}(\Omega) \rightarrow \mathbb{R},(u, \lambda) \mapsto b(u, \lambda):=(\nabla \cdot u, \lambda)$. This saddle point problem corresponds to a mixed formulation of Poisson's problem, as described in [9], for example. The operator $a(\cdot, \cdot)$ is coercive, since for $u \in H(\operatorname{div}, \Omega)$ with $\nabla \cdot u=0$, it holds $a(u, u)=(u, u)=\|u\|_{L^{2}(\Omega)}^{2}=\|u\|_{L^{2}(\Omega)}^{2}+\|\nabla \cdot u\|_{L^{2}(\Omega)}^{2}=\|u\|_{H(d i v, \Omega)}^{2}$. For the operator $b(\cdot, \cdot)$ the inf-sup condition

$$
\exists \beta>0: \quad \sup _{v \in H(d i v, \Omega) \backslash\{0\}} \frac{b(v, \lambda)}{\|v\|_{H(d i v, \Omega)}} \geq \beta\|\lambda\|, \quad \forall \lambda \in L \backslash\{0\},
$$

can be proved, cf. [9]. The discrete spaces $V_{h}$ and $Q_{h}$ defined by (2.35) and (2.36) are subspaces of $H(\operatorname{div}, \Omega)$ and $L^{2}(\Omega)$, respectively and fulfill the LBB condition (2.37). Therefore, the discrete solution $\left(v_{h}, \lambda_{h}\right) \in V_{h} \times Q_{h}$ of the saddle point problem

$$
\begin{align*}
a\left(v_{h}, \varphi\right)+b\left(\varphi, \lambda_{h}\right) & =(\tilde{v}, \varphi) \quad \forall \varphi \in V_{h}  \tag{2.41}\\
b\left(v_{h}, \psi\right) & =0 \quad \forall \psi \in Q_{h}
\end{align*}
$$

has a unique solution $\left(v_{h}, \lambda_{h}\right) \in V_{h} \times Q_{h}$. By the solution of problem (2.41) a discrete divergence-free initial function $v_{h}:=P(\tilde{v}) \in V_{h}$ can be calculated with smallest difference to the given function $\tilde{v} \in L^{2}(\Omega)^{2}$. For the solution $\left(P\left(\tilde{v}_{0}\right), \lambda_{h}\right) \in V_{h} \times Q_{h}$ of the discrete problem (2.41) the following error characterization holds [9]:

$$
\begin{aligned}
& \left\|v-v_{h}\right\|_{H(d i v, \Omega)}+\left\|\lambda-\lambda_{h}\right\|_{L^{2}(\Omega)} \\
\leq & C\left(\inf _{\varphi_{h} \in V_{h}}\left\|v-\varphi_{h}\right\|_{H(d i v, \Omega)}+\inf _{\psi_{h} \in Q_{h}}\left\|\lambda-\psi_{h}\right\|_{L^{2}(\Omega)}\right)
\end{aligned}
$$

where $(v, \lambda) \in H(\operatorname{div}, \Omega) \times L^{2}(\Omega)$ denotes the solution of the continuous problem (2.40).

### 2.5 Numerical Solver

The discretization of the Navier-Stokes equations in terms of finite element methods in space and time as described in Section 2.4, results in a finite set of nonlinear equations that characterize approximate solutions of the continuous problem. Newton's method can be used to solve that system of nonlinear equations and leads to a sequence of large sparse linear problems. The accuracy up to which these linear problems must be solved can be determined for each loop of the iteration based on inexact Newton methods. The method that was used to calculate the solutions depicted in Chapters 4 and 5 is shortly summarized in the following.

Let $F: X \rightarrow Y$ denote a differentiable function that has a zero $x \in X$. For a given guess $x_{0} \in X$, Newton's method defines a recursion to approximate the zero $x$ :

$$
x_{i+1}:=x_{i}+\underbrace{F^{\prime}\left(x_{i}\right)^{-1}\left(-F\left(x_{i}\right)\right)}_{=: c_{i}}, \quad i=0,1,2, \ldots .
$$

The calculation of the correction term $c_{i}$ requires the solution of a linear problem for each iteration step:

$$
\begin{equation*}
F\left(x_{i}\right)+F^{\prime}\left(x_{i}\right) c_{i}=0 \tag{2.42}
\end{equation*}
$$

In case of inexact methods, only approximate solutions for problem (2.42) are calculated. Given the so-called forcing term $\eta_{i} \in[0,1)$, the approximations $\tilde{c}_{i} \approx c_{i}$ must fulfill

$$
\begin{equation*}
\left\|F\left(x_{i}\right)+F^{\prime}\left(x_{i}\right) \tilde{c}_{i}\right\| \leq \eta_{i}\left\|F\left(x_{i}\right)\right\| \tag{2.43}
\end{equation*}
$$

Eisenstat and Walker [17] proposed the following choice for the forcing term $\eta_{i}$ :

$$
\eta_{i}:=\frac{\left\|F\left(x_{i}\right)-F\left(x_{i-1}\right)-F^{\prime}\left(x_{i-1}\right) \tilde{c}_{i-1}\right\|}{\left\|F\left(x_{i-1}\right)\right\|}, \quad i=1,2, \ldots
$$

which is defined in terms of the nonlinear residuals $F\left(x_{i-1}\right)$ and $F\left(x_{i}\right)$. The term $F\left(x_{i-1}\right)+F^{\prime}\left(x_{i-1}\right) \tilde{c}_{i-1}$ represents the linear residual.

The resulting linear problems are solved iteratively using a preconditioned generalized minimal residual method (GMRES) [37]. The algebraic system of linear equations is preconditioned using an incomplete LU factorization [33, 34]. Numerical tests showed that the required accuracy of the first few Newton iterations could be chosen significantly smaller than the desired accuracy of the nonlinear solution itself. This lead to a reduction of the calculation time needed for the solution of the linear problems. The number of Newton steps of the inexact method was not increased compared to the standard method in which all linear problems (2.42) are solved with the same accuracy. For the numerical results presented later, the forcing term of the inexact method for the first iteration was chosen to be $\eta_{0}:=1.0 e-4$.

## 3 Goal-Oriented Error Estimation

Many investigations of problems modeled by partial differential equations are targeted at the evaluation of local quantities such as point values or integrals of the solution over small regions. In such situations, the intention is to obtain good approximations with respect to these user-defined measures rather than global norms. The Dual Weighted Residual (DWR) method [2, 20] provides a generic framework to construct goal-oriented adaptive methods. This includes an a posteriori error estimator for the error in the quantity of interest defined in terms of the goal functional. The sensitivity of the goal functional with respect to perturbations of the solution is given through the solution of the dual problem. Additionally, the error contribution of each cell of the underlying mesh can be estimated and used to control the mesh-adaptation process, leading to efficient discrete models.

For the discretization of instationary problems in terms of space-time finite element methods, continuous variational problems based on integrals in space and time represent a natural setting. Solutions of the continuous problems typically are continuous in time, whereas the test functions need to be measurable in time only and therefore may be discontinuous. Hence, conforming discretizations can be defined that allow the decoupling of the global problem into a sequence of smaller problems, which can be solved successively by iterating through the time intervals similar to time-stepping methods based on finite difference schemes.

The discrete trial functions can be defined either as discontinuous functions in time (leading to non-conforming methods, see e.g. [40]) or as continuous functions. In the following, conforming discretizations for both primal and dual problems based on continuous trial functions and discontinuous test functions are investigated. The differing test and trial spaces lead to Petrov-Galerkin methods and require some modifications of the a posteriori error estimators given by the DWR method.

In this chapter an abstract error characterization is presented based on which computable error estimators for the error in a user-defined output functional can be derived. Since the evaluation of the error characterizations depends on the knowledge of unknown quantities, some aspects of different approximation strategies are discussed. Finally, a posteriori error estimators for the Navier-Stokes equations are presented. The corresponding error indicators allow to distinguish between between errors related to the discretization in space time. These can be used for mesh adaptation strategies where the spatial and temporal dimensions are treated separately.

### 3.1 Error Characterization for Petrov-Galerkin Approximations

The error characterization given in the following theorem represents the basis of goal-oriented error estimators as described later.

Theorem 4. Let $X \subseteq Y$ be two normed spaces with dense inclusion. Let $\mathcal{F}$ be a three times continuously Fréchet differentiable functional on $X$ and $\mathcal{F}^{\prime}(x) \in Y^{*}$ for any $x \in X$. Let $\hat{x} \in X$ be a stationary point of $\mathcal{F}$ in the sense that

$$
\begin{equation*}
\mathcal{F}^{\prime}(\hat{x}) y=0 \quad \forall y \in Y \tag{3.1}
\end{equation*}
$$

A Petrov-Galerkin $\hat{x}_{h} \in X_{h}$ approximation in discrete spaces $X_{h} \subseteq X$ and $Y_{h} \subseteq Y$ is a solution of

$$
\begin{equation*}
\mathcal{F}^{\prime}\left(\hat{x}_{h}\right) y_{h}=0 \quad \forall y_{h} \in Y_{h} . \tag{3.2}
\end{equation*}
$$

Then for arbitrary $\varphi_{h} \in Y_{h}$ it holds that

$$
\begin{equation*}
\mathcal{F}(\hat{x})-\mathcal{F}\left(\hat{x}_{h}\right)=\frac{1}{2} \mathcal{F}^{\prime}\left(\hat{x}_{h}\right)\left(\hat{x}-\hat{x}_{h}-\varphi_{h}\right)+\mathcal{R}_{h} \tag{3.3}
\end{equation*}
$$

with the remainder term $\mathcal{R}_{h}$ defined by

$$
\mathcal{R}_{h}:=\frac{1}{2} \int_{0}^{1} s(s-1) \cdot \mathcal{F}^{\prime \prime \prime}\left(\hat{x}_{h}+s e\right)(e, e, e) d s, \quad e:=\hat{x}-\hat{x}_{h}
$$

Proof. The existence of a solution $\hat{x} \in X$ of (3.1) and a solution $\hat{x}_{h} \in X_{h}$ of (3.2) is assumed. For the parametrized smooth curve $\Phi:[0,1] \rightarrow X, s \mapsto \Phi(s):=$ $\hat{x}_{h}+s\left(\hat{x}-\hat{x}_{h}\right)$ the first and second derivatives are $\Phi^{\prime} \equiv \hat{x}-\hat{x}_{h}$ and $\Phi^{\prime \prime} \equiv 0$, respectively. The line integral along the curve $\Phi$ can be written by the fundamental theorem of calculus [52] as

$$
\mathcal{F}(\hat{x})-\mathcal{F}\left(\hat{x}_{h}\right)=\int_{0}^{1} \mathcal{F}^{\prime}(\Phi(s)) \Phi^{\prime}(s) d s
$$

For the discretization error $e:=\hat{x}-\hat{x}_{h} \in X \subseteq Y$ it holds that $\mathcal{F}^{\prime}(\hat{x}) e=0$ by (3.1) and therefore

$$
\mathcal{F}(\hat{x})-\mathcal{F}\left(\hat{x}_{h}\right)=\frac{1}{2} \mathcal{F}^{\prime}\left(\hat{x}_{h}\right) e+\int_{0}^{1} \mathcal{F}^{\prime}(\Phi(s)) \Phi^{\prime}(s) d s-\frac{1}{2}\left(\mathcal{F}^{\prime}\left(\hat{x}_{h}\right) e+\mathcal{F}^{\prime}(\hat{x}) e\right)
$$

For a two times continuously differentiable function $f: \mathbb{R} \rightarrow \mathbb{R}$, by applying two times integration by parts
$\int_{0}^{1} f(s) d s-\frac{1}{2}(f(0)+f(1))=-\int_{0}^{1}\left(s-\frac{1}{2}\right) \cdot f^{\prime}(s) d s=\frac{1}{2} \int_{0}^{1} s(s-1) \cdot f^{\prime \prime}(s) d s$.
For $f(s):=\mathcal{F}^{\prime}(\Phi(s)) \Phi^{\prime}(s)$ it holds

$$
\begin{aligned}
f^{\prime \prime}(s) & =\left(\frac{d}{d s}\right)^{2}\left(\mathcal{F}^{\prime}(\Phi(s)) e\right) \\
& =\frac{d}{d s}\left(\mathcal{F}^{\prime \prime}(\Phi(s))(e, e)\right) \\
& =\mathcal{F}^{\prime \prime \prime}(\Phi(s))(e, e, e)
\end{aligned}
$$

and hence

$$
\mathcal{F}(\hat{x})-\mathcal{F}\left(\hat{x}_{h}\right)=\frac{1}{2} \mathcal{F}^{\prime}\left(\hat{x}_{h}\right) e+\underbrace{\frac{1}{2} \int_{0}^{1} s(s-1) \cdot \mathcal{F}^{\prime \prime \prime}\left(\hat{x}_{h}+s e\right)(e, e, e) d s}_{=: \mathcal{R}_{h}} .
$$

Due to (3.2) and the linearity of $\mathcal{F}^{\prime}\left(\hat{x}_{h}\right)(\cdot)$ for arbitrary $\varphi_{h} \in Y_{h}$ holds

$$
\begin{aligned}
\mathcal{F}(\hat{x})-\mathcal{F}\left(\hat{x}_{h}\right) & =\frac{1}{2} \mathcal{F}^{\prime}\left(\hat{x}_{h}\right)\left(e-\varphi_{h}\right)+\mathcal{R}_{h} \\
& =\frac{1}{2} \mathcal{F}^{\prime}\left(\hat{x}_{h}\right)\left(\hat{x}-\hat{x}_{h}-\varphi_{h}\right)+\mathcal{R}_{h}
\end{aligned}
$$

which completes the proof.
Remark 5. In the case of Galerkin approximations, the two discrete spaces in the definition of problem (3.2) coincide ( $X_{h}=Y_{h}$ ). In this case, the discrete solution $\hat{x}_{h}$ in the direction expression on the right-hand side of equation (3.3) can be omitted, i.e.

$$
\mathcal{F}(\hat{x})-\mathcal{F}\left(\hat{x}_{h}\right)=\frac{1}{2} \mathcal{F}^{\prime}\left(\hat{x}_{h}\right)\left(\hat{x}-\varphi_{h}\right)+\mathcal{R}_{h},
$$

for arbitrary $\varphi \in X_{h}$.
The error characterization given by Theorem 4 represents a fundamental component for goal-oriented adaptive techniques since it enables the quantification of the error of a Petrov-Galerkin approximation with respect to a user-defined output functional. In the following, the general concept is explained based on an abstract parabolic problem. Let $V$ and $H$ denote separable Hilbert spaces such that $\left(V, H, V^{*}\right)$ forms a Gelfand triple. Furthermore, let $a: V \times V \rightarrow \mathbb{R}$ denote a continuous bilinear form, i.e. there exists $\alpha>0$ such that

$$
|a(u, v)| \leq \alpha\|u\|_{V}\|v\|_{V} \quad \forall u, v \in V
$$

and assume further that Gårding's inequality holds, i.e. for $\beta>0$ and $\gamma \geq 0$

$$
a(u, u)+\gamma\|u\|_{H}^{2} \geq \beta\|u\|_{V}^{2} \quad \forall u \in V .
$$

For a given force term $f \in L^{2}\left(0, T ; V^{*}\right)$, initial condition $u_{0} \in H$ and $T>0$, the following parabolic evolution problem has a unique solution [29]: Find $u \in W(0, T)$ such that

$$
\begin{equation*}
\rho(u)(\varphi):=\int_{0}^{T}\left(\left\langle\partial_{t} u-f, \varphi\right\rangle_{V^{*}, V}+a(u, \varphi)\right) d t+\left(u_{\mid t=0}-u_{0}, \varphi_{\mid t=0}\right)_{H}=0, \tag{3.4}
\end{equation*}
$$

for all $\varphi \in L^{2}(0, T ; V)$. In the following the short notations $W:=W(0, T), L:=$ $L^{2}(0, T ; V)$ and $L^{*}=L^{2}\left(0, T ; V^{*}\right)$ are used. Let $u \in W$ denote the solution of problem (3.4) and let $J(u)$ denote the quantity of interest, where the goal functional $J: L \rightarrow \mathbb{R}$ is defined by

$$
J(u):=\int_{0}^{T}\left\langle j^{(1)}, u\right\rangle_{V^{*}, V} d t+\left(j^{(2)}, u_{\mid t=T}\right)_{H},
$$

with $j^{(1)} \in L^{*}$ and $j^{(2)} \in H$. A Petrov-Galerkin approximation of problem (3.4) in finite dimensional spaces $W_{h} \subseteq W$ and $L_{h} \subseteq L$ is characterized by

$$
\begin{equation*}
u_{h} \in W_{h}: \quad \rho\left(u_{h}\right)\left(\varphi_{h}\right)=0 \quad \forall \varphi_{h} \in L_{h} \tag{3.5}
\end{equation*}
$$

The error in $J$ of a solution $u_{h}$ can be characterized by Theorem 4. For this purpose, the Lagrange functional $\mathcal{L}: W \times W \rightarrow \mathbb{R}$ is introduced:

$$
\begin{equation*}
\mathcal{L}(u, z):=J(u)+\rho(u)(z) . \tag{3.6}
\end{equation*}
$$

A stationary point $(u, z) \in W \times W$ fulfills

$$
\begin{equation*}
\mathcal{L}^{\prime}(u, z)(\varphi, \psi)=\mathcal{L}_{u}(u, z) \varphi+\mathcal{L}_{z}(u, z) \psi=0 \quad \forall(\varphi, \psi) \in W \times W \tag{3.7}
\end{equation*}
$$

Due to the linearity of the derivatives, this stationary condition can be equivalently formulated by two independent conditions:

$$
\begin{aligned}
\mathcal{L}_{u}(u, z) \varphi & =0 \quad \forall \varphi \in W \\
\mathcal{L}_{z}(u, z) \psi & =0 \quad \forall \psi \in W
\end{aligned}
$$

Due to the linearity of the residual function $\rho$ in the second argument and an extension of the test functions from space $W$ to $L$, the first condition for a stationary point has the form

$$
\begin{equation*}
\mathcal{L}_{z}(u, z) \psi=\rho(u)(\psi)=0 \quad \forall \psi \in L \tag{3.8}
\end{equation*}
$$

and corresponds to problem (3.4), which is denoted as primal problem in this context. The extension of the space of test functions from $W$ to $L$ can be justified by the fact that the inclusion $W \subseteq L$ is dense (see Lemma 1 ) and $\rho(u)(\cdot)$ is continuous on $L$. The latter can be shown as follows: For the bilinear operator $a(\cdot, \cdot)$ there exists a corresponding operator $A: V \rightarrow V^{*}$ defined by

$$
\begin{equation*}
u \in V: \quad\langle A u, v\rangle_{V^{*}, V}=a(u, v) \quad \forall v \in V \tag{3.9}
\end{equation*}
$$

Then for any $u \in L^{2}(0, T ; V)$, it holds that $A u(t) \in V^{*}$ for almost every $t$. Since the bilinear operator $a(\cdot, \cdot)$ is bounded, for any $v \in L^{2}(0, T ; V)$

$$
\begin{aligned}
\langle A u, v\rangle_{L^{*}, L} & =\int_{0}^{T}\langle A u(t), v(t)\rangle_{V^{*}, V} d t \\
& =\int_{0}^{T} a(u(t), v(t)) d t \\
& \leq \int_{0}^{T} \alpha\|u(t)\|_{V}\|v(t)\|_{V} d t \\
& \leq \alpha\left(\int_{0}^{T}\|u(t)\|_{V}^{2} d t\right)^{1 / 2}\left(\int_{0}^{T}\|v(t)\|_{V}^{2} d t\right)^{1 / 2} \\
& =\alpha\|u\|_{L}\|v\|_{L}
\end{aligned}
$$

Hence, $A u \in L^{*}$ and therefore $\left(\partial_{t} u-f+A u\right) \in L^{*}$. Using integration by parts, see equation (2.1), the second stationary condition of (3.7) reads

$$
\mathcal{L}_{u}(u, z) \varphi=\int_{0}^{T}\left(\left\langle j^{(1)}-\partial_{t} z, \varphi\right\rangle_{V^{*}, V}+a_{u}(u, z) \varphi\right) d t+\left(j^{(2)}+z_{\mid t=T}, \varphi_{\mid t=T}\right)_{H}=0
$$

for all $\varphi \in W$. The adjoint operator $A_{u}^{*}: V \rightarrow V^{*}$ for $a(\cdot, \cdot)$ fulfills for each $z \in V$

$$
\left\langle A_{u}^{*} z, \varphi\right\rangle_{V^{*}, V}=a_{u}(u, z) \varphi \quad \forall \varphi \in V
$$

In case of a bilinear operator $a(\cdot, \cdot)$, it holds $a_{u}(u, z) \varphi=a(\varphi, z)$ and the adjoint operator $A_{u}^{*} z \in L^{*}$ can be defined analogously to equation (3.9). Introducing

$$
\rho_{u}^{*}(z)(\varphi):=\int_{0}^{T}\left\langle j^{(1)}-\partial_{t} z+A_{u}^{*} z, \varphi\right\rangle_{V^{*}, V} d t+\left(j^{(2)}+z_{\mid t=T}, \varphi_{\mid t=T}\right)_{H},
$$

the so-called dual problem can be stated in shorter notation: Find $z \in W$ such that

$$
\begin{equation*}
\rho_{u}^{*}(z)(\varphi)=0 \quad \forall \varphi \in L, \tag{3.10}
\end{equation*}
$$

where the space of test functions has been extended from $W$ to $L$ analogously to the case of the primal problem. As a result, the stationary condition (3.7) can be stated in terms of the residuals of the primal and dual problems:

$$
\begin{equation*}
(u, z) \in W \times W: \quad \rho(u)(\psi)+\rho_{u}^{*}(z)(\varphi)=0 \quad \forall(\varphi, \psi) \in L \times L . \tag{3.11}
\end{equation*}
$$

For nonlinear $a(\cdot, \cdot)$ necessary conditions for the existence of $A u \in L^{*}$ and $A^{*} z \in L^{*}$ as well as statements on existence and uniqueness of solutions for problem (3.7) can be found in $[19,29]$. With these definitions of the primal and dual residual, the fundamental error characterization for goal-oriented adaptive methods can be stated. It can be proven analogously to the variant for Galerkin approximations described in [2].

Corollary 6. (Goal-oriented error characterization) Let $J: L \rightarrow \mathbb{R}$ be a three times continuously Fréchet differentiable functional. Let $u \in W$ denote the solution of problem (3.4) and $u_{h} \in W_{h} \subseteq W$ a Petrov-Galerkin approximation with test space $L_{h} \subseteq L$. The error in the goal functional $J$ can be characterized by

$$
\begin{equation*}
J(u)-J\left(u_{h}\right)=\frac{1}{2}\left(\rho\left(u_{h}\right)\left(z+z_{h}-\varphi_{h}\right)+\rho_{u_{h}}^{*}\left(z_{h}\right)\left(u-u_{h}-\psi_{h}\right)\right)+\mathcal{R}_{3} \tag{3.12}
\end{equation*}
$$

with arbitrary $\varphi_{h}, \psi_{h} \in L_{h}$. The remainder $\mathcal{R}_{3}$ is of third order in the error $e:=$ $\left(e_{u}, e_{z}\right)^{T}$, where $e_{u}:=u-u_{h}$ and $e_{z}:=z-z_{h}$ :

$$
\begin{equation*}
\mathcal{R}_{3}:=\int_{0}^{1} \mathcal{L}^{\prime \prime \prime}\left(u_{h}+s e_{u}, z_{h}+s e_{z}\right)(e, e, e) s(s-1) d s \tag{3.13}
\end{equation*}
$$

$z$ and $z_{h}$ denote the continuous solution and the corresponding discrete PetrovGalerkin approximation of problem (3.10), respectively.

Remark 7. For the conforming discrete spaces $W_{h} \subseteq W$ and $L_{h} \subseteq L$ it may hold that $W_{h} \nsubseteq L_{h}$, although $W \subseteq L$. Consequently, the discrete solutions $u_{h}, z_{h} \in W_{h}$ of the discrete primal and dual problems are not necessarily included in the discrete test space $L_{h}$.

Proof. With the residuals of the primal and dual problems defined as before, a stationary point $(u, z) \in W \times W$ of the Lagrange functional $\mathcal{L}(u, z)$ as defined in (3.6) fulfills condition (3.11), i.e.

$$
\mathcal{L}^{\prime}(u, z)(\varphi, \psi)=\rho(u)(\psi)+\rho_{u}^{*}(z)(\varphi)=0 \quad \forall(\varphi, \psi) \in L \times L
$$

For finite dimensional subspaces $W_{h} \subseteq W$ and $L_{h} \subseteq L$, an approximate solution $\left(u_{h}, z_{h}\right) \in W_{h} \times W_{h}$ of the stationary point $(u, z)$ is characterized by

$$
\mathcal{L}^{\prime}\left(u_{h}, z_{h}\right)\left(\varphi_{h}, \psi_{h}\right)=\rho\left(u_{h}\right)\left(\psi_{h}\right)+\rho_{u_{h}}^{*}\left(z_{h}\right)\left(\varphi_{h}\right)=0 \quad \forall\left(\varphi_{h}, \psi_{h}\right) \in L_{h} \times L_{h} .
$$

To apply Theorem 4, define $x:=(u, z) \in X:=W \times W, Y:=L \times L$ and $\mathcal{F}: X \rightarrow \mathbb{R}$ by $\mathcal{F}(x):=\mathcal{L}(u, z)$. Furthermore, let the $x_{h}:=\left(u_{h}, z_{h}\right) \in X_{h}:=W_{h} \times W_{h}$ and $Y_{h}:=L_{h} \times L_{h}$. Then

$$
\begin{equation*}
\mathcal{L}(u, z)-\mathcal{L}\left(u_{h}, z_{h}\right)=\frac{1}{2} \mathcal{L}^{\prime}\left(u_{h}, z_{h}\right)\left(u-u_{h}-\varphi_{h}, z-z_{h}-\psi_{h}\right)+\mathcal{R}_{3}, \tag{3.14}
\end{equation*}
$$

with remainder term $\mathcal{R}_{3}:=\int_{0}^{1} \mathcal{L}^{\prime \prime \prime}\left(u_{h}+s e_{u}, z_{h}+s e_{z}\right)(e, e, e) s(s-1) d s$, where $e:=\left(e_{u}, e_{z}\right), e_{u}:=u-u_{h}, e_{z}:=z-z_{h}$ and arbitrary $\varphi_{h}, \psi_{h} \in L_{h}$.

For stationary points $(u, z) \in W \times W$ it holds that $\mathcal{L}(u, z)=J(u)+\rho(u)(z)=J(u)$ since $\rho(u)(z)=0$. For for the Petrov-Galerkin approximation $\left(u_{h}, z_{h}\right) \in W_{h} \times W_{h}$, $\mathcal{L}\left(u_{h}, z_{h}\right)=J\left(u_{h}\right)+\rho\left(u_{h}\right)\left(z_{h}\right)$, analogously. Hence, equation (3.14) can equivalently be written as:

$$
\begin{equation*}
J(u)-J\left(u_{h}\right)-\rho\left(u_{h}\right)\left(z_{h}\right)=\frac{1}{2}\left(\rho\left(u_{h}\right)\left(z-z_{h}-\psi_{h}\right)+\rho_{u_{h}}^{*}\left(z_{h}\right)\left(u-u_{h}-\varphi_{h}\right)\right)+\mathcal{R}_{3}, \tag{3.15}
\end{equation*}
$$

for arbitrary $\left(\varphi_{h}, \psi_{h}\right) \in L_{h} \times L_{h}$. Note that the residuals $\rho\left(u_{h}\right)(\cdot)$ and $\rho_{u_{h}}^{*}\left(z_{h}\right)(\cdot)$ vanish on $L_{h}$. Since the solutions $u_{h}, z_{h} \in W_{h}$ the residuals $\rho\left(u_{h}\right)\left(z_{h}\right)$ and $\rho_{u_{h}}^{*}\left(z_{h}\right)\left(u_{h}\right)$ cannot be neglected (see Remark 7). Adding $\rho\left(u_{h}\right)\left(z_{h}\right)$ to both sides of (3.15) yields the error characterization (3.12).

Recalling the definition of the Lagrange functional $\mathcal{L}(u, z):=J(u)+\rho(u)(z)$, the remainder term $\mathcal{R}_{3}$ as defined in (3.13) can be verified by

$$
\begin{aligned}
& \mathcal{L}^{\prime \prime \prime}\left(u_{h}+s e_{u}, z_{h}+s e_{z}\right)(e, e, e) \\
&=\left(\frac{d}{d s}\right)^{3} \mathcal{L}\left(u_{h}+s e_{u}, z_{h}+s e_{z}\right) \\
&=\left(\frac{d}{d s}\right)^{3}\left(J\left(u_{h}+s e_{u}\right)+\rho\left(u_{h}+s e_{u}\right)\left(z_{h}+s e_{z}\right)\right) \\
&=\left(\frac{d}{d s}\right)^{2}\left(J^{\prime}\left(u_{h}+s e_{u}\right) e_{u}+\rho^{\prime}\left(u_{h}+s e_{u}\right) e_{u}\left(z_{h}+s e_{z}\right)+\rho\left(u_{h}+s e_{u}\right) e_{z}\right) \\
&= \frac{d}{d s}\left(J^{\prime \prime}\left(u_{h}+s e_{u}\right)\left(e_{u}, e_{u}\right)+\rho^{\prime \prime}\left(u_{h}+s e_{u}\right)\left(e_{u}, e_{u}\right)\left(z_{h}+s e_{z}\right)\right. \\
&\left.\quad+2 \rho^{\prime}\left(u_{h}+s e_{u}\right)\left(e_{u}, e_{z}\right)\right) \\
&= J^{\prime \prime \prime \prime}\left(u_{h}+s e_{u}\right)\left(e_{u}, e_{u}, e_{u}\right)+\rho^{\prime \prime \prime}\left(u_{h}+s e_{u}\right)\left(e_{u}, e_{u}, e_{u}\right)\left(z_{h}+s e_{z}\right) \\
& \quad+3 \rho^{\prime \prime}\left(u_{h}+s e_{u}\right)\left(e_{u}, e_{u}, e_{z}\right) .
\end{aligned}
$$

This implies that the remainder term vanishes in the case of a linear goal functional and linear primal problem.

Remark 8. If the discrete test and trial spaces coincide, i.e. $W_{h}=L_{h}$, it holds that $\rho\left(u_{h}\right)\left(\varphi_{h}\right)=\rho_{u_{h}}^{*}\left(z_{h}\right)\left(\psi_{h}\right)=0$ for all $\varphi_{h}, \psi_{h} \in W_{h}$. In that case, the error characterization (3.12) results in the variant described in [2]:

$$
J(u)-J\left(u_{h}\right)=\frac{1}{2}\left(\rho\left(u_{h}\right)\left(z-\varphi_{h}\right)+\rho_{u_{h}}^{*}\left(z_{h}\right)\left(u-\psi_{h}\right)\right)+\mathcal{R}_{3} .
$$

The following characterizations are defined only in terms of one of the two unknown exact solutions $u, z \in W$ of the primal and dual problems.

Corollary 9. (Simplified error representations) The error in $J$ can be characterized by the following two simplified representations:

$$
\begin{align*}
J(u)-J\left(u_{h}\right) & =\rho\left(u_{h}\right)\left(z-\varphi_{h}\right)-\mathcal{R}_{2}  \tag{3.16}\\
J(u)-J\left(u_{h}\right) & =\rho_{u_{h}}^{*}\left(z_{h}\right)\left(u-u_{h}-\psi_{h}\right)+\rho\left(u_{h}\right)\left(z_{h}-\varphi_{h}\right)+\tilde{\mathcal{R}}_{2} \tag{3.17}
\end{align*}
$$

for all $\varphi_{h}, \psi_{h} \in L_{h}$ with remainder terms

$$
\mathcal{R}_{2}:=\int_{0}^{1}\left(\rho^{\prime \prime}\left(u_{h}+s e_{u}\right)\left(e_{u}, e_{u}\right) z+J^{\prime \prime}\left(u_{h}+s e_{u}\right)\left(e_{u}, e_{u}\right)\right) s d s, \quad \tilde{\mathcal{R}}_{2}:=2 \mathcal{R}_{3}+\mathcal{R}_{2}
$$

that are of second order in the error $e:=\left(e_{u}, e_{z}\right)^{T}$.
Proof. The identity (3.16) can be verified as in the case of Galerkin approximations, cf. [2], by integration by parts:

$$
\begin{aligned}
\mathcal{R}_{2} & =\int_{0}^{1}\left(\rho^{\prime \prime}\left(u_{h}+s e_{u}\right)\left(e_{u}, e_{u}\right) z+J^{\prime \prime}\left(u_{h}+s e_{u}\right)\left(e_{u}, e_{u}\right)\right) s d s \\
& =-\int_{0}^{1}\left(\rho^{\prime}\left(u_{h}+s e_{u}\right) e_{u} z+J^{\prime}\left(u_{h}+s e_{u}\right) e_{u}\right) d s+\underbrace{\rho^{\prime}(u) e_{u} z+J^{\prime}(u) e_{u}}_{=\rho_{u}^{*}(z) e_{u}=0} \\
& =-(\underbrace{\rho(u) z}_{=0}+J(u)-\rho\left(u_{h}\right) z-J\left(u_{h}\right)) \\
& =-J(u)+J\left(u_{h}\right)+\rho\left(u_{h}\right)(z) .
\end{aligned}
$$

Then the identity (3.16) follows from $\rho\left(u_{h}, \varphi_{h}\right)=0 \forall \varphi_{h} \in L_{h}$. By the error characterization (3.12) it holds:

$$
\begin{aligned}
& 2\left(J(u)-J\left(u_{h}\right)\right) \\
= & \rho\left(u_{h}\right)\left(z+z_{h}-\varphi_{h}\right)+\rho_{u_{h}}^{*}\left(z_{h}\right)\left(u-u_{h}-\psi_{h}\right)+2 \mathcal{R}_{3} \\
= & \rho\left(u_{h}\right)\left(z-\varphi_{h}\right)-\mathcal{R}_{2}+\rho\left(u_{h}\right)\left(z_{h}\right)+\rho_{u_{h}}^{*}\left(z_{h}\right)\left(u-u_{h}-\psi_{h}\right)+2 \mathcal{R}_{3}+\mathcal{R}_{2} \\
= & J(u)-J\left(u_{h}\right)+\rho\left(u_{h}\right)\left(z_{h}\right)+\rho_{u_{h}}^{*}\left(z_{h}\right)\left(u-u_{h}-\psi_{h}\right)+2 \mathcal{R}_{3}+\mathcal{R}_{2}
\end{aligned}
$$

Subtracting $J(u)-J\left(u_{h}\right)$ on both sides and the fact that $\rho\left(u_{h}\right)\left(\varphi_{h}\right)=0$ holds for any $\varphi_{h} \in L_{h}$, proves the identity (3.17).

### 3.2 A Posteriori Error Estimation

Based on Corollaries 6 and 9, the discretization error of approximate solutions with respect to user-defined goal functionals can be characterized in terms of the unknown exact solutions $u, z \in W$ of the primal and dual problems and remainder terms. To calculate estimations for this error it is necessary to consider modifications of the error characterization (3.12) or one of the simplified variants (3.16)-(3.17).

The remainder terms $\mathcal{R}_{2}, \tilde{\mathcal{R}}_{2}$ and $\mathcal{R}_{3}$ are typically neglected. These terms vanish analytically for many applications, e.g. in the case of a linear primal problem and linear goal functional. The unknown exact solutions $u, z \in W$ can be replaced by approximations $u \approx \hat{u}$ and $z \approx \hat{z}$. It is essential that these approximations are not functions in the discrete test space of the Petrov-Galerkin approximation, i.e. $\hat{u}, \hat{z} \notin L_{h}$, since the related error estimates would always be zero. Based on these modifications, the error characterization $E\left(u_{h}\right) \approx J(u)-J\left(u_{h}\right)$ obtained from (3.12) has the form:

$$
\begin{equation*}
E\left(u_{h}\right):=\frac{1}{2}\left(\rho\left(u_{h}\right)\left(\hat{z}+z_{h}-\varphi_{h}\right)+\rho_{u_{h}}^{*}\left(z_{h}\right)\left(\hat{u}-u_{h}-\psi_{h}\right)\right), \tag{3.18}
\end{equation*}
$$

with arbitrary functions $\varphi_{h}, \psi_{h}, \alpha_{h} \in L_{h}$. Based on the simplified characterizations (3.16) and (3.17), evaluable error estimators can be defined analogously. Neglecting the remainder terms and replacing the unknown exact solutions by approximations the two error representations have the form

$$
\begin{align*}
& E_{P}\left(u_{h}\right):=\rho\left(u_{h}\right)\left(\hat{z}-\varphi_{h}\right),  \tag{3.19}\\
& E_{D}\left(u_{h}\right):=\rho_{u_{h}}^{*}\left(z_{h}\right)\left(\hat{u}-u_{h}-\psi_{h}\right)+\rho\left(u_{h}\right)\left(z_{h}-\varphi_{h}\right), \tag{3.20}
\end{align*}
$$

for arbitrary $\varphi_{h}, \psi_{h} \in L_{h}$.
Remark 10. For the discrete test space $L_{h}$ and the trial space $W_{h}$ of Petrov-Galerkin methods it may hold that $W_{h} \nsubseteq L_{h}$. In this case, the finite element solutions $u_{h}, z_{h} \in W_{h}$ can be used as replacements for the primal and dual solutions, i.e. $\hat{u}:=u_{h}$ and $\hat{z}:=z_{h}$ without leading to vanishing error estimates. The error representation (3.18) then has the form

$$
\begin{align*}
E\left(u_{h}\right) & =\frac{1}{2}\left(\rho\left(u_{h}\right)\left(z_{h}+z_{h}-2 \varphi_{h}\right)+\rho_{u_{h}}^{*}\left(z_{h}\right)\left(u_{h}-u_{h}-\psi_{h}\right)\right)  \tag{3.21}\\
& =\rho\left(u_{h}\right)\left(z_{h}-\varphi_{h}\right),
\end{align*}
$$

for arbitrary $\varphi_{h} \in L_{h}$ and $\psi_{h} \equiv 0$. In this case, the simplified characterization $E_{P}$ given in equation (3.19) and the characterization characterization (3.21) coincide.

### 3.2.1 Evaluation Aspects

Essential questions concerning the quality of the error estimations and the efficiency of resulting adaptive methods are related to the replacements $\hat{u}, \hat{z}$ of the unknown exact solutions $u, z$ leading to a posteriori error estimations. How should the exact solutions be approximated such that the corresponding estimates are reliable? Does mesh refinement based on these estimates lead to efficient discrete models that allow accurate determination of the user-defined quantity of interest? To tackle
these questions, a systematic comparison of several evaluation strategies has been carried out based on scenarios with known analytical solutions, see Chapter 4.

In the following, different strategies to determine approximations $\hat{u} \approx u$ and $\hat{z} \approx z$ are discussed. In general, these approaches apply similarly to the temporal and the spatial structures. The calculation of finite element solutions in higher-order spaces is one obvious option, but the related computational cost is comparably high. A block-strategy is proposed, in which local Dirichlet problems are solved, nested in a global defect-correction loop. The computational effort can be controlled by an adequate stopping criterion for this iterative method. Furthermore, interpolation strategies are presented that are widely used, since the corresponding approximations can be calculated at very low computational cost. In the following, the approximation with respect to the spatial structure is investigated. For this purpose, the case of Galerkin approximations of stationary problems and a discrete trial and test space denoted by $V_{h} \subseteq V$ is assumed. The treatment with respect to the temporal structure is discussed subsequently.

### 3.2.1.1 Higher-Order Finite Element Solution

Let $u_{h} \in V_{h}$ and $z_{h} \in V_{h}$ denote the Galerkin approximations of the primal and dual solutions $u, z \in V$. The replacements of these unknown exact solutions are defined as the finite element solutions $\hat{u}, \hat{z} \in \hat{V}_{h}$ in a higher-order finite element space $\hat{V}_{h} \subseteq V$. The residuals that need to be evaluated for the a posteriori error representations (3.18), (3.19) and (3.20) as well as related error indicators are

$$
\rho\left(u_{h}\right)\left(\hat{z}-I_{h}(\hat{z})\right), \quad \rho_{u_{h}}^{*}\left(z_{h}\right)\left(\hat{u}-I_{h}(\hat{u})\right) .
$$

The discrete functions $\varphi_{h}, \psi_{h} \in V_{h}$ are defined in terms of an interpolation operator

$$
\begin{equation*}
I_{h}: V \rightarrow V_{h} \tag{3.22}
\end{equation*}
$$

e.g. by nodal interpolation. This strategy leads to accurate approximations of the unknown quantities in the error representations, but the related computational effort is considerable. A drawback is that although higher-order solutions of the primal and dual problems are calculated, the estimations characterize the solution of $u_{h}$ only.

### 3.2.1.2 Block Strategy

The block strategy represents a compromise with respect to computational cost and accuracy between the calculation of finite element approximations in higher-order finite element spaces and methods of pure interpolation. Instead of solving the globally coupled problem, local auxiliary problems are examined. This has successfully been applied to Poisson's problem in the framework of error estimators for global error norms [3,50]. In the following, the solution of local Dirichlet problems embedded in a global defect-correction loop associated to the considered higher-order finite element discretization is discussed.

In the case of the Navier-Stokes equations, the divergence-free condition of the primal and the dual problem can be considered in terms of a mixed method, where


Figure 3.1: DOFs corresponding to initial (left) and higher-order FE space (middle) located within one cell; highlighted DOFs on the cell's boundary (right).
the discrete function spaces are defined as stable pair of higher-order finite element spaces $\hat{V}_{h} \times \hat{Q}_{h} \subset V \times Q$ (e.g. Taylor-Hood elements). Here, $V$ denotes the velocity space and $Q$ the pressure space. This discretization leads to system matrices $\mathcal{A}$ of the following form (after a permutation of the degree of freedom numbering, if necessary):

$$
\underbrace{\left[\begin{array}{cc}
A & B^{T} \\
B & 0
\end{array}\right]}_{=: \mathcal{A}}\left[\begin{array}{l}
z \\
q
\end{array}\right]=\left[\begin{array}{c}
j^{(1)} \\
0
\end{array}\right],
$$

where $A$ represents the convection-diffusion parts of the PDE, $B$ and $B^{T}$ represent discrete divergence and gradient matrices. $(z, q)^{T}$ denotes the solution vector and $j^{(1)}$ the load vector corresponding to the user-defined goal functional. This linear system is solved using a preconditioned Richardson iteration:

$$
\left[\begin{array}{c}
z_{i+1}  \tag{3.23}\\
q_{i+1}
\end{array}\right]:=\left[\begin{array}{c}
z_{i} \\
q_{i}
\end{array}\right]+\omega C^{-1}\left[\begin{array}{c}
\operatorname{Re} s_{i}^{z} \\
\operatorname{Re} s_{i}^{q}
\end{array}\right]
$$

with relaxation parameter $\omega$. The block triangular preconditioning matrix $C$ and the defect are defined by:

$$
\begin{align*}
C & :=\left[\begin{array}{cc}
\tilde{A} & \tilde{B}^{T} \\
0 & I
\end{array}\right],  \tag{3.24}\\
{\left[\begin{array}{c}
\operatorname{Res} s_{i}^{z} \\
\operatorname{Res}_{i}^{q}
\end{array}\right] } & :=\left[\begin{array}{c}
j^{(1)} \\
0
\end{array}\right]-\left[\begin{array}{cc}
A & B^{T} \\
B & 0
\end{array}\right]\left[\begin{array}{l}
z_{i} \\
q_{i}
\end{array}\right], \tag{3.25}
\end{align*}
$$

where $I$ denotes the identity matrix. The residual vector $\left(\operatorname{Res}_{i}^{z}, \operatorname{Res}_{i}^{q}\right)^{T}$ can be assembled directly without defining the global matrix $\mathcal{A}$. Matrix $\tilde{A}$ has the same entries as $A$, except for each index $n$ that corresponds to a degree of freedom (DOF) of the velocity on any cell's boundary (see highlighted DOFs in Figure 3.1):

$$
\tilde{A}_{n, m}:=\left\{\begin{array}{cl}
0, & \text { if } n \text { corresponds to a DOF on cell boundary, } n \neq m \\
1, & \text { if } n \text { corresponds to a DOF on cell boundary, } n=m \\
A_{n, m}, & \text { otherwise. }
\end{array}\right.
$$

The matrix $\tilde{B}^{T}$ also has modifications at DOFs corresponding to velocity DOFs at cell boundaries:

$$
\tilde{B}_{n, m}^{T}:=\left\{\begin{array}{cl}
0, & \text { if } n \text { corresponds to a DOF on cell boundary } \\
B_{n, m}^{T}, & \text { otherwise. }
\end{array}\right.
$$

Given the discrete dual solution $\left(z_{h}, p_{h}\right) \in V_{h} \times Q_{h}$, the initial value of the iteration (3.23) can be calculated by a nodal interpolation operator $\hat{I}_{h}: V_{h} \times Q_{h} \rightarrow \hat{V}_{h} \times \hat{Q}_{h}$, which results in a change of basis if $V_{h} \times Q_{h} \subset \hat{V}_{h} \times \hat{Q}_{h}$. The starting point is defined by

$$
\left(z_{0}, p_{0}\right):=\hat{I}_{h}\left(z_{h}, q_{h}\right)
$$

Due to the definition of $\tilde{A}$ and $\tilde{B}^{T}$ only couplings within the same cell are considered. Hence, the correction quantity $\left(\operatorname{Corr}_{i}^{z}, \operatorname{Corr}_{i}^{q}\right)^{T}$ can be calculated independently for each cell. The matrix $\tilde{A}$ can be reordered such that it consists of independent blocks, where each block corresponds to one cell. The local problem on cell $K$ for iteration $i$ has the form

$$
\omega\left[\begin{array}{cc}
\tilde{A}_{K} & \tilde{B}_{K}^{T}  \tag{3.26}\\
0 & I_{K}
\end{array}\right]^{-1}\left[\begin{array}{l}
\operatorname{Res}_{K, i}^{z} \\
\operatorname{Res}_{K, i}^{q}
\end{array}\right]=\left[\begin{array}{c}
\operatorname{Cor}_{K, i}^{z} \\
\operatorname{Cor}_{K, i}^{q}
\end{array}\right]
$$

which represents a Dirichlet problem for cell $K$. Only the computation of the residual is a global operation which takes into account the global couplings of the problem. But this is in general not a very expensive calculation in the overall solution procedure and its computation also has large parallelization potential. This block strategy should not be used as a solver, but only for some iterations steps to approximate the cellwise interpolation error needed for the error estimation. The numerical tests described in Chapter 4 suggest that the calculation of approximations based on the block strategy in which only one or two iterations were calculated already yields reliable a posteriori error estimates. A big advantage of this iterative procedure lies in the possibility to control the computational cost and accuracy by determining the number of iterations.

The application of this procedure is denoted by the operator $\mathcal{B}: V_{h} \times Q_{h} \rightarrow \hat{V}_{h} \times$ $\hat{Q}_{h}$, i.e. the approximation of the exact dual solution is given by $(\hat{z}, \hat{q}):=\mathcal{B}\left(z_{h}, q_{h}\right)$. The primal residual that is evaluated for the error estimation has the following form:

$$
\rho\left(v_{h}, p_{h}\right)\left(\mathcal{B}\left(z_{h}, q_{h}\right)-I_{h}\left(\mathcal{B}\left(z_{h}, q_{h}\right)\right)\right) .
$$

Approximate solutions ( $\hat{u}, \hat{p}$ ) of the primal problem can in principle be calculated analogously. In this case, the local matrices within the Richardson iteration (3.23) represent linearizations of the nonlinear system and depend on the iteration step, i.e. $\tilde{A}_{K} \equiv \tilde{A}_{K}^{i}$. Still, the calculation of the correction term can be done independently for each cell in parallel.

### 3.2.1.3 Higher-Order Interpolation

The main drawback of the methods described previously is related to the comparatively high computational cost associated to the higher-order elements, even if only needed locally as proposed in Section 3.2.1.2. In practice, a commonly used approach relies on extrapolation techniques taking advantage of available patch structures in


Figure 3.2: Four small cells forming one bigger cell with higher finite element ansatz.
the considered mesh. Theoretically, theses techniques are only valid under strong regularity assumptions both with respect to the mesh and the solution. However these methods are used in a much wider setup, since they rely only on the definition of an adequate interpolation operator, which is usually computationally quite inexpensive.

The considered interpolation scheme can be applied very efficiently to meshes that consist of patches. This means that a mesh consisting of quadrilaterals can be coarsened such that four neighboring cells form one cell in the coarsened mesh (see Figure 3.2). For ease of presentation, Taylor-Hood elements [11] are assumed for the discretization. The idea of higher-order interpolation as described in [2] is to interpret the finite elements in a patch consisting of four cells as one finite element in the common father cell. Therefore, the degrees of freedom of the four cells with finite element ansatz $\mathcal{Q}_{n}, n \in\{1,2\}$, are used as degrees of freedom in the father cell which has finite element ansatz $\mathcal{Q}_{m}$, where $m=2 n$ (cf. Section 2.4.2).

In Figure 3.2 for the case of $\mathcal{Q}_{1}$ and $\mathcal{Q}_{2}$ cells, a patch of four cells (left) and the corresponding father cell (right) is shown. In meshes that don't have such a patch structure, for each cell a virtual patch cell can be defined and used for the interpolation, which is computationally more expensive, see e.g. to [13] for more details. The higher-order interpolation operator is denoted by

$$
\begin{equation*}
\hat{I}_{2 h}: V_{h} \rightarrow \hat{V}_{h} . \tag{3.27}
\end{equation*}
$$

In this special situation it holds $I_{h}\left(\hat{I}_{2 h}\left(u_{h}\right)\right) \equiv u_{h}$ and $I_{h}\left(\hat{I}_{2 h}\left(z_{h}\right)\right) \equiv z_{h}$. Hence, the residuals that are evaluated for the error characterizations have the form

$$
\rho\left(u_{h}\right)\left(\hat{I}_{2 h}\left(z_{h}\right)-z_{h}\right), \quad \rho_{u_{h}}^{*}\left(z_{h}\right)\left(\hat{I}_{2 h}\left(u_{h}\right)-u_{h}\right) .
$$

### 3.2.1.4 Temporal Structure of Solutions

Using space-time finite element methods, the discrete solutions of time-dependent problems are functions in time, e.g. piecewise linear for the cGP(1) method. The


Figure 3.3: For a discrete solution consisting of piecewise linear functions, the nodal values of two neighboring cells lead to a piecewise quadratic function.
time-discrete space is denoted by $W_{\tau}$ and is a subspace of the continuous space $W$. For the evaluation of the error estimators, approximations of the exact primal and dual solutions must be defined. Analogously to the treatment of the spatial structure of solutions, there are different possibilities to define replacements $\hat{u} \approx u$ and $\hat{z} \approx z$ for these in general unknown exact solutions.

Obviously, finite element solutions based on a higher-order finite element space can be calculated, e.g. piecewise quadratic functions in time (cGP(2) method) instead of piecewise linear functions (cGP(1) method). Alternatively, finite element problems based on a finer temporal resolution, i.e. smaller time step sizes, can be solved. Both strategies lead to higher computational cost for the evaluation of the error estimator (including the solution of the approximate solution) than for the calculation of the discrete primal solution itself. Cheaper approaches by patch-wise interpolation can be defined analogously to the spatial case. Several neighboring time-intervals are treated jointly as one common patch and the solution can be interpreted as one cell in a higher-order finite element space, see Figure 3.3. The arbitrary discrete test functions in the error estimators (3.18)-(3.20) can be defined by nodal interpolation, i.e.

$$
\begin{equation*}
I_{\tau}: W \rightarrow L_{\tau} \tag{3.28}
\end{equation*}
$$

Note that the range of the interpolation operator is the discrete test space $L_{\tau}$. Since $L_{\tau} \neq W_{\tau}$, the interpolation of the discrete solutions $u_{\tau}, z_{\tau} \in W_{\tau}$ into $L_{\tau}$ can be nonzero, i.e. $u_{\tau}-I_{\tau}\left(u_{\tau}\right) \neq 0$ and $z_{\tau}-I_{\tau}\left(z_{\tau}\right) \neq 0$. For the $\mathrm{cGP}(1)$ method, the temporal structure of a discrete solution and corresponding interpolation into the discrete test space $L_{\tau}$ is indicated in Figure 3.4.

In the special case of Petrov-Galerkin approximations, the discrete solutions $u_{\tau}, z_{\tau} \in W_{\tau}$ can be used as replacements for the exact solutions to evaluate the error characterizations. This leads to the error estimator variant (3.21) described in Remark 10:

$$
E\left(u_{\tau}\right)=\rho\left(u_{\tau}\right)\left(z_{\tau}-I_{\tau}\left(z_{\tau}\right)\right)
$$

in which only the primal residual needs to be evaluated.


Figure 3.4: The cGP(1) method leads to piecewise linear solutions in time. The weights used for error estimation are the difference between the solution and the interpolation into piecewise constant functions.

The discretization of the Navier-Stokes equation described in Section 2.4.1 is based on piecewise constant pressure functions in time. In this case, a higher-order interpolation operator can be introduced to calculate a piecewise linear pressure representation at very low cost. Let $W^{(\mathrm{p})}$ denote the solution space corresponding to the pressure function and $W_{\tau}^{(\mathrm{p})}$ the discrete subspace which is the solution space of the Petrov-Galerkin method. A discrete pressure $p_{\tau} \in W_{\tau}^{(\mathrm{p})}$ can be transformed into a piecewise linear representation in terms of the operator $\hat{I}_{\tau}: W_{\tau}^{(\mathrm{p})} \rightarrow W^{(\mathrm{p})}$ :

$$
\begin{equation*}
\hat{I}_{\tau}\left(p_{\tau}\right)(t):=p_{\tau}\left(t_{i}\right)+\frac{p_{\tau}\left(t_{i}\right)-p_{\tau}\left(t_{i-1}\right)}{t_{i}-t_{i-1}}\left(t-t_{i-1}\right), \quad t \in\left[t_{i-1}, t_{i}\right], \tag{3.29}
\end{equation*}
$$

for any $i=1, \ldots N$, see Figure 3.5. This interpolation operator will be used for the numerical experiments described in Chapter 5.

### 3.2.1.5 Numerical Quadrature

In the context of goal-oriented adaptive methods and space-time discretizations as presented in Section 2.4, integrals in space and time play a central role. Their calculation in terms of numerical quadrature can be very costly such that these can make up a substantial part of the overall computational effort. Especially if the integrands are not smooth, accurate quadrature requires intensive calculations. The integrals over the entire space-time domain can be evaluated by summing up the integrals over each cell.

Gaussian quadrature rules are widely used because polynomials up to degree $2 n-1$ can be integrated exactly while evaluating only $n$ quadrature points. The one-dimensional quadrature rule for interval $[0,1]$ is defined as

$$
\begin{equation*}
\int_{x=0}^{1} f(x) d x \approx Q_{n}(f):=\sum_{i=1}^{n} w_{i} \cdot f\left(x_{i}\right), \tag{3.30}
\end{equation*}
$$



Figure 3.5: Piecewise linear interpolation of a piecewise constant function.
with weights $w_{j}$ and nodes $x_{j}, j \in\{1, n\}$. By the method of separation of variables, product formulas can be derived [45] to evaluate the integrals over quadrilateral cells within the spatial mesh. For a cell $[0,1]^{2}$ the corresponding quadrature rule has the form

$$
\begin{equation*}
\int_{x_{1}=0}^{1} \int_{x_{2}=0}^{1} f\left(x_{1}, x_{2}\right) d x \approx Q_{n, m}(f):=\sum_{i=1}^{n} \sum_{j=1}^{m} w_{i} w_{j} \cdot f\left(x_{i}, x_{j}\right), \tag{3.31}
\end{equation*}
$$

which is exact as long as $f$ is a polynomial of order $2 n-1$ in the first and of order $2 m-1$ in the second argument at most. For the evaluation of the residuals needed for error estimation, the polynomial degree of the integrand can be large as the following two examples show. Consider a spatial discretization of the Navier-Stokes equations with Taylor-Hood elements, i.e. piecewise biquadratic functions for the velocity and bilinear functions for the pressure variable. The error estimator (3.18) contains the residual expression $\rho\left(v_{h}\right)\left(\hat{z}-z_{h}-\varphi_{h}\right)$, where $\hat{z}$ denotes an approximation of the exact dual solution. Assuming the higher-order interpolation strategy described in Section 3.2.1.3, the approximation $\hat{z}$ is a polynomial of fourth order in each space direction. In this case, the integration of the nonlinear term of the Navier-Stokes equations, $\left(\left(v_{h} \cdot \nabla\right) v_{h}, \hat{z}\right)_{L^{2}(\Omega)}$, on each cell $K \in \mathcal{T}_{h}$ requires the quadrature of a polynomial of order eight in each space direction. For an exact evaluation with a Gaussian quadrature rule (3.31), $m=n=5$ is necessary, hence 25 quadrature points per cell in the spatial mesh are needed in 2D. Another delicate aspect with respect to quadrature is related to the goal functional $J$. If $J$ is defined as the integral of a non-smooth function $j$, as later used in Section 5.2, for example, the evaluation of $J\left(v_{h}\right)=\left(j, v_{h}\right)$ and the right-hand side of the dual problem $\nabla J\left(v_{h}\right) \varphi=(j, \varphi)$ can also necessitate costly quadrature rules.

For time-dependent problems, further integrations with respect to time must be evaluated. If the basis of the test and trial functions are not well-suited to the quadrature rule, the computational cost can increase considerably. In [39], Schieweck proposes the usage of a $k+1$ Gauß-Lobatto formula (exact for polynomials up to
order $2 k-1$ ) for the discretization with the $\mathrm{cGP}(k)$ method. For linear problems, the integrands are piecewise polynomials of order $2 k-1$, because the test functions are of order $k-1$ while the trial functions are of order $k$, hence the quadrature is exact. In this case, the adjustment of quadrature rule and basis functions can lead to a significant decoupling and reduction of the related computational cost for the calculation of the integrals. For nonlinear problems on the other hand, such a level of decoupling cannot be achieved. For the evaluation of the error estimates presented before, the test functions are replaced by higher-order solutions. The nonlinear term of the Navier-Stokes equations represents the part of the integrand with the highest polynomial degree. Already for the the case of $k=1$, assuming the usage of the discrete dual solution $z_{\tau}$ as approximation for the exact solution (see Remark 10), leads to an integral of the form $\int_{i_{i-1}}^{t_{i}}\left(\left(v_{\tau} \cdot \nabla\right) v_{\tau}, z_{\tau}\right)_{L^{2}(\Omega)} d t$ that must be evaluated. Here, the integrand is a polynomial of order three, as each of the functions $v_{\tau}, z_{\tau}$ is piecewise linear in time. Such integrals can be evaluated using Simpson's rule (exact for polynomials of third order), for example:

$$
\begin{equation*}
\int_{a}^{b} \Psi(t) d t \approx Q_{s}(\Psi):=\frac{b-a}{6}\left(\Psi(a)+4 \Psi\left(\frac{a+b}{2}\right)+\Psi(b)\right) . \tag{3.32}
\end{equation*}
$$

### 3.2.2 Derivation of Error Indicators

Based on the a posteriori error estimators given in Section 3.2, the accuracy of approximate solutions with respect to the investigator's quantity of interest can be determined and used to define stopping criteria for adaptive methods. In an additional localization step, the error contributions from each cell in the space-time mesh can be quantified leading to so-called error indicators. Using this information, adaptive methods can be based on refining or coarsening the cells which have very large or very small error indicators, respectively.

To define cellwise error indicators, the residuals $\rho$ and $\rho^{*}$ of the primal and dual problems are given in terms of integrals over space and time and are formulated as sums over cell and edge residuals. The problems are assumed to have smooth data and the mesh $\mathcal{T}_{h}$ coincides with the domain $\Omega$. Due to the polynomial structure of the discrete solutions when restricted to each cell, the residual can be rewritten in terms of cell and edge integrals. The procedure is demonstrated for the error characterization (3.19), where the primal residual $\rho\left(u_{h}\right)(\Phi)$ must be evaluated. The test function is defined by $\Phi:=\hat{z}-I_{h}(\hat{z})$ and $u_{h}$ denotes the Petrov-Galerkin approximations of the primal problem and $\hat{z}$ represents a higher-order approximation of the dual solution. The error characterization is written as a sum over the cell contributions:

$$
\left|E_{P}\left(u_{h}\right)\right|:=\left|\sum_{K \in \mathcal{T}_{h}} \rho\left(u_{h}\right)(\Phi)_{\mid K}\right| .
$$

By integration by parts, the integral over a cell $K \in T_{h}$ can be written as an integral over the cell and a further integral over the cell-boundary, i.e.

$$
\left(\rho\left(u_{h}\right)(\Phi)\right)_{\mid K}=(R, \Phi)_{K}+(\bar{r}, \Phi)_{\partial K},
$$

where $R\left(u_{h}\right)$ denotes the cell or interior residual corresponding to the residual part defined on the cell and $\bar{r}\left(u_{h}\right)$ the residual part corresponding to the cell's edges. The latter can be further redistributed over neighboring cells leading to jumps over inter-cell edges and integrals along the domain's boundary $\partial \Omega$. The quantity $r\left(u_{h}\right)$ is denoted by boundary or edge residual. Hence

$$
\left(\rho\left(u_{h}\right)(\Phi)\right)_{\mid K}=\left(R\left(u_{h}\right), \Phi\right)_{K}+\sum_{\gamma \in \Gamma(K)}\left(r\left(u_{h}\right), \Phi\right)_{\gamma}
$$

where $\Gamma(K)$ denotes the set of edges of cell $K$. The error indicator for cell $K$ is defined as the absolute value of the cell residual and the summed edge residuals corresponding to that cell. For the error estimator variant $E_{P}$, the upper bound $\eta_{P}$ is given in terms of error indicators $\eta_{P, K} \geq 0$ for any cell $K$ of the mesh:

$$
\left|E_{P}\left(u_{h}\right)\right| \leq \eta_{P}:=\sum_{K \in \mathcal{T}_{h}} \eta_{P, K}, \quad \eta_{P, K}:=\left|\left(R\left(u_{h}\right), \Phi\right)_{K}+\sum_{\gamma \in \Gamma(K)}\left(r\left(u_{h}\right), \Phi\right)_{\gamma}\right|
$$

In terms of the error indicators defined by

$$
\begin{aligned}
\eta_{D, K} & :=\left|\left(R^{*}\left(z_{h}\right), \Psi\right)_{K}+\sum_{\gamma \in \Gamma(K)}\left(r^{*}\left(z_{h}\right), \Psi\right)_{\gamma}\right| \\
\eta_{P D, K} & :=\left|\left(R\left(u_{h}\right), \Phi\right)_{K}+\left(R^{*}\left(z_{h}\right), \Psi\right)_{K}+\sum_{\gamma \in \Gamma(K)}\left(r\left(u_{h}\right), \Phi\right)_{\gamma}+\left(r^{*}\left(z_{h}\right), \Psi\right)_{\gamma}\right|,
\end{aligned}
$$

upper bounds $\eta_{D}$ and $\eta_{P D}$ for the error estimates $E_{D}$ and $E_{P D}$ can be defined. Here, $R^{*}$ and $r^{*}$ denote the cell and edge residuals corresponding to the dual problem and the test function is defined by $\Psi:=\hat{u}-u_{h}-I_{h}\left(\hat{u}-u_{h}\right)$, where $u_{h}$ denotes the PetrovGalerkin approximation and $\hat{u}$ a higher-order approximation of the primal problem. The test function $\Phi$ used for the primal residual is defined as $\Phi:=\hat{z}+z_{h}-I_{h}\left(\hat{z}+z_{h}\right)$ to calculate error indicators corresponding to $\eta_{P D, K}$, cf. equation (3.18). The cell and edge residuals for the Navier-Stokes equation will be derived in Section 3.3.

The presented approach to define error indicators is discussed in [5] in the context of Galerkin approximations. Furthermore, for Poisson's problem, the indicators $\eta_{P, K}$ are further estimated by

$$
\eta_{P} \leq \bar{\eta}_{P}:=\sum_{K \in \tau_{h}} \bar{\eta}_{P, K}, \quad \bar{\eta}_{P, K}:=\rho_{K} \omega_{K}
$$

in terms of error indicators $\bar{\eta}_{P, K}$ defined as product of the cell residuals $\rho_{K}$ and the weights $\omega_{K}$, given by

$$
\rho_{K}:=\left(\left\|R\left(u_{h}\right)\right\|_{K}^{2}+h_{K}^{-1}\left\|r\left(u_{h}\right)\right\|_{\partial K}^{2}\right)^{1 / 2}, \quad \omega_{K}:=\left(\|\Phi\|_{K}^{2}+h_{K}\|\Phi\|_{\partial K}^{2}\right)^{1 / 2}
$$

Here, $h_{K}$ denotes the cell diameter as defined in Section 2.4.2. For this choice of error indicators, the authors of [5] show that the weights satisfy $\omega_{K} \approx C h_{K}^{2}\left\|\nabla^{2} z\right\|_{K}$.

Alternative localization approaches have been proposed in the literature. For example, an approach based on nodal contributions is described by Braack and Ern
[7]. The error contribution for single nodes is defined using nodal interpolation. To control the mesh adaptation process, it is suitable to characterize the error contribution of cells. To this end, the nodal error indicators must be redistributed over the neighboring cells in a further step.

For a space-time finite element discretization, indicators that distinguish between the error contribution related to the discretization in space and time are needed. To this end, Schmich and Vexler [40] proposed to split the error in $J$ into two parts:

$$
J(u)-J\left(u_{h \tau}\right)=\left(J(u)-J\left(u_{\tau}\right)\right)+\left(J\left(u_{\tau}\right)-J\left(u_{k \tau}\right)\right)
$$

where $u \in W, u_{\tau} \in W_{\tau}$ and $u_{h \tau} \in W_{h \tau}$ are solutions of the continuous, the timediscrete and the fully discrete problem. In the following, conforming discretizations in space and time are assumed. Consider the three problems in terms of the Lagrange functional $\mathcal{L}$ :

$$
\begin{align*}
u, z \in W: & \mathcal{L}^{\prime}(u, z)(\varphi, \psi) & =0 & \forall \varphi, \psi \in L  \tag{3.33}\\
u_{\tau}, z_{\tau} \in W_{\tau}: & \mathcal{L}^{\prime}\left(u_{\tau}, z_{\tau}\right)\left(\varphi_{\tau}, \psi_{\tau}\right) & =0 & \forall \varphi_{\tau}, \psi_{\tau} \in L_{\tau},  \tag{3.34}\\
u_{h \tau}, z_{h \tau} \in W_{h \tau}: & \mathcal{L}^{\prime}\left(u_{h \tau}, z_{h \tau}\right)\left(\varphi_{h \tau}, \psi_{h \tau}\right) & =0 & \forall \varphi_{h \tau}, \psi_{h \tau} \in L_{h \tau}, \tag{3.35}
\end{align*}
$$

where $W \subseteq L$ denotes the continuous, $W_{\tau} \subseteq L_{\tau}$ denotes the time-discrete and $W_{h \tau} \subseteq L_{h \tau}$ denotes the fully discrete spaces (the latter are used for the space-time finite element method). For clarity, the characterization of the primal and dual solutions in terms of the Lagrange functional is used instead of the primal and dual residuals. The conformity of the semi-discrete and fully discrete spaces holds, since $W_{h \tau} \subseteq W_{\tau} \subseteq W$ and $L_{h \tau} \subseteq L_{\tau} \subseteq L$. Applying Corollary 6 to the problems (3.33)-(3.34) and (3.34)-(3.35), it holds that

$$
\begin{aligned}
\mathcal{L}(u, z)-\mathcal{L}\left(u_{\tau}, z_{\tau}\right) & =\frac{1}{2} \mathcal{L}^{\prime}\left(u_{\tau}, z_{\tau}\right)\left(u-u_{\tau}-\varphi_{\tau}, z-z_{\tau}-\psi_{\tau}\right)+\mathcal{R}_{\tau} \\
\mathcal{L}\left(u_{\tau}, z_{\tau}\right)-\mathcal{L}\left(u_{\tau h}, z_{\tau h}\right) & =\frac{1}{2} \mathcal{L}^{\prime}\left(u_{h \tau}, z_{h \tau}\right)\left(u_{\tau}-u_{h \tau}-\varphi_{h \tau}, z_{\tau}-z_{h \tau}-\psi_{h \tau}\right)+\mathcal{R}_{h}
\end{aligned}
$$

It must be noted, that for the continuous solution it holds $\mathcal{L}(u, z)=J(u)-\rho(u)(z)=$ $J(u)$, and for the semi-discrete and fully discrete solutions it holds $\mathcal{L}\left(u_{\tau}, z_{\tau}\right)=$ $J\left(u_{\tau}\right)-\rho\left(u_{\tau}\right)\left(z_{\tau}\right)$ and $\mathcal{L}\left(u_{\tau h}, z_{\tau h}\right)=J\left(u_{\tau h}\right)-\rho\left(u_{\tau h}\right)\left(z_{\tau h}\right)$, respectively. Hence,

$$
\begin{aligned}
J(u)-J\left(u_{\tau}\right) & =\mathcal{L}(u, z)-\mathcal{L}\left(u_{\tau}, z_{\tau}\right)+\rho\left(u_{\tau}\right)\left(z_{\tau}\right) \\
J\left(u_{\tau}\right)-J\left(u_{h \tau}\right) & =\mathcal{L}\left(u_{\tau}, z_{\tau}\right)-\rho\left(u_{\tau}\right)\left(z_{\tau}\right)-\mathcal{L}\left(u_{\tau h}, z_{\tau h}\right)+\rho\left(u_{\tau h}\right)\left(z_{\tau h}\right)
\end{aligned}
$$

Therefore, the error in $J$ can be characterized in terms of the primal and dual residuals. For the error corresponding to the time discretization holds

$$
\begin{align*}
J(u)-J\left(u_{\tau}\right)= & \frac{1}{2}\left(\rho\left(u_{\tau}\right)\left(z-z_{\tau}-\varphi_{\tau}\right)+\rho_{u_{\tau}}^{*}\left(z_{\tau}\right)\left(u-u_{\tau}-\psi_{\tau}\right)\right) \\
& +\rho\left(u_{\tau}\right)\left(z_{\tau}\right)+\mathcal{R}_{\tau} \\
= & \frac{1}{2}\left(\rho\left(u_{\tau}\right)\left(z+z_{\tau}-\varphi_{\tau}\right)+\rho_{u_{\tau}}^{*}\left(z_{\tau}\right)\left(u-u_{\tau}-\psi_{\tau}\right)\right)+\mathcal{R}_{\tau} \tag{3.36}
\end{align*}
$$

for arbitrary and $\varphi_{\tau}, \psi_{\tau} \in L_{\tau}$ with remainder term $\mathcal{R}_{\tau}$ and for the error corresponding to the space discretization holds

$$
\begin{align*}
J\left(u_{\tau}\right)-J\left(u_{h \tau}\right)= & \frac{1}{2}\left(\rho\left(u_{h \tau}\right)\left(z_{\tau}-z_{h \tau}-\varphi_{h \tau}\right)+\rho_{u_{\tau h}}^{*}\left(z_{h \tau}\right)\left(u_{\tau}-u_{h \tau}-\psi_{h \tau}\right)\right) \\
& -\rho\left(u_{\tau}\right)\left(z_{\tau}\right)+\rho\left(u_{h \tau}\right)\left(z_{h \tau}\right)+\mathcal{R}_{h} \\
= & \frac{1}{2}\left(\rho\left(u_{h \tau}\right)\left(z_{\tau}+z_{h \tau}-\varphi_{h \tau}\right)+\rho_{u_{\tau h}}^{*}\left(z_{h \tau}\right)\left(u_{\tau}-u_{h \tau}-\psi_{h \tau}\right)\right) \\
& -\rho\left(u_{\tau}\right)\left(z_{\tau}\right)+\mathcal{R}_{h}, \tag{3.3.3}
\end{align*}
$$

for arbitrary $\varphi_{h \tau}, \psi_{h \tau} \in L_{h \tau}$ with remainder term $\mathcal{R}_{h}$. To derive computable estimators, modifications of these characterizations have to be done, as already described in Section 3.2. The remainder terms are neglected and the unknown quantities used as test functions of the residuals are replaced by approximations $\hat{u} \approx u, \hat{z} \approx z$ and $\hat{u}_{\tau} \approx u_{\tau}, \hat{z}_{\tau} \approx z_{\tau}$. As before, the functions $\varphi_{\tau}, \psi_{\tau} \in L_{\tau}$ and $\varphi_{h \tau}, \psi_{h \tau} \in L_{h \tau}$ can be chosen arbitrarily without changing the values of the error characterizations. Defining these by

$$
\begin{gathered}
\psi_{\tau}:=I_{\tau}\left(\hat{u}-\hat{u}_{\tau}\right), \quad \varphi_{\tau}:=I_{\tau}\left(\hat{z}+\hat{z}_{\tau}\right), \\
\psi_{h \tau}:=I_{h \tau}\left(\hat{u}_{\tau}-u_{h \tau}\right), \quad \varphi_{h \tau}:=I_{h \tau}\left(\hat{z}_{\tau}+z_{h \tau}\right),
\end{gathered}
$$

with interpolation operators $I_{\tau}: L \rightarrow L_{\tau}$ and $I_{h \tau}: L \rightarrow L_{h \tau}$ leads to small weights of the residuals. But the semi-discrete functions $\left(u_{\tau}, z_{\tau}\right) \in W_{\tau} \times W_{\tau}$ are not known. Schmich and Vexler propose to replace the residual functionals $\rho\left(u_{\tau}\right)$ and $\rho_{u_{\tau}}^{*}\left(z_{\tau}\right)$ by the discrete functionals $\rho\left(u_{\tau h}\right)$ and $\rho_{u_{\tau h}}^{*}\left(z_{\tau h}\right)$. Furthermore, the semi-discrete residual $\rho\left(u_{\tau}\right)\left(z_{\tau}\right)$ in equation (3.37) is neglected. The resulting computable error characterizations $E^{(\text {time })}\left(u_{h \tau}\right) \approx J(u)-J\left(u_{\tau}\right)$ and $E^{(\text {space })}\left(u_{h \tau}\right) \approx J\left(u_{\tau}\right)-J\left(u_{h \tau}\right)$ related to the time and space discretizations are given by

$$
\begin{align*}
E^{(\text {time })}\left(u_{h \tau}\right) & :=\frac{1}{2}\left(\rho\left(u_{h \tau}\right)\left(\hat{z}+\hat{z}_{\tau}-\psi_{\tau}\right)+\rho_{u_{\tau h}}^{*}\left(z_{h \tau}\right)\left(\hat{u}-\hat{u}_{\tau}-\varphi_{\tau}\right)\right),  \tag{3.38}\\
E^{(\text {space })}\left(u_{h \tau}\right) & :=\frac{1}{2}\left(\rho\left(u_{h \tau}\right)\left(\hat{z}_{\tau}+z_{h \tau}-\psi_{h \tau}\right)+\rho_{u_{\tau h}}^{*}\left(z_{h \tau}\right)\left(\hat{u}_{\tau}-u_{h \tau}-\varphi_{h \tau}\right)\right) . \tag{3.39}
\end{align*}
$$

Integration by parts, redistribution of edge residuals in terms of jump-terms and cellwise application of the triangle inequality (as described in Section 3.2.2) yields error indicators related to the time and space structure, respectively:

$$
\begin{align*}
\left|J(u)-J\left(u_{h \tau}\right)\right| & \leq\left|J(u)-J\left(u_{\tau}\right)\right|+\left|J\left(u_{\tau}\right)-J\left(u_{h \tau}\right)\right| \\
& \leq \sum_{i=1}^{N_{\text {time }}} \sum_{K \in \mathcal{T}_{h}(i)} \eta_{i K}^{(\text {time })}+\eta_{i K}^{(\text {space })} . \tag{3.40}
\end{align*}
$$

Here, $N_{\text {time }}$ denotes the number of time-steps used for the time discretization. The spatial triangulation $\mathcal{T}_{h}(i)$ may vary on each interval $\left(t_{i-1}, t_{i}\right)$ for $i \in\left\{1, \ldots, N_{\text {time }}\right\}$. The validity of the temporal and spatial error indicators can be exemplified numerically. Figure 3.6 shows the summed error indicators

$$
\eta^{(\text {time })}\left(u_{h \tau}\right):=\sum_{i=1}^{N_{\text {time }}} \sum_{K \in \mathcal{T}_{h}(i)} \eta_{i K}^{(\text {time })}, \quad \eta^{(\text {space })}\left(u_{h \tau}\right):=\sum_{i=1}^{N_{\text {time }}} \sum_{K \in \mathcal{T}_{h}(i)} \eta_{i K}^{(\text {space })},
$$



Figure 3.6: Summed error indicators corresponding to temporal and spatial discretization for the case of uniform refinement of the temporal mesh (left) and uniform refinement of the spatial mesh (right).
for the instationary scenario presented in Chapter 5 corresponding to uniformly refined meshes and time partitions. The left panel shows simulations based on a spatial mesh with 36.864 degrees of freedom. The temporal error indicators decrease while the spatial indication remains at a constant level. In contrast, the panel on the right shows simulations based on a constant time step size of 300 s which corresponds to 1,152 time steps and consecutive uniformly refined meshes. In this case, the error indicators related to the time discretization remain at the same order of magnitude, while the indicators for the space discretization are clearly decreasing.
Based on the error indicators $\eta_{i K}^{(\text {time })}$ and $\eta_{i K}^{(\text {space })}$ given in (3.40), it is convenient to define further reduced indicators that are suitable for the specific mesh adaptation to be done. For the time-dependent numerical simulations carried out later, a single spatial mesh was used for the complete time interval, i.e $\mathcal{T}_{h}(i) \equiv \mathcal{T}_{h}$ for all $i \in\left\{1, \ldots, N_{\text {time }}\right\}$. To this end, the definition of the following spatial error indicator is adequate:

$$
\begin{equation*}
\eta_{K}^{(\text {space })}:=\underset{i=1}{N_{\text {time }}} \underset{i=1}{N_{i}}\left(\eta_{i, K}^{(\text {space })} /\left(t_{i}-t_{i-1}\right)\right) \quad \forall K \in \mathcal{T}_{h} . \tag{3.41}
\end{equation*}
$$

A common restriction of time-discretizations is to use identical time-steps over the spatial domain. Appropriate temporal error indicators for the determination of optimal time-steps can then be defined by

$$
\begin{equation*}
\eta_{i}^{(\text {time })}:=\max _{K \in \mathcal{I}_{h}(i)} \eta_{i K}^{(\text {time })} \quad \forall i \in\left\{1, \ldots, N_{\text {time }}\right\} . \tag{3.42}
\end{equation*}
$$

### 3.2.3 Post-processed Quantity of Interest

In the context of goal-oriented methods, the main interest is to determine a userdefined quantity described in terms of the goal functional $J$. For an approximate solution $u_{h}$, the error $J(u)-J\left(u_{h}\right)$ can be estimated in terms of a posteriori error estimators, denoted by $E\left(u_{h}\right)$ in this section, as described before. If the estimation $E\left(u_{h}\right)$ is a good approximation to the true error $J(u)-J\left(u_{h}\right)$, the post-processed quantity of interest

$$
\begin{equation*}
\tilde{J}\left(u_{h}\right):=J\left(u_{h}\right)+E\left(u_{h}\right), \tag{3.43}
\end{equation*}
$$

should be a good approximation to the exact value $J(u)$. Analog representations can be defined for the simplified error representations:

$$
\begin{align*}
\tilde{J}_{P}\left(u_{h}\right) & :=J\left(u_{h}\right)+E_{P}\left(u_{h}\right), \\
\tilde{J}_{D}\left(u_{h}\right) & :=J\left(u_{h}\right)+E_{D}\left(u_{h}\right) . \tag{3.44}
\end{align*}
$$

These post-processed approximations have been calculated and compared to the canonical approximation $J\left(u_{h}\right)$ in the numerical simulations in Chapters 4 and 5.

### 3.3 Error Estimation for the Navier-Stokes Equations

In this section goal-oriented error estimators and corresponding local indicators for the Navier-Stokes equations are derived. To this end, the variational problem in terms of integrals in space and time that was introduced in Section 2.2 is considered. For $f \in L^{2}\left(0, T ; V_{\text {div }}\right)$ and $v_{0} \in H_{\text {div }}$, a weak solution $(v, p) \in X \times M$ of the NavierStokes equations satisfies

$$
\begin{equation*}
\rho(v, p)(\varphi, \psi)=0 \quad \forall(\varphi, \psi) \in Y \times M \tag{3.45}
\end{equation*}
$$

Here, the residual is defined as

$$
\begin{gathered}
\rho(v, p)(\varphi, \psi):=\int_{0}^{T}\left(\left\langle\partial_{t} v, \varphi\right\rangle_{V^{*}, V}+((v \cdot \nabla) v-f, \varphi)+\nu(\nabla v, \nabla \varphi)-(p, \nabla \cdot \varphi)\right. \\
+(\nabla \cdot v, \psi)) d t+\left(v_{\mid t=0}-v_{0}, \varphi_{\mid t=0}\right) .
\end{gathered}
$$

The spaces are defined as

$$
\begin{aligned}
X & :=W(0, T) \cap L^{4}(0, T ; V) \cap L^{\infty}(0, T ; H), \\
Y & :=L^{2}(0, T ; V) \cap L^{\infty}(0, T ; H), \\
M & :=L^{2}(0, T ; Q) .
\end{aligned}
$$

Let the goal functional $J: Y \rightarrow \mathbb{R}$ considered in the following be defined by

$$
J(v):=\int_{0}^{T}\left\langle j^{(1)}, v\right\rangle_{V^{*}, V} d t+\left(j^{(2)}, v_{\mid t=T}\right),
$$

where $j^{(1)} \in Y^{*}$ and $j^{(2)} \in Q$. A Lagrange functional $\mathcal{L}:(X \times M) \times(X \times M) \rightarrow \mathbb{R}$ is defined by

$$
\begin{equation*}
\mathcal{L}((v, p),(z, q)):=J(v, p)+\rho(v, p)(z, q) . \tag{3.46}
\end{equation*}
$$

A stationary point $((v, p),(z, q)) \in(X \times M) \times(X \times M)$ of the Lagrange functional can be characterized by vanishing derivatives:

$$
\begin{align*}
\mathcal{L}_{(z, q)}((v, p),(z, q))(\varphi, \psi) & =0 \quad \forall(\varphi, \psi) \in X \times M,  \tag{3.47}\\
\mathcal{L}_{(v, p)}((v, p),(z, q))(\varphi, \psi) & =0 \quad \forall(\varphi, \psi) \in X \times M . \tag{3.48}
\end{align*}
$$

Condition (3.47) is equivalent to the variational problem (3.45) and called the primal problem in this context. For the equivalence, the replacement of the test space $X$ by
$Y$ must be justified. Due to the linearity of the Lagrange functional in the third and fourth arguments, it holds $\mathcal{L}_{z}((v, p),(z, q)) \varphi=\rho(v, p)(\varphi, q)$ and $\mathcal{L}_{q}((v, p),(z, q)) \psi=$ $\rho(v, p)(z, \psi)$ for all $(\varphi, \psi) \in X \times M$. Furthermore, the residual $\rho(v, p)(\cdot, \psi): X \rightarrow \mathbb{R}$ is continuous in $L^{2}(0, T ; V)$, where the continuity of the linear parts can be shown as described in Section 3.1. The nonlinear term has the form $\int_{0}^{T} n(v, v, \varphi) d t$. For the trilinear form $n: V \times V \times V \rightarrow \mathbb{R}$ defined by

$$
n(a, b, c):=((a \cdot \nabla) b, c)_{L^{2}(\Omega)}
$$

it holds

$$
\begin{equation*}
|n(a, b, c)| \leq \sqrt{2}\|a\|_{H}^{1 / 2}\|a\|_{V}^{1 / 2}\|b\|_{V}\|c\|_{H}^{1 / 2}\|c\|_{V}^{1 / 2} \tag{3.49}
\end{equation*}
$$

for all $a, b, c \in V$, cf. [47]. For every $a, b \in V$, a functional $N(a, b) \in V^{*}$ exists such that

$$
\langle N(a, b), \varphi\rangle_{V^{*}, V}=n(a, b, \varphi) \quad \forall \varphi \in V
$$

Let $v \in X$. Then for almost every $t \in[0, T] N(v(t), v(t)) \in V^{*}$ and furthermore,

$$
\begin{aligned}
& \langle N(v, v), \varphi\rangle_{L^{2}(0, T ; V)^{*}, L^{2}(0, T ; V)} \\
= & \int_{0}^{T}\langle N(v(t), v(t)), \varphi(t)\rangle_{V^{*}, V} d t \\
= & \int_{0}^{T} n(v(t), v(t), \varphi(t)) d t \\
\leq & \int_{0}^{T} \sqrt{2}\|v(t)\|_{H}^{1 / 2}\|v(t)\|_{V}^{3 / 2}\|\varphi(t)\|_{H}^{1 / 2}\|\varphi(t)\|_{V}^{1 / 2} d t \\
\leq & \int_{0}^{T} \sqrt{2}\|v(t)\|_{H}^{1 / 2}\|v(t)\|_{V}^{3 / 2}\|\varphi(t)\|_{V} d t .
\end{aligned}
$$

By definition of the space $X$, it holds $X \subseteq L^{\infty}(0, T ; H)$ and for any $v \in X$ there exists $M>0$ such that $\|v(t)\|_{H} \leq M$ for almost all $t \in[0, T]$. Hence,

$$
\begin{aligned}
& \langle N(v, v), \varphi\rangle_{L^{2}(0, T ; V)^{*}, L^{2}(0, T ; V)} \\
\leq & \sqrt{2 M} T \int_{0}^{T}\|v(t)\|_{V}^{3 / 2}\|\varphi(t)\|_{V} d t \\
\leq & \sqrt{2 M} T\left(\int_{0}^{T}\|v(t)\|_{V}^{3} d t\right)^{1 / 2}\left(\int_{0}^{T}\|\varphi(t)\|_{V}^{2} d t\right)^{1 / 2} \\
= & \sqrt{2 M} T\|v\|_{L^{3}(0, T ; V)}^{3 / 2}\|\varphi\|_{L^{2}(0, T ; V)} .
\end{aligned}
$$

Since $v \in X$, and therefore $v \in L^{4}(0, T ; V)$, it follows that $N(v, v) \in L^{2}(0, T ; V)^{*}$. Since the space $W(0, T) \cap L^{4}(0, T ; V)$ is a dense subspace of $L^{2}(0, T ; V)$ (see Lemma 1 ), problem (3.47) can be formulated in the larger space $Y$, which leads to (3.45).

The second stationary condition (3.48) leads to the dual problem. Let $(v, z) \in$ $X \times X$. Due to the linearity of the Lagrange functional in the second argument (pressure component), it holds that $\mathcal{L}_{p}((v, p),(z, q)) \psi=\mathcal{L}((v, \psi),(z, q))$ for all $\psi \in$ $M$. The $v$-derivative of the nonlinear term $\int_{0}^{T} n(v, v, z) d t$ in direction $\varphi$ is given by
$\int_{V^{*}}^{T} n(v, \varphi, z)+n(\varphi, v, z) d t$. As $n$ is bounded, see (3.49), a functional $N^{*}: V \times V \rightarrow$ $V^{*}$ can be defined such that for arbitrary $a, b, c \in V$ it holds that

$$
\left\langle N^{*}(a, b), c\right\rangle_{V^{*}, V}=n(a, c, b)+n(c, a, b) .
$$

Hence, for almost every $t \in[0, T]$ it holds that $N^{*}(v(t), z(t)) \in V^{*}$. Furthermore,

$$
\begin{aligned}
& \left\langle N^{*}(v, z), \varphi\right\rangle_{L^{2}(0, T ; V)^{*}, L^{2}(0, T ; V)} \\
= & \int_{0}^{T}\left\langle N^{*}(v(t), z(t)), \varphi(t)\right\rangle_{V^{*}, V} d t \\
= & \int_{0}^{T}(n(v(t), \varphi(t), z(t))+n(\varphi(t), v(t), z(t))) d t \\
\leq & \sqrt{2} \int_{0}^{T}\left(\|v(t)\|_{H}^{1 / 2}\|v(t)\|_{V}^{1 / 2}\|\varphi(t)\|_{V}\|z(t)\|_{H}^{1 / 2}\|z(t)\|_{V}^{1 / 2}\right. \\
& \left.\quad+\|\varphi(t)\|_{H}^{1 / 2}\|\varphi(t)\|_{V}^{1 / 2}\|v(t)\|_{V}\|z(t)\|_{H}^{1 / 2}\|z(t)\|_{V}^{1 / 2}\right) d t \\
& \sqrt{2} \int_{0}^{T} 2\|v(t)\|_{V}\|\varphi(t)\|_{V}\|z(t)\|_{V} d t .
\end{aligned}
$$

Since $v, z \in X$, it holds

$$
\begin{aligned}
& \left\langle N^{*}(v, z), \varphi\right\rangle_{L^{2}(0, T ; V)^{*}, L^{2}(0, T ; V)} \\
\leq & \sqrt{8} \int_{0}^{T}\|v(t)\|_{V}\|z(t)\|_{V}\|\varphi(t)\|_{V} d t \\
\leq & \sqrt{8}\left(\int_{0}^{T}\|v(t)\|_{V}^{2}\|z(t)\|_{V}^{2} d t\right)^{1 / 2}\left(\int_{0}^{T}\|\varphi(t)\|_{V}^{2} d t\right)^{1 / 2} \\
\leq & \sqrt{8}\left(\int_{0}^{T}\|v(t)\|_{V}^{4} d t\right)^{1 / 4}\left(\int_{0}^{T}\|z(t)\|_{V}^{4} d t\right)^{1 / 4}\left(\int_{0}^{T}\|\varphi(t)\|_{V}^{2} d t\right)^{1 / 2} \\
= & \sqrt{8}\|v\|_{L^{4}(0, T ; V)}\|z\|_{L^{4}(0, T ; V)}\|\varphi\|_{L^{2}(0, T ; V)}
\end{aligned}
$$

Integration by parts yields

$$
\int_{0}^{T}\left\langle\partial_{t} \varphi, z\right\rangle_{V^{*}, V} d t=-\int_{0}^{T}\left\langle\partial_{t} z, \varphi\right\rangle_{V^{*}, V} d t+\left(\varphi_{\mid t=T}, z_{\mid t=T}\right)-\left(\varphi_{\mid t=0}, z_{\mid t=0}\right)
$$

The remaining terms in the definition of the dual residual are linear and therefore it is continuous in $L^{2}(0, T ; V)$. Hence, problem (3.48) can be formulated in the larger space $Y$ leading to the following dual problem: Find $(z, q) \in X \times M$ such that

$$
\begin{equation*}
\rho_{v}^{*}(z, q)(\varphi, \psi)=0 \quad \forall(\varphi, \psi) \in Y \times M \tag{3.50}
\end{equation*}
$$

where the dual residual is defined by

$$
\begin{aligned}
\rho_{v}^{*}(z, q)(\varphi, \psi):=\int_{0}^{T} & \left(\left\langle-\partial_{t} z+j^{(1)}, \varphi\right\rangle_{V^{*}, V}+((v \cdot \nabla) \varphi+(\varphi \cdot \nabla) v, z)+\nu(\nabla z, \nabla \varphi)\right. \\
& -(\psi, \nabla \cdot z)+(\nabla \cdot \varphi, q)) d t+\left(\varphi_{\mid t=T}, z_{\mid t=T}+j^{(2)}\right)
\end{aligned}
$$

Finally, the stationary conditions (3.47)-(3.48) for $(v, p, z, q) \in X \times M \times X \times M$ can be stated in terms of the primal and dual residuals:

$$
\begin{equation*}
\rho(v, p)\left(\varphi_{1}, \psi_{2}\right)+\rho_{v}^{*}(z, q)\left(\varphi_{2}, \psi_{2}\right)=0 \tag{3.51}
\end{equation*}
$$

for any $\left(\varphi_{1}, \psi_{1}, \varphi_{2}, \psi_{2}\right) \in Y \times M \times Y \times M$. For a no-slip boundary, the strong form of the dual problem corresponding to the variational problem (3.50) has the form

$$
\begin{align*}
-\partial_{t} z+(\nabla v)^{T} z-(\nabla \cdot v) z-(v \cdot \nabla) z-\nu \Delta z-\nabla q & =-j^{(1)} & & \text { in } I \times \Omega  \tag{3.52}\\
\nabla \cdot z & =0 & & \text { in } I \times \Omega  \tag{3.53}\\
z_{\mid t=T} & =-j^{(2)} & & \text { in } \Omega  \tag{3.54}\\
z & =0 & & \text { in } I \times \partial \Omega \tag{3.55}
\end{align*}
$$

Existence, uniqueness and regularity statements for problem (3.52)-(3.55) can be found in [29], for example.

Based on the primal problem (3.45) and the dual problem (3.50), Petrov-Galerkin approximations can be defined in finite dimensional subspaces in terms of space-time finite element methods as described in Section 2.4, i.e. $V_{h} \subseteq V, Q_{h} \subseteq Q, X_{\tau h} \subseteq X$, $Y_{\tau h} \subseteq Y$, and $M_{\tau h} \subseteq M$. The error of the approximation of the primal problem with respect to the goal functional can be characterized using Corollary 6:

$$
\begin{align*}
J(v)-J\left(v_{\tau h}\right)= & \frac{1}{2} \rho\left(v_{\tau h}, p_{\tau h}\right)\left(z+z_{\tau h}-\varphi_{1}, q-q_{\tau h}-\psi_{1}\right) \\
& +\frac{1}{2} \rho_{v_{\tau h}}^{*}\left(z_{\tau h}, q_{\tau h}\right)\left(v-v_{\tau h}-\varphi_{2}, p-p_{\tau h}-\psi_{2}\right)+\mathcal{R}_{3} \tag{3.56}
\end{align*}
$$

Here, $v_{\tau h}, z_{\tau h} \in X_{\tau h}$ and $p_{\tau h}, q_{\tau h} \in M_{\tau h}$ denote the approximate solutions of the primal and dual problems and the discrete functions $\varphi_{1}, \varphi_{2} \in Y_{\tau h}$ and $\psi_{1}, \psi_{2} \in M_{\tau h}$ may be chosen arbitrary. $\mathcal{R}_{3}$ denotes the remainder term. To calculate estimations of the error $J(v)-J\left(v_{\tau h}\right)$ and corresponding error indicators, the unknown exact solutions in (3.56) are replaced by approximations and the remainder term is neglected as described in Section 3.2. The primal residual $\rho\left(v_{\tau h}, p_{\tau h}\right)(Z, Q)$ with $(Z, Q) \in Y \times M$ has the form

$$
\begin{aligned}
\rho\left(v_{\tau h}, p_{\tau h}\right)(Z, Q)= & \int_{0}^{T}\left(\left(\partial_{t} v_{\tau h}+\left(v_{\tau h} \cdot \nabla\right) v_{\tau h}-f, Z\right)+\nu\left(\nabla v_{\tau h}, \nabla Z\right)\right. \\
& \left.-\left(p_{\tau h}, \nabla \cdot Z\right)+\left(\nabla \cdot v_{\tau h}, Q\right)\right) d t+\left(v_{\tau h \mid t=0}-v_{0}, Z_{\mid t=0}\right)
\end{aligned}
$$

It is assumed that $v_{0} \in V_{h}$ is an adequate start solution, hence $v_{\tau h \mid t=0} \equiv v_{0}$. The remaining integrals over the global space-time domain can be written as a sum of space-time integrals over all cells in the space-time mesh. For almost every $t \in(0, T)$ the spatial integral over cell $K \in \mathcal{T}_{h}(t)$ has the form

$$
\begin{aligned}
\rho_{K}:= & \left(\partial_{t} v_{\tau h}+\left(v_{\tau h} \cdot \nabla\right) v_{\tau h}-f, Z\right)_{K}-\left(p_{\tau h}, \nabla \cdot Z\right)_{K}+\nu\left(\nabla v_{\tau h}, \nabla Z\right)_{K} \\
& +\left(\nabla \cdot v_{\tau h}, Q\right)_{K} \\
= & \left(\partial_{t} v_{\tau h}+\left(v_{\tau h} \cdot \nabla\right) v_{\tau h}-f+\nabla p_{\tau h}-\nu \Delta v_{\tau h}, Z\right)_{K}+\left(\nabla \cdot v_{\tau h}, Q\right)_{K} \\
& +\left(\nu \partial_{n} v_{\tau h}-p_{\tau h} n, Z\right)_{\partial K},
\end{aligned}
$$

where $n$ denotes the outward unit normal vector of the boundary $\partial K$ of cell $K$. On the boundary $\gamma:=\partial K^{\prime} \cap \partial \hat{K}$ between each pair of neighboring cells $K^{\prime}, \hat{K} \in \mathcal{T}_{h}(t)$ there are two contributions to the residual given by integrals over $\gamma$ :

$$
\left(\nu \partial_{n^{\prime}} v_{\tau h}^{\prime}-p_{\tau h}^{\prime} n^{\prime}, Z^{\prime}\right)_{\gamma} \quad \text { and } \quad\left(\nu \partial_{\hat{n}} \hat{v}_{\tau h}-\hat{p}_{\tau h} \hat{n}, \hat{Z}\right)_{\gamma},
$$

where $(\cdot)^{\prime}$ and $(\cdot)$ denote the values of $(\cdot)$ on the cells $K^{\prime}$ and $\hat{K}$, respectively. Since $Z$ is globally continuous (in space), it holds that $Z:=Z^{\prime}=\hat{Z}$ on $\gamma$. Furthermore, the normal unit vectors are anti parallel, i.e. $n:=n^{\prime}=-\hat{n}$, hence the residual contribution corresponding to $\gamma$ is given by

$$
\begin{equation*}
\left(\nu \partial_{n^{\prime}} v_{\tau h}^{\prime}-p_{\tau h}^{\prime} n^{\prime}, Z^{\prime}\right)_{\gamma}+\left(\nu \partial_{\hat{n}} \hat{v}_{\tau h}-\hat{p}_{\tau h} \hat{n}, \hat{Z}\right)_{\gamma}=\nu\left(\left[\partial_{n} v_{\tau h}\right], Z\right)_{\gamma}-\left(\left[p_{\tau h}\right] n, Z\right)_{\gamma}, \tag{3.57}
\end{equation*}
$$

where $\left[\partial_{n} v_{\tau h}\right]:=\partial_{n} v_{\tau h}^{\prime}-\partial_{n} \hat{v}_{\tau h}$ denotes the jump of the normal derivative and $\left[p_{\tau h}\right]:=p_{\tau h}^{\prime}-\hat{p}_{\tau h}$ the jump of the pressure at the common cell boundary $\gamma$. For each cell $K \in \mathcal{T}_{h}(t)$ and each edge $\gamma \in \Gamma_{h}(t)$, the cell residual $r$ and the edge residual $R$ are given by:

$$
\begin{aligned}
R & :=\partial_{t} v_{\tau h}+\left(v_{\tau h} \cdot \nabla\right) v_{\tau h}-f+\nabla p_{\tau h}-\nu \Delta v_{\tau h}, \\
r & :=\left\{\begin{array}{cl}
\frac{1}{2} \nu\left[\partial_{n} v_{\tau h}\right]-\frac{1}{2}\left[p_{\tau h}\right] n, & \text { if } \gamma \nsubseteq \partial \Omega \text { (inter-cell boundary) } \\
\nu \partial_{n} v_{\tau h}-p_{\tau h} n, & \text { if } \gamma \subseteq \partial \Omega .
\end{array}\right.
\end{aligned}
$$

For the discretization in space with Taylor-Hood elements (see Section 2.4.2), the discrete pressure variable is globally continuous in space. In this case, the pressure contribution to the edge residual vanishes, i.e. $\left[p_{\tau h}\right] \equiv 0$. The primal residual corresponding to cell $K \in \mathcal{T}_{h}(t)$ and time interval $\left(t_{i-1}, t_{i}\right) \subseteq[0, T]$ can be written in the form

$$
\begin{equation*}
\rho_{K, i}:=\int_{t_{i-1}}^{t_{i}}\left((R, Z)_{K}+\left(\nabla \cdot v_{\tau h}, Q\right)_{K}+(r, Z)_{\partial K}\right) d t . \tag{3.58}
\end{equation*}
$$

To specify the dual residual $\rho_{v_{h}}^{*}\left(z_{\tau h}, q_{\tau h}\right)(U, P)$ with $(U, P) \in Y \times M$, a goal functional $J$ of the form

$$
J(v):=\int_{0}^{T}\left\langle j^{(1)}, v\right\rangle_{V^{*}, V} d t+\left(j^{(2)}, v_{\mid t=T}\right),
$$

is assumed. The residual is given by

$$
\begin{aligned}
\rho_{v_{h}}^{*}\left(z_{\tau h}, q_{\tau h}\right)(U, P)= & \int_{0}^{T}\left(\left(j^{(1)}-\partial_{t} z_{\tau h}, U\right)+\left(\left(v_{\tau h} \cdot \nabla\right) U+(U \cdot \nabla) v_{\tau h}, z_{\tau h}\right)\right. \\
& \left.+\nu\left(\nabla z_{\tau h}, \nabla U\right)-\left(P, \nabla \cdot z_{\tau h}\right)+\left(\nabla \cdot U, q_{\tau h}\right)\right) d t \\
& +\left(U_{\mathrm{lt}=\mathrm{T}}, z_{\tau h \mid t=T}+j^{(2)}\right) .
\end{aligned}
$$

Assuming $j^{(2)} \in V_{h}$, the contribution corresponding at $t=T$ vanishes, as $z_{\tau h \mid t=T} \equiv$ $-j^{(2)}$. For almost all $t$, the contribution for cell $K \in \mathcal{T}_{h}(t)$ is

$$
\begin{aligned}
\rho_{K}^{*}:= & \left(j^{(1)}-\partial_{t} z_{\tau h}, U\right)_{K}+\left(\left(v_{\tau h} \cdot \nabla\right) U+(U \cdot \nabla) v_{\tau h}, z_{\tau h}\right)_{K}+\nu\left(\nabla z_{\tau h}, \nabla U\right)_{K} \\
& -\left(P, \nabla \cdot z_{\tau h}\right)_{K}+\left(\nabla \cdot U, q_{\tau h}\right)_{K} \\
= & \left(j^{(1)}-\partial_{t} z_{\tau h}+\left(\left(\nabla v_{\tau h}\right)^{T}-\left(\nabla \cdot v_{\tau h}\right)-\left(v_{\tau h} \cdot \nabla\right)\right) z_{\tau h}-\nu \Delta z_{\tau h}-\nabla q_{\tau h}, U\right)_{K} \\
& -\left(\nabla \cdot z_{\tau h}, P\right)_{K}+\left(\left(v_{\tau h} \cdot n\right) z_{\tau h}+\nu \partial_{n} z_{\tau h}+q_{\tau h} n, U\right)_{\partial K},
\end{aligned}
$$

where integration by parts and the following identities have been utilized:

$$
\begin{aligned}
\left((U \cdot \nabla) v_{\tau h}, z_{\tau h}\right)_{K} & =\left(\left(\nabla v_{\tau h}\right)^{T} z_{\tau h}, U\right)_{K} \\
\left(\left(v_{\tau h} \cdot \nabla\right) U, z_{\tau h}\right)_{K} & =-\left(\left(\nabla \cdot v_{\tau h}\right) z_{\tau h}+\left(v_{\tau h} \cdot \nabla\right) z_{\tau h}, U\right)_{K}+\left(\left(v_{\tau h} \cdot n\right) z_{\tau h}, U\right)_{\partial K}
\end{aligned}
$$

The contributions corresponding to cell $K \in \mathcal{T}_{h}(t)$ and to each edge $\gamma \in \Gamma_{h}(t)$ are given in terms of the cell residuals $R^{*}$ and the edge residuals $r^{*}$ :

$$
\begin{aligned}
R^{*} & :=j^{(1)}-\partial_{t} z_{\tau h}+\left(\left(\nabla v_{\tau h}\right)^{T}-\left(\nabla \cdot v_{\tau h}\right)-\left(v_{\tau h} \cdot \nabla\right)\right) z_{\tau h}-\nu \Delta z_{\tau h}-\nabla q_{\tau h} \\
r^{*} & :=\left\{\begin{array}{cl}
\frac{1}{2} \nu\left[\partial_{n} z_{\tau h}\right]+\frac{1}{2}\left[q_{\tau h}\right] n, & \text { if } \gamma \nsubseteq \partial \Omega \text { (inter-cell boundary) } \\
\left(v_{\tau h} \cdot n\right) z_{\tau h}+\nu \partial_{n} z_{\tau h}+q_{\tau h} n, & \text { if } \gamma \subseteq \partial \Omega .
\end{array}\right.
\end{aligned}
$$

If conforming finite element discretizations in space are used, both $v_{\tau h}$ and $z_{\tau h}$ are globally continuous and therefore the term $-\left(v_{\tau h} \cdot n\right) z_{\tau h}$ leads to a vanishing contribution at inter-cell boundaries. In case of Taylor-Hood elements, also the dual pressure variable $q_{\tau h}$ is continuous in space and the jump-term $\left[q_{\tau h}\right] \equiv 0$. The resulting dual residual corresponding to cell $K \in \mathcal{T}_{h}(t)$ and time interval $\left(t_{i-1}, t_{i}\right) \subseteq$ $[0, T]$ has the form

$$
\begin{equation*}
\rho_{K . i}^{*}:=\int_{t_{i-1}}^{t_{i}}\left(\left(R^{*}, U\right)_{K}-\left(\nabla \cdot z_{\tau h}, P\right)_{K}+\left(r^{*}, U\right)_{\partial K}\right) d t \tag{3.59}
\end{equation*}
$$

Using the definitions (3.58) and (3.59) of the local residual contributions $\rho_{K, i}$ and $\rho_{K, i}^{*}$ of the primal and dual problems, respectively, the global residuals can be written as

$$
\begin{aligned}
\rho\left(v_{h \tau}, p_{h \tau}\right)(Z, Q) & =\sum_{i=1}^{N_{\text {time }}} \sum_{K \in \mathcal{T}_{h}(i)} \rho_{K, i}, \\
\rho_{v_{h \tau}}^{*}\left(z_{h \tau}, q_{h \tau}\right)(U, P) & =\sum_{i=1}^{N_{t i m e}} \sum_{K \in \mathcal{T}_{h}(i)} \rho_{K, i}^{*} .
\end{aligned}
$$

Choosing the test functions $(Z, Q)$ and $(U, P)$ adequately, the error characterizations based on (3.56) can be evaluated. Further, cellwise error indicators related to the space and time discretization can be defined as described in Section 3.2.2.

## 4 Stationary Problems

In this chapter, adaptive numerical simulations of stationary fluid problems with analytically known exact solution are presented. The scenarios are related to meteorological phenomena and are modeled using the incompressible Navier-Stokes equations in 2D. Since the exact solution - the velocity component is denoted by $u$ - is known for these applications, the quantity of interest $J(u)$ can be determined. This allows the quantification of the error $J(u)-J\left(u_{h}\right)$ of approximate solutions $u_{h}$. In this case, the characteristics of goal-oriented error estimators for the error in $J$, i.e. $E\left(u_{h}\right) \approx J(u)-J\left(u_{h}\right)$, and resulting adaptive methods can be inspected by means of numerical experiments. In particular, different strategies for the approximation of the primal and dual solutions can be analyzed and compared regarding the resulting error estimates and optimized meshes.
The following variational formulation is the basis of the discrete model. For given non-homogeneous Dirichlet boundary conditions, $v \equiv g$ on $\partial \Omega$, the velocity function is split into the homogeneous part $v_{0} \in V:=H_{0}^{1}(\Omega)^{2}$ and a divergence-free part $v_{g} \in H^{1}(\Omega)$ with $v_{g} \equiv g$ on $\partial \Omega$. Then the variational formulation of the primal problem has the form: Find $\left(v_{0}, p\right) \in V \times Q$ such that

$$
\begin{equation*}
((v \cdot \nabla) v, \varphi)+\nu(\nabla v, \nabla \varphi)-(p, \nabla \cdot \varphi)+(\nabla \cdot v, \psi)=(f, \varphi), \tag{4.1}
\end{equation*}
$$

for all $(\varphi, \psi) \in V \times Q$, where $v:=v_{g}+v_{0}$. $V$ denotes the space of the velocity field and $Q:=L_{0}^{2}(\Omega)=\left\{p \in L^{2}(\Omega) \mid \int_{\Omega} p(x) d x=0\right\}$ the pressure space. For a goal functional $J: H^{1}(\Omega)^{d} \rightarrow \mathbb{R}, v \mapsto\left(j^{(1)}, v\right)_{\Omega}$, the corresponding dual problem can be derived as described in Section 3.3. The dual problem has homogeneous Dirichlet boundary conditions and the corresponding variational formulation has the form: Find $(z, q) \in V \times Q$ such that

$$
\begin{equation*}
((v \cdot \nabla) \varphi+(\varphi \cdot \nabla) v, z)+\nu(\nabla z, \nabla \varphi)-(\psi, \nabla \cdot z)+(\nabla \cdot \varphi, q)=\left(-j^{(1)}, z\right), \tag{4.2}
\end{equation*}
$$

for all $(v, p) \in V \times Q$. To calculate approximate solutions of problems (4.1) and (4.2) the function spaces $V$ and $Q$ are conformingly discretized using Taylor-Hood elements, see Section 2.4.2 for details. The iterative procedure of error estimation and mesh refinement, denoted by Dual Weighted Residual (DWR) method, is illustrated in Algorithm 4.1. Starting with an initial coarse uniform mesh, the primal and dual problems are solved, and the error in the user-defined goal functional $J$ of the approximate solution is estimated and localized. Based on the resulting cellwise error indicators, the underlying mesh is refined. Due to the employed mesh adaptation strategy, all cells with error indication higher than a given fraction $\alpha \in[0,1]$ of the highest error indicator in the current mesh will be refined. In the $i$ th iteration of the DWR method, assuming an error indication $\eta_{K}^{(i)} \geq 0$ for each cell $K \in T_{h}(i)$, the cells in the set

$$
A(i):=\left\{K \in \mathcal{T}_{h}^{(i)} \mid \eta_{K}^{(i)} \geq \alpha \eta_{\max }^{(i)}\right\}, \quad \eta_{\max }^{(i)}:=\max _{K \in \mathcal{T}_{h}^{(i)}}\left\{\eta_{K}^{(i)}\right\},
$$

```
Algorithm 4.1 Adaptation cycle of the DWR method.
1. \(i \leftarrow 0\)
2. Calculate discrete primal solution \(\left(v_{h}, p_{h}\right) \in V_{h} \times Q_{h}\)
3. Calculate discrete dual solution \(\left(z_{h}, q_{h}\right) \in V_{h} \times Q_{h}\)
4. Calculate higher-order solutions \((U, P) \approx(u, p)\) and \((Z, Q) \approx(z, q)\)
5. Estimate error in \(J\) and compute error indicators
6. Refine cells \(K \in A(i)\)
7. Quit, if number of degrees of freedom \(>M_{D O F}\)
8. \(i \leftarrow i+1\) and repeat with step 2
```

are selected to be refined. This refinement iteration is repeated until a user-defined maximal number of degrees of freedom $M_{D O F}>0$ is achieved. For symmetrical scenarios, this strategy allows the same treatment of cells with identical error indication which leads to symmetrical meshes. For the numerical simulations presented in the following, the refinement parameter is set to $\alpha=1 / 16$. Since cells with a large error contribution are refined in each iteration step, the resulting meshes tend towards a uniform distribution of the estimated error contribution.

In the following, the considered scenarios are introduced. Thereafter the corresponding goal-oriented adaptive simulations based on different variants of the error estimator are presented and compared. The simulations were performed using the multi-purpose finite element library HiFlow ${ }^{3}$ [28]. The reference values of the quantities of interest were calculated at high number of digits of precision using Maple ${ }^{\mathrm{TM}}$ [35]. This high precision is needed, since on adapted meshes very accurate approximations can be calculated. The following investigation has already been published in [4].

### 4.1 Taylor-Green Vortex

The first scenarios are based on the well-known Taylor-Green vortex [14] consisting of two pairs of counter-rotating vortices. The analytical solution of the Navier-Stokes equations is given by

$$
\begin{aligned}
v_{1}(x) & :=-e^{-2} \cos \left(x_{1}\right) \sin \left(x_{2}\right), \\
v_{2}(x) & :=e^{-2} \sin \left(x_{1}\right) \cos \left(x_{2}\right), \\
p(x) & :=-e^{-4}\left(\cos \left(2 x_{1}\right)+\cos \left(2 x_{2}\right)\right) / 4,
\end{aligned}
$$

on the domain $\Omega=\left[\frac{1}{2} \pi ; \frac{5}{2} \pi\right]^{2}$. Figure 4.1 shows the velocity field in terms of glyphs and the corresponding coloring is based on the vorticity (curl of the velocity field), where blue regions mark clockwise and red regions mark counter-clockwise rotations. Furthermore, the pressure field is shown, where regions of low pressure are located within the vortices. The corresponding right-hand side of the Navier-Stokes equations with kinematic viscosity $\nu=1$ is given by

$$
\begin{aligned}
& f_{1}(x)=-2 e^{-2} \cos \left(x_{1}\right) \sin \left(x_{2}\right), \\
& f_{2}(x)=2 e^{-2} \sin \left(x_{1}\right) \cos \left(x_{2}\right) .
\end{aligned}
$$



Figure 4.1: Taylor-Green vortex: Velocity field, colored by vorticity (left) and pressure (right).

### 4.1.1 Scenario 1: Point Value of Velocity

For a given point $\hat{x} \in \Omega$, the $x_{1}$-component of the velocity at this position is the quantity of interest. The goal functional is defined as the regularized point value by means of an integral over a small neighborhood:

$$
v_{1}(\hat{x}) \approx J_{1}(v):=\frac{1}{|B(\hat{x}, \epsilon)|} \int_{B(\hat{x}, \epsilon)} v_{1}(x) d x
$$

Here, $B(\hat{x}, \epsilon)$ is a ball with radius $\epsilon>0$, centered at $\hat{x}$ and $|B(\hat{x}, \epsilon)|$ its surface. The radius is $\epsilon:=\epsilon\left(h_{\text {min }}\right):=h_{\min } / 4$, where $h_{\min }:=\min _{K \in \mathcal{T}_{h}}\{\operatorname{diam} K\}$ is the smallest cell diameter in the mesh $\mathcal{T}_{h}$. For point $\hat{x}=(6.2,3.8)$ the reference value is

$$
J_{1}(v) \approx J_{1}^{\mathrm{ref}}:=8.2519625992351 e-2
$$

In Figure 4.2 the dual velocity corresponding to $J_{1}$ is visualized. Further an example of an optimized mesh after several loops of the DWR method is shown.

### 4.1.2 Scenario 2: Weighted Integral of Vorticity (I)

For this scenario the quantity of interest is defined on a larger region in terms of a weighted integral of the vorticity, i.e.

$$
J_{2}(v):=\int_{\Omega} w_{1}(x) \cdot \nabla \times v(x) d x
$$

with reference value

$$
J_{2}(v) \approx J_{2}^{\mathrm{ref}}:=4.2212012520232 e-1
$$

The weight function is defined by

$$
w_{1}(x):=\sin \left(-\frac{x_{1}^{2}}{4 \pi}+\frac{5 x_{1}}{4}-\frac{9 \pi}{16}\right) \sin \left(-\frac{x_{2}^{2}}{4 \pi}+\frac{5 x_{2}}{4}-\frac{9 \pi}{16}\right), \quad x \in \Omega
$$

and is visualized in Figure 4.3. The velocity of the dual solution and an optimized mesh corresponding to this goal functional is shown in Figure 4.4.


Figure 4.2: Point value of velocity, scenario 1: (left) dual velocity and (right) example of an optimized mesh.


Figure 4.3: Weight function $\omega_{1}$ related to scenario 2 (left) and weight function $\omega_{2}$ related to scenario 3 (right).


Figure 4.4: Weighted integral of vorticity (I), scenario 2: (left) dual velocity and (right) example of an optimized mesh.

### 4.1.3 Scenario 3: Weighted Integral of Vorticity (II)

For point $\tilde{x}=(3.0,4.0)$, a weight function with small support close to $\tilde{x}$ is defined by

$$
w_{2}(x):=\left\{\begin{array}{cl}
\exp \left(\frac{1}{\left(x_{1}-\tilde{x}_{1}\right)^{2}-1}+\frac{1}{\left(x_{2}-\tilde{x}_{2}\right)^{2}-1}\right), & \text { if }\|x-\tilde{x}\|_{\infty} \leq 1 \\
0, & \text { else }
\end{array}\right.
$$

see also Figure 4.3. The goal functional is defined as the weighted integral of vorticity, i.e.

$$
J_{3}(v):=\int_{\Omega} w_{2}(x) \cdot \nabla \times v(x) d x
$$

and the reference value is

$$
J_{3}(v) \approx J_{3}^{\mathrm{ref}}:=2.9422745464403 e-2
$$

A visualization of the dual velocity and corresponding mesh is shown in Figure 4.5.

### 4.2 Single Vortex

The following scenarios include a simplified tropical cyclones defined as monopolar vortex with smooth vorticity profile and azimuthal velocity, called Gaussian vortex. Such idealized representations of tropical cyclones are used e.g. by Scheck et al. [38] to investigate the dynamical behavior of such phenomena. For $\Omega:=[-1,1]^{2}$


Figure 4.5: Weighted integral of vorticity (II), scenario 3: (left) dual velocity and (right) example of an optimized mesh.
the exact solution is given by

$$
\begin{aligned}
v_{1}(x) & :=\frac{x_{2}}{r_{0}^{2}} \cdot e^{-\frac{x_{1}^{2}+x_{2}^{2}}{2 r_{0}^{2}}} \\
v_{2}(x) & :=-\frac{x_{1}}{r_{0}^{2}} \cdot e^{-\frac{x_{1}^{2}+x_{2}^{2}}{2 r_{0}^{2}}}, \\
p(x) & :=-\frac{1}{2 r_{0}^{2}} \cdot e^{-\frac{x_{1}^{2}+x_{2}^{2}}{r_{0}^{2}}}
\end{aligned}
$$

Figure 4.6 shows the corresponding velocity field in terms of glyphs and coloring based on the vorticity. Regions of low pressure are located in the vortex core. The radius parameters is set to $r_{0}=0.15$ and the kinematic viscosity to $\nu=1$. The corresponding right-hand side of the Navier-Stokes equations is defined by

$$
\begin{aligned}
& f_{1}(x)=\nu \frac{x_{2}\left(4 r_{0}^{2}-x_{1}^{2}-x_{2}^{2}\right)}{r_{0}^{6}} \cdot e^{-\frac{x_{1}^{2}+x_{2}^{2}}{2 r_{0}^{2}}} \\
& f_{2}(x)=-\nu \frac{x_{1}\left(4 r_{0}^{2}-x_{1}^{2}-x_{2}^{2}\right)}{r_{0}^{6}} \cdot e^{-\frac{x_{1}^{2}+x_{2}^{2}}{2 r_{0}^{2}}}
\end{aligned}
$$

and corresponds to effects of viscosity, since $\left(v_{1}, v_{2}, p\right)$ is a solution of the Euler equations, i.e. $\nu=0$, with homogeneous right-hand side.

### 4.2.1 Scenario 4: Point Value of Vorticity

The vorticity at the point $\bar{x}=(0.35,0.45)$ is the quantity of interest and the corresponding goal functional is defined as the following regularization:

$$
\nabla \times v(\bar{x}) \approx J_{4}(v):=\frac{1}{|B(\bar{x}, \epsilon)|} \int_{B\left(x_{0}, \epsilon\right)} \nabla \times v(x) d x
$$



Figure 4.6: Single vortex: Velocity field, colored by vorticity (left) and pressure (right).

Again, $B(\bar{x}, \epsilon)$ is a ball with radius $\epsilon>0$, centered at $\bar{x},|B(\bar{x}, \epsilon)|$ its surface and $\epsilon:=h_{\text {min }} / 4$, where $h_{\text {min }}:=\min _{K \in \mathcal{T}_{h}}\{\operatorname{diam} K\}$ is the smallest cell diameter in the current mesh $\mathcal{T}_{h}$. The vorticity at point $\bar{x}$ can be evaluated to be

$$
J_{4}(v) \approx J_{4}^{\mathrm{ref}}:=4.0385153437245 e-1
$$

A visualization of the dual velocity and an optimized mesh is given in Figure 4.7.

### 4.2.2 Scenario 5: Kinetic Energy

For the last scenario in this chapter, the goal functional is defined as integrated kinetic energy over the domain $\Omega$, i.e.

$$
J_{5}(v):=\|v\|_{\Omega}^{2}=(v, v)_{\Omega}=\int_{\Omega} v(x) \cdot v(x) d x
$$

As this goal functional is nonlinear, the right-hand side of the dual problem is defined in terms of its linearization, i.e. $\left(j^{(1)}, \varphi\right)_{\Omega}:=-\nabla J_{5}(v) \varphi$. The linearization is given by

$$
\begin{aligned}
\nabla J_{5}(v)(\varphi) & =\lim _{\lambda \rightarrow 0} \frac{J_{5}(v+\lambda \varphi)-J_{5}(v)}{\lambda} \\
& =\lim _{\lambda \rightarrow 0} \frac{1}{\lambda}\left[(v+\lambda \varphi, v+\lambda \varphi)_{\Omega}-(v, v)_{\Omega}\right] \\
& =\lim _{\lambda \rightarrow 0} \frac{1}{\lambda}\left[(v, v)_{\Omega}+2 \lambda(v, \varphi)_{\Omega}+\lambda^{2}(\varphi, \varphi)_{\Omega}-(v, v)_{\Omega}\right] \\
& =2(v, \varphi)_{\Omega} .
\end{aligned}
$$

The reference value for the integrated kinetic energy is

$$
J_{5}(v) \approx J_{5}^{\mathrm{ref}}:=3.1415926535898
$$

The dual solution and an optimized mesh is shown in Figure 4.8.


Figure 4.7: Point value of vorticity, scenario 4: (left) dual velocity and (right) example of an optimized mesh.


Figure 4.8: Kinetic Energy, scenario 5: (left) dual velocity and (right) example for an optimized mesh.


Figure 4.9: Error and efficiency plots for scenario 1.

### 4.3 Numerical Results

For the presented scenarios and estimator variants, sequences of numerical simulations on uniform as well as locally refined meshes have been carried out. Based on these simulations, the quality of the error estimations and the resulting adaptive methods can be quantified. The efficiency of the estimators is analyzed on uniform meshes in terms of the efficiency index defined by

$$
\begin{equation*}
I_{\mathrm{eff}}:=\left|\frac{E\left(v_{h}\right)}{J(v)-J\left(v_{h}\right)}\right| . \tag{4.3}
\end{equation*}
$$

Estimators are efficient if $I_{\text {eff }}$ is close to one. In this case, the estimation is close to the true error. It must be noted, that the efficiency index can be evaluated in this special case, since the reference value $J(v)$ is known, because the exact solution $v$ and the definition of the goal functional $J$ are given analytically. The error estimation $E\left(v_{h}\right)$ stands for the the variants $E_{P D}, E_{P}$ and $E_{D}$ as defined by (3.18), (3.19) and (3.20). The finite element solutions of the primal and dual problems are Galerkin approximations of (4.1) and (4.2) in discrete spaces consisting of Taylor-Hood elements $\mathcal{Q}_{2} / \mathcal{Q}_{1}$. For the error estimator variants $E_{P D}, E_{P}$ and $E_{D}$ a further upper index is added that denotes the strategy used to determine the replacement of the exact solution. The short names as well as the finite element spaces corresponding to the different strategies are given in the following table:


Figure 4.10: Error and efficiency plots for scenario 2.

| Strategy | Short Name | Structure |
| :---: | :---: | :---: |
| Higher-order finite element solution | ho-fe | $\mathcal{Q}_{3} / \mathcal{Q}_{2}$ |
| Block strategy (with $n$ iterations) | block, $n$ | $\mathcal{Q}_{3} / \mathcal{Q}_{2}$ |
| Higher-order interpolation | ho-int | $\mathcal{Q}_{4} / \mathcal{Q}_{2}$ |
| Analytical solution | anal. | anal. repr. |

Each of Figure 4.9-4.13 shows the error $J(v)-J\left(v_{h}\right)$ and the corresponding efficiency index for sequences of adaptive simulations for the different scenarios. The thick green line corresponds to solutions on uniform meshes. The efficiency plots indicate to what extent an estimated error (given by the error estimator) and corresponding true error in $J$ (by evaluation of $J(v)-J\left(v_{h}\right)$ ) agree. In the appendix, for each scenario and error estimator variant, details of numerical simulations based on uniform meshes are given in a series of tabulars. These include the efficiency index, the estimated error $E\left(v_{h}\right)$ in its different variants, the true error in $J$ and the error of the post-processed value $\tilde{J}\left(v_{h}\right)$, as defined in Section 3.2.3.

To analyze the efficiency of the error estimators, the following reduction of the efficiency indices for the scenarios and estimator variants is performed. The mean relative deviation of the efficiency indicators (MRD)

$$
M R D:=\frac{1}{N} \sum_{i=1}^{N} I_{\mathrm{rel}}(i), \quad I_{\mathrm{rel}}:=\frac{\left|1-I_{\mathrm{eff}}\right|}{\min \left(1, I_{\mathrm{eff}}\right)}
$$

is introduced to quantify the difference between the estimated error and the real error in $J$. Tabular 4.1 and 4.2 contain the MRD corresponding to uniform and locally refined meshes, respectively. For each combination of scenario and error


Figure 4.11: Error and efficiency plots for scenario 3.
estimator variant, the MRD is determined. In doing so, all consecutively refined meshes resulting from the adaptation cycle of the DWR method and accordingly the series of uniform meshes are considered. The last row shows a further reduction in terms of the mean average of the MRD values standing above, which is discussed in the following.

The error estimator variant $E_{D}^{(\text {anal. })}$ makes use of the analytical solution of the primal problem and has the lowest MRD. Although this variant cannot be used for general applications since the exact solution is typically unknown, it can serve as a reference for the current investigation. The ordering of the evaluation strategies with respect to the averaged MRD values roughly reflects the computational cost associated with the evaluation of the error estimators. The estimators that make use of higher-order finite element solutions, $E_{P}^{(\mathrm{ho}-\mathrm{fe})}$ and $E_{P D}^{(\text {ho-fe })}$, are the most efficient ones, but are computationally expensive. The estimators based on higher-order interpolation, $E_{P}^{(\text {(ho-int })}$ and $E_{P D}^{(\text {ho-int })}$, show higher MRD but are comparably cheap to compute. The block strategy leads to estimators $E_{P}^{(\text {block,1) }}$ and $E_{P}^{(\text {block,2) }}$ that have MRD in between.

The economy of the adaptive methods can be quantified in terms of the ratio of the error in $J$ and the related number of unknowns of the underlying discrete model. Figures 4.9-4.13 show that except for scenario 2, the DWR method based on different error estimators leads to economical meshes on which the quantity of interest can be approximated more accurately compared to uniform meshes with the same number of unknowns. The error in $J$ is approximately reduced by one order of magnitude compared to uniform meshes. Furthermore, it can be observed that the block strategy leads to slightly more economical meshes, especially for the


Figure 4.12: Error and efficiency plots for scenario 4.

|  | $E_{D}^{\text {(anal.) }}$ | $E_{P}^{\text {(ho-fe) }}$ | $E_{P D}^{(\text {ho-fe })}$ | $E_{P}^{\text {(ho-int) }}$ | $E_{P D}^{(\text {ho-int })}$ | $E_{P}^{\text {(block,1) }}$ | $E_{P}^{\text {(block,2) }}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Scen.1 | 0.75 | 0.76 | 0.75 | 2.76 | 7.22 | 3.30 | 2.47 |
| Scen.2 | 0.00 | 0.40 | 0.11 | 0.47 | 0.18 | 2.20 | 1.76 |
| Scen.3 | 1.02 | 1.18 | 1.07 | 1.74 | 3.82 | 3.35 | 2.81 |
| Scen.4 | 1.44 | 1.67 | 1.67 | 3.17 | 1.58 | 0.89 | 2.02 |
| Scen.5 | 0.00 | 0.01 | 0.01 | 0.06 | 0.08 | 0.19 | 0.19 |
| Avg. | $\mathbf{0 . 6 4}$ | $\mathbf{0 . 8}$ | $\mathbf{0 . 7 2}$ | $\mathbf{1 . 6 4}$ | $\mathbf{2 . 5 8}$ | $\mathbf{1 . 9 9}$ | $\mathbf{1 . 8 5}$ |

Table 4.1: MRD for series of simulations on uniform meshes.
scenarios 1,4 and 5 .
The post-processed goal value $\tilde{J}\left(v_{h}\right)$, introduced in Section 3.2.3, and the canonical approximation $J\left(v_{h}\right)$ can be compared based on the values given in the tabulars in the appendix. For the majority of the performed numerical simulations, the postprocessed goal value, represents a better approximation of the exact value $J(v)$ than the alternative $J\left(v_{h}\right)$. In most instances, the error $\left|\tilde{J}\left(v_{h}\right)-J(v)\right|$ is up to one order of magnitude lower than $\left|J\left(v_{h}\right)-J(v)\right|$, and for scenarios 2 and 5 , the enhancement is significantly higher.

### 4.4 Concluding Remarks

Based on the presented numerical simulations, the reliability of the a posteriori error representation can be quantified. For the considered scenarios, the error estimations are good approximations of the true error in $J$ for approximate solutions calculated


Figure 4.13: Error and efficiency plots for scenario 5.

|  | $E_{D}^{\text {(anal. }}$ | $E_{P}^{(\text {ho-fe })}$ | $E_{P D}^{\text {(ho-fe) }}$ | $E_{P}^{\text {(ho-int) })}$ | $E_{P D}^{\text {(ho-int) }}$ | $E_{P}^{\text {(hlock,1) }}$ | $E_{P}^{\text {(block,2) }}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Scen.1 | 0.77 | 1.82 | 29.35 | 13.24 | 15.31 | 4.66 | 7.19 |
| Scen.2 | 0.00 | 3.91 | 28.81 | 1.57 | 1.14 | 8.64 | 5.91 |
| Scen.3 | 0.66 | 5.15 | 0.58 | 4.56 | 26.94 | 8.88 | 6.74 |
| Scen.4 | 0.51 | 0.18 | 0.17 | 1.74 | 0.84 | 1.26 | 2.72 |
| Scen.5 | 0.34 | 0.11 | 0.15 | 0.21 | 0.24 | 0.41 | 0.65 |
| Avg. | $\mathbf{0 . 4 6}$ | $\mathbf{2 . 2 3}$ | $\mathbf{1 1 . 8 1}$ | $\mathbf{4 . 2 6}$ | $\mathbf{8 . 8 9}$ | $\mathbf{4 . 7 7}$ | $\mathbf{4 . 6 4}$ |

Table 4.2: MRD for series of simulations on adapted meshes.
on uniform as well as adapted meshes. Except for scenario 2, the efficiency of the optimized meshes is significantly higher compared to uniform meshes. This suggests that the underlying error indicators and the mesh refinement strategy are appropriate.

The evaluation of the error estimators requires the calculation of a higher-order replacement of the exact primal and dual solutions. The related computational cost roughly reflects the quality of the approximation in terms of the efficiency of the resulting estimation and the economy of corresponding adaptive methods. The higher-order interpolation strategy can lead to good error estimations that can be calculated at very low cost. But for the efficient calculation, a patch-structure of the underlying mesh is needed. The proposed block strategy offers the ability to control the quality of the approximation and the computational effort in terms of adequate stopping criteria of the iteration. Furthermore, it has good parallelization potential and does not require a patch-structure of the underlying mesh.

## 5 The Instationary Problem

In this chapter, a posteriori error estimators and related techniques of goal oriented adaptivity that have been discussed in Chapter 3 are applied to a scenario of tropical cyclone (TC) dynamics. In the context of such instationary problems, both the primal and dual problem are time-dependent and can lead to intensive computations and large memory requirements. Accurate mesh adaptation strategies are vital to construct economical discretizations at reasonable efforts.

In the following, the scenario of two mutually interacting TCs is presented and goal functionals are introduced that are correlated with the storm positions. Subsequently, a detailed description of the adaptive method is given. This includes aspects related to the calculation of the error estimator and mesh adaptation strategy for the space-time discretization. Finally, the numerical results based on the proposed goal functionals are reported and discussed with respect to different error metrics.

### 5.1 Interacting Tropical Cyclones

Once a TC has formed over warm tropical waters, the motion of the storm is influenced by several effects. At low latitudes, the trade winds move the storm in westward direction. The Coriolis force, due to the Earth's rotation, leads to a motion in northwestern direction for counter-clockwise (cyclonic) vortices. Once the storm enters the mid-latitudes, it is advected eastward, before it is dissolved or converted into an extra-tropical cyclone. Landfalling TCs can cause tremendous damage and are among the most lethal geophysical hazards. Therefore, the prediction of the storm tracks and intensity is an important problem and subject of current research, for an overview see [18]. While considerable progress in predicting TC motion has been made in the last decades, there are situations in which it is particularly difficult to forecast the TC track. One of these situations is the interaction of two TCs, which can change the storm structure and lead to complex tracks.

In this work, the interaction of two TCs is investigated based on an idealized model. The storms are represented by vortices that are closely located such that their profiles overlap at the initial state. During the first hours, the storms start orbiting around each other. Depending on the initial separation distance, the two cyclones can merge after some time or move in different directions, i.e. diverge from one another. The two idealized TCs are located within a space-periodic domain $\Omega:=\left[-L_{1}, L_{1}\right] \times\left[-L_{2}, L_{2}\right]$, where $L_{1}=2000 \mathrm{~km}$ and $L_{2}=1732 \mathrm{~km}$. The initial separation of the two storms is $D=400 \mathrm{~km}$. The initial position of the vortices is $(-D / 2,0)$ and $(D / 2,0)$. Both vortices have the same symmetrical profiles which
are defined in terms of their tangential wind field as introduced in [42]:

$$
\begin{equation*}
v_{T}(s)=v_{0} \frac{s\left(1+(6 b / 2 a) s^{4}\right)}{\left(1+a s^{2}+b s^{6}\right)^{2}}, \tag{5.1}
\end{equation*}
$$

where $s:=r / r_{0}$. For $a=0.3398, b=5.377 \times 10^{-4}, v_{0}=71.521 \mathrm{~m} / \mathrm{s}$ and $r_{0}=$ 100 km . The maximal tangential wind is $40 \mathrm{~m} / \mathrm{s}$ at the radius $r=r_{0}$. The initial condition of the velocity field is defined as a sum of the velocity profiles of the two storms. For this scenario, a time horizon of $T:=96 \mathrm{~h}$ is considered.

In Figure 5.1, the motion and development of the two storms during the first 96 hours is visualized in terms of the vorticity (curl of the velocity field). Red areas indicate high vorticity regions and represent the storm positions. Dark blue regions indicate zones of negative vorticity resulting from the wind profile (5.1) and correspond to the anticyclonic outflow of real TCs. During the first hours, the two vortices start orbiting around each other. In this phase, the cores are strongly deformed and temporarily connected. Also the zone of negative vorticity around the cores is restructured and after 12 hours two separate negative vorticity regions have developed. These regions can be interpreted as anticyclones. Together with the positive cores they form two cyclone-anticyclone pairs that start to propagate away from each other along straight tracks. The moment at which the motion turns from orbiting into straight direction determines the final direction of the storm tracks. Small perturbations in the initial state can influence when this transition takes place and thus can have a strong influence on the final storm positions. The high sensitivity to the initial conditions is also evident from the fact that for a slightly smaller initial separation, a qualitatively different solution is found - the two TCs merge, see Figure 5.2. In a cooperation with the Institute for Meteorology and Climate Research (IMK) at the Karlsruhe Institute of Technology (KIT), this scenario has been chosen as a benchmark problem for adaptive methods.

Several investigations of interacting TCs can be found in the literature. In [41], the authors analyze the connection between the vorticity distribution of the storms and the possibility of a merger depending on the initial separation. The formation of fast propagating cyclone-anticyclone pairs is investigated in [49]. The cycloneanticyclone pair formation discussed before is analyzed in [6] based on numerical simulations and laboratory experiments, see Figure 5.3.

### 5.2 Model

The dynamics of the idealized TCs can be described by means of the two-dimensional barotropic model introduced in Section 2.3. The kinematic viscosity parameter is set to $\nu=0.005 \mathrm{~km}^{2} / \mathrm{s}$. Since the Coriolis acceleration corresponds mainly to a moving frame of reference for this scenario, its contribution is neglected. The barotropic model corresponds to the time-dependent incompressible Navier-Stokes equations in 2 D , i.e.

$$
\begin{align*}
\partial_{t} v+(v \cdot \nabla) v-\nu \Delta v+\nabla p & =0 & & \text { in }[0, T] \times \Omega,  \tag{5.2}\\
\nabla \cdot v & =0 & & \text { in }[0, T] \times \Omega,  \tag{5.3}\\
v_{\mid t=0} & =v_{0} & & \text { in } \Omega, \tag{5.4}
\end{align*}
$$



Figure 5.1: Development of two idealized tropical cyclones. Red regions indicate the position of the storm cores. The black contour line highlights vorticity of $-8.0 \cdot 10^{-6} 1 / \mathrm{s}$.


Figure 5.2: Initial separation distances of $375 \mathrm{~km}, 385 \mathrm{~km}$ and 400 km lead to strongly varying storm tracks: For initial separation of 375 km , the two vortices merge.


Figure 5.3: Photographs of a laboratory experiment of two interacting vortices conducted by Beckers et al. [6]. Reprinted with permission from Beckers, M.; Clercx, H. J. H.; van Heijst, G. J. F. \& Verzicco, R., Dipole formation by two interacting shielded monopoles in a stratified fluid, Phys. Fluids, 2002, 14, 704-720. Copyright 2002, American Institute of Physics.
equipped with a periodic boundary condition in space:

$$
\begin{equation*}
v\left(t, x+2 L_{i} e_{i}\right)=v(t, x), \quad p\left(t, x+2 L_{i} e_{i}\right)=p(t, x) \quad i=1,2 \tag{5.5}
\end{equation*}
$$

for all $x \in \mathbb{R}^{2}$ and all $t \in[0, T]$. For problem (5.2)-(5.5), a variational formulation of the form (2.11) is considered. Approximate solutions are calculated in terms of a space-time finite element discretization. Applying the cGP(1) method, the trial functions for the velocity are piecewise linear and globally continuous functions in time, whereas the trial functions for the pressure as well as all test functions are piecewise constant. For the discretization in space, stable Taylor-Hood elements $\mathcal{Q}_{2} / \mathcal{Q}_{1}$ are employed. The initial velocity field of the discrete problem is defined as the projection of $v_{0}$ into the space of discrete divergence-free functions. Details for these discretization aspects are given in Section 2.4.

### 5.3 Definition of Goal Functionals

For the following investigations, the storm positions after four days of development are of interest and should be predicted accurately. The storm positions can be characterized by the points of maximal vorticity. For goal-oriented error estimation as presented in Chapter 3, goal functionals that are three-times differentiable are required. Since the characterization of the storm position in terms of the region of maximal vorticity does not fulfill the necessary regularity, smooth functionals that are correlated to the storm positions are introduced in the following.

### 5.3.1 Scenario 1: Integral of Vorticity over Fixed Region

For the first investigation, the position of only one of the storms after 96 hours is chosen to be the quantity of interest. Since the two storms are in interaction during the initial phase, the second storm has also great influence. One question to be addressed is to what extent this influence will be accounted for by the adaptive method and the resulting optimized meshes.

The storm that has final position on the left side should be of interest. The goal functional is defined as vorticity, integrated over that storm's core after 96 hours of development. The region that defines the core is approximated by a circle around the storm center Pos $_{f i x}=(-1043.678 \mathrm{~km}, 153.365 \mathrm{~km})$ with radius of $r_{f i x}=93 \mathrm{~km}$. These two parameters Pos $_{f i x}$ and $r_{f i x}$ are known a priori (determined from highresolution reference simulations). In terms of the indicator function $\mathbf{1}_{V, \text { fix }}: \Omega \rightarrow$ $\{0,1\}$

$$
\mathbf{1}_{V, f i x}(x):= \begin{cases}1, & \text { if }\left\|x-\operatorname{Pos}_{f i x}\right\|_{l^{2}} \leq r_{f i x} \\ 0, & \text { else }\end{cases}
$$

the corresponding goal functional is defined by

$$
J_{V, f i x}(v):=\int_{\Omega} \mathbf{1}_{V, f i x}(x) \nabla \times v(x, T) d x
$$

At the radius $r_{f i x}$, the vorticity is approximately $50 \%$ lower than at the center and the vorticity gradient is strong. Therefore, small changes of the storm position have
strong influence on the vorticity integral given by $J_{V, f i x}$. For this goal functional, the reference value is

$$
J_{V, f i x}(v) \approx J_{V, f i x}^{(r e f)}:=14.486 \mathrm{~km}^{2} / \mathrm{s} .
$$

It should be noted that this goal functional is defined in terms of the two parameters $\operatorname{Pos}_{\text {fix }}$ and $r_{\text {fix }}$ that were obtained from the reference solution. Certainly, such parameters are not known in realistic setups.

### 5.3.2 Scenario 2: Integral of Vorticity over High Vorticity Region

For this investigation, the final positions of both storms is chosen as the quantity of interest. The goal functional is defined as vorticity integral over both storm cores. In contrast to the previously defined goal functional, the storm cores are not given a priori but are characterized by regions in which vorticity is higher than $50 \%$ of the maximum vorticity. These regions are characterized in terms of the indicator function $\mathbf{1}_{V}: \Omega \rightarrow\{0,1\}$

$$
\mathbf{1}_{V}(x):= \begin{cases}1, & \text { if } \nabla \times \bar{v}(x) \geq 0.5 \cdot \max _{x \in \Omega}\{\nabla \times \bar{v}(x)\} \\ 0, & \text { else },\end{cases}
$$

and the goal functional is defined as

$$
J_{V}(v):=\int_{\Omega} \mathbf{1}_{V}(x) \nabla \times v(x, T) d x
$$

Here, $\bar{v}: \Omega \rightarrow \mathbb{R}^{2}$ denotes some approximation of the velocity field at final time, i.e. $\bar{v}(x) \approx v(T, x)$ for each $x \in \Omega$. It should be stressed that the indicator function $\mathbf{1}_{V}$ is defined in terms of $\bar{v}$ which is treated as a constant when differentiating $J_{V}$. Thus, the influence of perturbations with respect to the change of vorticity within the fixed region can be measured. For this goal functional, the corresponding reference value is

$$
J_{V}(v) \approx J_{V}^{(r e f)}:=30.740 \mathrm{~km}^{2} / \mathrm{s}
$$

### 5.3.3 Scenario 3: Integral of Energy over High Energy Region

The next goal functional includes the intensity of the winds by measuring the kinetic energy. Again, the final positions of both storms are of interest. The functional is defined as kinetic energy at final time, integrated over regions where the energy is higher than $90 \%$ of its maximum value close to the storms:

$$
J_{E}(v):=\int_{\Omega} \mathbf{1}_{E}(x) v(x, T) \cdot v(x, T) d x
$$

The spatial region is characterized by the indicator function $\mathbf{1}_{E}: \Omega \rightarrow\{0,1\}$

$$
\mathbf{1}_{E}(x):= \begin{cases}1, & \text { if } \bar{v}(x, T) \cdot \bar{v}(x, T) \geq 0.9 \cdot \max _{x \in \Omega}\{\bar{v}(x, T) \cdot \bar{v}(x, T)\} \\ 0, & \text { else },\end{cases}
$$

where again $\bar{v}: \Omega \rightarrow \mathbb{R}^{2}$ denotes some approximation of the velocity field at final time. For this goal functional, the corresponding reference value is

$$
J_{E}(v) \approx J_{E}^{(r e f)}:=41.614 \mathrm{~km}^{4} / \mathrm{s}^{2}
$$



Figure 5.4: Adaptation cycle of the DWR method for time-dependent problems: Solution of the primal and dual problems, estimation of the error and mesh optimization.

### 5.4 Adaptive Method

Although time-dependent problems are covered in the general framework of the DWR method, its application to such problems can be challenging. In each adaptation cycle of the DWR method, the primal and dual solutions must be calculated. Further, higher-order approximations must be determined with respect to the temporal and spatial dimension. This is followed by the evaluation of the error estimator and the error indicators that control the subsequent mesh adaptation step. Since the dual problem is posed backward in time and depends on the primal solution (in case of nonlinear problems), the dual problem can be formulated and solved not until the primal problem has been solved, see Figure 5.4.

For the chosen discretization, the error estimators for Petrov-Galerkin methods described in Section 3.2 are appropriate. The error contributions corresponding to the space and time discretization are quantified separately as described in Section 3.2.2:

$$
\begin{equation*}
J(u)-J\left(u_{\tau h}\right) \approx E^{(\text {time })}\left(u_{\tau h}\right)+E^{(\text {space })}\left(u_{\tau h}\right) . \tag{5.6}
\end{equation*}
$$

Before the precise definition of the estimators $E^{(\text {time })}\left(u_{\tau h}\right)$ and $E^{(\text {space })}\left(u_{\tau h}\right)$ is given, the related function spaces and aspects of higher-order interpolation are outlined. The primal solution of the continuous problem (2.11) is denoted by $u=\left(v_{1}, v_{2}, p\right)^{T} \in X \times M$. Here, $u$ consists of the velocity component $v=\left(v_{1}, v_{2}\right)^{T}$ and the pressure component $p$. The solution of the dual problem (3.50) is denoted by $z=\left(z_{1}, z_{2}, q\right)^{T} \in X \times M$. The test functions for both problems are denoted by $Y \times M$. The function spaces $X, Y$ and $M$ are defined as for the variational problems (2.11) and (3.50).

Approximate solutions for these two problems are calculated based on conforming finite dimensional subspaces $X_{\tau h} \subseteq X, Y_{\tau h} \subseteq Y$ and $M_{\tau h} \subseteq M$. The discrete spaces corresponding to the space-time discretization described in Section 5.2 is given in the following. The short notation $\mathbb{P}_{i}^{[c / d c]}(A)$ denotes the space of $A$-valued functions that are piecewise polynomials of order $i$. The superscript $c$ or $d c$ defines whether the function is globally continuous or not. The spaces have the following structure:

- $X_{\tau h}=\mathbb{P}_{1}^{c}\left(V_{h}\right)$, i.e. $X_{\tau h}$ consists of piecewise linear, $V_{h}$-valued functions,
globally continuous: discrete space of trial functions for velocity
- $Y_{\tau h}=\mathbb{P}_{0}^{d c}\left(V_{h}\right)$, i.e. $Y_{\tau h}$ consists of piecewise constant, $V_{h}$-valued functions: discrete space of test functions for velocity
- $M_{\tau h}=\mathbb{P}_{0}^{d c}\left(Q_{h}\right)$, i.e. $M_{\tau h}$ consists of piecewise constant, $Q_{h}$-valued functions: discrete space of test and trial functions for pressure.
$V_{h} \times Q_{h}$ represents the finite element space spanned by Taylor-Hood elements $\mathcal{Q}_{2} / \mathcal{Q}_{1}$. For the estimation of the error related to the time-discretization, the following discrete spaces are introduced additionally:
- $X_{\tau}=\mathbb{P}_{1}^{c}\left(\hat{V}_{h}\right)$ : time-discrete space of trial functions for velocity
- $Y_{\tau}=\mathbb{P}_{0}^{d c}\left(\hat{V}_{h}\right)$ : time-discrete space of test functions for velocity
- $M_{\tau}=\mathbb{P}_{0}^{d c}\left(\hat{Q}_{h}\right):$ time-discrete space of test and trial functions for pressure.

The space $\hat{V}_{h} \times \hat{Q}_{h}$ corresponds to the finite element space spanned by higher-order Taylor-Hood elements $\mathcal{Q}_{4} / \mathcal{Q}_{2}$. The combination of $\mathcal{Q}_{2} / \mathcal{Q}_{1}$ and $\mathcal{Q}_{4} / \mathcal{Q}_{2}$ allows the efficient calculation of spatial higher-order interpolations as described in Section 3.2.1.3. The corresponding interpolation operator is denoted by

$$
\hat{I}_{2 h}:\left(V_{h} \times Q_{h}\right) \rightarrow\left(\hat{V}_{h} \times \hat{Q}_{h}\right)
$$

The temporal higher-order interpolation operator is denoted by

$$
\hat{I}_{\tau}:(X \times M) \rightarrow\left(X_{\tau} \times M_{\tau}\right)
$$

and is defined such that the velocity components remain unchanged, only the pressure component (piecewise constant) is interpolated into the space of piecewise linear functions as given in equation (3.29). Note that all spaces are conformingly defined, i.e. $X_{\tau h} \subseteq X_{\tau} \subseteq X, Y_{\tau h} \subseteq Y_{\tau} \subseteq Y$ and $M_{\tau h} \subseteq M_{\tau} \subseteq M$.

After these notations, the a posteriori error estimators in (5.6) can be stated. Let $u_{\tau h} \in X_{\tau h} \times M_{\tau h}$ and $z_{\tau h} \in X_{\tau h} \times M_{\tau h}$ denote the discrete solution of the primal and dual problems. Further let the time-discrete solutions $\hat{u}_{\tau}$ and $\hat{z}_{\tau}$ be defined in terms of higher-order interpolation:

$$
\hat{z}_{\tau}:=\hat{I}_{\tau}\left(\hat{I}_{2 h}\left(z_{\tau h}\right)\right), \quad \hat{u}_{\tau}:=\hat{I}_{\tau}\left(\hat{I}_{2 h}\left(u_{\tau h}\right)\right)
$$

By equation (3.38), the error related to the time-discretization can be characterized by:

$$
E^{(\text {time })}\left(u_{\tau h}\right)=\frac{1}{2}\left(\rho\left(u_{\tau h}\right)\left(\hat{z}+\hat{z}_{\tau}-I_{\tau}\left(\hat{z}+\hat{z}_{\tau}\right)\right)+\rho_{u_{\tau h}}^{*}\left(z_{h \tau}\right)\left(\hat{u}-\hat{u}_{\tau}-I_{\tau}\left(\hat{u}-\hat{u}_{\tau}\right)\right) .\right.
$$

Let the approximations of the exact solutions be defined by $\hat{u}:=\hat{u}_{\tau}$ and $\hat{z}:=\hat{z}_{\tau}$. Then the error characterization reduces to (see Remark 10):

$$
\begin{equation*}
E^{(t i m e)}\left(u_{\tau h}\right)=\rho\left(u_{\tau h}\right)\left(\hat{z}_{\tau}-I_{\tau}\left(\hat{z}_{\tau}\right)\right) \tag{5.7}
\end{equation*}
$$

The estimator for the error contribution related to the space-discretization has the form:

$$
\begin{align*}
E^{(\text {space })}\left(u_{\tau h}\right)= & \frac{1}{2}\left(\rho\left(u_{\tau h}\right)\left(\hat{z}_{\tau}+z_{\tau h}-I_{h}\left(\hat{z}_{\tau}+z_{\tau h}\right)\right)\right.  \tag{5.8}\\
& \left.+\rho_{u_{\tau h}}^{*}\left(z_{\tau h}\right)\left(\hat{u}_{\tau}-u_{\tau h}-I_{h}\left(\hat{u}_{\tau}-u_{\tau h}\right)\right)\right)
\end{align*}
$$

For the goal functionals $J_{V}$ and $J_{E}$, the velocity field $\bar{v}$ must be defined additionally. In the $i$ th adaptation cycle of the DWR method, first the primal problem is solved for the complete time interval. The velocity of the resulting solution, denoted by $v^{(i)}$, can be used to define the needed approximation, i.e. $\bar{v}(x):=v^{(i)}(T, x)$ for $x \in \Omega$.

For the a posteriori error characterizations (5.7) and (5.8), corresponding error indicators can be derived as described in Section 3.2.2. Based on these temporal and spatial indicators, the adaptation of the space-time mesh can be guided. Optimal meshes should have approximately an equal distribution of the error over the cells and further consist of a fixed number of total cells. The space-time meshes used for the numerical experiments have a further constraint: The spatial structure given by a possibly optimized mesh is kept constant in time. A partitioning of the timeinterval defines the temporal structure of the space-time mesh. On such meshes, the discrete divergence-free condition and the global continuity of the discrete velocity field can be guaranteed at the same time. The latter is needed for the conformity of the discrete spaces. If the spatial mesh would be adapted within the time interval, either the continuity of the solution, or the divergence-free condition in the discrete sense, given in equation (2.38), would be violated. In the following, two mesh adaptation strategies are presented that are used for the numerical experiments discussed in Section 5.5.

### 5.4.1 Adaptation of the Spatial Mesh

The spatial discretization is based on meshes consisting of quadrilaterals. For such meshes, several constraints exist for mesh adaptation, as already mentioned in Section 2.4.2. Beside the 1-irregularity condition and the patch-structure (required for efficient higher-order interpolation), the space-periodicity of the scenario necessitates these constraints also to be fulfilled with respect to the neighborship relations over the periodic boundaries.

Based on the reduced error indicators introduced in equation (3.41), the spatial mesh adaptation can be controlled. To this end, strategies can be employed that are typically used for stationary problems, e.g. the error-balancing strategy, fixed-error-reduction or fixed-rate strategy [2]. Such methods aim to adapt the mesh toward an equal distribution of the error over the cells, i.e. cells with large error indication should be refined and cells with small error indication may be coarsened. To compare different adaptive methods based on several goal functionals, a mesh refinement strategy that leads to meshes consisting of a user-defined number of cells would be useful. The selection of cells that should be refined or coarsened towards a mesh with $N_{\text {space }}^{(\mathrm{opt})}$ cells is non-trivial, due to the aforementioned mesh constraints. On the one hand, each refined cell can lead to a plurality of further cells that also must be refined, on the other hand, cells that are marked to be coarsened will only be
coarsened if all involved cells are also marked. Therefore, the following adaptation strategy decouples the steps of coarsening and refinement, to better control the adaptation procedure toward a mesh with $N_{\text {space }}^{(\mathrm{opt})}$ cells.

In the $i$ th adaptation cycle of the DWR method, let the corresponding mesh consist of $N_{\text {space }}^{i}$ cells. For the construction of the optimal mesh of the following adaptation cycle, the desired number of cells is defined by

$$
N_{\text {space }}^{(\text {opt }), i+1}:=N_{\text {space }}^{i}+k\left(N_{\text {space }}^{(\text {opt })}-N_{\text {space }}^{i}\right),
$$

with a damping parameter $k \in(0,1)$. To mark cells that should be coarsened or refined, it is assumed that refining a cell into four smaller cells (in the case of quadrilaterals) is related to an error reduction by a factor of $2^{\alpha}$, where $\alpha>0$ denotes the order parameter. A cell is marked to be coarsened, if its error indication is smaller than the coarsening bound

$$
B_{c}:=\left(\frac{1}{2}\right)^{\alpha+2} \eta_{\text {avg }}, \quad \eta_{\text {avg }}:=\frac{1}{N_{\text {space }}^{(\mathrm{opt}), i+1}} \sum_{j=1}^{N_{\text {space }}^{i}} \eta_{j}^{(\text {space })} .
$$

The factor $\left(\frac{1}{2}\right)^{\alpha}$ represents effects of the error reduction in case of refinement and the remaining factor of $\left(\frac{1}{2}\right)^{2}$ accounts for the increased number of cells (one cell is refined to four cells). Hence, only cells are marked to be coarsened, if the coarsening is assumed to lead to an error of $\eta_{\text {avg }}$ at most. Then the coarsening step can be carried out and leads to a mesh with $\bar{N}_{\text {space }}^{(\mathrm{opt}), i+1}$ cells.

In the next phase, cells with the largest error indication should be refined, and the resulting mesh should have approximately $N_{\text {space }}^{(\text {opt }), i+1}$ cells. Since the refinement of one cell can cause the refinement of several further cells, an iterative approach is appropriate. The number of cells that should be refined is initialized with a small value, e.g. $10 \%$ of the initial difference $\max \left\{0, N_{\text {space }}^{(\text {(opt }), i+1}-\bar{N}_{\text {space }}^{\text {(opt) }, i+1}\right\}$, and is iteratively increased until the number of cells in the accordingly refined meshes matches the desired number of $N_{\text {space }}^{(\text {opt }), i+1}$ up to a tolerance factor $p$. Only cells may be refined, that already existed on the mesh, based on which the error indicators where calculated (i.e. no recently coarsened or refined cells). The resulting mesh is accepted for the next adaptation cycle of the DWR method.

For the numerical simulations presented in Section 5.5, the order parameter is set to $\alpha=2$, the damping parameter is set to $k=0.7$ and the tolerance factor is set to $p=0.07$. In each adaptation cycle of the DWR method, the primal and dual problems must be solved and the error must be estimated. Hence, the related computational cost is much higher compared to the iterative mesh adaptation procedure described before.

### 5.4.2 Adaptation of the Temporal Mesh

In contrast to the previous section, no comparable restrictions exist for the temporal mesh adaptation due to the one-dimensional structure of the domain. A partitioning is optimal if it consists of a user-defined number of sub-intervals and the corresponding error is distributed equally over these. Reduced error indicators can be derived
from the error characterization (5.7) as described in Section 3.2.2:

$$
\eta_{i}^{(\text {time })}:=\max _{K \in \mathcal{T}_{h}(i)} \eta_{i K}^{(\text {time })} .
$$

For a desired number of time intervals $N_{\text {time }}^{(\text {opt })}$, the time step sizes should be determined such that the error indicators corresponding to each time-interval $\left(t_{i-1}, t_{i}\right)$ are approximately identical:

$$
\eta_{i}^{(t i m e)} \approx \eta_{j}^{(\text {time })} \quad \forall i, j \in\left\{1, \ldots, N_{\text {time }}^{(\mathrm{opt})}\right\} .
$$

Optimal partitionings of the interval $[0, T]$ are be constructed iteratively. In the $k$ th iteration of the DWR method, the reduced temporal error indicators for each of the $N_{\text {time }}^{k}$ time intervals on the current temporal mesh are given. In the following, the relation

$$
\begin{equation*}
\eta_{i}^{(\text {time })}=C_{i} \cdot\left(\Delta t_{i}\right)^{\beta}, \quad i \in\left\{1, \ldots, N_{\text {time }}^{k}\right\}, \tag{5.9}
\end{equation*}
$$

between $\eta_{i}^{(t i m e)}$ and corresponding time step size $\Delta t_{i}=t_{i}-t_{i-1}$ is assumed. The parameter $\beta>0$ describing the order is constant over the complete time interval $[0, T]$. The following real-valued, piecewise constant functions $D$ and $E$ are introduced:

$$
D(t)_{\mid\left(t_{i-1}, t_{i}\right]}:=\Delta t_{i}, \quad E(t)_{\mid\left(t_{i-1}, t_{i}\right]}:=\eta_{i}^{(\text {time })}, \quad t \in\left(t_{i-1}, t_{i}\right],
$$

for any $i \in\left\{1, \ldots, N_{\text {time }}^{k}\right\}$. Further, by relation (5.9), a function $C$ can be defined by

$$
\begin{equation*}
C(t):=\frac{E(t)}{D(t)^{\beta}}, \quad t \in(0, T] . \tag{5.10}
\end{equation*}
$$

The optimality condition of the partitioning

$$
\begin{align*}
N_{\text {time }}^{k+1} & =N_{\text {time }}^{(\text {opt })}  \tag{5.11}\\
\eta_{i}^{(\text {time })} & =\eta_{j}^{(\text {time })} \quad \forall i, j \in\left\{1, \ldots, N_{\text {time }}^{(\mathrm{opt})}\right\} . \tag{5.12}
\end{align*}
$$

can also be stated in terms of the functions $D^{(\mathrm{opt})}$ and $E^{(\mathrm{opt})}$ that describe the optimal partitioning:

$$
\begin{align*}
\int_{0}^{T} \frac{1}{D^{(\mathrm{opt})}(t)} d t & =N_{\text {time }}^{(\mathrm{opt})}  \tag{5.13}\\
E^{(\mathrm{opt})}(t) & \equiv \bar{E} \tag{5.14}
\end{align*}
$$

for some $\bar{E} \in \mathbb{R}$. By (5.14) and (5.10), the optimal time step size function $D^{\text {(opt) }}$ must be proportional to $1 / C(t)^{1 / \beta}$. To obtain the desired number of sub-intervals in the new partitioning, condition (5.13) must be fulfilled, which yields

$$
D^{(\mathrm{opt})}(t):=\frac{\bar{E}}{C(t)^{1 / \beta}}, \quad \bar{E}:=N_{t i m e}^{(\mathrm{opt})} \cdot\left(\int_{0}^{T} \frac{1}{C(t)^{1 / \beta}} d t\right)^{-1} .
$$

Then, the optimized partitioning can be defined successively in terms of function $D^{(\text {opt })}$ : Let $t_{0}:=0$ and for each $i \in\left\{1, \ldots, N_{\text {time }}^{(\text {opt })}\right\}$ let the point in time $t_{i}$ be defined such that

$$
\int_{t_{i-1}}^{t_{i}} D^{(\mathrm{opt})}(t) d t=1 .
$$

The resulting time increments are $\Delta t_{i}^{(\text {opt })}:=t_{i}-t_{i-1}$. The parameter $\beta$ depends on the error measure, i.e. on the goal functional $J$. Approximations of $\beta$ can be determined via series of numerical simulations on successively refined, uniform partitions of the time interval. If the parameter is chosen too large, the mesh adaptation process of the temporal discretization is damped.

For the numerical simulations shown in the following, the order parameter was set to $\beta=3$. The partitioning after one or two adaptation cycles had the correct number of time steps and the corresponding error indicators were uniformly distributed.

### 5.5 Numerical Results

In the following, numerical simulations for the scenario of two interacting TCs are presented that were calculated using the the multi-purpose finite element library HiFlow ${ }^{3}$ [28]. Since the exact solution is not known for this scenario, a reference solution based on a spatial mesh with $1,327,104$ degrees of freedom (DOFs) (approx. cell diameter of 10 km ) and 1,152 time steps was calculated. For the error analysis, the resulting reference solution $v$ and corresponding storm position Pos $_{\text {fix }}$ at final time is employed to measure the different error quantities. As in Chapter 4, the efficiency index

$$
\begin{equation*}
I_{\mathrm{eff}}:=\left|\frac{E\left(v_{\tau h}\right)}{J(v)-J\left(v_{\tau h}\right)}\right|, \tag{5.15}
\end{equation*}
$$

is introduced to quantify the relation between error estimates, denoted by $E\left(v_{\tau h}\right)$, and true error for different goal functionals $J$. The first investigations are related to the adaptation of the spatial mesh based on a uniform partitioning of the time interval with sufficient small time steps of 300 s . The impact of the spatial mesh resolution to track prediction can be seen in Figure 5.7. On uniform meshes with less than 50,000 degrees of freedom, the storm position error is about $10^{3} \mathrm{~km}$ at final time. This indicates a merger of the two storms, caused by too coarse mesh resolution (physical parameters are unchanged).

In the following, the iterative construction of an optimal spatial mesh is exemplified for the goal functional $J_{V}$. Figure 5.5 illustrates the initial uniform mesh with 4,096 cells ( 36,864 DOFs), the successive meshes obtained during the adaptation cycles of the DWR method and, finally, the optimal mesh with 5.968 cells ( 55,032 DOFs) that fulfills the optimality conditions given by the mesh adaptation strategy. On the initial mesh, the two storms merge due to the coarse spatial resolution. Hence, the dual problem is formulated based on a strongly perturbed primal solution. The corresponding error indicators emphasize the region at the domain's center where the two storms merge. Consequently, high resolution is confined to this region (see second mesh in Figure 5.5). Since the initial interaction phase is better resolved on this mesh, the storm tracks can be determined qualitatively correct. In the following adaptation cycles, the primal and dual solutions are more and more accurate and lead to better sensitivity information, improved error indicators and more economical meshes.

Figure 5.6 shows the dual solution corresponding to the goal functional $J_{V, \text { fix }}$ calculated on an optimized mesh with about 120,000 DOFs. At initial time, the


Figure 5.5: Sequence of meshes corresponding to the adaptation cycles of the DWR method for goal functional $J_{V}$ for construction of an optimal mesh with about 6,000 cells.
sensitive regions are almost symmetrically distributed and surround the regions of the initial positions of the two vortices. At this stage, the vortices are closely located and the subsequent storm tracks are significantly impacted by their mutual interaction. By the definition of $J_{V, f i x}$, the position of the storm that is located on the left at final time, is of interest, cf. the storm tracks in Figure 5.2. Although only one of the two storms is directly accounted for by the definition of the goal functional, the sensitivity of both storms is high. It can be seen that the optimized mesh has high resolution at the region where both storms are located at these first hours of simulation. After 32 hours, the tendency of the sensitive regions to the storm on the left can clearly be seen. After 96 hours, these congregate at the outside radius of the circle described by the indicator function $\mathbf{1}_{V, f i x}$. The track of the second storm is highly resolved as long as its influence on the track of the first storm is strong. In Figure 5.7, the relative error in the goal functional

$$
\left|J_{V, f i x}^{(r e f)}-J_{V, f i x}\left(v_{\tau h}\right)\right| / J_{V, f i x}^{(r e f)},
$$

and corresponding estimated error quantities based on uniform and adapted meshes are plotted. The estimated and true error in the goal functional show good agreement, especially on meshes with more than 30,000 DOFs. On the coarsest grids, the information used by the error estimator is of lower quality. On finer meshes, the efficiency indicators is close to one. The resulting errors on optimized meshes, are reduced by more than one order of magnitude compared to uniform meshes (with approximately the same number of unknowns). The position error after 96 hours is shown in Figure 5.12. Even on grids with less than 20,000 DOFs, the tracks can be predicted qualitatively correct (i.e. the storms diverge) with a final position error


Figure 5.6: $J_{V, f i x}$ : Dual velocity on optimized mesh; 120,000 DOFs.


Figure 5.7: Relative error in $J_{V, f i x}$ and efficiency index.
below 100 km . The first mesh with final position error of less than 10 km has about 30,000 DOFs.

The second goal functional $J_{V}$ measures the vorticity close to the final position of both storms. The dual solution corresponding to $J_{V, \text { fix }}$ represents the sensitivity of one of the vortices only. For $J_{V}$, the mutual influence of the two storms is the symmetric superposition of the respective effects. Figure 5.8 shows the dual solution for different points in time and an optimized mesh with approximately 120,000 DOFs. The mesh has symmetric structure, since the primal problem as well as the goal functional is symmetrical. On optimized meshes, $J_{V}$ can be determined more accurately compared to uniform meshes with the same number of unknowns and leads to a reduction of the relative errors in $J_{V}$ by one order of magnitude, in average, see Figure 5.9. Compared to the previously investigated goal functional $J_{V, \text { fix }}$, the efficiency is declined. However, the adaptive meshes lead to position errors that are significantly reduced, compared to uniform meshes, see Figure 5.12.

The dual solution corresponding to the energy-based goal functional $J_{E}$ is shown in Figure 5.10. Sensitive regions at the initial state are surrounding both initial locations of the two storms. In the course of time, these zones are expanding and finally focus at the two regions of highest kinetic energy of the primal solution at final time. At that stage, the vortex cores themselves are not included in the highlighted regions. Due to the propagation of the storms the zones of the highest velocity and kinetic energy are located to the right of the storm tracks. Also for this goal functional, adapted meshes lead to much better approximations of the reference value corresponding to the goal functional, cf. Figure 5.11. On the finest meshes, the error is reduced approximately by one order of magnitude and leads to very accurate track predictions, see Figure 5.12.

The goal functionals $J_{V}$ and $J_{E}$ are defined in terms of the maximum vorticity and maximum energy values of the velocity field, respectively. During the adaptation cycles of the DWR method, these values are determined based on the approximate solutions calculated on adapted meshes. Especially the maximum vorticity values vary strongly on these meshes, see left panel of Figure 5.12 showing the ratio of the maximal vorticity and maximal energy to the reference values, respectively. Therefore, the definitions of the goal functionals $J_{V}$ and $J_{E}$ are also changing in each adaptation cycle. In Figures 5.9 and 5.11, the error plots corresponding to $\left|J^{(r e f)}(v)-J\left(v_{\tau h}\right)\right|$ include these effects of varying definition of the goal functionals. The significance of the efficiency indicators is limited for these two goal functionals, since the estimated errors and the true errors correspond to different error norms for these goal functionals.

For the investigation of the position errors, only the upper left storm position at final time is considered. This is an adequate measure, since this vortex is marked in case of the goal functional $J_{V, \text { fix }}$ and the remaining goal functionals are treating both storms identically and lead to symmetrical meshes and tracks. The right panel of Figure 5.12 shows a comparison of the position errors based on uniform and adapted meshes for all considered goal functionals. Especially on coarser meshes, the vorticity type functionals $J_{V, \text { fix }}$ and $J_{V}$ lead to better position forecasts. On meshes with more than 70,000 DOFs the goal functional $J_{E}$ leads to the best predictions with an error of less than 1 km compared to the reference track which was calculated based on a uniform mesh with cell diameter of 10 km . The storm positions are


Figure 5.8: $J_{V}$ : Dual velocity on optimized mesh; 120,000 DOFs.


Figure 5.9: Relative error in $J_{V}$ and efficiency index.


Figure 5.10: $J_{E}$ : Dual velocity on optimized mesh; 120,000 DOFs.


Figure 5.11: Relative error in $J_{E}$ and efficiency index.


Figure 5.12: Left: Ratio of maximum vorticity and energy on adapted meshes to the reference values. Right: Position error on uniform and optimized grids.



Figure 5.13: Left: Ratio between error in goal functional $J\left(v_{\tau h}\right)$ and post-processed quantity $\tilde{J}\left(v_{\tau h}\right)$. Right: Maximal value of dual velocity magnitude over the domain as function in time for goal functional $J_{V, f i x}$.
characterized in sub-grid accuracy as the vorticity-weighted barycenter, i.e.

$$
\operatorname{Pos}(v):=\int_{V} x \cdot(\nabla \times v(T, x)-M) d x \cdot\left(\int_{V}(\nabla \times v(T, x)-M) d x\right)^{-1} .
$$

Here, $V \subseteq \Omega$ denotes the region located closely to the upper left storm at final time, where vorticity values are greater than $M:=0.9 \cdot \max _{x \in V} \nabla \times v(T, x)$, i.e. $90 \%$ of the maximum vorticity at the storm center.

By means of the a posteriori error estimators, post-processed quantities of interest $\tilde{J}\left(v_{\tau h}\right) \approx J(v)$ can be determined as described in Section 3.2.3. The left panel of Figure 5.13 shows the ratio of the error in the post-processed goal value to the error in the standard approximation $J\left(v_{\tau h}\right)$, i.e.

$$
R:=\frac{\left|J(v)-\tilde{J}\left(v_{\tau h}\right)\right|}{\left|J(v)-J\left(v_{\tau h}\right)\right|} .
$$

In contrast to the stationary scenarios investigated in Chapter 4, no significant improvements by post-processing the quantity of interest can be noticed.

The optimization of the time-discretization based on temporal error indicators for the goal functional $J_{V, \text { fix }}$ is investigated in the following. To this end, an optimized


Figure 5.14: Relative error in goal functional $J_{V, f i x}$ (left) and position error at final time (right) based on uniform and optimized partitioning of the time interval.
spatial mesh with 36,864 DOFs is considered. Figure 5.15 shows comparisons between optimized and uniform partitions of the time interval for different numbers of total time steps. The temporal error indicators for uniform partitions vary by several orders of magnitude within the time interval. Especially the early hours of the storm interaction and the final hours are related to large indicators. During the first hours, the separation distance between the two storms is still small. In this phase, the wind profiles and zones of increased vorticity of the two storms overlap, leading to an interaction of the two cyclones. At later times, the influence of the interaction becomes smaller and smaller. On the right panel of Figure 5.13, the maximum velocity magnitude of the dual solution is plotted as function in time. It can be seen that the velocity magnitude is increased during the first and last hours of the simulation. As the dual solution plays the role of the weighting of the primal problem's residual in the error characterizations, cf. equation (3.21), the resulting error indicators tend to be increased close to the initial time and close to the final time.

Based on the mesh adaptation strategy presented in Section 5.4.2, economical partitions can be determined. On the optimized partitions, the time increments for the first and last hours of the considered time horizon are very small, see right panels of Figure 5.15. In between, the time step sizes are up to a factor of 6 larger. Each sub-interval is related to a temporal error indicator with approximately the same value, see left panels of Figure 5.15. This indicates the optimality of the temporal mesh.

For the investigated scenario, the optimization of the partitioning based on the temporal error indicators, leads to remarkable improvements with respect to the different error measurements. For the error analysis, a reference solution calculated on a partitioning with 9,216 uniform time steps is employed. On adapted partitions, the error in the goal functional is reduced by approximately one order of magnitude compared to uniform partitions with the same number of sub-intervals (left panel of Figure 5.14). For example, on an optimized partition consisting of 288 time increments, the resulting error in the goal functional is smaller compared to a uniform partitioning consisting of 1,152 time increments. Additionally, the position error at final time is reduced significantly on optimized time-discretizations, see right panel









Figure 5.15: Temporal error indicators (left) and time step sizes (right) for uniform and adaptive partitions of the time interval.
of Figure 5.14.

### 5.6 Concluding Remarks

The chosen goal functionals could be verified to be adequate for the prediction of storm tracks. The position error could be reduced significantly based on adapted discretizations that were optimized to reduce the error in the goal functionals. Based on spatial mesh adaptation, the accuracy could be increase by about one order of magnitude. The construction of optimal partitions of the time interval leads to an additional improvement. The optimized partitions where characterized by an almost uniform distribution of the error indicators, independent of the total number of sub-intervals. The error in the goal functional as well as the position error of the storm could be reduced by approximately one order of magnitude compared to uniform partitions with the same number of time increments.

Furthermore, a more general property of goal-oriented methods could be noticed. The goal functional $J_{V, \text { fix }}$ lead to non-symmetric adapted meshes, although the underlying primal problem was symmetrically defined. In terms of the non-symmetric goal functional that accounted for one storm primarily, a better specialization of the meshes for the determination of this storm's position could be achieved, since large parts of the domain had only small influence to the quantity of interest. This depicts the principle potential of such methods to account for local features of the underlying problems in contrast to many alternative adaptive approaches that don't consider similar sensitivity information.

## 6 Discussion and Outlook

In this thesis, goal-oriented adaptive methods were further developed and applied to scenarios of large-scale atmospheric fluid flow. A new strategy for the approximation of the dual solution based on local Dirichlet problems and global defect correction was proposed. The corresponding a posteriori error estimators were compared to several alternative variants in a series of benchmark problems with known analytical solutions. Furthermore, an extension of goal-oriented error estimation for conforming discretizations of parabolic problems was developed in the context of Petrov-Galerkin methods. For a scenario of interacting tropical cyclones, economical meshes were constructed based on the developed adaptive techniques. The error of the predicted storm tracks could significantly be reduced.

These achievements suggest that such goal-oriented methods offer great potential for the modeling of tropical cyclone dynamics. The time-continuous discretizations based on the $\operatorname{cGP}(k)$ method lead to systems with smaller number of unknowns, compared to the discontinuous methods with same polynomial degree. In case of the NSE, a divergence-free condition must be fulfilled simultaneously to the global continuity. The space-time meshes considered in this work allowed only one spatial mesh during the complete time interval to satisfy both conditions. Without this limitation, even more economical discretizations can be expected. In this context, aspects of mesh adaptation in time should be subject of future work. Small discontinuities (e.g. defined in terms of the interpolation operator presented in Section 2.4.3) could be allowed in contrast to the global continuity condition. Alternatively, the divergence-free condition could be weakened in situations where the spatial mesh is adapted.

The discussed adaptive methods lead to economical meshes by means of an iterative procedure. The related overall effort can be quite high, since the primal and dual problems must be solved repeatedly on a series of adapted meshes. Especially for time-dependent problems, new ideas to decrease the related computational cost are needed. In this context, reduced sensitivity information that accounts only for local time horizons, as proposed in [13], could be sufficient for many applications and requires the solution of quasi-stationary dual problems, only. Furthermore, approaches of model reduction such as the proper orthogonal decomposition (POD) method offer great potential for massive decrease of the number of unknowns related to the discrete problems and should be investigated in the context of time-dependent problems.

More realistic models for numerical weather prediction require the consideration of many complex atmospheric processes, including solar radiation, moist processes, heat exchange, and multiple chemical reactions. In addition to the discussed mesh adaptation approach, such systems could take great advantage of goal-oriented model adaptation techniques as proposed in $[7,8]$. This would enable the use of a hierarchy of physical models with varying complexity, whereas error estimators can
determine which level of complexity is needed to guarantee good approximation of user-defined quantities of interest. Methods of simultaneous mesh and model adaptation combined with highly efficient techniques for the determination of the needed sensitivity information could lead to substantial progress in modeling such complex atmospheric phenomena.

## 7 Appendix

The following tabulars contain specific error quantities corresponding to numerical simulations of the scenarios presented in Chapter 4. For each error estimator variant and each scenario, the efficiency index, the estimated error $E\left(v_{h}\right)$, the true error in $J$ and the error of the post-processed value $\tilde{J}\left(v_{h}\right)$, as defined in Section 3.2.3, is given for a sequence of uniform meshes.

## Scenario 1: Point Value of Velocity

| $\#$ DOFs | $\left\|J(u)-J\left(u_{h}\right)\right\|$ | $\left\|E\left(u_{h}\right)\right\|$ | $I_{\mathrm{eff}}$ | $\left\|J(u)-\tilde{J}\left(u_{h}\right)\right\|$ |
| :--- | :--- | :--- | :--- | :--- |
| 659 | $4.84 \cdot 10^{-04}$ | $2.78 \cdot 10^{-04}$ | 0.57 | $2.06 \cdot 10^{-04}$ |
| 2467 | $4.85 \cdot 10^{-05}$ | $2.77 \cdot 10^{-05}$ | 0.57 | $2.07 \cdot 10^{-05}$ |
| 9539 | $4.28 \cdot 10^{-06}$ | $2.51 \cdot 10^{-06}$ | 0.59 | $1.76 \cdot 10^{-06}$ |
| 37507 | $6.95 \cdot 10^{-07}$ | $3.70 \cdot 10^{-07}$ | 0.53 | $3.24 \cdot 10^{-07}$ |
| 148739 | $4.94 \cdot 10^{-08}$ | $2.91 \cdot 10^{-08}$ | 0.59 | $2.03 \cdot 10^{-08}$ |

Table 7.1: $E_{D}^{\text {(anal.) }}$, analytical solution of primal problem

| \# DOFs | $\left\|J(u)-J\left(u_{h}\right)\right\|$ | $\left\|E\left(u_{h}\right)\right\|$ | $I_{\mathrm{eff}}$ | $\left\|J(u)-\tilde{J}\left(u_{h}\right)\right\|$ |
| :--- | :--- | :--- | :--- | :--- |
| 659 | $4.84 \cdot 10^{-04}$ | $2.71 \cdot 10^{-04}$ | 0.56 | $2.13 \cdot 10^{-04}$ |
| 2467 | $4.85 \cdot 10^{-05}$ | $2.67 \cdot 10^{-05}$ | 0.55 | $2.18 \cdot 10^{-05}$ |
| 9539 | $4.28 \cdot 10^{-06}$ | $2.61 \cdot 10^{-06}$ | 0.61 | $1.66 \cdot 10^{-06}$ |
| 37507 | $6.95 \cdot 10^{-07}$ | $3.67 \cdot 10^{-07}$ | 0.53 | $3.27 \cdot 10^{-07}$ |
| 148739 | $4.94 \cdot 10^{-08}$ | $2.95 \cdot 10^{-08}$ | 0.60 | $1.99 \cdot 10^{-08}$ |

Table 7.2: $E_{P}^{(\mathrm{ho}-\mathrm{fe})}$, higher-order finite element solution

| \# DOFs | $\left\|J(u)-J\left(u_{h}\right)\right\|$ | $\left\|E\left(u_{h}\right)\right\|$ | $I_{\text {eff }}$ | $\left\|J(u)-\tilde{J}\left(u_{h}\right)\right\|$ |
| :--- | :--- | :--- | :--- | :--- |
| 659 | $4.84 \cdot 10^{-04}$ | $2.81 \cdot 10^{-04}$ | 0.58 | $2.03 \cdot 10^{-04}$ |
| 2467 | $4.85 \cdot 10^{-05}$ | $2.73 \cdot 10^{-05}$ | 0.56 | $2.12 \cdot 10^{-05}$ |
| 9539 | $4.28 \cdot 10^{-06}$ | $2.57 \cdot 10^{-06}$ | 0.60 | $1.70 \cdot 10^{-06}$ |
| 37507 | $6.95 \cdot 10^{-07}$ | $3.70 \cdot 10^{-07}$ | 0.53 | $3.25 \cdot 10^{-07}$ |
| 148739 | $4.94 \cdot 10^{-08}$ | $2.93 \cdot 10^{-08}$ | 0.59 | $2.01 \cdot 10^{-08}$ |

Table 7.3: $E_{P D}^{(\mathrm{ho}-\mathrm{fe})}$, higher-order finite element solution

| \# DOFs | $\left\|J(u)-J\left(u_{h}\right)\right\|$ | $\left\|E\left(u_{h}\right)\right\|$ | $I_{\text {eff }}$ | $\left\|J(u)-\tilde{J}\left(u_{h}\right)\right\|$ |
| :--- | :--- | :--- | :--- | :--- |
| 659 | $4.84 \cdot 10^{-04}$ | $4.61 \cdot 10^{-05}$ | 0.10 | $4.38 \cdot 10^{-04}$ |
| 2467 | $4.85 \cdot 10^{-05}$ | $1.86 \cdot 10^{-05}$ | 0.38 | $2.99 \cdot 10^{-05}$ |
| 9539 | $4.28 \cdot 10^{-06}$ | $2.87 \cdot 10^{-06}$ | 0.67 | $7.15 \cdot 10^{-06}$ |
| 37507 | $6.95 \cdot 10^{-07}$ | $2.30 \cdot 10^{-07}$ | 0.33 | $9.25 \cdot 10^{-07}$ |
| 148739 | $4.94 \cdot 10^{-08}$ | $4.26 \cdot 10^{-08}$ | 0.86 | $9.20 \cdot 10^{-08}$ |

Table 7.4: $E_{P}^{(\mathrm{ho-int})}$, higher-order interpolation

| \# DOFs | $\left\|J(u)-J\left(u_{h}\right)\right\|$ | $\left\|E\left(u_{h}\right)\right\|$ | $I_{\text {eff }}$ | $\left\|J(u)-\tilde{J}\left(u_{h}\right)\right\|$ |
| :--- | :--- | :--- | :--- | :--- |
| 659 | $4.84 \cdot 10^{-04}$ | $1.82 \cdot 10^{-04}$ | 0.38 | $3.02 \cdot 10^{-04}$ |
| 2467 | $4.85 \cdot 10^{-05}$ | $2.45 \cdot 10^{-05}$ | 0.51 | $2.40 \cdot 10^{-05}$ |
| 9539 | $4.28 \cdot 10^{-06}$ | $2.25 \cdot 10^{-07}$ | 0.05 | $4.50 \cdot 10^{-06}$ |
| 37507 | $6.95 \cdot 10^{-07}$ | $6.77 \cdot 10^{-08}$ | 0.10 | $6.27 \cdot 10^{-07}$ |
| 148739 | $4.94 \cdot 10^{-08}$ | $6.88 \cdot 10^{-09}$ | 0.14 | $5.63 \cdot 10^{-08}$ |

Table 7.5: $E_{P D}^{(\text {ho-int })}$, higher-order interpolation

| \# DOFs | $\left\|J(u)-J\left(u_{h}\right)\right\|$ | $\left\|E\left(u_{h}\right)\right\|$ | $I_{\text {eff }}$ | $\left\|J(u)-\tilde{J}\left(u_{h}\right)\right\|$ |
| :--- | :--- | :--- | :--- | :--- |
| 659 | $4.84 \cdot 10^{-04}$ | $1.43 \cdot 10^{-04}$ | 0.29 | $3.42 \cdot 10^{-04}$ |
| 2467 | $4.85 \cdot 10^{-05}$ | $1.47 \cdot 10^{-05}$ | 0.30 | $3.38 \cdot 10^{-05}$ |
| 9539 | $4.28 \cdot 10^{-06}$ | $5.92 \cdot 10^{-07}$ | 0.14 | $3.68 \cdot 10^{-06}$ |
| 37507 | $6.95 \cdot 10^{-07}$ | $1.79 \cdot 10^{-07}$ | 0.26 | $5.16 \cdot 10^{-07}$ |
| 148739 | $4.94 \cdot 10^{-08}$ | $1.33 \cdot 10^{-08}$ | 0.27 | $3.61 \cdot 10^{-08}$ |

Table 7.6: $E_{P}^{(\text {block,1) }}$, block strategy, one update step, $\omega=0.2$

| \# DOFs | $\left\|J(u)-J\left(u_{h}\right)\right\|$ | $\left\|E\left(u_{h}\right)\right\|$ | $I_{\text {eff }}$ | $\left\|J(u)-\tilde{J}\left(u_{h}\right)\right\|$ |
| :--- | :--- | :--- | :--- | :--- |
| 659 | $4.84 \cdot 10^{-04}$ | $1.61 \cdot 10^{-04}$ | 0.33 | $3.23 \cdot 10^{-04}$ |
| 2467 | $4.85 \cdot 10^{-05}$ | $1.65 \cdot 10^{-05}$ | 0.34 | $3.20 \cdot 10^{-05}$ |
| 9539 | $4.28 \cdot 10^{-06}$ | $9.11 \cdot 10^{-07}$ | 0.21 | $3.37 \cdot 10^{-06}$ |
| 37507 | $6.95 \cdot 10^{-07}$ | $1.82 \cdot 10^{-07}$ | 0.26 | $5.13 \cdot 10^{-07}$ |
| 148739 | $4.94 \cdot 10^{-08}$ | $1.71 \cdot 10^{-08}$ | 0.35 | $3.23 \cdot 10^{-08}$ |

Table 7.7: $E_{P}^{(\text {block,2) }}$, block strategy, two update steps, $\omega=0.2$

## Scenario 2: Weighted Integral of Vorticity (I)

| \# DOFs | $\left\|J(u)-J\left(u_{h}\right)\right\|$ | $\left\|E\left(u_{h}\right)\right\|$ | $I_{\text {eff }}$ | $\left\|J(u)-\tilde{J}\left(u_{h}\right)\right\|$ |
| :--- | :--- | :--- | :--- | :--- |
| 659 | $3.16 \cdot 10^{-04}$ | $3.16 \cdot 10^{-04}$ | 1.00 | $5.68 \cdot 10^{-08}$ |
| 2467 | $1.95 \cdot 10^{-05}$ | $1.95 \cdot 10^{-05}$ | 1.00 | $7.67 \cdot 10^{-10}$ |
| 9539 | $1.22 \cdot 10^{-06}$ | $1.22 \cdot 10^{-06}$ | 1.00 | $1.38 \cdot 10^{-11}$ |
| 37507 | $7.61 \cdot 10^{-08}$ | $7.61 \cdot 10^{-08}$ | 1.00 | $2.39 \cdot 10^{-12}$ |
| 148739 | $4.75 \cdot 10^{-09}$ | $4.76 \cdot 10^{-09}$ | 1.00 | $2.10 \cdot 10^{-12}$ |

Table 7.8: $E_{D}^{\text {(anal.) }}$, analytical solution of primal problem

| \# DOFs | $\left\|J(u)-J\left(u_{h}\right)\right\|$ | $\left\|E\left(u_{h}\right)\right\|$ | $I_{\text {eff }}$ | $\left\|J(u)-\tilde{J}\left(u_{h}\right)\right\|$ |
| :--- | :--- | :--- | :--- | :--- |
| 659 | $3.16 \cdot 10^{-04}$ | $2.24 \cdot 10^{-04}$ | 0.71 | $9.25 \cdot 10^{-05}$ |
| 2467 | $1.95 \cdot 10^{-05}$ | $1.40 \cdot 10^{-05}$ | 0.72 | $5.53 \cdot 10^{-06}$ |
| 9539 | $1.22 \cdot 10^{-06}$ | $8.74 \cdot 10^{-07}$ | 0.72 | $3.44 \cdot 10^{-07}$ |
| 37507 | $7.61 \cdot 10^{-08}$ | $5.45 \cdot 10^{-08}$ | 0.72 | $2.16 \cdot 10^{-08}$ |
| 148739 | $4.75 \cdot 10^{-09}$ | $3.40 \cdot 10^{-09}$ | 0.72 | $1.35 \cdot 10^{-09}$ |

Table 7.9: $E_{P}^{(\mathrm{ho}-\mathrm{fe})}$, higher-order finite element solution

| \# DOFs | $\left\|J(u)-J\left(u_{h}\right)\right\|$ | $\left\|E\left(u_{h}\right)\right\|$ | $I_{\text {eff }}$ | $\left\|J(u)-\widetilde{J}\left(u_{h}\right)\right\|$ |
| :--- | :--- | :--- | :--- | :--- |
| 659 | $3.16 \cdot 10^{-04}$ | $2.85 \cdot 10^{-04}$ | 0.90 | $3.18 \cdot 10^{-05}$ |
| 2467 | $1.95 \cdot 10^{-05}$ | $1.77 \cdot 10^{-05}$ | 0.91 | $1.85 \cdot 10^{-06}$ |
| 9539 | $1.22 \cdot 10^{-06}$ | $1.10 \cdot 10^{-06}$ | 0.91 | $1.15 \cdot 10^{-07}$ |
| 37507 | $7.61 \cdot 10^{-08}$ | $6.89 \cdot 10^{-08}$ | 0.91 | $7.18 \cdot 10^{-09}$ |
| 148739 | $4.75 \cdot 10^{-09}$ | $4.31 \cdot 10^{-09}$ | 0.91 | $4.48 \cdot 10^{-10}$ |

Table 7.10: $E_{P D}^{(\text {ho-fe })}$, higher-order finite element solution

| \# DOFs | $\left\|J(u)-J\left(u_{h}\right)\right\|$ | $\left\|E\left(u_{h}\right)\right\|$ | $I_{\text {eff }}$ | $\left\|J(u)-\tilde{J}\left(u_{h}\right)\right\|$ |
| :--- | :--- | :--- | :--- | :--- |
| 659 | $3.16 \cdot 10^{-04}$ | $1.89 \cdot 10^{-04}$ | 0.60 | $1.27 \cdot 10^{-04}$ |
| 2467 | $1.95 \cdot 10^{-05}$ | $1.34 \cdot 10^{-05}$ | 0.68 | $6.16 \cdot 10^{-06}$ |
| 9539 | $1.22 \cdot 10^{-06}$ | $8.66 \cdot 10^{-07}$ | 0.71 | $3.52 \cdot 10^{-07}$ |
| 37507 | $7.61 \cdot 10^{-08}$ | $5.45 \cdot 10^{-08}$ | 0.72 | $2.16 \cdot 10^{-08}$ |
| 148739 | $4.75 \cdot 10^{-09}$ | $3.41 \cdot 10^{-09}$ | 0.72 | $1.35 \cdot 10^{-09}$ |

Table 7.11: $E_{P}^{(\text {ho-int })}$, higher-order interpolation

| \# DOFs | $\left\|J(u)-J\left(u_{h}\right)\right\|$ | $\left\|E\left(u_{h}\right)\right\|$ | $I_{\text {eff }}$ | $\left\|J(u)-\tilde{J}\left(u_{h}\right)\right\|$ |
| :--- | :--- | :--- | :--- | :--- |
| 659 | $3.16 \cdot 10^{-04}$ | $2.61 \cdot 10^{-04}$ | 0.82 | $5.57 \cdot 10^{-05}$ |
| 2467 | $1.95 \cdot 10^{-05}$ | $1.66 \cdot 10^{-05}$ | 0.85 | $2.93 \cdot 10^{-06}$ |
| 9539 | $1.22 \cdot 10^{-06}$ | $1.04 \cdot 10^{-06}$ | 0.86 | $1.74 \cdot 10^{-07}$ |
| 37507 | $7.61 \cdot 10^{-08}$ | $6.53 \cdot 10^{-08}$ | 0.86 | $1.08 \cdot 10^{-08}$ |
| 148739 | $4.75 \cdot 10^{-09}$ | $4.08 \cdot 10^{-09}$ | 0.86 | $6.72 \cdot 10^{-10}$ |

Table 7.12: $E_{P D}^{(\text {ho-int })}$, higher-order interpolation

| \# DOFs | $\left\|J(u)-J\left(u_{h}\right)\right\|$ | $\left\|E\left(u_{h}\right)\right\|$ | $I_{\text {eff }}$ | $\left\|J(u)-\tilde{J}\left(u_{h}\right)\right\|$ |
| :--- | :--- | :--- | :--- | :--- |
| 659 | $3.16 \cdot 10^{-04}$ | $9.86 \cdot 10^{-05}$ | 0.31 | $2.18 \cdot 10^{-04}$ |
| 2467 | $1.95 \cdot 10^{-05}$ | $6.19 \cdot 10^{-06}$ | 0.32 | $1.34 \cdot 10^{-05}$ |
| 9539 | $1.22 \cdot 10^{-06}$ | $3.82 \cdot 10^{-07}$ | 0.31 | $8.37 \cdot 10^{-07}$ |
| 37507 | $7.61 \cdot 10^{-08}$ | $2.36 \cdot 10^{-08}$ | 0.31 | $5.25 \cdot 10^{-08}$ |
| 148739 | $4.75 \cdot 10^{-09}$ | $1.47 \cdot 10^{-09}$ | 0.31 | $3.29 \cdot 10^{-09}$ |

Table 7.13: $E_{P}^{(\text {block,1) }}$, block strategy, one update step, $\omega=0.2$

| \# DOFs | $\left\|J(u)-J\left(u_{h}\right)\right\|$ | $\left\|E\left(u_{h}\right)\right\|$ | $I_{\text {eff }}$ | $\left\|J(u)-\tilde{J}\left(u_{h}\right)\right\|$ |
| :--- | :--- | :--- | :--- | :--- |
| 659 | $3.16 \cdot 10^{-04}$ | $1.16 \cdot 10^{-04}$ | 0.37 | $2.00 \cdot 10^{-04}$ |
| 2467 | $1.95 \cdot 10^{-05}$ | $7.14 \cdot 10^{-06}$ | 0.37 | $1.24 \cdot 10^{-05}$ |
| 9539 | $1.22 \cdot 10^{-06}$ | $4.40 \cdot 10^{-07}$ | 0.36 | $7.78 \cdot 10^{-07}$ |
| 37507 | $7.61 \cdot 10^{-08}$ | $2.73 \cdot 10^{-08}$ | 0.36 | $4.88 \cdot 10^{-08}$ |
| 148739 | $4.75 \cdot 10^{-09}$ | $1.70 \cdot 10^{-09}$ | 0.36 | $3.06 \cdot 10^{-09}$ |

Table 7.14: $E_{P}^{(\text {block,2) }}$, block strategy, two update steps, $\omega=0.2$

## Scenario 3: Weighted Integral of Vorticity (II)

| \# DOFs | $\left\|J(u)-J\left(u_{h}\right)\right\|$ | $\left\|E\left(u_{h}\right)\right\|$ | $I_{\text {eff }}$ | $\left\|J(u)-\widetilde{J}\left(u_{h}\right)\right\|$ |
| :--- | :--- | :--- | :--- | :--- |
| 659 | $2.44 \cdot 10^{-05}$ | $2.95 \cdot 10^{-05}$ | 1.21 | $5.03 \cdot 10^{-06}$ |
| 2467 | $2.39 \cdot 10^{-06}$ | $8.56 \cdot 10^{-07}$ | 0.36 | $3.24 \cdot 10^{-06}$ |
| 9539 | $1.33 \cdot 10^{-07}$ | $3.62 \cdot 10^{-08}$ | 0.27 | $9.70 \cdot 10^{-08}$ |
| 37507 | $3.07 \cdot 10^{-09}$ | $3.92 \cdot 10^{-09}$ | 1.28 | $8.47 \cdot 10^{-10}$ |
| 148739 | $9.07 \cdot 10^{-11}$ | $7.96 \cdot 10^{-11}$ | 0.88 | $1.11 \cdot 10^{-11}$ |

Table 7.15: $E_{D}^{(\text {anal. })}$, analytical solution of primal problem

| \# DOFs | $\left\|J(u)-J\left(u_{h}\right)\right\|$ | $\left\|E\left(u_{h}\right)\right\|$ | $I_{\text {eff }}$ | $\left\|J(u)-\tilde{J}\left(u_{h}\right)\right\|$ |
| :--- | :--- | :--- | :--- | :--- |
| 659 | $2.44 \cdot 10^{-05}$ | $3.14 \cdot 10^{-05}$ | 1.29 | $7.01 \cdot 10^{-06}$ |
| 2467 | $2.39 \cdot 10^{-06}$ | $8.29 \cdot 10^{-07}$ | 0.35 | $3.22 \cdot 10^{-06}$ |
| 9539 | $1.33 \cdot 10^{-07}$ | $3.23 \cdot 10^{-08}$ | 0.24 | $1.01 \cdot 10^{-07}$ |
| 37507 | $3.07 \cdot 10^{-09}$ | $3.70 \cdot 10^{-09}$ | 1.21 | $6.36 \cdot 10^{-10}$ |
| 148739 | $9.07 \cdot 10^{-11}$ | $6.54 \cdot 10^{-11}$ | 0.72 | $2.53 \cdot 10^{-11}$ |

Table 7.16: $E_{P}^{(\text {ho-fe })}$, higher-order finite element solution

| \# DOFs | $\left\|J(u)-J\left(u_{h}\right)\right\|$ | $\left\|E\left(u_{h}\right)\right\|$ | $I_{\text {eff }}$ | $\left\|J(u)-\widetilde{J}\left(u_{h}\right)\right\|$ |
| :--- | :--- | :--- | :--- | :--- |
| 659 | $2.44 \cdot 10^{-05}$ | $3.09 \cdot 10^{-05}$ | 1.26 | $6.43 \cdot 10^{-06}$ |
| 2467 | $2.39 \cdot 10^{-06}$ | $8.67 \cdot 10^{-07}$ | 0.36 | $3.26 \cdot 10^{-06}$ |
| 9539 | $1.33 \cdot 10^{-07}$ | $3.47 \cdot 10^{-08}$ | 0.26 | $9.86 \cdot 10^{-08}$ |
| 37507 | $3.07 \cdot 10^{-09}$ | $3.86 \cdot 10^{-09}$ | 1.26 | $7.87 \cdot 10^{-10}$ |
| 148739 | $9.07 \cdot 10^{-11}$ | $7.48 \cdot 10^{-11}$ | 0.83 | $1.58 \cdot 10^{-11}$ |

Table 7.17: $E_{P D}^{(\text {ho-fe })}$, higher-order finite element solution

| \# DOFs | $\left\|J(u)-J\left(u_{h}\right)\right\|$ | $\left\|E\left(u_{h}\right)\right\|$ | $I_{\text {eff }}$ | $\left\|J(u)-\tilde{J}\left(u_{h}\right)\right\|$ |
| :--- | :--- | :--- | :--- | :--- |
| 659 | $2.44 \cdot 10^{-05}$ | $7.52 \cdot 10^{-06}$ | 0.31 | $1.69 \cdot 10^{-05}$ |
| 2467 | $2.39 \cdot 10^{-06}$ | $1.19 \cdot 10^{-06}$ | 0.50 | $1.19 \cdot 10^{-06}$ |
| 9539 | $1.33 \cdot 10^{-07}$ | $2.95 \cdot 10^{-08}$ | 0.22 | $1.04 \cdot 10^{-07}$ |
| 37507 | $3.07 \cdot 10^{-09}$ | $2.23 \cdot 10^{-09}$ | 0.72 | $8.44 \cdot 10^{-10}$ |
| 148739 | $9.07 \cdot 10^{-11}$ | $2.32 \cdot 10^{-10}$ | 2.56 | $1.41 \cdot 10^{-10}$ |

Table 7.18: $E_{P}^{(\text {ho-int })}$, higher-order interpolation

| \# DOFs | $\left\|J(u)-J\left(u_{h}\right)\right\|$ | $\left\|E\left(u_{h}\right)\right\|$ | $I_{\text {eff }}$ | $\left\|J(u)-\tilde{J}\left(u_{h}\right)\right\|$ |
| :--- | :--- | :--- | :--- | :--- |
| 659 | $2.44 \cdot 10^{-05}$ | $1.94 \cdot 10^{-05}$ | 0.79 | $5.01 \cdot 10^{-06}$ |
| 2467 | $2.39 \cdot 10^{-06}$ | $1.49 \cdot 10^{-07}$ | 0.06 | $2.24 \cdot 10^{-06}$ |
| 9539 | $1.33 \cdot 10^{-07}$ | $3.26 \cdot 10^{-08}$ | 0.24 | $1.01 \cdot 10^{-07}$ |
| 37507 | $3.07 \cdot 10^{-09}$ | $3.07 \cdot 10^{-09}$ | 1.00 | $5.43 \cdot 10^{-12}$ |
| 148739 | $9.07 \cdot 10^{-11}$ | $1.55 \cdot 10^{-10}$ | 1.71 | $6.47 \cdot 10^{-11}$ |

Table 7.19: $E_{P D}^{(\text {ho-int })}$, higher-order interpolation

| \# DOFs | $\left\|J(u)-J\left(u_{h}\right)\right\|$ | $\left\|E\left(u_{h}\right)\right\|$ | $I_{\text {eff }}$ | $\left\|J(u)-\tilde{J}\left(u_{h}\right)\right\|$ |
| :--- | :--- | :--- | :--- | :--- |
| 659 | $2.44 \cdot 10^{-05}$ | $1.51 \cdot 10^{-05}$ | 0.62 | $9.31 \cdot 10^{-06}$ |
| 2467 | $2.39 \cdot 10^{-06}$ | $4.13 \cdot 10^{-07}$ | 0.17 | $2.80 \cdot 10^{-06}$ |
| 9539 | $1.33 \cdot 10^{-07}$ | $1.42 \cdot 10^{-08}$ | 0.11 | $1.19 \cdot 10^{-07}$ |
| 37507 | $3.07 \cdot 10^{-09}$ | $1.62 \cdot 10^{-09}$ | 0.53 | $1.45 \cdot 10^{-09}$ |
| 148739 | $9.07 \cdot 10^{-11}$ | $2.93 \cdot 10^{-11}$ | 0.32 | $6.13 \cdot 10^{-11}$ |

Table 7.20: $E_{P}^{(\text {block,1) }}$, block strategy, one update step, $\omega=0.2$

| \# DOFs | $\left\|J(u)-J\left(u_{h}\right)\right\|$ | $\left\|E\left(u_{h}\right)\right\|$ | $I_{\text {eff }}$ | $\left\|J(u)-\tilde{J}\left(u_{h}\right)\right\|$ |
| :--- | :--- | :--- | :--- | :--- |
| 659 | $2.44 \cdot 10^{-05}$ | $1.71 \cdot 10^{-05}$ | 0.70 | $7.29 \cdot 10^{-06}$ |
| 2467 | $2.39 \cdot 10^{-06}$ | $4.54 \cdot 10^{-07}$ | 0.19 | $2.84 \cdot 10^{-06}$ |
| 9539 | $1.33 \cdot 10^{-07}$ | $1.65 \cdot 10^{-08}$ | 0.12 | $1.17 \cdot 10^{-07}$ |
| 37507 | $3.07 \cdot 10^{-09}$ | $1.88 \cdot 10^{-09}$ | 0.61 | $1.19 \cdot 10^{-09}$ |
| 148739 | $9.07 \cdot 10^{-11}$ | $3.40 \cdot 10^{-11}$ | 0.37 | $5.67 \cdot 10^{-11}$ |

Table 7.21: $E_{P}^{(\text {block,2) }}$, block strategy, two update steps, $\omega=0.2$

## Scenario 4: Point Value of Vorticity

| \# DOFs | $\left\|J(u)-J\left(u_{h}\right)\right\|$ | $\left\|E\left(u_{h}\right)\right\|$ | $I_{\text {eff }}$ | $\left\|J(u)-\tilde{J}\left(u_{h}\right)\right\|$ |
| :--- | :--- | :--- | :--- | :--- |
| 2467 | $4.04 \cdot 10^{-04}$ | $2.29 \cdot 10^{-04}$ | 0.57 | $1.74 \cdot 10^{-04}$ |
| 9539 | $8.56 \cdot 10^{-05}$ | $4.19 \cdot 10^{-05}$ | 0.49 | $4.36 \cdot 10^{-05}$ |
| 37507 | $1.34 \cdot 10^{-05}$ | $8.47 \cdot 10^{-06}$ | 0.63 | $4.91 \cdot 10^{-06}$ |
| 148739 | $8.18 \cdot 10^{-07}$ | $1.87 \cdot 10^{-07}$ | 0.23 | $6.32 \cdot 10^{-07}$ |

Table 7.22: $E_{D}^{(\text {anal.) }}$, analytical solution of primal problem

| \# DOFs | $\left\|J(u)-J\left(u_{h}\right)\right\|$ | $\left\|E\left(u_{h}\right)\right\|$ | $I_{\text {eff }}$ | $\left\|J(u)-\tilde{J}\left(u_{h}\right)\right\|$ |
| :--- | :--- | :--- | :--- | :--- |
| 2467 | $4.04 \cdot 10^{-04}$ | $1.48 \cdot 10^{-04}$ | 0.37 | $2.56 \cdot 10^{-04}$ |
| 9539 | $8.56 \cdot 10^{-05}$ | $4.34 \cdot 10^{-05}$ | 0.51 | $4.22 \cdot 10^{-05}$ |
| 37507 | $1.34 \cdot 10^{-05}$ | $8.49 \cdot 10^{-06}$ | 0.63 | $4.89 \cdot 10^{-06}$ |
| 148739 | $8.18 \cdot 10^{-07}$ | $1.86 \cdot 10^{-07}$ | 0.23 | $6.32 \cdot 10^{-07}$ |

Table 7.23: $E_{P}^{(\text {ho-fe })}$, higher-order finite element solution

| \# DOFs | $\left\|J(u)-J\left(u_{h}\right)\right\|$ | $\left\|E\left(u_{h}\right)\right\|$ | $I_{\text {eff }}$ | $\left\|J(u)-\tilde{J}\left(u_{h}\right)\right\|$ |
| :--- | :--- | :--- | :--- | :--- |
| 2467 | $4.04 \cdot 10^{-04}$ | $1.48 \cdot 10^{-04}$ | 0.37 | $2.56 \cdot 10^{-04}$ |
| 9539 | $8.56 \cdot 10^{-05}$ | $4.34 \cdot 10^{-05}$ | 0.51 | $4.22 \cdot 10^{-05}$ |
| 37507 | $1.34 \cdot 10^{-05}$ | $8.49 \cdot 10^{-06}$ | 0.63 | $4.89 \cdot 10^{-06}$ |
| 148739 | $8.18 \cdot 10^{-07}$ | $1.86 \cdot 10^{-07}$ | 0.23 | $6.32 \cdot 10^{-07}$ |

Table 7.24: $E_{P D}^{(\text {ho-fe })}$, higher-order finite element solution

| \# DOFs | $\left\|J(u)-J\left(u_{h}\right)\right\|$ | $\left\|E\left(u_{h}\right)\right\|$ | $I_{\text {eff }}$ | $\left\|J(u)-\tilde{J}\left(u_{h}\right)\right\|$ |
| :--- | :--- | :--- | :--- | :--- |
| 2467 | $4.04 \cdot 10^{-04}$ | $5.60 \cdot 10^{-04}$ | 1.39 | $9.64 \cdot 10^{-04}$ |
| 9539 | $8.56 \cdot 10^{-05}$ | $7.58 \cdot 10^{-06}$ | 0.09 | $7.80 \cdot 10^{-05}$ |
| 37507 | $1.34 \cdot 10^{-05}$ | $5.22 \cdot 10^{-06}$ | 0.39 | $8.16 \cdot 10^{-06}$ |
| 148739 | $8.18 \cdot 10^{-07}$ | $5.77 \cdot 10^{-07}$ | 0.71 | $1.40 \cdot 10^{-06}$ |

Table 7.25: $E_{P}^{(\text {ho-int })}$, higher-order interpolation

| \# DOFs | $\left\|J(u)-J\left(u_{h}\right)\right\|$ | $\left\|E\left(u_{h}\right)\right\|$ | $I_{\text {eff }}$ | $\left\|J(u)-\tilde{J}\left(u_{h}\right)\right\|$ |
| :--- | :--- | :--- | :--- | :--- |
| 2467 | $4.04 \cdot 10^{-04}$ | $3.98 \cdot 10^{-04}$ | 0.99 | $8.02 \cdot 10^{-04}$ |
| 9539 | $8.56 \cdot 10^{-05}$ | $2.70 \cdot 10^{-05}$ | 0.32 | $5.86 \cdot 10^{-05}$ |
| 37507 | $1.34 \cdot 10^{-05}$ | $6.89 \cdot 10^{-06}$ | 0.51 | $6.50 \cdot 10^{-06}$ |
| 148739 | $8.18 \cdot 10^{-07}$ | $1.95 \cdot 10^{-07}$ | 0.24 | $1.01 \cdot 10^{-06}$ |

Table 7.26: $E_{P D}^{(\text {ho-int })}$, higher-order interpolation

| \# DOFs | $\left\|J(u)-J\left(u_{h}\right)\right\|$ | $\left\|E\left(u_{h}\right)\right\|$ | $I_{\text {eff }}$ | $\left\|J(u)-\tilde{J}\left(u_{h}\right)\right\|$ |
| :--- | :--- | :--- | :--- | :--- |
| 2467 | $4.04 \cdot 10^{-04}$ | $4.96 \cdot 10^{-04}$ | 1.23 | $8.99 \cdot 10^{-04}$ |
| 9539 | $8.56 \cdot 10^{-05}$ | $5.79 \cdot 10^{-05}$ | 0.68 | $2.77 \cdot 10^{-05}$ |
| 37507 | $1.34 \cdot 10^{-05}$ | $1.34 \cdot 10^{-05}$ | 1.00 | $1.77 \cdot 10^{-08}$ |
| 148739 | $8.18 \cdot 10^{-07}$ | $2.12 \cdot 10^{-07}$ | 0.26 | $1.03 \cdot 10^{-06}$ |

Table 7.27: $E_{P}^{(\text {block,1) }}$, block strategy, one update step, $\omega=0.6$

| \# DOFs | $\left\|J(u)-J\left(u_{h}\right)\right\|$ | $\left\|E\left(u_{h}\right)\right\|$ | $I_{\text {eff }}$ | $\left\|J(u)-\tilde{J}\left(u_{h}\right)\right\|$ |
| :--- | :--- | :--- | :--- | :--- |
| 2467 | $4.04 \cdot 10^{-04}$ | $2.32 \cdot 10^{-04}$ | 0.57 | $1.72 \cdot 10^{-04}$ |
| 9539 | $8.56 \cdot 10^{-05}$ | $1.12 \cdot 10^{-05}$ | 0.13 | $7.44 \cdot 10^{-05}$ |
| 37507 | $1.34 \cdot 10^{-05}$ | $8.65 \cdot 10^{-06}$ | 0.65 | $2.20 \cdot 10^{-05}$ |
| 148739 | $8.18 \cdot 10^{-07}$ | $7.18 \cdot 10^{-07}$ | 0.88 | $1.00 \cdot 10^{-07}$ |

Table 7.28: $E_{P}^{(\text {block,2) }}$, block strategy, two update steps, $\omega=0.6$

## Scenario 5: Kinetic Energy

| \# DOFs | $\left\|J(u)-J\left(u_{h}\right)\right\|$ | $\left\|E\left(u_{h}\right)\right\|$ | $I_{\text {eff }}$ | $\left\|J(u)-\tilde{J}\left(u_{h}\right)\right\|$ |
| :--- | :--- | :--- | :--- | :--- |
| 2467 | $4.35 \cdot 10^{-03}$ | $4.34 \cdot 10^{-03}$ | 1.00 | $1.16 \cdot 10^{-05}$ |
| 9539 | $2.55 \cdot 10^{-04}$ | $2.56 \cdot 10^{-04}$ | 1.00 | $1.17 \cdot 10^{-06}$ |
| 37507 | $1.55 \cdot 10^{-05}$ | $1.56 \cdot 10^{-05}$ | 1.00 | $1.89 \cdot 10^{-08}$ |
| 148739 | $9.65 \cdot 10^{-07}$ | $9.65 \cdot 10^{-07}$ | 1.00 | $2.94 \cdot 10^{-10}$ |

Table 7.29: $E_{D}^{\text {(anal.) }}$, analytical solution of primal problem

| \# DOFs | $\left\|J(u)-J\left(u_{h}\right)\right\|$ | $\left\|E\left(u_{h}\right)\right\|$ | $I_{\text {eff }}$ | $\left\|J(u)-\tilde{J}\left(u_{h}\right)\right\|$ |
| :--- | :--- | :--- | :--- | :--- |
| 2467 | $4.35 \cdot 10^{-03}$ | $4.17 \cdot 10^{-03}$ | 0.96 | $1.83 \cdot 10^{-04}$ |
| 9539 | $2.55 \cdot 10^{-04}$ | $2.52 \cdot 10^{-04}$ | 0.99 | $2.98 \cdot 10^{-06}$ |
| 37507 | $1.55 \cdot 10^{-05}$ | $1.55 \cdot 10^{-05}$ | 1.00 | $5.01 \cdot 10^{-08}$ |
| 148739 | $9.65 \cdot 10^{-07}$ | $9.64 \cdot 10^{-07}$ | 1.00 | $8.03 \cdot 10^{-10}$ |

Table 7.30: $E_{P}^{(\text {ho-fe })}$, higher-order finite element solution

| \# DOFs | $\left\|J(u)-J\left(u_{h}\right)\right\|$ | $\left\|E\left(u_{h}\right)\right\|$ | $I_{\text {eff }}$ | $\left\|J(u)-\tilde{J}\left(u_{h}\right)\right\|$ |
| :--- | :--- | :--- | :--- | :--- |
| 2467 | $4.35 \cdot 10^{-03}$ | $4.17 \cdot 10^{-03}$ | 0.96 | $1.83 \cdot 10^{-04}$ |
| 9539 | $2.55 \cdot 10^{-04}$ | $2.52 \cdot 10^{-04}$ | 0.99 | $2.98 \cdot 10^{-06}$ |
| 37507 | $1.55 \cdot 10^{-05}$ | $1.55 \cdot 10^{-05}$ | 1.00 | $5.01 \cdot 10^{-08}$ |
| 148739 | $9.65 \cdot 10^{-07}$ | $9.64 \cdot 10^{-07}$ | 1.00 | $8.03 \cdot 10^{-10}$ |

Table 7.31: $E_{P D}^{(\text {ho-fe })}$, higher-order finite element solution

| \# DOFs | $\left\|J(u)-J\left(u_{h}\right)\right\|$ | $\left\|E\left(u_{h}\right)\right\|$ | $I_{\text {eff }}$ | $\left\|J(u)-\tilde{J}\left(u_{h}\right)\right\|$ |
| :--- | :--- | :--- | :--- | :--- |
| 2467 | $4.35 \cdot 10^{-03}$ | $3.57 \cdot 10^{-03}$ | 0.82 | $7.81 \cdot 10^{-04}$ |
| 9539 | $2.55 \cdot 10^{-04}$ | $2.52 \cdot 10^{-04}$ | 0.99 | $3.03 \cdot 10^{-06}$ |
| 37507 | $1.55 \cdot 10^{-05}$ | $1.57 \cdot 10^{-05}$ | 1.01 | $1.23 \cdot 10^{-07}$ |
| 148739 | $9.65 \cdot 10^{-07}$ | $9.67 \cdot 10^{-07}$ | 1.00 | $2.07 \cdot 10^{-09}$ |

Table 7.32: $E_{P}^{(\text {ho-int })}$, higher-order interpolation

| \# DOFs | $\left\|J(u)-J\left(u_{h}\right)\right\|$ | $\left\|E\left(u_{h}\right)\right\|$ | $I_{\text {eff }}$ | $\left\|J(u)-\tilde{J}\left(u_{h}\right)\right\|$ |
| :--- | :--- | :--- | :--- | :--- |
| 2467 | $4.35 \cdot 10^{-03}$ | $3.35 \cdot 10^{-03}$ | 0.77 | $1.01 \cdot 10^{-03}$ |
| 9539 | $2.55 \cdot 10^{-04}$ | $2.51 \cdot 10^{-04}$ | 0.98 | $4.25 \cdot 10^{-06}$ |
| 37507 | $1.55 \cdot 10^{-05}$ | $1.56 \cdot 10^{-05}$ | 1.01 | $1.01 \cdot 10^{-07}$ |
| 148739 | $9.65 \cdot 10^{-07}$ | $9.67 \cdot 10^{-07}$ | 1.00 | $1.72 \cdot 10^{-09}$ |

Table 7.33: $E_{P D}^{(\text {ho-int })}$, higher-order interpolation

| \# DOFs | $\left\|J(u)-J\left(u_{h}\right)\right\|$ | $\left\|E\left(u_{h}\right)\right\|$ | $I_{\text {eff }}$ | $\left\|J(u)-\tilde{J}\left(u_{h}\right)\right\|$ |
| :--- | :--- | :--- | :--- | :--- |
| 2467 | $4.35 \cdot 10^{-03}$ | $4.67 \cdot 10^{-03}$ | 1.07 | $3.16 \cdot 10^{-04}$ |
| 9539 | $2.55 \cdot 10^{-04}$ | $3.03 \cdot 10^{-04}$ | 1.19 | $4.77 \cdot 10^{-05}$ |
| 37507 | $1.55 \cdot 10^{-05}$ | $1.92 \cdot 10^{-05}$ | 1.23 | $3.63 \cdot 10^{-06}$ |
| 148739 | $9.65 \cdot 10^{-07}$ | $1.20 \cdot 10^{-06}$ | 1.24 | $2.36 \cdot 10^{-07}$ |

Table 7.34: $E_{P}^{(\text {block,1) }}$, block strategy, one update step, $\omega=0.7$

| \# DOFs | $\left\|J(u)-J\left(u_{h}\right)\right\|$ | $\left\|E\left(u_{h}\right)\right\|$ | $I_{\text {eff }}$ | $\left\|J(u)-\tilde{J}\left(u_{h}\right)\right\|$ |
| :--- | :--- | :--- | :--- | :--- |
| 2467 | $4.35 \cdot 10^{-03}$ | $5.26 \cdot 10^{-03}$ | 1.21 | $9.61 \cdot 10^{-03}$ |
| 9539 | $2.55 \cdot 10^{-04}$ | $3.01 \cdot 10^{-04}$ | 1.18 | $5.57 \cdot 10^{-04}$ |
| 37507 | $1.55 \cdot 10^{-05}$ | $1.83 \cdot 10^{-05}$ | 1.18 | $3.39 \cdot 10^{-05}$ |
| 148739 | $9.65 \cdot 10^{-07}$ | $1.14 \cdot 10^{-06}$ | 1.18 | $2.10 \cdot 10^{-06}$ |

Table 7.35: $E_{P}^{(\text {block,2) }}$, block strategy, two update steps, $\omega=0.7$
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