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1. Introduction

For now more than twenty years, optical methods are making use of the revolu-
tionary ultra-high sensitivity for the detection of single molecule fluorescence at
ambient conditions [1], [2]. Ever since, single molecule techniques were explored by
a wide community of biologists, chemists and physicists with different aims.
The special field of biophysics, which aims at better understanding the function

and structure of biological molecules, is particularly interested in a further develop-
ment of the sensitivity and resolution of optical techniques. If electron microscopy
techniques do help to gather useful information on these molecules, the prepara-
tion methods and observing conditions are often detrimental to their integrity [3].
Also, dynamic information is not accessible due to the fixation techniques needed
to image samples in an electron microscope. A much more flexible way to gather
this information is to use fluorescent molecules as a probe of the local environment
of a biological structure. Due to high specificity of fluorescent markers, optical
techniques have proven to be, until today, the best method to satisfy the needs
of biophysicists regarding the observation of dynamic processes on a microscopic
scale.
A single molecule technique is mainly characterized by two aspects which are

closely related: its resolution capability and the achievable signal-to-noise ratio.
But not only high-resolving imaging techniques allows one to observe single mole-
cules. If the molecules to detect are sparse enough, lower-resolving techniques,
such as wide field microscopy [1] or confocal microscopy [4], can also be used to
detect single molecules. However, as the concentration of fluorescent molecules is
increased, the resolution has to be increased too in order to further detect only sin-
gle molecules. This requirement has particularly pushed the field of optical imaging
forward and as a consequence a plethora of new imaging techniques were developed
that increase the resolving capabilities at optical wavelength beyond the diffraction
barrier. The first of these high-resolving techniques used to image single molecules
was near-field scanning optical microscopy (NSOM) [5]. Many techniques have fol-
lowed with the same goal of resolution enhancement but with different approaches.
Some of these techniques aim at shaping the excitation light path to obtain a better
resolution of a factor two or three [6], [7]. Many others are based on fluorescence
switching techniques [8] [9] among which stimulated emission depletion (STED)
[10], photoactivated localization microscopy (PALM) [11], stochastic optical recon-
struction microscopy (STORM) [12] or its more flexible variant direct STORM
(dSTORM) [13] are most prominent.
But resolution is not the only demanding criterion to detect single molecule at

optical wavelengths. Also the fluorescence signal of the molecules of interest must
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be high enough to be able to compete with unwanted signals. These are commonly
termed as background signal or noise and the signal-to-noise ratio (SNR) must be as
high as possible. In the case of detecting fluorescence signals in a biologically rele-
vant environment, the common noise sources are Rayleigh and Raman scattering or
autofluorescence of biological samples. While many optical techniques can more or
less reduce these background signals by, e.g., appropriate filter sets, time-gated flu-
orescence measurement [1] or working with larger excitation wavelength (for which
autofluorescence is decreased) [14], their ability to increase the fluorescence signal is
often limited. A young research field called plasmonics consists in designing metal-
lic nanostructures at which surface charge density oscillations or surface plasmons
are created [15]. These plasmons are coupled to light and enhance the excitation
light or the fluorescence light intensity locally with a resulting fluorescence signal
greater than that of conventional optical techniques [16], [17], [18].
Improving single molecule detection techniques is still needed but the reward

is worth it. These techniques can gather information on many single molecules
and this way allows one to measure the distribution of values for an experimen-
tal parameter instead of only its average value [19]. Also it removes the need for
synchronisation of many molecules undergoing a time-dependent process [19]. For
example, diffusion processes or binding kinetics can be monitored at thermody-
namical equilibrium by detecting the fluorescence fluctuation of molecules diffusing
in and out of a given excitation volume. In order to efficiently extract kinetic
information from the large amount of data obtained by single molecule measure-
ments, appropriate mathematical tools have to be used. Fluorescence Correlation
Spectroscopy (FCS) [20] correlates the arrival times of subsequent photon detection
events. The calculated correlated function depends on the kinetics of the process
under study as well as on the particular shape of the excitation volume and provides
most valuable information on the single molecule dynamics.
FCS was already combined with different high-resolving techniques. Using total

internal reflection fluorescence (TIRF), surface bound dynamics could be measured
[21]. Also STED was used in combination with FCS to show the principle reduc-
tion of the excitation volume [22]. But contribution to the fluorescence signal of
molecules at the focal periphery seems to limit the use of this technique [22] [23]. So
far, these techniques also lack a good time resolution and small excitation volumes.
The high intensity gradients at metallic nanostructures such as zero mode waveg-

uides (ZMW) paved the way to highly temporally and spatially resolved FCS mea-
surements [24]. However, methods using ZMW cannot simultaneaously image the
structures at which dynamic processes are to be measured. Consequently, it is
not possible to identify a specific structure and realize FCS measurements at this
defined position.
As a scanning method, NSOM is able to give high-resolved images of sample sur-

faces. Though NSOM-FCS has already been applied to measurements of surface
bound dynamics in biological environments [25] [26], its scanning ability was never
used to target FCS measurements at a specific subwavelength structure. There are
mainly two reasons for this. Firstly, imaging of biological substrates in water using
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feedback control is a complicated matter and requires the development of appro-
priate methods; secondly, conventional aperture probes cannot deliver a sufficient
excitation intensity for the detection of ultra-low fluorescence at a high temporal
resolution. Using the superior light throughput and light confinement at a triangu-
lar aperture probe, NSOM-FCS developed in this thesis could be used within this
thesis for the first time to measure the translocation dynamics of proteins at a the
subwavelength sized nuclear pores of a nuclear membrane.
A further major goal of this thesis was to derive a heuristical model for the

correlation function of the free diffusion of fluorescent molecules at the triangular
aperture probe and thereby laying a foundation for the understanding of the new
method NSOM-FCS.

Outline of this thesis

Chapter 2 introduces the concept of near-fields and near-field aperture probes.
Specifically it addresses the resolution enhancement and the trade-off between it
and the excitation light intensity at the aperture probe and show single molecule
measurements with this technique. Additionally, the concept of surface plasmon
is explained along with its relation to the concept of nanoantenna. Fundamental
aspects of fluorescence are presented in chapter 3. Then it is shown how FCS is
used to gather kinectic information on the example of the different transition rates
which govern the photophysical properties of fluorescent molecules. This will be
then further applied to retrieve information on simple excitation volumes created
by common optical techniques. Chapter 4 introduces the simulation model used
to simulate fluorescence emission under defined conditions and particularly for the
case of diffusion of fluorescent molecules in and out of the excitation volume cre-
ated at the near-field aperture probe. After showing the accuracy of the simulation
model for cases with known behavior, simulation results for different aperture probe
models will be presented. In chapter 5, the experimental realization of NSOM-FCS
is explained. This includes the near-field aperture probe fabrication process as well
as details about the excitation and the detection setup used to measure FCS with
a near-field aperture probe. Using the results of chapter 4, chapter 6 compares the
NSOM-FCS techniques to other single molecule techniques combined with FCS. It
also shows how the highly confined intensity at the near-field aperture probe can
be used to measure the translocation of proteins at a biological membrane on a
subwavelength scale. Finally, chapter 7 gives detailed results about the characteri-
zation of near-fields at an aperture probe. In this last chapter, the reproducibility
of NSOM-FCS measurements is evaluated. Measurements with high SNR and ex-
treme confined excitation volume will then be presented and attest to the quality
of NSOM-FCS as a single molecule technique. This will be confirmed with FCS
measurements at high concentration of fluorescent molecules and small time reso-
lution.
A summary of the results and an outlook finally conclude the thesis.
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2. Theoretical and experimental
aspects of near-field optics

2.1. Near-field optical microscopy

Near-field optics was first developed as a microscopy tool: Near-field optical mi-
croscopy has a long history and its origin is generally attributed to the Irish scientist
Edward Hutchinson Synge. His first proposal in a personal communication with
Einstein 1928 was to use the scattered light of an illuminated tiny gold sphere as a
local probe on a sample of interest [27]. By illuminating a gold sphere and using it
to raster scan the sample in close distance, he realized that features as small as the
particle’s size could be resolved [27]. This was the first step towards the develop-
ment of higher resolving techniques than conventional optical microscopy and its
diffraction barrier of typically 300 nm. A few month later he published a slightly
modified version where an aperture in a metal film, not a gold particle, would act as
the local probe [28]. This version is the foundation of near-field optical microscopy
using an aperture probe.

2.1.1. Resolution enhancement

Classical optical microscopy uses far-field optics and its resolution is therefore lim-
ited by the “diffraction barrier”. A classical way of understanding how near-field
optical microscopy breaks this barrier is to use the angular spectrum representation
[29]. In this representation the fields are first Fourier transformed to extract the
spectrum of spatial frequencies of the electromagnetic wave in a given plane (for
example here the plane z = 0).

E(kx, ky, z = 0) =

∫∫ ∞

−∞

E(x, y, z = 0)e−i(kxx+kyy)dxdy (2.1)

with the transverse wave numbers kx and ky.

As every other electromagnetic wave the evolution of E is governed by the wave
equation (or Helmholtz equation) (∆ + k2)E((r)) = 0, where |k| = n 2π/λ is the
magnitude of the wavevector of the electric field E, λ the wavelength of E and n
the refractive index of the medium the field is propagating in. For example, for an
electric field travelling in the positive z direction, equation (2.1) in the Helmholtz
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equation gives the evolution of the spatial frequencies spectrum with distance z:

E(kx, ky, z) = E(kx, ky, z = 0)e−ikzz (2.2)

where kx and ky and the longitudinal wavenumber kz are related to each other
through k2

x + k2
y + k2

z = k2. Because of the finite value of |k|, we can find values of
kx and ky for which k2

x + k2
y > k2. For these values kz becomes imaginary and the

amplitude of the corresponding spectral components E(kx, ky) decays exponentially
with z. In the case of classical microscopy, the image is obtained by measuring |E|2
in the far-field where z ≫ λ (kzz ≫ 1). Correspondingly, many spectral compo-
nents vanish and cannot contribute anymore to the image. For an infinitely thin slit
illuminated in the object plane and centered at x0, which corresponds to a simple
one dimensional case, the spectral components are homogeneously distributed over
the spatial frequencies kx as e−ikxx0 . Consequently, in the image plane [30]:

Ei(x, y, z) ∝
∫ +kmax

−kmax

eikxx0e−ikxxdkx = 2
sin(kmax(x− x0))

(x− x0)
(2.3)

where kmax = nω
c
. Above this value of kx, the spectral components E(kx) grad-

ually vanish because of the afore mentioned exponential decay. n is the index of
refraction of the propagating medium, ω the light frequency and c the vacuum speed
of light. It means it is not necessary to take the spectral frequencies kx > kmax into
account in the integral. Due to this decay, these spectral components are called
evanescent waves in contrast to propagating waves (E(kx) for kx ≤ kmax). The
result is not a point source as in the object plane but a spot of finite width, given
by the distance of the first minima on each side of the main maximum (see figure
2.1):

∆x =
π

kmax

=
λ

2NA
(2.4)

where NA = n sin θ is the numerical aperture of the objective responsible for the
image formation. This result is the Rayleigh criterion for the resolving power of the
objective and also the consequence of the so-called “diffraction barrier”. As shown
in [30], it is a direct consequence of the Heisenberg uncertainty principle: only the
photons with a wavenumber kx < NAω

c
can reach the image plane (at most kx < nω

c

in the ideal case where all the photons propagating in the half space in direction
of the image plane can be collected). The uncertainty on the photon wavenumber
is therefore at most ∆kx = 2NAω

c
. As the uncertainty limit on the position of

the photon in the image plane ∆x is given by ∆x∆kx = 2π, the resolution ∆x
cannot be better as the Rayleigh criterion. A possibility to increase the resolution
and consequently the bandwidth ∆kx is therefore to gather spectral components
with kx > kmax. This is what is done in conventional far-field microscopy when a
sample is imaged in an immersion medium: the medium with a higher refraction
index than air (typically liquids such as oil with n ∼ 1.5 or water with n ∼ 1.3)
propagate higher spectral components E(kx). The resolution enhancement is of

6



∆x

I (a.u.)

x

∆x

I (a.u.)

x

Figure 2.1.: Left: Diffraction limited spot in the image plane of an infinitely thin
slit illuminated in the object plane. The width of the spot is given
by ∆x = π

kmax
with kmax being the maximum spatial frequency kx for

which the spectral component E(kx) can propagate in the far-field.
Right: If spectral components with higher spatial frequencies take part
in the image formation process, then the image is sharper. That is
what near-field optics achieves.
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factor n, which is usually not better than 1.5 with liquids. A solid immersion lens
can further increase the resolution by imaging through a solid with higher refractive
index but the enhancement is hardly doubled compared to the Rayleigh criterion
[31].
The goal of near-field optical microscopy is also to gather spectral components

with higher spatial frequencies as kmax but in a slightly other manner: the original
idea of E.H. Synge was to place an object smaller than the structure to image at a
distance z ≪ λ where the evanescent waves have not yet vanished. This idea relies
on the reciprocity theorem in optics: if a small object illuminated by a propagating
wave generates evanescent waves then a small object should also be able to convert
evanescent waves to a propagating wave. This relation is shown theoretically in
[30] in terms of spectral components. A spectral component with a given spatial
frequency Kx > kmax of the object to image is diffracted at a small object (smaller
than the object to image, itself smaller than the smallest distance resolvable from
the Rayleigh criterion). The small diffracting object then transforms this spectral
component to a propagating wave that can reach the image plane. As a result, the
image obtained by scanning the object over the sample contains a wider spectrum
of spatial frequencies and the image is sharper, higher resolved (see figure 2.1). The
smaller the object, the wider the band of spatial frequencies the object is able to
scatter in the far-field. Consequently a smaller object will create an image of the
sample with higher resolution.
However, near-field optical microscopy cannot be simplified to a technique al-

lowing a larger bandwidth of spatial frequencies in the imaging process. Such a
scheme would totally miss the description of resonant effects between exciting field
and probe (field enhancement) or probe and sample (emission enhancement). These
effects are grouped under the denomination “antenna effects” and will be described
in section 2.2.
A direct consequence of imaging the near-field distribution of a sample is that

the scattering object has to be brought a few nanometers close to the sample. This
is usually achieved by different force-distance control schemes, the most known of
them is the shear force distance control [29]. This aspect is of uttermost impor-
tance in near-field optical microscopy to prevent the probe object from crashing
onto a sample with a hard surface. In this work, however, no such samples were
investigated and as a consequence an implementation of a force-distance control
was not required.

2.1.2. The aperture probe and the trade-off resolution/signal

The first experimental realizations of near-field optical microscopy used metal
coated structures with small aperture as near-field optical probe [32]. Although
there have been many variations of this kind of microscopy such as the aperture-
less based technique [33], [34] or the aperture based technique in collection mode,
also knwon as photon scanning tunneling microscopy (PSTM) and scanning tunnel-
ing optical microscopy (STOM) [35], [36] we will mainly deal with aperture based

8



technique in illumination mode as it is the kind of microscopy used in this work.
In the aperture based near-field optical microscopy, the subwavelength sized ob-

ject responsible for scattering spectral components with high spatial frequencies is
usually the apex of a glass tip that is coated with a metal everywhere but at the
apex. The typical size of the uncoated glass aperture extends from a few 10 nm
to above 100 nm. Even in this kind of technique there are different variations
that are characterized by the probe fabrication and the aperture creation process.
Though the first measurements with aperture probe used an etched quartz crystal
coated with aluminum [32], thermally pulled fiber very soon became the standard
[37],[38]. Not as widespread as the thermally pulled or the etched probe, the tri-
angular aperture probe [39] is another important member of the family of aperture
probes.
Although this work uses triangular aperture probes, the following cannot be

directly applied to them, however, it allows to get a clear picture of the main
drawback of aperture probes: the weak intensity throughput and the necessary
trade-off between high resolution and still high enough signal-to-noise ratio (SNR).
By using aperture probes the exciting light is usually launched into a metal coated

piece of glass, which acts as a metallic cylindrical waveguide filled with a dielectric.
Contrary to the ideal plane wave which is extended in the whole transverse plane,
the electromagnetic wave in a waveguide is constrained. As a result the transverse
wavenumbers kx and ky take finite values. These values define the different TE
(transverse electric) and TM (transverse magnetic) modes, i.e. modes that light
can couple to and with their electric and magnetic fields, respectively, solely in the
transverse plane [40]. The number of available modes increases with the size of the
cross-section of the waveguide. Furthermore, in the simplified case of a coating with
a perfect conductor and for a large cross-section of the waveguide, the longitudinal
wavenumber kz (also called propagation constant in waveguide theory) is purely
real: the electromagnetic wave propagates in the waveguide without energy lost.
But in aperture probes the cross-section of the waveguide is bound to decrease down
to the aperture area. As it does, less and less modes are available for propagation.
Ultimately a certain value for the dimension of the waveguide in the transverse plane
is reached and the last mode disappears. The longitudinal wavenumber kz of the
electromagnetic wave becomes purely imaginary and the wave becomes evanescent.
This region of the probe, over which only evanescent waves can exist, is called the
cut-off region and is depicted in figure 2.2. The longer the cut-off region (i.e. the
longer the extension of the cut-off region in the z direction), the less light can reach
the end of the cut-off region. In the case where the coating metal is ideal, most of
the light is reflected. Only the tiny fraction that made its way to the aperture is
missing in the reflected light. This process is similar to the case of frustrated total
internal reflection where a tiny fraction of the light impinging on an interface above
the critical angle traverses the gap between two high refraction index material to
further propagate, leading to a smaller reflection coefficient of the interface. For
real metals some part of the light that does not reach the aperture is absorbed in
the coating instead of being reflected. The fraction of the light intensity dissipated
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in this way is usually as high as two third of the incoming intensity [29].

Cut-off
regionLast propagating

mode

Dielectric

Metal

Figure 2.2.: Illustration of the damping of 2 different modes in an aperture fiber
probe with diminishing cross-section. At a certain point only one mode
still exists. If the cross-section of the waveguide further diminishes, the
light cannot propagate anymore and the electromagnetic wave becomes
evanescent. The longer this cut-off region, the less energy is transmitted
through the aperture. δ is the taper angle of the fiber probe. Adapted
from [41].

It was shown in the previous section that the smaller the scattering object the
higher the resolution of the image. In the case of the aperture probe, decreasing the
size of the scattering object means decreasing the aperture size and consequently
increasing the cut-off region. Therefore a smaller aperture will provide a better
resolution but at the cost of the light intensity that excites the sample. Fluores-
cence (see section (3.1)), that is generally excited at the sample, has already a small
absorption cross-section. If the excitation intensity is too small then the fluores-
cence intensity falls under the noise level of the detectors and no image can be
reconstructed. Therefore aperture based near-field optical microscopy always has
to deal with the trade-off between resolution and signal. For fiber aperture probes
it is the reason why the diameter of the aperture is mostly chosen not smaller than
50 nm to 100 nm [29].
However, figure 2.2 shows that the size of the cut-off region can be controlled by

the taper angle δ of the aperture probe. This is actually the critical parameter in
aperture probe fabrication and a lot of effort has been invested to increase it as
much as possible [42], [43], [44]. Simulations of the light throughput at an aluminum
coated dielectric waveguide show for example that changing the taper angle from 10◦

(typical for thermally pulled fiber probe, [45] to 45◦ increases the power throughput
by eight orders of magnitude (figure 2.3). Even though chemical etching of probes
enables one to produce probes of a given taper angle in a relatively reproducible
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way, the glass surface is still very irregular after the etching process, which impairs
the subsequent metallization of the probe: pinholes and imperfections in the metal
coating interfere with the near-field at the aperture probe and lead to an optical
signal that is more difficult to interpret [41]. Though thermally pulled fiber probes
have a small taper angle they do not suffer from coating artifacts as the glass surface
gets very smooth upon pulling [41].

Figure 2.3.: Power transmission of an aperture probe as a function of the taper angle
δ. The aperture diameter is 20 nm and the wavelength λ = 488 nm.
The points correspond to a three-dimensional computation whereas
the solid line is computed with the mode matching approximation [29].
This approximation fails to describe power transmission correctly at
taper angles above 50◦ due to neglected reflection. Adapted from [29].

The triangular aperture probes that are used in this work have the advantage of
a high taper angle [39]. Even though very high taper angle δ > 45◦ can be achieved
with this technique, it is not useful to do so. This is due to the finite skin depth
of metals at optical wavelength: at a very large taper angle the metal coating is
very thin at the aperture and the electromagnetic wave can propagate through it
with nearly no attenuation. The effect is a loss of confinement of light intensity
at the aperture probe. The leakage of the fields at the sidewalls of the aperture
leads to a larger apparent size of the aperture and results in a loss of resolution
(see figure 2.4). For a given aperture size, the taper angle of 45◦ chosen for this
work, is therefore a trade-off between maximum intensity throughput and small
field leakage in the metal coating.
In the first section, it was shown that a small object like the aperture of a

near-field optical probe is characterized by the ability to scatter a broader spectral
frequency range in the far-field with all the more efficiency when this object is small
compared to the structure to image. However, this high resolution imaging takes
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Figure 2.4.: Increasing the taper angle of the aperture probe leads to a smaller cut-
off region. Therefore, for a given aperture size, less light intensity is
required to achieve a given intensity in the near-field of the aperture
when the taper angle is increased (intensity represented by the intensity
of the red color). However, this also has adverse consequences: due to
the finite skin depth of the metal coating, electromagnetic fields leak
through the coating and if the taper angle is too large the region around
the aperture contribute to a greater extent to the near-field distribution
and thus impairs the achievable resolution.
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place at the cost of the excitation intensity at the aperture: light runs towards the
aperture in the cut-off region and becomes evanescent. Additionally, the smaller
the taper angle of the probe the less intensity is available at the output of the probe.
This is particularly an issue for thermally pulled fiber probes where the aperture
angle is small due to the fabrication process, which requires to fabricate these probes
with large aperture size at the cost of the achievable resolution. Cut-off is also an
issue for etched fiber probes as the rough glass surface caused by etching, results
in an inhomogeneous and rough coating, which leads to field leakage through the
coating and interference with the near-field at the aperture [41], [29].

Near-field optical microscopy with the triangular aperture probes, that are used
in this work, do not suffer to such an extent from these drawbacks and can be
consequently used to image single molecules at a very high resolution as shown in
the next section.

2.1.3. Single molecule imaging with triangular aperture probe

In order to demonstrate the high SNR offered by a near-field aperture probe with
triangular aperture and consequently the viability of the technique to measure
single molecule processes, these probes were used to scan a sample made out of ter-
rylenediimide (TDI) molecules embedded in a 10 nm thick polymethylmetacrylate
(PMMA) film [46]1. An example of a scan using a triangular aperture of a size of
50 nm and coated with aluminum is given in figure 2.5. The TDI molecules are
recognizable as small spots with different shapes and intensities, which can be well
explained by the fact that the dipole moment of the TDI molecules are randomly
oriented in the PMMA film and also at distances fluctuating wihtin 10 nm (the
thickness of the film) to the aperture. Figure 2.6 shows the high resolution achiev-
able with the triangular aperture in some example fluorescence spots. For these
spots, a very high SNR can be seen and a resolution down to 30 nm is obtained.

Using a numerical model for the interaction of a dipole with a triangular aperture
in an aluminum film, the spot shapes could be explained as a result of the local
interaction of the electric field with the dipole orientation of the TDI molecules.
This was also shown to be consistent with both polarization perpendicular and
parallel to a rim of the triangle.

Additionally, the high resolution enhancement at the triangular aperture probe
compared to the usual thermally fiber pulled and chemically etched probes with
circular aperture results from the localization of the electric fields at one rim of the
triangular aperture for polarization perpendicular to this rim, whereas the circular
aperture shows two spots of high electric field values on both side of the aperture
along the polarization axis.

With these promising results regarding SNR and resolution, near-field aperture
probes with triangular aperture are best suited to probe the dynamic of single

1For this imaging process, a control force distance was necessary and is explained in the given

reference
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Figure 2.5.: Imaging of TDI molecules embedded in a 10 nm thick PMMA film using
a 50 nm sized and aluminum coated triangular aperture probe (repre-
sented by the white triangle). The orientation of the arrow represents
the polarization of the exciting light (adapted from [46]).

molecules at the nanometer scale. This feature made it possible to use this kind of
probe for use with fluorescence correlation spectroscopy (FCS) for the first time.

In the work on TDI molecules embedded in a PMMA matrix, the fluorescent
molecules were bound to stay at a finite distance to the metal coating of the probe.
However, for FCS measurements on fluorescent molecules, that are free to diffuse
around the aperture, the distance between molecules and metal coating at the
aperture can become arbitrarily small so that additional effects influence the fluo-
rescence signal that is emitted. The most known of these effects are fluorescence
quenching and fluorescence enhancement. This last point was already shown to
result from electron oscillations at a metal dielectric interface that are known as
surface plasmons [47], [48], [49]. The following section introduces that and shows
how it can affect the near-field at the aperture probe.

2.2. Particuliar aspects of near-field optics

2.2.1. Surface plasmon polaritons

Surface plasmons are charge density waves caused by a collective oscillation of
electrons at a metal surface. The term polariton is used to describe the coupling
between this charge density wave and a photon. The origin of surface plasmon
polaritons (SPP) can be entirely derived from Maxwell’s equations applied on an
electromagnetic wave impinging on the interface between two media. Starting from
the Helmholtz equation (∆ + k2)E((r)) = 0, it appears that a p-polarized plane
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Figure 2.6.: Enlarged view of the framed area in figure 2.5 for two different polariza-
tions of the exciting light (indicated by the white arrows). The different
shapes of the fluorescence spots are caused by different orientations of
the molecules embedded in the PMMA film. The cross-sections of the
spots tagged in the enlarged view show that the triangular aperture
features typically a resolution of 30 nm (adapted from [46]).
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wave is the only solution that fulfills this and can sustain a plasmon at the interface.
Although a s-polarized wave also fulfills the Helmholtz equation, a SPP cannot be
launched from this wave at an interface as its electric field has no normal component
to the interface. Letting z = 0 be the interface, the impinging p-polarized plane
wave can be written as follows:

Ej =





Ej,x

0
Ej,z



 ei(kxx−ωt)eikj,zz (j = {1, 2}) (2.5)

where j designates the medium in which the wave is propagating. kx does not need
an index as the parallel component of the wavevector is conserved at the interface.
Then applying the Maxwell’s equation ∇ ·D = 0 separately in the two different

media and fulfilling the boundary conditions for the tangential component of E and
the normal component of D leads to the following system of equations:

kxE1,x + k1,zE1,z = 0 (2.6)

kxE1,x + k2,zE2,z = 0 (2.7)

E1,x − E2,x = 0 (2.8)

ǫ1E1,z + ǫ2E2,z = 0 (2.9)

(2.10)

where ǫ1 and ǫ2 are the dielectric constants of each medium and depend on the
light frequency: ǫj(ω). This system can be written as a matrix:









kx k1,z 0 0
kx 0 0 k2,z
1 0 −1 0
0 ǫ1 0 ǫ2

















E1,x

E1,z

E2,x

E2,z









=









0
0
0
0









(2.11)

which has a solution if the determinant of the left matrix vanishes. The only
nontrivial solution is:

k2
x =

ǫ1ǫ2
ǫ1 + ǫ2

k2 (2.12)

where k is the vacuum wavevector. As the wavevector in each medium fulfills
k2
j = ǫ2jk

2 = k2
x + k2

j,z, it follows:

k2
j,z =

ǫ2j
ǫ1 + ǫ2

k2 (j = {1, 2}) (2.13)

From these two last equations we can see that for a wave propagating on the
interface (Re(kx) > 0) and decaying in both two media (Im(kj,z) > 0) to exist,
following conditions have to be fulfilled:
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ǫ1(ω) · ǫ2(ω) < 0 (2.14)

ǫ1(ω) + ǫ2(ω) < 0 (2.15)

These two conditions would be fulfilled for an ideal metal (for example ǫ1 →
−∞) interfacing with vacuum (ǫ2 = 1) but as light cannot exist in ideal metals
k2
1,z → −∞ ⇒ E1 → 0, the plasmon phenomenon can only occur at interfaces

with real metals. These metals are always lossy (Im(ǫ1) > 0) and the conduction
electrons cannot instantly follow the electric fields because of their finite mass and
their scattering at the lattice (Re(ǫ1) is finite). For noble metals with large negative
real part of their dielectric constant like gold (Re(ǫ1(ω)) = −13.2 at 633 nm [50])
at the interface with vacuum or even glass (ǫ2 ≃ 2.25 at 633 nm), this condition is
fulfilled.
All characteristics of a SPP at a planar interface between gold (ǫ̃ = −13.2+i1.08)

and glass (ǫ2 ≃ 2.25) or gold and water (ǫ2 ≃ 1.77, [51]) at λ = 633 nm can then
be calculated. These data are referenced in table 2.1.

Interface Gold/Glass Gold/Water
Wavelength 385 nm 443 nm
Propagation length 3.7 µm 5.6 µm
Decay length in the metal 13 nm 13 nm
Decay length in the dielectric 74 nm 97 nm

Table 2.1.: Characteristic values of a SPP at a planar interface between gold and
glass or gold and water. The SPP wavelength was computed with 2π

Re(kx)

and its propagation length (distance at which its intensity falls to 1/e)
along the interface metal/dielectric with 1

2Im(kx)
, where kx is given by

equation 2.12. The decay length in the metal or in the dielectric was
calculated through 1

2Im(kj,z)
with kj,z from equation 2.13.

A SPP cannot be excited from a free space photon at the first coming interface
because at any frequency and angle their wavevector component in propagation
direction of the plasmon has a higher amplitude than the wavevector of a free space
photon. Therefore energy conservation and impulse conservation cannot be satisfied
simultaneously. To excite a SPP using optical wavelength three main methods are
known. First, using the frustrated reflection of light at an interface [52], [53]. In
this case, light impinges on a metal interface through a medium with high refractive
index like glass where it is reflected. Evanescent waves are created at the interface
glass/metal. However, the metal layer is kept thin and adjacent to another dielectric
of lower refractive index than glass (for example water). The high impulse photon
in the evanescent field can thereby excite SPP at the metal/water interface (see
figure 2.7). Another technique to excite SPPs consists in using a grating coupler
where the additional momentum is given by a periodic metallic structure to ensure
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impulse conservation [54]. The third method is intimately linked to near-field optics
as it uses the large spectrum of spatial frequencies created by scattering of light at
a subwavelength particle [55]. When the planar interface is in the near-field of the
particle and their distance is small enough, photons with high impulse are available
to launch a SPP in the interface.

Figure 2.7.: Illustration of the SPP excitation in the Kretschmann configuration.
Light impinges at a defined angle through a glass prism on a gold
layer. Since the electromagnetic wave cannot propagate in the gold
layer only evanescent waves exist there, the intensity of which decreases
exponentially with gold thickness. If the metallic layer is thin enough,
a SPP is created at the surface gold/water. It propagates along the
interface and eventually vanishes. Perpendicular to the interface the
electric field of the SPP decays much quicker in gold than in water
(see schematic representation of ISPP in z direction on the right). The
penetration depth of the intensity of a plane wave reflected at the
surface and that of a SPP in gold is comparable (see table 2.1): about
13 nm for λ = 633 nm, i.e. ∼ λ/50. The decay length of the intensity
of the SPP in water is about ∼ λ/6.5 and the propagation length of
the SPP at the interface is with ∼ 9λ much larger than the decay in
the dielectric. In this configuration the angle θ at which the SPP is
created is θ ∼ 72.3◦. For comparison θ ∼ 43.9◦ at a gold/air interface.

SPPs have been used for years because of the extreme sensibility of the reso-
nance condition (value of the angle θ) for the creation of a SPP at an interface.
Calculations at a silver-air interface separated by a layer of water as thin as 3 nm
shows that θ is shifted by 0.2◦ [29]. This high sensitivity stems from the enhanced
intensity directly at the interface metal-dielectric compared to the intensity of the
radiation that is used to excite the SPP. At a gold-air interface for example, an en-
hancement factor of 10 can be achieved when exciting the SPP at 633 nm through
a 50 nm thick gold film [29].
This section gave a general insight on SPPs, i.e. electron density wave propaga-

ting on a two dimensional substrate. The following section deals with resonance
effects at subwavelength structures caused by localized electron density oscillations.
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2.2.2. From surface plasmon to nanoantennas

Surface plasmon are by nature a two dimensional resonance phenomenon at a metal
interface. Further restricting the degree of freedom of surface plasmons in metallic
wires (one dimensional) or metallic spheres or particles (zero dimensional) gives
birth to new resonance phenomena. These phenomena are commonly classified
as “antenna effects” and describe interactions of electromagnetic radiation with
subwavelength objects at a subwavelength scale. In analogy with antenna theory
at radiowave frequencies, there are 2 features these effects are related with: first
the enhancement and confinement of propagating optical fields on the nanometer
scale (“receiving antenna”) and second, the effective release of energy confined on
a nanometer scale in propagating optical fields (“transmitting antenna”) [56]. It
is important to note that for a fluorescent molecule near such an optical antenna,
“receiving” and “transmitting” do not occur at the same light frequency. This is
because the excitation frequency is always higher than the emission frequency for
this molecule. The difference between these frequencies depend on the Stokes shift
of the energy states involved in the electronic transition leading to the emission
of a fluorescence photon. For this reason, if the antenna efficiently confines and
enhances the exciting optical fields it does not mean that fluorescence will be as
effectively released in the far-field as the exciting fields are confined and vice versa.
One of the most simple example of nanoantenna is the simple nanorod or single-

wire antenna. These are subwavelength structures similar to a cylinder that show
a resonant behavior of the light scattering. These structures act in a quite similar
fashion to RLC circuits with an external driving force, in this case the electric field
of the incoming light wave: the electrons in the structure make forced oscillations.
For a light frequency corresponding to the resonance frequency of the equivalent
circuit, the amplitude of these oscillations is maximized and a high surface charge
density is created at both ends of the nanorod. This surface charge density in turn
gives rise to high electric field amplitudes. As a result, the electric fields are not
only enhanced at the ends of the nanoantenna compared to the incoming radiation
but are also highly confined there.
A bunch of different antenna geometries have been studied so far [56]. The

antenna resonances of single triangular structures were also studied [57], [58]. These
structures were however triangular metallic structures and not triangular holes
in a metallic film as in the case of of the triangular aperture probe. However,
comparative studies between crescent-shaped nanoholes in a gold film and gold
nanocrescent allows one to envisage that if a gold nanostructure is efficient as a
nanoantenna then its complementary form, the same structure as a hole in a gold
film is also an efficient antenna. Even if the resonances are not exactly the same
in this case, their spectral positions coincide within a few nanometers [59]. This is
also what would be expected from the generalized Babinet’s principle though it is
strictly valid only for perfect conductors.
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3. Principles of fluorescence
correlation spectroscopy

3.1. Physics of fluorescence

3.1.1. Fundamental aspects

Fluorescence relates the optical emission characteristic of some particle (molecules
or quantum dots) to its light absorption through transition between two electronic
states of different energies. In the case of fluorescent molecules, many vibrational
states stemming from the nuclei vibrations are superimposed on the possible elec-
tronic states. These possible stationary states of a molecule are often illustrated in
a so-called Jablonski diagram. Figure 3.1 shows an example of such a diagram.

When a photon impinges on a molecule, there is a certain probability that this
photon is absorbed and drives the molecule in an electronic state of higher en-
ergy. This absorption probability is given by the absorption cross-section σabs of
the molecule. Following this absorption process, the molecule gives back the energy
through a relaxation process. There are several possible relaxation processes for
the molecule and fluorescence is one of them. In this case the molecule deexcites
in a lower electronic state of the same spin multiplicity, whereas the emitted en-
ergy is converted to a photon. But other relaxation processes are also possible:
through transition in vibrational-rotational states of lower energy a molecule gives
the absorbed energy back in form of heat (Internal conversion, IC). This process is
actually always present and explains why the emitted photon mostly has a lower
energy than the absorbed photon (Stokes shift).

Additionally to fluorescence and heat transfer other relaxation processes are pos-
sible: intersystem crossing is an example. If an electron is excited to a higher
electronic state, spin-orbit coupling leads to a finite torque, acting on the spin of
that electron. As a result a spin flip can occur, changing the total electronic spin
of the molecule. In the two electron case the spin operator S has two eigenval-
ues: s = 0 and s = 1. The state with value s = 1 is called the triplet state as
the z-component of S i.e. Sz has three possible values mS = 0,±1/2 leading to
three states of different energies when placed in a magnetic field. Additionally,
the mean distance between two electrons in a triplet state is increased because of
exchange interaction between the two spins. As a result, the coulombic repulsion
is lowered and the triplet state has a lower energy as the singlet state of same
electronic configuration. In figure 3.1 singlet and triplet states are labelled with S

21



A
bs
or
pt
io
n

Fluorescence

Ph
os
ph
or
es
ce
nc
e

Intersystem
crossing

In
te
rn
al

co
nv
er
si
on

Figure 3.1.: An example of Jablonski diagram for a simplified molecule with two
free electrons. The z orientation of the spin of these electrons is symbol-
ized in the boxes for each electronic configuration. For the 3 electronic
configurations and the corresponding wavefunctions on the left, the
eigenvalue of the S operator is s = 0. These eigenstates are called
singlet state. For the two electronic configurations on the right the
eigenvalue of S is s = 1. These states are called triplet states. Thick
lines represent the vibrational-rotational ground state for a given elec-
tronic configuration whereas higher vibrational-rotational states are
represented with thinner lines. Straight and waved arrows define ra-
diative and nonradiative transitions (internal conversion) respectively.
The transition of a singlet to a triplet state is called intersystem cross-
ing. At room temperature, light absorption takes place near the ground
vibrational-rotational state. The emission of light through a molecule
is termed luminescence and can occur through 2 processes: either the
transition occurs between two singlet states and is called fluorescence
or it occurs between a triplet state and a singlet state, then it is called
phosphorescence.
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and T , respectively, with an additional index for a given electronic configuration.
This transition between the singlet state and the triplet state, i.e. the intersystem
crossing is usually undesired in fluorescence experiment as it hinders the particle
to fluoresce. It is one of many types of fluorescence quenching. The efficiency by
which a particle can fluoresce is given by its fluorescence quantum yield Q, that is
defined by the fraction of emitted to absorbed photons. Q is high if, for a molecule
in a singlet excited state, transitions to triplet states or non radiative transitions
are unlikely to occur.

Transitions from a triplet state to a singlet state usually occurs through relax-
ation in higher vibrational states of the singlet ground electronic state through
heat transfer to the environment. Radiative transition between these two states
of different spin multiplicity is a forbidden transition in the dipole approximation
framework. As a consequence, this radiative mechanism called phosphorescence is
a highly unefficient relaxation process and the triplet state can last as long as a
few milliseconds if no other relaxation mechanism is available. Because of this long
time, imaging of single molecules leads to “dead time” in the measured fluorescence
signal. This phenomenon is called fluorescence intermittency or “blinking”, as it
repeatedly occurs as the molecule returns from the triplet state to the ground state
and is excited again to a higher singlet state where it once again has the possibility
to make a transition into the triplet state. Another process that is often linked to
the existence of a triplet state in a molecule is the fluorescence bleaching. It refers
to the destruction of the molecule through triplet-triplet annihilation with oxygen
molecules (ground state is a triplet state). Through interaction with a fluorescence
molecule in its triplet state the oxygen molecules can experience a transition to a
singlet state that is highly chemically active for this molecule. In this state the
oxygen molecule can attack a molecule chemically and may definitively destroy its
fluorescence ability.

3.1.2. The 3-level system

For a given intensity, i.e. a given constant number of photons impinging on the
molecule, a stationary state is reached when each state is populated with a given
probability. To better understand this distribution and the consequences on the
fluorescence property of the molecule, it is useful to simplify a Jablonski diagram
in a three level system where the molecule can populate only 3 different states: the
ground singlet state, the first excited singlet state and the triplet ground state. In
such a scheme described in figure 3.2, all the possible absorption pathways from
the ground state (S0) to a higher excited state are summed up in one transition
to a singlet excited state (S1). The transition rate of S0 to S1 is given by k12 and
scales directly with the excitation intensity as follows:

k12 =
σabsI

hν
(3.1)
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where σabs is the absorption cross-section of the molecule as introduced above. For
liquids, the absorption efficiency is often expressed through the extinction coefficient
ǫext. These two quantities are proportional to each other and appear in Beer-
Lambert’s law in two different forms: I = I0 exp(−σabslN) = I0 · 10−ǫextlc, where
l is the distance travelled by the light in the absorbing medium, N the density of
absorbing particle and c their concentration in mol/L. Therefore the absorption
cross section σabs can be expressed as a function of the extinction coefficient through
the following relation:

σabs(cm
2) =

103 ln(10)

Na

ǫext(M
−1cm−1) ∼ 3.8 · 10−21ǫext(M

−1cm−1) (3.2)

For example, a fluorescent molecule like Atto655 (Atto-Tec GmbH), has an ex-
tinction coefficient of ǫext,Atto655 = 125000 M−1cm−1 at the maximum of absorption,
i.e. 663 nm in a phosphate buffer saline (PBS) solvent at pH = 7.4 [60]. It corre-
sponds to σabs,Atto655 ∼ 4.75 · 10−16 cm2.

Figure 3.2.: 3-level system of a fluorescent molecule. Only 2 singlet states (the
ground state S0 and the first excited state S1) and the ground triplet
state are taken into account. All the possible decay pathways are con-
tained in k12, k21 = kr + knr, k23 and k31. Radiative transitions are
represented by straight arrows whereas nonradiative transition are rep-
resented by wavy arrows.

Furthermore, In the 3-level system, all possible decay pathways from excited
singlet states to the ground state are summed up in either a radiative decay rate kr
that corresponds to fluorescence or a nonradiative decay rate knr that corresponds
to internal conversion. The whole decay rate from the first excited singlet state to
the singlet ground state is then: k21 = kr + knr. Importantly, stimulated emission
is not taken into consideration as the emission band of the fluorescent molecules,
that is usually used, is located rather far from the excitation wavelength [61].
Finally, this model takes into account the existence of only the triplet ground

state. Intersystem-crossing is then allowed only from the first excited singlet state
with the rate k23. Radiative decay in form of phosphorescence and nonradiative
decay can occur between the triplet ground state and the singlet ground state and
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are described by k32. Additionally the effect of triplet-triplet annihilation is not
taken into account, as it only occurs for high concentration of fluorescent molecules
[61].
For a given excitation intensity I the stationary (or steady) state, i.e. the occu-

pation probability of the three different states at equilibrium under the assumption
of no coherent excitation is given by:

x1 + x2 + x3 = 1 (3.3)

−k12x1 + k21x2 + k31x3 = 0 (3.4)

k23x2 − k31x3 = 0 (3.5)

where x1 is the steady state occupation probability of S0, x2 the one of S1 and x3

the one of T0. The first equation states that the molecule has to be in one of the
three states. The two other equations give the rate of change of level 1 (S0) and
level 3 (T0). This rate of change is naturally zero at equilibrium.
Solving this system of equation leads to the following occupation probability for

the three different states:

x1 =
k31(k21 + k23)

k31(k21 + k23) + k12(k31 + k23)
(3.6)

x2 =
k12k31

k31(k21 + k23) + k12(k31 + k23)
(3.7)

x3 =
k12k23

k31(k21 + k23) + k12(k31 + k23)
(3.8)

Making use of equation 3.1 and after some transformations, the following more
practicable set of equation results:

x1 =
1

1 + I/IS
(3.9)

x2 = x2,∞
I/IS

1 + I/IS
(3.10)

x3 = x3,∞
I/IS

1 + I/IS
(3.11)

The saturation intensity IS at which the singlet ground state occupation has
dropped to half of its original value without excitation is given by:

IS =
hν

σ

k31(k21 + k23)

k23 + k31
(3.12)

and the maximum occupation probabilities x2,∞ and x3,∞ of the two other states
are:

x2,∞ =
k31

k23 + k31
x3,∞ =

k23
k31

x2,∞ =
k23

k23 + k31
(3.13)
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As an example of numerical values of these different photophysical parameters,
Widengren et al. carried out measurements on the fluorescent molecule Rho-
damine6G (Rh6G) in some defined environmental conditions, which led to the
following values: k21 = 250 · 106 1/s [62], k23 = 1.1 · 106 1/s [61], k31 = 0.5 · 106 1/s
[61] and σabs,Rh6G = 170 · 10−18 cm2 [61]. At a vacuum wavelength of λ = 532nm
(ν = 5.6 · 1014 1/s), the different occupation probabilities are shown in figure 3.3.
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Figure 3.3.: Occupation probabilities of the different states in the 3-level system
as a function of the excitation intensity for the fluorescent molecule
Rhodamine6G. At small intensities only the ground singlet state is
populated. At high intensities it is depopulated and molecules are
either in the singlet excited state or in the triplet ground state. For
this molecule the saturation intensity is ∼ 172kW/cm2.

The rates for Rh6G presented here are of course different for other fluorescent
molecules but the qualitative magnitude relationship k21 ≫ k23, k31 is practically
always present. The triplet occupation at high excitation intensities can vary de-
pending on the relative magnitude of k23 and k31. Therefore the following obser-
vations from the graph in figure 3.3 are quite general. First, due to the finite and
relatively long lifetime of the excited singlet state τ2 = 1

k23+k21
∼ 1

k21
, the ground

singlet state is already strongly depopulated for intensities on the order of IS. In
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view of the antenna theory sketched in section 2.2.2, this long lifetime can be seen
as a consequence of the mismatch between the electron length confinement (on the
order of the molecule size, i.e. a few nanometers) and the emitted wavelength (some
hundred nanometers) [56]. This lifetime can be assessed through the knowledge of
the fluorescence lifetime τf and the quantum yield Q of the molecule. The former
is defined by τf = 1/kr and the latter is given by:

Q =
kr

kr + knr
=

kr
k21

(3.14)

In the case of Rh6G in water, the quantum yield is Q = 0.95 [63], meaning
that this molecule has very efficient radiative transitions between the two singlet
states. Consequently, for the same environmental conditions as for the values of
k21 and k23 that were cited before, the lifetime of the excited singlet state is τ2 =
1/(k21 + k23) ∼ 4 ns and the fluorescence lifetime is τf ∼ τ2/Q ∼ 4.2 ns.

A second aspect shown by the graph is that Rh6G at high intensities has a high
steady state triplet state occupation. The relative triplet occupation defined as x3

1−x3

reaches a maximum value of about 2.2 at high intensities. Seen on an ensemble of
Rh6G this represents more than 2/3 of the molecules being in their triplet state for
high excitation photon rates. This also means that the molecule has an increased
chance of being destroyed through the process of triplet-triplet annihilation.

The last aspect that can be seen in the graph concerns the fluorescence emission
rate of the molecule. This is defined by:

Nout = Q · k21 · x2 = krx2 (3.15)

However x2 reaches a maximal value at high intensities. The consequence is
that a further increase in excitation intensity will not increase the fluorescence
emission: the fluorescence emission saturates. By Rh6G, this maximal value is
Nout ∼ 77 · 106 1/s but in a real experiment this maximal number of fluorescence
photons cannot be detected because of a finite detection solid angle and the optical
losses in the setup (see chapter 5).

From this description of the fluorescence properties of a molecule, the effect of
fluorescent emission enhancement dealt with in section 2.2.2 can be understood as
the result of a shorter fluorescence lifetime τf , i.e. a larger radiative decay rate
kr that enhances the maximal number Nout of fluorescence photons. However, a
competitive phenomenon disturbs this fluorescence enhancement. In order to get
to the zone of enhanced intensity, the fluorescent molecules come in close proximity
to the metal surface of the nanoantenna. This proximity can cause the molecule
to release its energy through absorption in the metal film. In this case, the sin-
glet excited state is quenched and the nonradiative decay knr increases [64]. This
complex behavior directly influences the quantum yield Q (see equation 3.14) and
makes it difficult to understand which part (fluorescence enhancement or fluores-
cence quenching) is predominant when dealing with nanoantennas.
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3.2. Fluorescence correlation spectroscopy

In the precedent section, the level occupation of a fluorescent molecule was studied
in a steady state case, i.e. when the equilibrium has already been reached. This
is the level occupation that would be measured if, starting with many molecules
in their ground states, every molecules were illuminated with a given intensity.
After a time long enough counting the number of occurences of one molecule in a
given state would give the steady state level occupation of one fluorescent molecule.
Alternatively one could operate on a single molecule, letting it go through many
excitation cycles and at every given time step, checking in which level it is. The
distribution of level occupation would of course be the same.

In a conventional fluorescence experiment, only the steady state occupation prob-
ability x2 is retrieved through the measured fluorescence photons Nout. Most pa-
rameters characterizing the molecule (k21, k31, . . . ) cannot be determined in this
way. These parameters have an influence on the magnitude and dynamics of the
fluctuations in the number of emitted fluorescence photons. As a consequence, an-
alyzing the light emission dynamics as given by the detector should allow one to
access these parameters. This is what fluorescence correlation is meant for: a time
dependent fluorescence signal F (t) is measured and then autocorrelated. If some
events (fluorescence emission, fluorescence dark period) are characterized by a cer-
tain time scale, then the correlation of the signal will have a non-zero value over
this timescale. If this value is positive the signal is said to be correlated, whereas
a negative value corresponds to an anticorrelation. If on average the event shows
no correlation for a given time delay, then the value of the correlation function for
this time delay is zero.

FCS was first introduced in 1974 to measure chemical kinetic constants and
diffusion coefficients in a solution at thermodynamic equilibrium [65]. But it works
on the same principle as dynamic light scattering (DLS), using fluorescence instead
of scattered light as signal to be correlated. How FCS works is shown in the case
of fixed particles and for a diffusion process in a solution in the next two sections.

3.2.1. Non-diffusing particles

To better understand how this fluorescence correlation works, it is useful to return
to the 3-level system from section 3.1.2 and study the time dependent occupation
probabilities x1(t), x2(t) and x3(t). The rate of change ẋ1 and ẋ3 are then not
zero and they appear correspondingly in the right side of equations 3.4 and 3.5,
respectively [29]:

x1(t) + x2(t) + x3(t) = 1 (3.16)

−k12x1(t) + k21x2(t) + k31x3(t) = ẋ1(t) (3.17)

k23x2(t)− k31x3(t) = ẋ3(t) (3.18)
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This is a simple linear system of coupled differential equations of first order.
Preparing the emitter in the ground state at t = 0 (x1(t = 0)=1), this sytem is
easily solved [29] and gives for the occupation probability of the second level (S1):

x2(t) = A1e
s1t + A2e

s2t + A3 (3.19)

In the case where the inequality k21 ≥ k12 ≫ k23 ≥ k31 is valid, which is true for
most fluorescent molecules, this leads to the following expressions for A1, A2, A3,
s1 and s2 [61]:

A1 = − k12
k12 + k21

(3.20)

A2 =
k2
12k23

(k12 + k21)[k12(k23 + k31) + k21k31]
(3.21)

A3 =
k12k31

k12(k23 + k31) + k21k31
(3.22)

s1 = −(k12 + k21) (3.23)

s2 = −(k31 +
k12k23

k12 + k21
) (3.24)

The time dependent occupation probability of level S1 is plotted in figure 3.4
using the same parameters for Rh6G from section 3.1.2 for different excitation
intensities.

For the curve of x2(t) for the highest intensity, it is clear that the molecule is
not likely to be in the excited singlet state for time values smaller than 10−11 s.
Indeed it is on average still in its ground state since the photon excitation rate is
on the order of 1/k12 ∼ 4 · 10−11 s. Only after a time on this order of magnitude,
the molecule will be promoted to the excited state. There, it will dwell as long as
no relaxation process takes place. In this excited state and in the 3-level system,
there are only two ways to relax: in S0 or in T0. The first relaxation process occurs
after about 1/k21 ∼ 4 ·10−9 s and the second after about 1/k23 ∼ 10−6 s. Therefore,
it is highly probable that the molecule stays in the excited state for about 10−10 to
10−9 s. If the molecule relaxes in the ground state S0 the high excitation photon
rate ensures that the molecule will return to S1 in a time 1/k12 much smaller than
the dwell time k21 in S1. Therefore, until about 1/k23, the molecule is still with high
probability in the excited state. However, after this time, a relaxation is possible
to the triplet state T0. There, it will stay a relatively long time on the order of
1/k31 ∼ 2 µs and can therefore not be excited again to S1. As a consequence, the
occupation probability of S1 decreases until it reaches its steady-state value x2 (see
equation 3.10) at about 10−5 s.

At medium excitation intensities like 100 kW/cm2, the excitation photon rate is
correspondingly smaller and a photon will excite the molecule only after a time of
about 1/k12 ∼ 20 ns. The deexcitation itself still takes place after 1/k21 ∼ 4 ns and
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Figure 3.4.: Time dependent occupation probability of the excited singlet state S1

for three different excitation intensities. The course of the curve for
small lag times is determined by the term A1e

s1t of equation 3.19 and
for each curve the position of −1/s1 (the antibunching time) is given by
a dashed line. For high excitation intensities, this shifts to smaller lag
times and if the resolution capability of the detection instrumentation
is not sufficient (see chapter 5), the antibunching behavior cannot be
observed accurately. The further course of the curves is determined
by A2e

s2t and the corresponding bunching time −1/s2 is given by the
dash-dotted line. At higher excitation intensities this bunching time
also shifts to smaller lag times but has a limiting value: −1/(k31+k23).
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comes much quicker than the excitation. Consequently the molecule is more often
in the ground state than in the other states.
The course of x2(t) can be retrieved from the autocorrelation of the fluorescence

intensity. This is because the probability for the molecule for emitting a photon is
directly proportional to the occupation probability of the excited singlet state. As
a result, the mean fluorescence intensity 〈F (t)〉 at the detector is proportional to
the steady state value of x2(t) (equation 3.15). Mathematically, the autocorrelation
function g(τ) is defined as follows:

g(τ) =
〈F (t) · F (t+ τ)〉

〈F (t)〉2 (3.25)

where 〈· · · 〉 represents time averaging. An alternative definition makes use of the
fluctuations of the fluorescence signal δF (t) = F (t)− 〈F (t)〉:

G(τ) =
〈δF (t) · δF (t+ τ)〉

〈F (t)〉2 (3.26)

where g(τ) and G(τ) are simply related to each other:

g(τ) = 1 +G(τ) (3.27)

The numerator in equation 3.25 represents the probability of detecting a photon
at time t+τ if a photon was already detected at time t and this is exactly the value
given by x2(τ) in equation 3.19 [29]. The denominator is a normalization factor: it
represents the average photon detection rate. Therefore [29]:

g(τ) =
x2(τ)

x2

(3.28)

or alternatively:

G(τ) =
x2(τ)

x2

− 1 (3.29)

τ is oftened called lag time. These correlations can be analyzed by the curves
in figure 3.4, that have the same course as the curve of G(τ) as the functions
are linearly dependent. For the sake of clarity, the corresponding autocorrelation
function G(τ) is additionally plotted in figure 3.5 for the intensity 1000kW/cm2.
At small lag times, the autocorrelation is negative, i.e. the signal is anticorrelated.

Following the same arguments as for the explanation of the course of the curve of
x2(t), this anticorrelation is due to the fact that, if the molecule has just emitted
a photon, it is highly probable that it will not emit any photons in the fraction
of time corresponding to 1/(k12 + k21). For longer lag times, a positive correlation
appears: depending on the excitation intensity, it becomes more probable to detect
a photon at t + τ if one was already detected at t. This is true as long as the
molecule has not relaxed to the triplet state, which occurs only at an average time
of ∼ 1/k23 ∼ 10−6s after an excitation in S1. For longer lag times the correlations
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Figure 3.5.: Autocorrelation calculated with equation 3.29 (green curve). G(τ) is
given by x2(τ) in equation 3.19. The time rates −1/s1 resp. −1/s2 are
also given in red and blue, respectively. The black points represent the
computed autocorrelation from the simulation of a molecule with the
parameters of Rh6G at the same excitation intensity of 1000 kW/cm2

used for the green curve. Simulation data are generated with the model
presented in section 4.1 and the calculation of the autocorrelation is
carried out by a multiple-tau algorithm (see chapter 5).
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disappear: at such long lag times, the molecule has undergone many excitations
so that it is unclear in which state the molecule is. Therefore, it cannot be said
whether a photon will be detected or not.

Although the time dependent fluorescence signal F (t) at first glance shows a
somehow random nature, the corresponding correlation times, i.e. the time ranges
over which correlations (positive or negative) can be observed, are yet visible. This
signal is called the time trace and such a time trace was simulated in figure 3.6.
The details of the simulation are explained in section 4.1. Briefly, the simulation
was carried out by using the fact that the probability for the molecule to make a
transition to another level in a given time follows a Poisson distribution, which is
equivalent to draw the time between two transitions from an exponential distribu-
tion where the rate parameter λ is chosen according to the transition (1/k12 for
the transition S0 → S1, 1/k23 for S1 → T0 and so on). The autocorrelation of this
time trace gives the point of the black curve of figure 3.5, properly fitting to the
analytical solution from equation 3.29.

This time trace over the first 35 µs of the simulation is actually only a small sec-
tion of its entire simulation duration (100 ms). At the intensity of 1000 kW/cm2,
a lot of photon detection events can already be seen, although only one fluorescent
photon from ten was supposed to be detected. The simulation gave a total count
rate of 6.7 · 103 kHz, in accordance with the steady-state emission count rate cal-
culated from equations 3.15 and 3.10 given the emission probability detection of
0.1 of the simulation and a simplified singlet excited to singlet ground state tran-
sition rate of kr = k21 = 250 · 106 1/s. This steady-state emission count rate is
∼ 76 · 103 kHz.

In this time trace the two different correlation times are well visible. Mostly
the signal appears in “bursts” of photons which are only interrupted when the
molecule dwells in the triplet state, where no photon emission is possible (blue
arrow of figure 3.6). This “triplet time” also called “bunching time” is on the order
of a microsecond with fluctuations according to the exponential distribution of the
time between two triplet events. On a smaller time scale of one microsecond (see the
inset of figure 3.6, that corresponds to the enlargement of the first burst of photons
occuring in the first microsecond), the time between the emission of two photons is
depicted with red arrows. This is called “antibunching time” because in this period
of time no photon can be emitted due to the fact that the particle is still in the
singlet ground state. This strongly contrasts with the bunching time, a period of
time in which photons are detected in close temporal proximity. During the photon
bursts, the molecule experiences many excitation-deexcitation cycles between S0

and S1 and will accordingly emit a photon in average every 1/k12 + 1/k21 seconds.

To finish this introductory section on fluorescence correlation technique on fixed
fluorescent molecules, a word on terminology: in this work, no spectroscopic mea-
surements were carried out in combination with this correlation technique. It is yet
always called fluorescence correlation spectroscopy (FCS). Therefore, we will stick
to the abbreviation FCS throughout the rest of this text.
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Figure 3.6.: An example of the time representation of F (t), also called time trace.
This is the result of the simulation of a molecule being excited at I =
1000 kW/cm2 and for which the detection probability of an emitted
photon is 0.1. This time trace is only a small part (35 µs) of the
total simulation duration of 100 ms. As the processes leading to the
photon detection events are of stochastic nature, this time trace is
only of illustrative nature and differs at a different time or in another
simulation. The photon detection events are represented with bars
of 1 ns width. The inset is an enlargement of the first microsecond
of the time trace. The blue arrows represent the time between the
emission of two photons when the molecule relaxed in the triplet state
in between (“triplet time” or “bunching time”). The red arrows, on
the other hand, represent the time between the emission of two photon
when the molecule directly relaxed in the singlet ground state between
the two photon emission events (“antibunching time”). Because of
the stochastic nature of the transition times between different energy
levels, ascribing the arrows to the bunching or antibunching time is
not unambiguous. Only the long time delay in case of the blue arrows
and the small time delay in case of the red arrows, respectively, enables
to state that these arrows represent bunching and antibunching time,
respectively, with high probability.
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3.2.2. Particles diffusing through a focussed Gaussian beam

The focused Gaussian beam is an idealisation of the field intensity distribution in
a focused laser beam. Indeed a Gaussian excitation profile means a Gaussian spec-
trum of spatial frequencies with consequently an infinite extension of the spectrum
into high spatial frequencies. However, as seen in section 2.1.1 not all the spa-
tial frequencies, especially those of high amplitudes can propagate in the far-field.
Therefore, a Gaussian spectrum and a Gaussian excitation profile cannot exist. It
is yet a good approximation of the distribution of intensity in a focused laser beam
and is used for analytical purposes.
The first implementation of FCS was done using a focused laser beam to measure,

among other things, diffusion coefficients in a solution at thermodynamical equi-
librium [65]. It is based on the high fluorescence fluctuations stemming from the
diffusion of a fluorescent molecule in the spatially inhomogeneous Gaussian beam
(see figure 3.7). The idea is that if the molecule emitted a photon at an instant t,
the probability that it emits another photon at time t + τ is now not only depen-
dent on the different transition rates of the molecule (see section 3.2.1) but also on
the location within the Gaussian beam. Even if the movements of a molecule in
a solution at thermodynamical equilibrium are totally random, its position in the
solution is governed by a probability distribution, which is reflected by the diffusion
law (Fick’s second law):

∂C(~r, t)

∂τ
= D∆C(~r, t) (3.30)

where C(~r, t) is the molecule’s concentration in the solution, dependent on time t,
the position of the molecule ~r and the fluctuations about the mean concentration
C0: δC(~r, t) = C(~r, t)− C0. D is called the diffusion coefficient and is given in the
simplest model of spheres by the Stokes-Einstein equation:

D =
kBT

6πηR0

(3.31)

with the Boltzmann constant: kB = 1.381 · 10−23 JK−1, the dynamic viscosity η of
the solution (η = 1.002 · 10−3 Pa.s for water at 20◦ C) and the radius R0 of the
sphere. When used to compute the effective size of a particle that is generally not
spherical from its diffusion coefficient, R0 is called the hydrodynamic radius of the
particle.
To understand the correlation that arises from the diffusion of the molecules

in and out of the volume illuminated by a Gaussian beam, it is useful to first
neglect the correlation that stems from bunching (transition in the triplet state)
and antibunching (finite excitation and deexcitation time of the singlet states). In
this case the fluorescence intensity measured can be expressed as [66]:

F (t) = K

∫ +∞

−∞

CEF(r)Iexc(r)C(r, t)dV (3.32)
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Figure 3.7.: Diffusion of fluorescent molecules represented here as small spheres
in a Gaussian beam. The black straight arrows refer to the random
movement of the molecules in the solution. If a molecule enters the
Gaussian beam it emits fluorescence isotropically, which is represented
by waved arrows. The red dashed line shows the intensity profile of the
laser beam.
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where CEF(r) is the collection efficiency function, which includes the fluorescence
quantum efficiency and K is a constant factor depending on the absorption cross-
section of the molecule and its quantum yield. Usually CEF(r) varies little on
the scale of Iexc(r) and can be expressed through a collection efficiency factor C.
Consequently the fluorescence signal can be written:

F (t) = K ′

∫ +∞

−∞

p(r)C(r, t)dV (3.33)

with p(r) being the Gaussian excitation profile normalized by the excitation inten-
sity I0 at maximum:

p(r) =
Iexc
I0

= e
−2x2+y2

R2
xy e

−2 z2

R2
z (3.34)

where K ′ = K ·C and Rxy and Rz refer to the distance at which the intensity falls
off to I0/e

2.

Using the definition of the autocorrelation function from equation 3.26, it follows:

G(τ) =
K ′2

∫∫ +∞

−∞
p(r)p(r′)〈δC(r, t)δC(r, t+ τ)〉dV dV ′

K ′2
(

∫ +∞

−∞
p(r〈C(r, t)〉dV

)2 (3.35)

The process of diffusion in the solution at thermodynamical equilibrium can be
considered as a stationary process, therefore G(τ) further simplifies to:

G(τ) =

∫∫ +∞

−∞
p(r)p(r′)〈δC(r, 0)δC(r′, τ)〉dV dV ′

C2
0

(

∫ +∞

−∞
p(r)dV

)2 (3.36)

where
∫ +∞

−∞
p(rdV = Vexc is the excitation volume defined by the Gaussian beam

where the excitation intensity is larger than I0/e
2.

Furthermore, the concentration fluctuations δC(r, t) can be retrieved through
the diffusion equation 3.30 by applying a Fourier transformation on the component
r of the concentration fluctuations δC(r, t) [66]:

∂C(r, t)

∂t
= D∇2C(r, t) (3.37)

⇒ ∂δC(r, t)

∂t
= D∇2δC(r, t) (3.38)

⇒ Fr→k{
∂δC(r, t)

∂t
} = Fr→k{D∇2δC(r, t)} (3.39)

⇒ ∂δC̃(k, t)

∂t
= −Dk2δC̃(k, t) (3.40)
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where δC̃(k, t) is the Fourier transform of δC(r, t). The last differential equation
has the solution:

δC̃(k, t) = δC̃(k, 0)e−Dk
2t (3.41)

This can be used to calculate the term in bracket in equation 3.36:

〈δC(r, 0)δC(r′, τ)〉 = 〈δC(r, 0)F−1
k′→r′

{δC̃(k′, τ)}〉 (3.42)

= F−1
k′→r′

{〈δC(r, 0)δC̃(k′, τ)〉} (3.43)

= F−1
k′→r′

{〈δC(r, 0)δC̃(k′, 0)e−Dk
′2τ 〉} (3.44)

= F−1
k′→r′

{〈δC(r, 0)Fr′→k′{δC(r′, 0)}e−Dk
′2τ 〉} (3.45)

= F−1
k′→r′

{e−Dk
′2τFr′→k′{〈δC(r, 0)δC(r′, 0)〉}} (3.46)

Since the number of molecules within any subvolume is supposed to be Poisson
distributed (mean number of molecules is equal to its variance) and the molecules
do not interact with each other [66]:

〈δC(r, 0)δC(r′, 0)〉 = 〈(C(r, 0)− C0)(C(r′, 0)− C0)〉 (3.47)

= 〈C(r, 0)2〉δ(r− r′)− C2
0 (3.48)

= C0δ(r− r′) (3.49)

Further using the properties of the Fourier transform, the numerator of equation
3.36 becomes:

∫∫ +∞

−∞

p̃(k)p̃(k′)Fr→k{〈δC(r, 0)δC(r′, τ)〉}dkdk′ (3.50)

which under use of equations 3.46 and 3.49 simplifies to:

∫ +∞

−∞

p̃(k)2C0e
−Dk

2τdk (3.51)

with p̃(k) being the Fourier transform of the normalized excitation profile of equa-
tion 3.34:

p̃(k) =
1

8
R2

xyRze
−

(k2x+k2y)R2
xy

8 e−
k2zR

2
z

8 (3.52)

Upon integration of the numerator and the denominator, equation 3.36 finally
reads:

G(τ) =
1

C0Vexc

1

1 + 4Dτ
R2

xy

1
√

1 + 4Dτ
R2

z

(3.53)

38



where Vexc has the dimension of a volume and is given by:

Vexc = π3/2R2
xyRz (3.54)

As the Gaussian beam has a continuous intensity profile, a volume cannot strictly
be defined as some volume element delimited by a sharp border but this volume is
slightly larger than the volume Veps of a prolate spheroide described by an equatorial
radius of Rxy and a polar radius Rz. At these radii, the intensity falls off by a factor
of 1/e2 of the value in the center of the beam: Vexc ∼ 1.3Veps.

The curve resulting from equation 3.53 is shown in figure 3.8 where the factor
C0Vexc defines a number N of molecules present in average in the excitation volume
Vexc. As this number increases, the amplitude of G(τ) decreases. This corresponds
to the intuitive idea that fluctuations of intensity are all the more observable as
the number of molecules participating to this fluctuations by diffusing in and out
of the excitation volume is small.

Note that the value G(0) = 1/N of the autocorrelation function at zero lag time
is independent of the precise shape of the volume. It is also valid for all diffusion
processes where possible additional fluctuation sources (of photophysical nature
like bunching or antibunching or of chemical nature like creation or destruction
processes of the molecules) are not taken into account. This value can therefore
be retrieved without giving explicitely Iexc(r) or CEF(r) but just using Poisson
statistics and the fact that the fluorescence signal is proportional to the number of
fluorescent molecules that contribute to the signal: F (t) = αN(t). As the number
of molecules in any subvolume of the solution is Poisson distributed, its variance
σ2
N = 〈δN(t)2〉 is the same as its mean: 〈δN(t)2〉 = 〈N(t)2〉−〈N(t)〉2 = 〈N(t)〉 and

consequently:

G(0) =
〈δF (t)2〉
〈F (t)〉2 =

〈δN(t)2〉
〈N(t)〉2 =

1

〈N(t)〉 (3.55)

With the knowledge of the concentration of fluorescent molecules in the solution,
the extent of the volume out of which the molecules contribute to the fluorescence
signal can be retrieved, provided that no other fluctuation source is present.

Two correlation times can be defined from equation 3.53: the lag times τ at
which the term (1 +R2

i τ/4D)−1/2 falls to 1/
√
2 with i = {x, y, z}. In the case of a

Gaussian beam with axis symmetry about z, Rx = Ry = Rxy and the correlation
time relating to the diffusion in the (x, y)-plane is τxy = R2

xy/4D. For the diffusion
in the z direction, τz = R2

z/4D.

These correlation times have a form similar to the time obtained from the consid-
eration of the variance of the molecule displacement in solution: For a n-dimensional
displacement the variance of the random variable ~X = (X1, X2, . . . , Xn) is given
by:

σ2
~X
= 〈 ~X2〉 − 〈 ~X〉2 = 2nDt ⇒ τ =

σ2
~X

2nD
(3.56)
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Figure 3.8.: Autocorrelation of the fluorescence intensity of molecules in a solu-
tion diffusing in and out a Gaussian beam, which excitation profile
is given by 3.53. The excitation profile is also sketched in the inset
with Rxy and Rz being the radii at which the intensities I(x, z = 0)
and I(x = 0, z), respectively, are a factor 1/e2 smaller than the max-
imum intensity in the center of the beam. The corresponding time
scale R2

xy/4D and R2
z/4D for the diffusion process are indicated on the

graph. The maximum of the autocorrelation occurs at small lag times
τ → 0 with N = C0V being the mean number of molecules in a volume
V = π3/2R2

xyRz.
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Letting σ2
~X
be the variance of the displacement in the two dimensional plane

(x, y) then τ = σ2
(X,Y )/4D. The similarity of this expression with τxy shows that

the correlation time over which the fluorescence emission takes place is a measure
of the mean time needed to cross the excitation volume in the (x, y)-plane.
In figure 3.8, τxy and τz are depicted by the dashed line. At these positions, a

transition between positive correlations (positive values of the G(τ)) and no cor-
relation (zero value of G(τ)) is observed. The fact that at small lag times, only
a positive correlation is observed stems from the fact that antibunching was not
considered in the derivation of the autocorrelation. Consequently, if a molecule
emitted a photon at t = 0 it means it is in the excitation volume and only little
time afterwards the molecule is likely to be still in this excitation volume and it is
consequently likely to emit another photon.
Measuring the autocorrelation of the fluorescence of a molecule arising from the

diffusion in and out of a focused laser beam with a molecule of known diffusion
coefficient D, is a widespread technique as it allows to assess the dimensions Rxy

and Rz of the focal spot of the laser by fitting the autocorrelation to equation 3.53.
Inversely, it can also be used to determine a diffusion coefficient with the precise
knowledge of Rxy ans Rz. However, some artifacts can impair this measurement.
One of them is the triplet excitation of the diffusing molecules. As shown in sec-
tion 3.2.1 transient relaxation in the triplet state also leads to fluctuations of the
fluorescence intensity. Widengren et al. showed that these additional fluctuations
during a diffusional process can be taken into account with an additional multiply-
ing factor compared to equation 3.53, which contains the whole triplet dynamics.
The new autocorrelation function accouting for the triplet dynamics is, however,
only valid for a mean triplet time much smaller than the mean diffusion time, so
that the triplet occupation of the diffusing molecules can be considered to be in a
steady state during the diffusion process [62]:

G(τ) =
1

N

1

1 + 4Dτ
R2

xy

1
√

1 + 4Dτ
R2

z

(

1 +
T

1− T
e
− τ

τT

)

(3.57)

where T is the steady state occupation probability of the triplet state x3 as given
by the equation 3.8 and τT is the bunching time given by −1/s2 in equation 3.19.
For both T and τT the rate constant k12 is approximated for a constant intensity
profile IT in the transverse plane of the laser beam, so that the corresponding power
ITπR

2
xy is the same as the power of the Gaussian beam:

ITπR
2
xy =

∫ +∞

−∞

I0e
−2x2+y2

R2
xy dV =

I0
2
πR2

xy ⇒ IT =
I0
2

(3.58)

A more detailed description of the autocorrelation function for triplet occupation
probability T depending on the distribution of the intensity in the Gaussian beam,
is given in [61]. A typical autocorrelation accounting for triplet is sketched in
figure 3.9 for T = 0.3 and τT = 1 µs. The main feature is that the value of the
autocorrelation function at lag time τ = 0 is no longer the inverse of the number of
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molecules N in the excitation volume but the inverse of the number of molecules
less the ones in the triplet state: N(1−T ). Additionally, the intensity fluctuations
owing to the transition in the triplet state are clearly taking place on a time scale
much lower than the mean diffusion time in and out of the excitation volume. This
observation allows the assumption of the triplet occupation of the molecule to be
in its steady-state value during the diffusion process. This assumption was used to
derive equation 3.57.
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Figure 3.9.: Autocorrelation of the fluorescence intensity of molecules in a solution
diffusing in a Gaussian beam with an excitation profile of the form of
equation 3.34 and enduring transitions in the triplet state. This curve
results from equation 3.57 and features additional fluctuations in the
fast time regime compared to the curve of figure 3.8 . τT is the triplet
or bunching time and N(1−T ) is the mean number of molecules being
in either one of the singlet states. The dark dashed line corresponding
to equation 3.53 was also sketched for comparison.

A common problem in FCS measurements when measuring diffusion coefficients
of molecules is the presence of noise that is superimposed on the fluorescence signal
of the molecules. For FCS measurements in solution the most common source
of noise is Raman scattering of water molecules. This noise is uncorrelated and
consequently does not cause any fluctuations. But the overall amplitude of the
autocorrelation of the total signal (noise + fluorescence) GTOT(τ) is diminished in
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comparison to the autocorrelation of the fluorescence signal alone Gf(τ) [20]:

GTOT =

(

1− IB
ITOT

)2

Gf(τ) (3.59)

where IB is the background intensity superimposed on the fluorescence intensity If
leading to a total intensity ITOT = IB + If .
The scheme of gaining information on the dynamical properties of fluorescent

molecules (and above all fluorescent labelled molecules) diffusing through a volume
of defined excitation profile has made FCS a widespread technique particularly in
the field of biophysics. The inverted scheme, i.e. the determination of the excitation
profile with a fluorescent molecule of defined diffusion coefficient is naturally also
possible and usually applied for calibration of the size of a Gaussian beam. Similarly
to this inverted scheme, FCS was used in this work to gain information on the
excitation volume at the tip of a near-field optical probe (chapter 7). Since no
analytical description of the near-field of a real near-field optical probe is possible, a
three steps process has to be adopted. First, modeling of the excitation profile has to
be carried out. Then, this profile is fed to a Monte-Carlo simulation to simulate the
fluctuations of intensity stemming from several molecules of defined photophysical
parameters and dynamical properties. Finally, the result of this simulation has to
be compared with the experimental autocorrelation and the best match is assumed
to give the simulated excitation profile describing best the experimental simulation
profile. The main features of these modelings are presented in the next chapter.
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4. Modeling of the optical near-field
distribution at NSOM probes
using FCS

In the previous chapter, it was shown that the diffusion of single fluorescent parti-
cles in solution through a volume illuminated by a given intensity distribution gives
rise to correlation in the fluorescence signal depending on the diffusion coefficient
of the particles and the dimensions of the volume (section 3.2.2). The analytical
derivation of the autocorrelation function was possible and consequently the volume
dimensions can be calculated from this function. However, for more complex inten-
sity distributions, there is in general no analytical solution for the autocorrelation
function. Therefore, the retrieval of the intensity distributions from the measured
autocorrelation function should ideally be conducted in two steps. Firstly, assume
a certain intensity distribution in a solution with diffusing particles, then simulate
the fluorescence signal that would be obtained and calculate the corresponding au-
tocorrelation function. Secondly, fit the simulated autocorrelation function to the
one measured in the experiment. This procedure has to be repeated with varying
intensity distributions until the best fit is obtained. The first step is the modeling
part and is the topic of this chapter.

4.1. Principles of modeling

4.1.1. Parameters of simulation

Fixed particle

To model the photon emission of a fluorescent particle under constant illumination,
we can use the 3-level system presented in section 3.1.2. In this simplification of
the energy level diagram of a fluorescent particle and for an excitation light of given
intensity I and frequency ν, only a small number of parameters describe entirely
the photophysics of the particle. These are the absorption cross-section σabs and
the transition rates k21, k23 and k31 between the different energy levels.
To further model the time dependence of the photon emission, it is important to

stress the stochastic nature of the different processes involved in the emission, i.e.
the transitions from one energy level to another. The mean number of transition
events occuring in a given interval of time is fixed and given by the transition
rates. Since these events occur independently of time, the stochastic process of

45



transition between two energy levels can be modelled with a Poisson distribution.
This probability distribution reads:

p(X = N ; k∆t) =
(k∆t)Ne−k∆t

N !
(4.1)

where N is the number of transition events expected in a given interval of time ∆t
and k is the transition rate. This probability distribution is also sketched in figure
4.1.
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Figure 4.1.: Probability mass function of the Poisson distribution for three different
average numbers of events in a given time interval ∆t. The number
of events expected to occur with the highest probability in this time
interval is equal to the average count k∆t.

For the simulation of a fluorescence time trace the fact that the number of tran-
sition events in a given interval follows a Poisson distribution with mean value
k∆t has an important consequence: the time between two transitions follows an
exponential distribution with rate parameter k (see for example [67]):

p(t, k) = ke−kt (4.2)

where p(T = t, k) represents the probability density function for the random vari-
able T and the probability to have a transition at time t1 after the last transition
is given by

∫ t1
0

p(t, k)dt. Not surprising is that the expected value of the random
variable T is 1/k.
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This result enables one to efficiently simulate the transition events in the particle
by drawing the random time between two events from an exponential distribution
with rate parameters equal to the transition rates k12, k21, k23 and k31. The three
last mentioned are intrinsic to the particle, whereas the first one also depends on
the intensity and the wavelength of the excitation light (see equation 3.1).
With this result, the simulation of the fluorescence emission of the particles is

straightforward. At time t = 0 the particle is said to be in the ground state. Wave-
length and intensity of the excitation light and the absorption cross-section of the
particle define k12. Therefore, the time t121 after which the particle is excited in the
singlet state, is drawn from an exponential distribution with rate parameter k12
using conventional packages to generate random numbers with known probability
distribution. In the excited singlet state, the particle can either relax in the singlet
ground state or the triplet ground state. To decide through which pathway the
particle would go a time t211 is drawn from an exponential distribution with rate
parameter k21 and another one, t231 , from the same distribution but with rate pa-
rameter k23. If t211 < t231 then the molecule has relaxed in the singlet ground state
before an intersystem crossing could occur. Since the transition 2 → 1 is related to
a photon emission, a photon time arrival is recorded: t121 + t211 . If t231 < t211 then the
molecule relaxes in the triplet ground state and will not come back to the singlet
ground state before a time t311 drawn from an exponential distribution with rate
parameter k31.
The effective emission of a photon when the particle is back to the singlet ground

state upon relaxation from the singlet excited state, can additionally be controlled
by defining a probability of emission: this enables one to model the quantum yield
of a particle. In this case, after relaxation from the singlet excited state (t211 < t231 ),
a number is drawn from a geometric distribution (basically a 0 or 1 reflecting the
failure or the success of a Bernouilli trial). In case of success, the photon is emitted.
Additionally, the quality or quantum efficiency of the detection setup effect can

be taken into account after emission of the photon. This is also modeled by drawing
random numbers from a geometric distribution and counting only the photon as
detected in case of success.
When the particle is back to its ground state (either after t121 + t211 upon photon

emission or after t121 + t231 + t311 following an intersystem crossing) and only in this
case, the particle can be excited again. Therefore, it has to be checked if at a time
t121 + t122 with t122 giving the arrival time of the next exciting photons, the particle
is already back to the singlet ground state. If it is not the case, this photon will
not contribute to the excitation of the particle and the time arrival t123 of the next
photon is computed until the particle is excitable and the whole process is repeated.

Diffusing particles

In case of diffusing particles, several new parameters compared to the case of a
fixed particle are to be taken into account. First, to avoid computation time to
increase beyond reasonable values, a simulation volume is defined, i.e. the volume
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in which the particles are allowed to diffuse freely. Since the intensity distributions
of the simulated fields often have a symmetry axis, e.g. z, the axis x and y play
a symmetric role. Consequently, the simulation volume is set to be all (x, y, z) so
that (|x|, |y|, |z|) < (Lx, Ly, Lz) with Lx = Ly. If a particle makes a movement
that would bring it over the boundaries of the volume, some boundary conditions
are applied. In case of an open boundary, a periodic boundary is applied to the
coordinate(s) above the limits. For example, if x > Lx then the new coordinate
xN of the particle is defined to be xN = x − 2Lx i.e. the particle appears on the
opposite side of the simulation volume. In case of a closed boundary, like a glass
surface, a reflective boundary is applied: xN = 2Lx − x as if the particle would hit
the surface and come back (see figure 4.2).

Reflective 
boundary

Periodic
boundary

Figure 4.2.: Definition of the simulation volume in the case of diffusing particles. If
a particle comes to a movement that would bring it over the boundary
of this volume, then boundary conditions are applied. Two kinds of
boundary conditions are simulated: periodic boundary, if the boundary
is open (water for example) or reflective boundary, if the boundary is
close (glass or metal for example).

Similarly to transitions between energy levels, the diffusion of particles in the
volume is not a deterministic process but a stochastic process. Its probability
distribution is different though and is given upon solving the diffusion equation
given in equation 3.30 and rewritten as a stochastic differential equation:

∂p(~r, t)

∂t
= D∇2p(~r, t) (4.3)

where p(~r, t) is the probability density function of the continuous random variable
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~R. From the perspective of probability density functions, this equation is derived
by using the so-called “master equation” that describes the time evolution of the
density probability function. This leads to the Fokker-Planck equation and under
the assumption of no external forces on the particles, this equation reduces to the
above diffusion equation (see for example [68]).
The solution of this equation, i.e. the density probability function describing the

movement of a particle from a point ~r at time t to a point ~r + ∆~r at time t + ∆t
can be decomposed in three density probablity functions, each acting on one of the
coordinates x, y and z. For example in the case of the coordinate x [68]:

p(∆x,∆t) =
1√

4πD∆t
e−

|∆x|2

4D∆t (4.4)

This is a Gaussian distribution with mean value 〈∆x〉 = 0 and standard deviation
σ = 〈∆x2〉 =

√
2D∆t from which random number can easily be drawn using

standard random number generation packages. The dependence over ∆t of this
probability density function requires the introduction of a time step TS for the
simulation of the movement of the particles. At each time step, the new positions
of the particles are calculated from the random number ∆x, ∆y and ∆z drawn
from a gaussian distribution with zero mean and standard deviation

√
2DTS.

At this point it is important to note that the diffusion mechanism imposes some
constraints on the simulation volume in order to avoid artificial correlations. This
problem stems from the fact that with periodic or reflective boundary conditions,
the molecules inside the volume have a greater probability to come back at some
point, which would not be the case without the boundaries. In the one-dimensional
case for a molecule at a position x at time t = 0 the variance 〈x2(t)〉 increases
with time as

√
2Dt. Consequently, for an infinitely extended volume, equation 4.4

states that p(∆x,∆t) → 0 for ∆t → ∞. This means that, after a sufficiently long
time, it is impossible to exactly locate the molecule, i.e. the steady state value of
p(∆x,∆t) is p̄ = 0. For a finite volume, however, p̄ has a finite value, different from
0. Therefore, G(τ) 6= 0 for every τ = ∆t. As a consequence, the simulation volume
has to be chosen, so that p(∆x,∆t) reaches its steady state value p̄ only for values
of τ , for which G(τ) practically reached its minimal value.
The last important difference between the simulation of the fluorescence emis-

sion of diffusing particles and that of fixed particles is the dependence of the photon
excitation rate k12 on the spatial position of the particle. To compute this rate,
either the intensity distribution is known analytically as in the case of a Gaussian
distributed intensity or the intensity distribution is itself computed by numerical
methods. In the last case, the intensity is usually only calculated at discrete points
of the simulation volume. If these points are sufficiently close to one another and
distributed over a regular grid, then a trilinear interpolation scheme can be used
to get the intensity at an arbitrarily point (x, y, z). Either way the intensity distri-
bution can be precisely mapped and the spatial dependent photon excitation rate
k12(x, y, z) is obtained by multiplying this intensity by the constant factor σabs/hν
of equation 3.1.
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In practice the simulation starts by giving the number of molecules used in the
simulation volume. Then all molecules are given a random position, here again,
using random numbers, but this time drawn from a uniform distribution over the
half-closed interval [0, 1) that are then scaled to the dimensions of the simulation
volume. Then, at each step and for each molecule, a list of relative photon arrival
times {t12i,r} is drawn from an exponential distribution with rate parameter the local
photon excitation rate k12(x, y, z). The list of absolute photon arrival times is then
simply built up by {

∑j
i=1 t

12
i,r j ∈ [1, n]} = {t12i } where n is the last relative photon

arrival time for which
∑n

i=1 t
12
i,r is smaller than the time step TS. For each value t12i

the same process as in the case of fixed particles is carried out, i.e. comparison of
t21i and t23i leading to a photon emission at t12i + t21i or intersystem crossing with
subsequent return to the singlet ground state at t12i + t23i + t31i . A new excitation by
the jth following photon is then only possible if t12j > t12i + t23i + t31i . Additionally,
for each simulation step, only photon emission times t12i + t21i < TS are taken into
account.

Parameters specific to the near-field aperture probe

For the specific simulation of fluorescence emission of particles diffusing in the in-
tensity distribution at the near-field probe, two additional processes were taken into
account to give simulation results as close as possible from the experimental results.
The first process is the decrease in fluorescence emission near metal interfaces where
energy from the particles is transmitted to the free electrons of the metal through
a non radiative process. This fluorescence quenching is also well known in the field
of Fluorescence Resonance Energy Transfer (FRET) [69]. However, in this case,
the energy transfer takes place between two particles and not a particle and the
metal. Additionally, the fluorescence of the first particle transmitting its energy to
the second particle is quenched, yet, the second particle fluoresces. Even if these
differences exist the energy transfer process can be reasonably thought as to be
similar. How much energy is transferred in this process reflects the so-called FRET
efficiency E:

E =
1

1 +
(

|~r|
R0

)6 (4.5)

where |~r| is the distance between the energy donor and the energy acceptor and R0

is the Förster distance, at which the energy transfer efficiency is 50%.
To model this energy transfer, a spatially dependent probability for a particle

relaxing from the singlet excited state into the singlet ground state by emitting
a photon is computed. In the case of no quenching this probability is 1: the
transition 2 → 1 leads always to the photon emission. In the case of quenching, this
probability is (1−E), where E is the quantum efficiency of the energy transfer. In
the case of FRET, E is simply the FRET efficiency. To give a bit more flexibility to
the quenching behavior at the metallic surface an additional parameter ~r0 pointing
at a position inside the metal is introduced so that the FRET efficiency is not
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necessarily 1 at the surface. The emission probability pE(~r) of a photon after the
transition 2 → 1 is consequently given by:

pFEm(~r) =
1

1 +
(

|~r−~r0|
R0

)−6 (4.6)

Another quenching model can also be envisaged similar to the analytical form of
the Förster energy transfer. This model called “exponential decay” (whereas the
first quenching model is called a “Förster decay”) allows to construct an arbitrar-
ily steep quenching profile centered on an arbitrary position ~r1/2 away from the
metal can be constructed. It is decribed through another spatial dependent photon
emission probablity:

pEEm(~r) =
1

1 + e−α|~r− ~r1/2|
(4.7)

In figure 4.3 some examples of quenching profiles using a Förster decay and
an exponential decay are shown. The problem of modeling a steep decay in the
quenching profile using a Förster decay is due to the flexible definition used in
equation 4.6: in the case of a one dimensional quenching profile for example, if the
distance ∆x for which the probablity pFEm(x) must fall from 90% to 10% is chosen
too small, and the distance x1/2 at which this probablity is 1 is too large, then the
value x0 defined in equation 4.6 will be located outside the metal. The result is
a physically meaningless minimum of pFEm(x) away from the metal interface in the
solution.

In addition to the quenching behavior of the fluorescence of the particles at
the metal interface, a further parameter was used in the simulation to describe
the possiblity for the particle to bind for some time to the glass surface of the
aperture probe or (in an exclusive sense) to the metal surface. To model this
binding behavior, a distance d to the binding surface was first defined. For distances
of the particles greater than d the particles diffuse freely in the solution. But for
each time step TS where a particle is at a distance of the surface smaller than
d, the probability distribution that the particle binds to the surface is considered
to be a geometric distribution with a probability of success (here called “binding
probability”) defined before the begin of the simulation. This kind of distribution
is also represented in usual random number generation packages, so that a number
drawn from this distribution directly reflects if the binding takes place or not.

4.1.2. Accuracy of the model

To test the validity of the model presented in the precedent section, simulation
results were compared to situations where an analytical solution exists for the
autocorrelation function.
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Figure 4.3.: One dimensional Förster (dash dotted line) and exponential (dotted
line) decaying quenching profiles at a distance x of the metal surface
and for different parameters ~r0 = x0, R0, α and ~r1/2 = x1/2. The
parameters were chosen so that the values of x at which the probablity
of photon emission decreases to 0.5 and the distance ∆x for which this
probability fall from 0.9 to 0.1 is the same for curves of same color. Blue
curves: x1/2 = 5 nm, ∆x = 3 nm. Red curves: x1/2 = 10 nm, ∆x =
20 nm. Green curves: x1/2 = 0.5 nm, ∆x = 5 nm. It has to be noted
that the blue dash dotted curve does not decrease linearly to 0 when
x → 0 but the minimum is for a value of x slightly greater than 0, which
has no physical meaning. For this reason, steep quenching profiles at
some distance away from the metal surface cannot be modeled that well
with the Förster decay. The exponential decay addresses this issue.

52



Fixed particle

In the case of fixed particles the result of a typical simulation was already presented
in section 3.2.1 and the corresponding analytical result for the autocorrelation func-
tion was given in equation 3.29:

G(τ) = −
(

1 +
k12k23

k31(k12 + k21)

)

e−(k12+k21)τ +
k12k23

k31(k12 + k21)
e
−
(

k31+
k12k23
k12+k21

)

τ
(4.8)

The simulation was done using the photophysical parameters of Rhodamine6G
(Rh6G) given in section 3.1.2, i.e. σabs,Rh6G = 170 · 10−18 cm2, k21 = 250 · 106 1/s,
k23 = 1.1 · 106 1/s, k31 = 0.5 · 106 1/s, a quantum yield of 0.95 and a detection
probability of 10%. The calculated autocorrelation of the fluorescence time trace
obtained from the simulation are shown together with the analytical autocorrelation
function in figure 4.4 for different excitation intensities.
The perfect agreement of the calculated autocorrelation from the simulation and

the theoretical autocorrelation curve is the best confirmation that the simulation
model reflects very well the results predicted from section 3.1.2. An additional
confirmation can be found by considering the count rate of detected photons, that
was given in equation 3.15 and calculated with equation 3.10. These count rates
are 2.73 · 106 1/s, 6.33 · 106 1/s and 7.17 · 106 1/s for the intensities 100, 1000 and
5000 kW/cm2, respectively. All the values of the simulations correspond to the
theoretical values within less than 1%.

Diffusing particles

The validity of the simulation model for the diffusion of particle in solution il-
luminated with a given intensity distribution was tested in two cases, where an
analytical solution is known for the autocorrelation function of the fluorescence
signal.
For these simulations, the photophysical parameters (τf , Q, σabs, k21, k23 and

k31) and the diffusion coefficient D of Atto655 additionally to those of Rh6G were
used. The high absorption cross-section was already introduced in section 3.1.2.
Contrary to Rh6G, Atto655 does not show any triplet excitation at high intensities
[70]. For this reason its triplet excitation rate k23 is set to 0 and consequently k31
does not need to be given. The necessary data for these two molecules used in the
following simulation are listed in table 4.1.
In the following simulations, the fit of the correlation functions can be compared

to the theoretical values. For the sake of clarity, the relations between these theo-
retical values and the values than can be extracted from the fits are recapitulated
in table 4.2 together with the references where these relations appear in chapter 3.
The first tested model was detailed in section 3.2.2. This is the diffusion of

particle through a focussed Gaussian beam. Simulations were first carried out with
the parameters of Atto655 in order to avoid triplet excitation and stick to the
simple model that leads to equation 3.53. An example of such a simulation is given
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Figure 4.4.: Exact autocorrelation function of a fixed particle illuminated under
different excitation intensities (continuous line) and the corresponding
calculated autocorrelation from the simulation described in the prece-
dent section (crosses). The simulation duration is 100 ms for the three
different excitation intensities of 100, 1000 and 5000 kW/cm2. The de-
tected photon rates are for these intensities 2.73 ·106 1/s, 6.36 ·106 1/s
and 7.12 · 106 1/s, respectively. This is a non linear dependence on
the excitation intensity showing that the fluorescence emission of the
particle is at 1000 kW/cm2 already highly saturated.
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Parameter
Atto655

(for λ = 640 nm)

Rh6G

(for λ = 532 nm)

τf (ns) 1.8 4.2

Q 0.3 0.95

σabs (cm
2) 315 · 10−18 170 · 10−18

k21 (s−1) 1850 · 106 250 · 106

k23 (s−1) 0 1.1 · 106

k31 (s−1) - 0.5 · 106

D (µm2/s) 426 414

Table 4.1.: Comparative table of values for the fluorescence lifetime τf , the fluores-
cence quantum yield Q and the absorption cross-section σabs of Atto655
and Rh6G. The numerical values for Atto655 for τ and Q are taken
from [60]. The absorption cross section of Atto655 is calculated with
the extinction coefficient value given for the maximum of absorption of
this fluorescent particle, i.e. at 663 nm: ǫ663nm = 125000 M−1cm−1 con-
verted to the absorption cross section at 640 nm with equation 3.2 and
the absorption spectra given by ATTO-TEC GmbH [60]. k21 is derived
from Q and τ using equation 3.14. The photophysical parameters of
Rh6G were introduced in section 3.1.2. The diffusion coefficients were
taken from [71] (Atto655) and [72] (Rh6G).
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NTOT
C0 =

NTOT

(2Lxy)2·2Lz
N = C0 · VexcLxy, Lz

Rxy, Rz Vexc = π3/2R2
xyRz

D

T =

k23
k23+k31

IT /IS
1+IT /IS

= 1

1+
k31

k12k23
(k12+k21)

IT = I0/2 I0

k12 =
σabsIT
hν

TT =

1

k31+
k12k23
k12+k21

= 1−T
k31

IS =

IT
k31(k21+k23)
k12(k23+k31)

λ

σabs

k21, k23, k31

Table 4.2.: The simulation parameters (middle column) and the different parame-
ters that can be derived from them: C0 is the molecular concentration
(appearing in equation 3.53), Vexc is the excitation volume given from
equation 3.54 and N is the mean number of molecule in the excitation
volume. The mean intensity IT is the intensity used to evaluate the
triplet characteristic of the molecule (equation 3.58). Together with the
saturation intensity of the molecule (equation 3.12) it yields the mean
triplet occupation T (x3 in equation 3.11). The triplet time (bunch-
ing time) TT is a function of the excitation rate k12 (equation 3.1)
for the mean intensity IT and is calculated with equation 3.24 where
TT = −1/s2 and using the approximation k21, k12 ≫ k23, k31.
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in figure 4.5. Using simulation step of 100 ns, the diffusion of 10 Atto655 molecules
were simulated during 60 s in a 4 × 4 × 4 µm3 volume, which corresponds to a
concentration of ∼ 0.26 nM. The Gaussian excitation volume was set to be twice
as large in the axial direction (z axis) as in the lateral direction (x, y) plane. The
correlation function calculated from the simulation was fitted using equation 3.53
and the results of the fit are given in table 4.3. The fit was actually carried out
with either two or three free parameters: N and Rxy are set as free parameters in
both cases and Rz is either free or bound to Rxy using the relation Rz = SRxy with
S = 2.
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Figure 4.5.: Autocorrelation calculated from a simulation of the diffusion of Atto655
molecules in and out of a focused Gaussian beam (crosses) together
with its fit (green curve) to the theoretical curve of equation 3.53.
The simulation parameters are NTOT = 10, Lxy = Lz = 2 µm,
Rxy = 250 nm, Rz = 500 nm and I0 = 1000 kW/cm2. The simulation
duration is 60 s. The fit results are presented in table 4.3. Addition-
ally, the theoretical curve corresponding to the simulation parameter
is displayed in red.

The fits to the simulated correlation function are obviously very good in both
cases for a free or bound parameter Rz. The standard deviation of the fit with
three free fit parameters, is as expected a little better because of the higher number
of free parameters. However, looking more precisely at the fit values of table 4.3
shows that fitting with three fit parameters can lead to values somewhat deviating
from the simulation values. For example Rz deviates from nearly 15% of its true
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Fit parameters Theory

Fit results

with Rz

as free parameter

Fit results

with Rz fixed with

Rz = SRxy, S = 2

N 27.19 · 10−3 (27.234± 0.007) · 10−3 (27.14± 0.01) · 10−3

Rxy (nm) 250 260.0± 0.6 249.1± 0.1

Rz (nm) 500 425± 3 498.2± 0.2

Table 4.3.: Comparative table between the values of the free parameters fitted to the
autocorrelation curve in figure 4.5 and their theoretical values calculated
from table 4.2.

value. Fitting with only two free fit parameters leads to an error of less than 1%
on Rxy (and obviously also on Rz), which is better than the 4% error for the other
fit. The mean value N of molecules in the excitation volume V = π3/2R2

xyRz is
also slightly better with less free parameters. This deviation is due to the fact that
Rxy and Rz are nearly linear-dependent parameters, which leads to a large range of
possible values for the fit without much disturbing the quality of the fit. Of course,
the perfect agreement with the simulation value is conditioned by the knowledge
of S but shows that the simulation model accurately describes the simple case of
three dimensional diffusion in a Gaussian focused beam.

The simulation gets more complex by including the triplet blinking. This kind
of simulation was carried out using the parameters for Rh6G listed in table 4.1
and is presented in figure 4.6. The other parameters of the simulation were left
untouched in comparison with the precedent simulation. Notice that here, the
excitation volume (Rxy ∼ 150 nm and Rz ∼ 450 nm) is chosen large enough so that
the mean diffusion time of the molecules in the excitation volume is much larger
than the mean triplet time, which is a condition to derive the equation 3.57. This
equation is used to fit the simulation results. The fit values are given in table 4.4.
Once again two slightly different fits were carried out: either with Rz free or with
Rz = SRxy and setting S = 2.

Although the simulated autocorrelation curves can be very well fitted, the fit
results deviate somewhat from the expected values. The values for the description
of the excitation volume Rxy and Rz deviate between 5% and up to 20% from the
simulation data for both free and bound parameter Rz. Also the mean number of
molecule in the excitation volume N and the triplet characteristics T and TT are
not satisfying. In fact, this is not due to the simulation model but to the model
used to fit the simulation data and described by equation 3.57. Additional simula-
tions show that the errors in the fit values decrease when the excitation intensity
maximum I0 is decreased. This means that the more the fluorescent molecules are
excited in the triplet state, the less accurate is the theoretical model. This is due
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Figure 4.6.: Autocorrelation calculated from a simulation of the fluorescent
molecule Rh6G diffusing in and out of a focused Gaussian beam
(crosses) together with its fit to the model of equation 3.57 (green
curve). In red, the autocorrelation curve expected from the simulation
parameters when introduced in equation 3.57. These parameters are
NTOT = 10, Lxy = 2 µm, Lz = 2 µm, Rxy = 250 nm, Rz = 500 nm,
and I0 = 1000 kW/cm2. The simulation duration is 60 s.

Fit parameters Theory

Fit results

with Rz

as free parameter

Fit results

with Rz fixed with

Rz = SRxy, S = 2

N 27.19 · 10−3 (38.75± 0.02) · 10−3 (38.46± 0.02) · 10−3

Rxy (nm) 250 302± 1 281.8± 0, 2

Rz (nm) 500 475± 5 563.6± 0, 4

T 0.5113 0.4805± 0.0004 0.4777± 0.0005

TT (µs) 0.976 0.961± 0.003 0.942± 0.003

Table 4.4.: Comparative table between the values of the free parameters fitted to
the simulated autocorrelation curve of figure 4.6 and their theoretical
values calculated from table 4.2.

59



to the fact that at high excitation rate and with a non negligible triplet excitation
rate, the fluorescence emission saturates. As a result, the fluorescence emission is
no longer proportional to the local excitation intensity and the overall fluorescence
emission profile deviate from the Gaussian form of the excitation profile. As a
Gaussian profile is needed to derive equation 3.57, the fitting function is not ap-
propriate anymore to describe the fluctuations of the fluorescence signal. It results
in fit values trying to approximate the flattened emission profile by a Gaussian
profile, which is the source of errors of the model. However, this distortion in the
fluorescence emission profile at high excitation intensities can be taken into account
by introducing a correction factor [61].
Another type of FCS measurement can be well reproduced with the simulation

model: it is the total internal reflection fluorescence (TIRF) experiment [21]. In this
kind of experiment, a collimated laser beam is reflected at a glass water interface
at an angle larger than the critical angle (see figure 4.7).

Water

Glass

Figure 4.7.: The TIRF setup: a collimated laser beam is reflected at a glass water
interface at an angle θi larger than the critical angle θc = sin(nW

nG
)−1 ∼

60◦ where nW = 1.3 resp. nG = 1.5 are the refractive indices of water
and glass, respectively. As a result the beam is totally reflected, i.e.
no far field propagation of the light can take place in water. However,
the light intensity only vanishes exponentially with the distance to the
glass water interface and with a characteristic distance d it decays to
1/e.

In this configuration, the excitation light cannot propagate in water (total inter-
nal reflection) and only evanescent components of the electromagnetic fields pene-
trate in this medium. As a result the light intensity in water decreases exponentially
with growing distance to the glass water interface. This decrease is characterized
by a decay length d at which the intensity I = I0e

−x/d decays to 1/e. The resulting
autocorrelation function for the free diffusion of fluorescent molecules in water at
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Fit parameters Theory Fit results

N 28 · 10−3 (31.00± 0.02) · 10−3

d (nm) 70 70.2± 0.1

Table 4.5.: Fit results for the FCS simulation of figure 4.8 using equation 4.9.

the glass water interface can also be derived analytically and is given by [73]:

G(τ) =
1

N

{

(1− 2Reτ)w[i(Reτ)
1
2 ] + 2

(

Reτ

π

) 1
2

}

(4.9)

with the w-function (also called “complex error function”, “plasma dispersion func-
tion” or “Faddeeva function”) being defined by [74]:

w(ξ) = e−ξ2erfc(−iξ) (4.10)

N represents the mean number of particles in the volume h2 · 2d where h2 is the
illuminated area in the (x, y) plane (supposing a squared illuminated area and
the same detection area) and Re = D/d2. Note that here N is defined slightly
differently as in [21] where N is defined for a volume of half size: h2 · d.
To test the validity of the simulation model in the case of a TIRF experiment, a

simulation was carried out with a simulation volume with dimensions Lxy = 5 µm,
Lz = 13 µm, a total number of molecules of NTOT = 10. As the light intensity is
homogeneous in the (x, y) plane, the excitation volume Vexc is simply (2Lxy)

2 · 2d
and consequently:

N = C0Vexc =
NTOT

(2Lxy)2Lz

(2Lxy)
2 · 2d = NTOT

2d

Lz

(4.11)

which is independent of the dimension of the simulation plane (x, y), consistent
with the fact that the field distribution is homogeneous in this plane and therefore
a diffusion in this plane does not lead to fluorescence fluctuations.
An example of simulation carried on with these parameters is shown in figure 4.8.

For the excitation field, a decay length of d = 70 nm and the observation area in the
lateral plane was set to 0.7×0.7 µm2. These two values are typical ones in TIRF at
a glass/water interface [73]. The simulation was carried out with the photophysical
and dynamical parameters of Atto655 molecules at an intensity of 1000 kW/cm2

during 100 s and with a resolution of 100 ns. The fit, using equation 4.9, is nearly
perfect and its results, listed in table 4.5, show the very strong agreement with the
simulation values. For the two values N and d, the agreement between simulation
and fit is about 10% and 0.3%, respectively.
To conclude this first section, a model for the simulation of FCS was implemented

and it could be shown that it gives accurate results for situations where an analytical
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Figure 4.8.: Example of an FCS simulation in the case of total internal reflection
with a decay length d = 70 nm. The theoretical curve is given by
equation 4.9. The simulation volume was 0.35× 0.35× 100 µm3. The
section of this volume in the (x, y) plane can be chosen arbitrarily
small as no artifical correlation is produced due to the reflection at
the boundaries of the simulation volume because of the homogeneous
intensity distribution in this plane. 20 molecules populate this volume,
giving a concentration of about 0.34 nM. Photophysical and dynamical
parameters of Atto655 were used for this simulation of 100 s with a time
resolution of 100 ns.
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correlation function is known. In the next section, the model is applied to near-field
aperture probe in two cases, for which there are no analytical representations of
the correlation function. From the comparison with known fit function, valuable
insight is gained on the description of the intensity distribution at the near-field
aperture probe.

4.2. Modeling of the triangular aperture probe

The intensity distribution at a near-field aperture probe was derived analytically
only in the ideal case of a circular aperture in the infinitely thin and perfectly
conducting material: this is the Bethe-Bouwkamp model and the corresponding
FCS experiment with this kind of model is the object of the following section
(4.2.1). However this intensity distribution cannot be expressed analytically in
the case of a real near-field aperture and consequently it is not possible to obtain
an analytical function describing the autocorrelation of the fluorescence signal of
molecules diffusing at the aperture. Therefore a model of the actual aperture probe
was implemented to get a map of the intensity distribution. The next section
(section 4.2.2) deals with the details of this model and the results of the intensity
calculations. Using the intensity distribution at the aperture, FCS simulations
can be carried out and the main features of the corresponding autocorrelation are
presented in the last section of this chapter (section 4.2.3).

4.2.1. The Bethe-Bouwkamp model

The only analytical solution that describes light interaction with an aperture much
smaller than the wavelength of light is given by the Bethe-Bouwkamp theory [75],
[76]. This theory applies to a circular aperture of radius a in an infinitely thin and
perfectly conducting screen. Bethe first stressed, that light diffraction at such small
holes cannot be accurately described by the scalar formulation of Kirchhoff theory
(see for example [77]) since boundary conditions at the aperture behind the screen
(i.e. on the other side of the screen that is illuminated) are violated.

In order to satisfy these boundary conditions, Bethe’s original idea consisted
in deriving the diffracted fields from a fictitious magnetic charge density η and a
magnetic current density K, from which the fields E and H can be derived using
[76]:

E = ∇× F, H = −ikF−∇Ψ (4.12)

where F and Ψ are the magnetic vector potential and magnetic scalar potential
and can be calculated as a function of K and η. Bouwkamp showed, however, that
Bethe’s analytical solution (first order approximation) is in error for K. As a result,
a boundary condition in the hole is violated, which invalidates the fields E in and
near the hole, whereas the fields H remains correct. The correct solution for the
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fields in and near the aperture (r =
√

x2 + y2 + z2 << a) for exciting fields of time
harmonic dependence and amplitude E0, H0 is therefore [76], [29]:

Ex

E0

= ikz − 2

π
ikau

{

1 + v atan v +
1

3

1

u2 + v2
+

x2 − y2

3a2(u2 + v2)(1 + v2)2

}

(4.13)

Ey

E0

= − 4ikxyu

3πa(u2 + v2)(1 + v2)2
(4.14)

Ez

E0

= − 4ikxv

3π(u2 + v2)(1 + v2)
(4.15)

Hx

H0

= − 4xyv

πa2(u2 + v2)(1 + v2)2
(4.16)

Hy

H0

= 1− 2

π

{

atan v +
v

u2 + v2
+

v(x2 − y2)

πa2(u2 + v2)(1 + v2)2

}

(4.17)

Hz

H0

= − 4ayu

πa2(u2 + v2)(1 + v2)
(4.18)

where the oblate-spheroidal coordinate system was used (r = (u, v, φ)) and is
related to the cartesian coordinate system by:

x = a
√

(1− u2)(1 + v2) cosφ (4.19)

y = a
√

(1− u2)(1 + v2) sinφ (4.20)

z = auv (4.21)

where 0 ≤ u ≤ 1, −∞ ≤ v ≤ ∞ and 0 ≤ φ ≤ 2π. Therefore, the surface v = 0
(x2 + y2 ≤ a2) corresponds to the aperture and the surface u = 0 (x2 + y2 ≥ a2) to
the screen.
These fields were implemented in the FCS simulation in order to compare the

correlation curves with those resulting from different intensity distributions. Since
the radial electric (derived from Ex and Ey with polar coordinates) and the normal
magnetic Hz(r = a) fields in the aperture at the edge diverge, a minimum distance
between the aperture plane and the simulation volume has to be introduced. An
FCS simulation example is shown in figure 4.9, where the aperture radius and the
minimum distance to the aperture plane was set to be 30 nm and 1 nm, respectively.
It is interesting to see that the correlation function of the FCS simulation of

figure 4.9 can be fitted very well by a simple fit function that combines the an-
alytical correlation function in two known cases. First for the fluorescence signal
from molecules diffusing at an interface where light is totally internally reflected
(see equation 4.9) and second, for the case where molecules diffuse in a two dimen-
sional gaussian field (the second factor in equation 3.53 dependent on the intensity
distribution in the (x, y) plane). The corresponding function then writes:

G(τ) =
1

N







(1− 2
D

d2
τ)w[i(

D

d2
τ)

1
2 ] + 2

(

D
d2
τ

π

) 1
2







(

1 +
4Dτ

R2
xy

)−1

(4.22)
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Figure 4.9.: FCS simulation example at an aperture of radius 30 nm with a mini-
mum distance of the aperture plane to the simulation volume of 1 nm.
An exponential decay quenching model was used with a decay to 50%
5 nm away from the aperture and a decay from 90% to 10% within
3 nm. The photophysical properties for Atto655 at 640 nm (excitation
wavelength) were used (see section 4.1.2, TIRF modeling). The sim-
ulation was done with 1 ns resolution during 1 s and in a volume of
900 × 900 × 450 nm3. The function used to fit the simulation data is
given in equation 4.22.
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The choice of this function to model the data is not based on any derivation of
the correlation function in the case of an intensity distribution given by the Bethe-
Bouwkamp model. This is a purely heuristic choice driven by the observation that
a few nanometers away from the aperture, the intensity distribution turns into a
Gaussian like distribution in the lateral plane.
The fit using this model is shown in figure 4.9. Setting D = 426 µm2/s corre-

spondingly to the simulation provide a value of 8.68± 0.04 nm for the decay length
d and 48.2 ± 0.2 nm for the parameter Rxy. A surprisingly good fit is obtained
with only three free parameters: N , d and Rxy. This shows that, although the
field distribution at the idealized aperture of the Bethe-Bouwkamp model is quite
complex, the FCS signal is fairly equivalent to a simple exponential decaying field
in the z direction and a Gaussian profiled intensity distribution in the (x, y) plane
where d and Rxy are averaged value over the whole distribution. In the case of the
simulation example given in figure 4.9 for an aperture radius of 30 nm, the value
Rxy (intensity decay at 1/e2 of the maximum intensity in the (x, y) plane) makes
sense since the confinement of light at the aperture is expected to decrease with
increasing distance to the aperture. The value d of about 10 nm (intensity decay at
1/e of the maximum intensity along the z axis) reflects the high axial confinement
that is expected to be obtained at small apertures.

4.2.2. Light intensity distribution at a less idealized aperture

The model used to describe the aperture probe is a simplified model: it consists
of a equilateral triangle of side length 80 nm being extruded in a gold film of
300 nm thickness (see figure 4.10). The extrusion process points out, that the
pyramidal form of the real aperture (see section 5.1.1) is not taken into account
at all in this model. However this model accounts for the finite conductivity of
the metal and the ohmic losses inside it. This model of aperture is therefore, still
idealized but more accurate than the Bethe-Bouwkamp model of the precedent
section. The calculations of the intensity distribution were kindly carried out by
Tolga Ergin using a finite element method implemented in the software package
COMSOL Multiphysics of COMSOL.
The triangular aperture is illuminated at one side by a three dimensional Gaus-

sian profile defined in cylindrical coordinates (r =
√

x2 + y2 and z) as follows:

E(r, z) = E0ux
w0

w(z)
e
− r2

w(z)2 ei{k0(z−
r2

2R(z)
)+η(z)} (4.23)

where w0 = 300 nm is the beam waist, k0 = 2π/λ0 with the vacuum wavelength
λ0 = 633 nm, w(z) = w0

√

1 + (z/zr)2, R(z) = z (1 + (zr/z)
2), η(z) = atan z/zr

and zr = πw2
0/λ0. The electric field is polarized along the x axis so that it is

perpendicular to one of the triangular sides (ux is the unit vector along the x axis)
and its maximum amplitude is E0 = 1 V/m. The gold film is set to have a dielectric
constant of ǫAu = −10 + i1.25 where the imaginary part accounts for ohmic losses
in the metal film. At the center of the metal coating the triangular aperture is
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Figure 4.10.: The design of the aperture in a gold film used as a model of the near-
field aperture probe and used for the numerical calculation of the
intensity distribution for the modeling of FCS with a near-field aper-
ture probe. In the (x, y)-plane, the gold film is a square of 1000 nm
side length. The height of the gold film is 300 nm. The triangular
aperture is equilateral and has a side length of 80 nm.
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made of glass with the dielectric constant ǫg = 2.25. Notice that in equation 4.23,
z = 0 does not exactly correspond to z = 0 in figure 4.10 but to z = −300 nm, i.e.
not the plane separating water and gold but that separating vacuum and gold.
These numerical simulations delivered the different components of the electric

Ei and magnetic fields Hi (i = {x, y, z}) in a 1000× 1000× 380 nm3 large volume
of water with a dielectric constant of ǫH2O = 1.7689 directly under the aperture.
However, for the simulation of the correlation function of the fluorescence signal
only the electric fields are used to excite the fluorescence molecules according to
the dipole approximation. Furthermore, the fluorescent molecules are supposed to
rotate so fast on the scale of the smallest correlation time calculated for the cor-
relation function, that the fluorescence signal is proportional to the time averaged
of the squared amplitude of the electric field instead of its instantaneous value and
orientation. As a result of losses in the metal coating, the electric fields contain an
imaginary part ℑ(Ei) that must be taken into account for intensity calculations.
This intensity is calculated as follows [77]:

I =
1

4
ǫ0nWEE∗ (4.24)

where ǫ0 ∼ 8.85 ·10−12 F/m is the electric permittivity of vacuum and nW = 1.33
the refraction index of water. E represents the complex electric field vector with
components Ei = ℜ(Ei)+iℑ(Ei) with i = {x, y, z}. Instead of setting the excitation
intensity before the aperture and consequently excite with the intensity calculated
behind the aperture, the excitation intensity in the FCS simulation was set to be the
maximum value of the intensity behind the aperture. The intensity map under the
probe is consequently represented normalized to its maximum value in figure 4.11
in the plane of the aperture at the interface between gold and water (z = 0 nm).
This numerical simulation is consistent with another simulation based on the

field-susceptibility method [78] [39]. The main feature of the intensity directly
under the aperture in the aperture plane is the confinement of the intensity at the
rim to which the polarization is perpendicular. Additionally in this plane, this
confinement can also be observed to be slightly under the glass side of the rim and
have two maxima at its two corners (see figure 4.12, up). However, these last two
features gradually vanish with increasing distance to the aperture. This can be
observed at a distance of z = 30 nm in figure 4.12 (bottom).
Intensity profiles in the x and y direction at different distances z to the aperture

(see figure 4.13) show also that the intensity is more confined in the polarization
direction. Additionally, the double maximum structure visible at z = 0 nm along
the y direction has vanished away after z ∼ 10 nm. Over this distance, the intensity
adopts an approximate Gaussian profile with different full width at half maximum
(FWHM). Finally, the relative amplitude between the profiles at different distances
z from the aperture show the rapid decay of the intensity in this direction. Inten-
sity profiles in this direction are shown in figure 4.14 for more clarity. The different
curves correspond to different positions of the axis along which the intensity is eval-
uated and are characterized through the intersection of this axis with the aperture
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Figure 4.11.: Intensity map at the aperture probe model in the plane of the aperture
at the interface between gold coating and water (z = 0 nm). The
white equilateral triangle represents the glass aperture with its 80 nm
side length. The center of this triangle is located at x = 0 nm and
y = 0 nm.
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Figure 4.12.: Detailed view of the intensity map at two different distances from the
probe aperture. Up: z = 0 nm. Bottom: z = 30 nm. With excitation
light polarized along the x axis, the intensity under the aperture is
concentrated at the rim to which the polarization is perpendicular
and on the glass side. Directly under the aperture a double maximum
structure is also discernable that, however, very fast evolved in a single
maximum located at the center of the rim, as the intensity is observed
in planes perpendicular to the aperture axis with increasing distance
to the aperture. Notice also the very fast decay of the intensity with
z by comparing the color bars.
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plane. From the three profiles, the one along the aperture axis (x = 0, y = 0) has
the smallest decay length whereas the profile intersepting one of the global intensity
maxima (x = −20, y = 30) features a very rapid decay.
These different intensity maps and profiles show the high inhomogeneity of the

electric fields under the aperture. However, the corresponding correlation function
can be described in a relatively simple way as shown in the next section.

4.2.3. FCS simulation at the triangular aperture probe

In a similar manner to the idealized case of a circular aperture in a perfectly and
infinitely thin conductor, FCS simulations were carried out using the simulated in-
tensity distribution of the precedent section. An example of this kind of simulation
is given in figure 4.15. For this simulation, 10 molecules with the photophysical
and dynamical properties of Atto655 were enclosed in a 1000 × 1000 × 400 nm3

large volume and led to diffuse within 10 seconds. Because the intensity map was
calculated with a resolution of 5 nm, the time resolution τmin for the FCS simulation
was set, so that the mean distance l travelled during this time is on the order of
the spatial resolution of the intensity map. Using l =

√

〈x2〉 =
√
2Dτmin as guiding

value, with D = 426 µm2/s, the time resolution was set to 10 ns
Fitting the FCS simulation with equation 4.22 gives the values N = (6.41±0.01)·

10−2, d = 7.50± 0.04 nm and Rxy = 115± 1 nm. A slightly better fit can be found
by using th following equation:

G(τ) =
1

N







(1− 2
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τ)w[i(

D

d2
τ)

1
2 ] + 2

(

D
d2
τ

π

) 1
2







(

1 +
4Dτ

R2
x

)−1/2(

1 +
4Dτ

R2
y

)−1/2

(4.25)
This equation is also a heuristic choice like equation 4.22 based on the observation

that the intensity profiles in the plane (x, y) are asymmetric (see figure 4.13). In the
x direction, which is the polarization direction, the intensity is better confined than
in the y direction. Using this equation to fit the FCS simulation of figure 4.15 gives
N = (6.45±0.02) ·10−2, d = 7.73±0.06 nm, Rx = 77±2 nm and Ry = 230±20 nm.
The standard deviation of the fit is also improved by about 5%. The accuracy of
the fit renders well this asymmetry in the intensity distribution and shows that in
the polarization direction, the intensity is nearly as confined as for the idealized
model of the circular aperture. Given the fact that a finite penetration depth of
the excitation light is totally neglected in the Bethe-Bouwkamp model, this result
shows the quality of light confinement at a triangular aperture. The axial light
confinement seems to be higher for the triangular aperture than for the circular
aperture in the Bethe-Bouwkamp model. This could be due to the fact that the
circular aperture has two maxima in the intensity distribution at the edges of the
aperture intersecting the polarization direction, whereas the triangular aperture
has only one in this direction. As the distance z to the aperture probe increases,
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Figure 4.13.: Light intensity under the aperture along different axis and at different
distances from the aperture probe. Above: along the x axis at position
y = 0 nm (i.e. the axis getting through the triangle center at x =
0 nm). Below: along the y axis at position x = −20 nm (i.e. the
axis getting through the double maximum structure from figure 4.12
at z = 0 nm). Above about 10 nm distance from the aperture the
intensity profiles resemble Gaussian profiles. The black dotted lines
represent the position of the rims.
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Figure 4.14.: Light intensity along a direction perpendicular to the aperture plane
for different positions (x, y) in the aperture plane. (x = 0, y = 0)
corresponds to the center of the triangle and the corresponding inten-
sity represents therefore the intensity along the symmetry axis of the
triangle. (x = −20, y = 0) corresponds nearly to the middle of the
rim, to which the polarization of the excitation light is perpendicular.
(x = −20, y = 30) corresponds to the position in the aperture plane
of the intensity maximum. It can be seen that the intensity decay
with increasing distance to the aperture is very fast and corresponds
approximately to an exponential decay. However, the decay length of
these intensity profiles is also dependent on the position (x, y) at the
intersection of the axis, along which the profile is considered, with the
aperture plane.
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Figure 4.15.: FCS simulation example using the intensity distribution model cal-
culated in section 4.2.2. The side length of the triangular aperture
is 80 nm and the light polarization is set perpendicular to one rim
of the triangle. The simulation volume is 1000 × 1000 × 400 nm3

populated with 10 Atto655 molecules (see parameters in table 4.1),
which corresponds to a concentration of about 40 nM. The quenching
model used is the same as in figure 4.9 and the intensity maximum
was 1000 kW/cm2 (excitation wavelength: 640 nm). The simulation
was carried out for one second with a resolution of 10 ns. Fitting was
done either with equation 4.22 (Fit1) or equation 4.25 (Fit2).
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the contribution of the two maxima for the circular aperture leads to a slightly
slower overall decrease of the intensity.
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Figure 4.16.: Comparison between the two simulations of figure 4.9 and 4.15 show-
ing FCS simulations with the idealized aperture with radius 30 nm
of the Bethe-Bouwkamp model and with the triangular aperture with
side length 80 nm. These dimensions correspond to the same surface
of the aperture. The other simulation parameters were kept the same.
The inset shows the normalized correlation function.

Given that the amplitude of the correlation at zero lag time G(0) for free diffusion
only depends from the mean number of particles 〈N〉 in the excitation volume
Vexc (see section 3.2.2), its size can be calculated from the fit value of N and
the concentration used for the simulation. This concentration corresponds to 10
molecules in a 0.4 µm3 simulation volume. It results in an excitation volume of
about 3 µm3 or 3 attoliters. It can be calculated straightforward, that using such
an excitation volume, contains in average one molecule at a concentration of 0.5 µM.
This simulation with the model aperture probe shows therefore that the triangular
aperture is eligible for FCS measurements in the microcmolar range.

Using the size of the excitation volume found before, an expression can be given
for Vexc as a function of the parameters d and Rxy or d, Rx and Ry depending
on the model used to describe the FCS curve. Similarly to the expression for the
excitation volume created by a focused Gaussian beam, Vexc,G = π3/2R2

xyRz, the
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excitation volume at the model triangular aperture probe can be expressed as:

Vexc =

{

α1R
2
xyd

α2RxRyd
(4.26)

By introducing the fit values for d and Rxy and d, Rx and Ry and equating
this volume with the 3 attoliters found before, the parameters α1 and α2 can be
evaluated for the circular and elliptic intensity distributions in the lateral plane,
respectively. The values α1 ≈ 30.3 and α2 ≈ 21.4, respectively, were found.
For the sake of completeness, the two FCS simulations from figure 4.9 and 4.15,

one with the idealized aperture of the Bethe-Bouwkamp model and one with the
triangular aperture respectively, are compared in figure 4.16. The amplitude of
the autocorrelation functions are inversely proportional to the mean number of
molecules in the excitation volume (see equation 3.55). Due to the fact that the
concentrations in the two simulations are the same, the excitation volumes can
be compared. For the idealized aperture, the excitation volume is slightly more
than one order of magnitude larger than that of the triangular aperture probe.
This is not surprising since, for example, the skin depth does not play a role in
the analytical model, whereas in the numerical model, this causes electromagnetic
fields to leak through the metal coating, where it is thin enough, i.e. directly at
the aperture. Consequently, the confinement is not as good, which explains the
difference in the size of the excitation volumes.
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5. Experimental realization of
near-field optical fluorescence
correlation spectroscopy

This chapter deals with the experimental fabrication of a near-field optical probe
at the aperture of which fluorescent molecules in a solution can diffuse. It also
explains the setup enabling to measure the fluorescence signal stemming from these
molecules and finally how the autocorrelation of this signal is calculated.

5.1. Fabrication of the aperture probes and setup of

the near-field optical microscope

5.1.1. Probe fabrication

The near-field aperture probe is the heart of this study as it is the nanostructure
that enhances the light intensity in a small region of space around the aperture,
the near-field, i.e. at distances to the aperture much smaller than the wavelength.
The fabrication process of this probe consists in different steps that are explained
below.

Glass cleaving and probe assembly

The nanostructure designed to enhance electromagnetic radiations is actually the
sharp end of a glass tip. Using the property of glass to create very sharp edges upon
breaking, a tip is created by breaking a piece of glass in two perpendicular directions
[39]. The resulting edge of the tip has a curvature radius of a few nanometers and
can consequently be used as the basis for the nanostructure. Coating the structure
with a metal of adequate thickness and uncapping it at a few nanometers of the
end of the glass tip shall afterwards lead to the aperture probe [39].
First of all the glass pieces that will be used to form the probe are sonicated

(Sonicator Sonorex Super RK100H, Bandelin GmbH & Co. KG) in a 1% Hellmanex
II solution (Hellma GmbH) for 15 minutes at 70◦ C and then rinsed with a copious
amount of ultrapure water (resistivity greater than 18 MΩcm and provided from a
Direct-Q 3 UV Water Purification System, Millipore). The glass pieces are small
glass coverslips of 10× 10 mm2 surface and 0.3 mm thickness (Plano GmbH), right
angled glass prisms with a 4.5 mm×3.2 mm basis and a height of 1.6 mm (Optikron
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GmbH) and 18 mm × 18 mm coverslips with thickness #1, which corresponds to
a thickness of 145± 15 µm (Menzel GmbH). For the further fabrication process, it
should be taken care of minimizing contamination by dust particles by, e.g., cleaning
the working surface with isopropanol and acetone. These precautions together with
the cleaning process ensure that no dust particle will stick at the end of the sharp
tip before the metallization process as it can dramatically reduce the quality of the
probe.
After the glass pieces dried (at ambient air or under a nitrogen flow), the glass

tip is cut out of the thin coverslip (with thickness 145 ± 15 µm) using a two step
scratch-break process described in figure 5.1. The scratching was done using a
diamant cutter (S90W, Thorlabs). At the end of this process a small triangle with
the sharp tip as apex and with base length corresponding to the longest prism side
(4.5 mm) is detached from the coverslip.

Coverslip

Tip

Figure 5.1.: The cleaving process of a 145±15 µm thick 18 mm×18 mm coverslip is
realized under the optical microscope (10× magnification). A diamant
cutter is used to scratch the glass on a small part of the glass to facilitate
breaking in a given direction. This process is repeated in the orthogonal
direction so that a sharp tip is created. Finally a small triangle of basis
∼ 4.5 mm with the tip as apex (red mark in the last image) is detached
from the glass coverslip for further processing.

Following this scratch-break process the different glass pieces are assembled using
a glue (NOA81, Norland) with refractive index matching the one of glass and that
hardens under ultraviolet exposure (ultraviolet lamp UVAHAND, Dr. Höhnle AG).
Further working under the optical microscope (10× magnification), the prism is
first glued at the center of the thick coverslip 0.3 mm. Then to facilitate further
manipulation of the small glass triangle, the tip of a glass fiber is glued to the glass
triangle approximately at the middle of the triangle. Finally, the glass triangle is
glued at one of the free side of the glass prism lying on the thick coverslip. After
the glue has completely dried, the glass fiber is moved away from the glass triangle
by translation and rotation movements around the glue spot. This removal of the
glass fiber without removing the glass triangle from the glass prism is possible, since
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the glue area between the fiber and the triangle is much smaller than the glue area
between the glass triangle and the glass prism. These different steps are illustrated
in figure 5.2.

Coverslip

Prisma

Triangular glass piece Fiber

Figure 5.2.: To assemble the different glass pieces, the glue NOA81 (Norland) is
used because it quickly cures under ultraviolet light exposure and its
matched refractive index to glass after it has cured. First the glue is
given in the middle of the coverslip and the prisma is laid on it as
centered as possible (under the 10× magnification of a stereo micro-
scope). Curing is performed under ultraviolet exposure by maintaining
the prism in place with tweezers. Afterwards the glue is put on one
side of the prism and the triangle glass piece obtained from the scratch-
break process is laid on the prism using a glass fiber. Ultraviolet light
curing is carried out once more and the fiber is pulled away. The image
on the right illustrates the probe before the coating process. For each
assembly a minimal amount of glue is used so that it does not spread
over the entire glass parts.

Probe metallization

Once the assembling is finished, the uncoated glass probe is put in a vacuum coater
(Auto500, BOC Edwards) straight away, to avoid contamination with dust parti-
cles. The coating process is a very important step as it will directly influence the
confinement of the light at the aperture. The coating is carried out by magnetron
sputtering with a direct current (d.c.) power supply. In this kind of sputtering
technology the metal to be coated (called the “target”) is placed on an electrode at
a negative voltage. After vacuum pumping, an inert gas (argon) called the “process
gas” flows in the vacuum chamber. Through random processes such as thermal col-
lisions, some of the argon atoms become ionized and are accelerated at the target.
The energies transmitted to the target reach higher values than the binding energy
of the metal atoms in the target so that these atoms are catapulted away from
the target. At the target, the ions of the inert gas recombine with electrons. But
the ejection of atoms out of the target comes along with the emission of secondary
electrons. Some of these electrons are trapped in a magnetic field surrounding the
target. These electrons can cause additional neutral gas atoms to ionize, which
provokes a new bombardment of the target and the ejection of a target atom. This
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characteristic feature of magnetron sputtering enables to sputter at lower process
gas pressure. At low pressure, the neutral atoms that are ejected from the target
have a higher mean free path, since a collision with process gas atoms becomes less
probable and a more directional coating can be achieved [79].
For the usual case where the metal to be coated is gold (gold target from Matek

GmbH, purity: 99,99%), the vacuum chamber is first pumped at a pressure of about
1 to 2 · 10−6 mbar (0.75 to 1.5 · 10−6 Torr). This is already sufficient to achieve
good coating results as gold is very inert and therefore does not tend to react with
residual gases such as water vapor in the vacuum chamber. Once this pressure is
reached an argon flow of 10, 000 sccm1 is set to get through the vacuum chamber.
The probes lie about 13.5 cm away from the target on a holder that can contain
up to 10 probes distributed on a circle of radius 2.5 cm and their tips are oriented
in direction of the target. Additionally the long side of the prism is oriented in
direction of the tangent at the point of the circle where the probe lies on the holder
so that the triangular glass piece of the probe is on the outer side of this circle
(see figure 5.3). The holder is also allowed to rotate about its own axis during
the sputtering process to avoid possible asymmetry in the film coating due to a
misalignment of holder axis and target axis.

A Probe holder axis
and target axis

Gold sputtering

A
AA

Figure 5.3.: Design of an aluminum holder for the metal coating of the probes. The
axis of the holder corresponds to the axis of the target that is 13.5 cm
away. The probes lie 25 mm away from the axis of the holder and are
held so that the triangle glass piece obtained from the scratch-break
process are on the outer part of the circle on which the probes are
distributed (dashed line in the left image)

For FCS measurements in water and aqueous buffers, gold is usually the metal
of choice to coat the near-field optical probes. Contrary to aluminum, it does not
dissolve when exposed to the high temperature induced at the end of the tip. But
gold also does not readily stick to a clean glass surface when sputtered. Therefore,
an adhesive layer has to be coated on glass before the actual gold coating. In

1one standard cubic centimeter per minute represents one cubic centimeter per minute at the

standard condition for temperature and pressure, especially the molar volume Vmol of a gas in

these conditions is Vmol ∼ 22.4 mol/L
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this work, an adhesive layer made out of chromium was used although titanium is
another common adhesive layer of choice [80]. Due to the large light absorption of
chromium the adhesive layer must not be coated too thick otherwise the intensity at
the end of the probe becomes too small. In order to evaluate the chrome thickness
coated on the glass probe, such a probe was coated with chromium with a power
supply of 100 W during 15 minutes. The film thickness was then evaluated by
milling the aperture with a focused ion beam (see next step) and measuring the
film thickness on an electron micrograph [81]. This resulted in a chromium sputter
rate of about 0.35 nm/s. Consequently, the chromium sputtering was limited to 10′′,
which results in a 3.5 nm thick chromium layer in the conditions enumerated above.
After the glass probe is coated with a chromium layer, a gold film is sputtered
during 3′30′′ with a power supply of 400 W. In electron micrographs of the near-
field aperture probe (see figure 5.6) the chromium layer is not visible, which is
compatible with a resolution of about 5 nm of the electron microscope and the
desired thickness of 3.5 nm. The gold film thickness reaches about 180 nm. At
this point the coated probe (see figure 5.4) reflects the entire incident light on the
uncoated face of the probe.

Figure 5.4.: Overview of the design of the near-field probe before the aperture cre-
ation process. All the dimensions on the image are given in millime-
ters. The basis is a glass coverslip of 10×10 mm2 and with a thickness
of 0.3 mm. At its center lies a right angled glass prism with basis
4.5× 3.2 mm2 and height 1.6 mm. A piece cut out of a glass coverslip
of thickness 145± 15 µm so that its longest edge has also a dimension
of 4.5 mm, is glued on one of the widest sides of the prism. The sharp
end of this glass piece is the near-field aperture tip and it lies at the
centre of the edge of the prism so that the tip is the summit of the
probe. Finally, a gold coating is applied on the glass structure from
the side where the prism is glued on the large coverslip. The other side
(the lower side of the coverslip in this image) is left uncoated.
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FIB mlling

To make a near-field aperture probe out of this coated probe a last step is needed:
uncapping the metal coating at the very end of the pyramidal tip. This is achieved
by a focused ion beam (FIB) instrument (CrossBeam 1540 XB, Carl Zeiss GmbH)
from the Laboratory for Electron Microscopy at the Karlsruhe Institute of Technol-
ogy and kindly operated by Patrice Brenner. In a FIB instrument, a small amount
of gallium (Ga) is vaporized upon heating, then ionized and finally accelerated to-
wards the sample. The high momenta of these ions are used to bounce out atoms of
a sample. The Ga+ ions are focused and deflected with electrostatic lenses so that a
FIB can be used to create nanostructures. In the case of a near-field optical probe,
the Ga ion beam is scanned in the plane containing the tip and perpendicular to the
base coverslip of the near-field probe with the fast axis being perpendicular to the
tip axis. Starting at a secure distance away from the tip, the focused ion beam (ion
beam current: 5 pA, ion energy: 30 keV) slowly approaches the tip and at some
points atoms of the coating metals at the very end of the tip are removed. This
milling procedure is carried on until the underlying glass is visible and is stopped
when the glass aperture in the metal has reached the desired size, typically between
20 and 100 nm (see figure 5.5). The size of the aperture is controlled in the FIB
instrument with an electron gun working as a scanning electron microscope (SEM)
with an electron high tension (EHT) of 2 kV (see detailled information in [81]).

Focused ion beam
Scan direction

Figure 5.5.: To create an aperture in the metal coating of the probe, a focused
gallium ion beam is slowly scanned under the aperture with an ion
beam current of 5 pA and an ion energy of 30 keV. The cutting plane
is the plane perpendicular to the symmetry axis of the pyramidal tip
of the triangular glass piece. As a result of the scanning of the beam,
a triangular glass aperture is milled out of the metallic coating. The
milling of the aperture is stopped as soon as the desired size of the
glass aperture is reached (between 20 and 100 nm)

Two examplary images of the aperture milling process are shown in figure 5.6.
The first one (left image) represents the ideal near-field optical probe with a sym-
metrical metal coating around the glass aperture. On the right image the asym-
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metric coating is due to a different orientation of the glass triangular piece lying
on the prism of the near-field probe. This is a consequence of the very directional
sputtering process and the triangular symmetry of the near-field optical probe.

100nm
100nm

Gold sputteringGold sputtering

Figure 5.6.: Electron micrographs after uncapping the metal coating at the pyra-
midal tip. The triangular glass aperture is visible as a dark triangle
surrounded by a brighter zone that represents gold. Depending on the
orientation of the probe to the target in the vacuum coating device a
symmetric or asymmetric coating can be observed (see figure 5.3). The
vertical lines that can be observed on the flat end face of the probe are
the result of scanning with the focused ion beam (see figure 5.5). The
structure also visible at the flat end face with brighter and darker zone
results from the different orientations of the metal grains, which causes
a different emission of the secondary electrons that are responsible for
the imaging process.

This overall fabrication process is highly reliable. Nearly 100% of the metallized
probes display a well defined triangular aperture at the apex upon FIB milling con-
sidering their electron micrographs. Using batches of ten probes, different aperture
sizes or, alternatively, many probes of a given aperture size can be fabricated with
exactly the same sputtering conditions. This is an important aspect if the sputter-
ing conditions vary from one batch to the other. However, focusing laser light in
the probe and observing the diffraction pattern under the optical microscope with
20 fold magnification can reveal an asymmetric diffraction pattern. Such a pattern
is usually caused by light leaking through small holes in the metal coating. In this,
the probe is unusable for NSOM-FCS measurements. After inspection under the
light microscope, above 50% of the probes fabricated following the present process
can be used for NSOM-FCS.
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5.1.2. Measurement setups

FCS measurements with a NSOM probe

Excitation setup Once the near-field optical probe has been fabricated, coated
and an aperture has been created with a FIB, it has to be properly illuminated with
light in order to obtain an efficient coupling of light into the near-field of the probe
aperture. To achieve this a dedicated setup called “excitation setup” was mounted
and is explained in the following text. Figure 5.7 illustrates also this setup.

Figure 5.7.: Excitation setup to couple light into the tip of the near-field optical
probe. Laser light is first coupled into an optical fiber then collimated.
After purifying the polarization through a polarizing beam splitter and
removing the background through an excitation filter, the collimated
beam is focused upon reflexion at a dichroitic beam splitter by a mi-
croscope objective of long working distance. Coupling is usually done
first by roughly translating the objective in the three directions using
the dedicated micrometer screws. Fine coupling is achieved using the
piezoelectric elements that are controlled by a voltage supply unit and
allow a very precise inclination of the collimated beam, which results
in precise translation movements in the focusing plane of the objective.
The pieces of same color (apart from black pieces: springs, screws,
piezos) are bound together.

The light source is the most basic but also the most important part of this
excitation setup: it is delivered through a diode laser (PicoQuant GmbH) with an
intensity peak at 640 nm that can be operated in continuous wave (cw) mode for
FCS measurements or pulsed mode for fluorescence lifetime measurements. This
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light source is then coupled into a single mode polarization maintaining optical fiber
(Schäfter&Kirchhoff GmbH) through a fiber coupler (Schäfter&Kirchhoff GmbH).

At the other hand of the fiber a fiber collimator (Schäfter&Kirchhoff GmbH)
transforms the laser beam into a collimated beam of 7.22 mm diameter (given
at the 1/e2 value of the intensity maximum of the Gauss intensity distribution).
The beam diameter was chosen so that the collimated beam completely illuminates
the back aperture of the objective used to focused the light into the near-field
optical probe, so that the best focusing can be obtained. The fiber collimator
is mounted in a self-designed holder equipped with three piezoelectrical elements
(PICMA PL055.30, PI Instruments GmbH) to enable an electronic control of the
inclination of the collimated beam with high accuracy.

Once collimated, the beam passes through a polarization beamsplitter (Qioptiq)
to obtain a precise linear polarization. Then an excitation filter (or clean-up filter)
is used to filter out background light emitted either by the laser itself or by the fluo-
rescent centers in the optical fiber upon excitation by the laser beam. This filtering
is of utmost importance for FCS measurements with single molecules, since the
fluorescence signal of these molecules can be buried under the background light at
the detectors. Consequently, the useful dynamical information cannot be retrieved
from the correlation of the fluorescence signal. For the FCS measurements, the
excitation filter (HC Laser Clean-up MaxDiode 640/8, AHF Analysentechnik AG)
does not efficiently reject background light above 700 nm although the photon de-
tection efficiency of the detectors (see section 5.2) is still above 50% at 800 nm. The
efficient background suppression is in the case of this excitation filter only achieved
in combination with an adequate emission filter (see section 5.2), a filter that only
lets the main part of the fluorescence emission spectrum of the fluorescent molecules
in solution through, but rejects higher or lower energetic light. The cumulated re-
jection efficiency out of the band of the emission filter from excitation and emission

filters together is above optical density 6 (optical density OD = − log
(

If
I0

)

, where

I0 is the incident intensity light at a given wavelength on the filter and If the
filtered intensity).

The collimated beam is then reflected at a dichroic mirror (F53-530, AHF Anal-
ysentechnik AG) and focused by a microscope objective (ELWD Plan Fluor 20x,
Nikon) with a high working distance of 7.4 mm in the tip of the near-field aperture
probe. The numerical aperture of NA = 0.45 enables to use nearly 40% of the
whole opening angle of the tip (90◦). A correction collar is also available at this
objective to correct for the long path in glass (2 mm) that the light as to travel to
the tip. The objective can also be roughly translated with three micrometer screws
in the three directions. This is to achieve an approximate coupling of the light into
the near-field probe. Precise coupling is achieved through the three piezoelectrical
elements that can change the inclination of the collimated beam, which produces a
translation of the focused beam in the focal plane of the objective.

Additionally, the near-field optical probe is fixed to a heavy stage (illustrated
by the red block in figure 5.7) with the same glue used for the assembling of the
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glass pieces of the probe (see section 5.1.1). This way, possible infiltration of liquid
from the sample is avoided (the near-field probe is immersed in the liquid). The
assembly is placed on a small platform that can be moved with two micrometer
screws in the horizontal plane. Fixed to the heavy stage, two manual micrometer
screws and one motorized micrometer screw enable a rough positioning of the probe
in the vertical direction.

Detection setup The samples on which FCS measurements are carried out lie
on a scanning stage (P-517.3CL, PI Instruments GmbH) that is fixed on an epi-
fluorescence microscope (Eclipse TE-2000U, Nikon). The scanning stage enables a
fine positioning of the near-field optical probe to the sample after the probe was
roughly positioned with the micrometer screws of the heavy stage.

When light is coupled into the near-field optical probe the fluorescent molecules
of the sample diffusing at the aperture emit light that is collected with the epi-
fluorescence microscope, correspondingly to the light path illustrated in figure 5.8.
The detection setup corresponds to a confocal detection scheme [14] where the
detection fiber acts as a measurement pinhole.

The first optical element in the detection setup, an oil immersion objective (S
Fluor 100×, Nikon) with high numerical aperture (NA = 1.3) is used to gather
fluorescence in a solid angle as high as possible. A coverslip of standard thickness
(170±5 µm) separates the water solution from the objective. The signal is detected
at a maximal distance of 10 µm away from the interface between coverslip and water,
since the mismatch between refractive index of water and oil starts to disturb the
light detection at the objective above this distance.

However, coupling light into the near-field optical probe also leads to emission in
the far-field which is gathered together with the fluorescence light by the objective.
In order to separate these contributions, the excitation light is filtered out through
an emission filter (Bright Line R 685/40, AHF Analysentechnik AG). The tube
lens of the epi-fluorescence microscope with a high focal length of 200 mm focuses
the fluorescence light at one of the outputs of the microscope after reflection on a
mirror. This light is finally focused with the help of a biconvex lens in the entrance
of a multimode optical fiber (50/50 fiber divider, Schäfter&Kirchhoff GmbH). This
additional lens could appear superfluous, since the entrance of the optical fiber could
be placed at the focal plane of the tube lens. However, this adds the possibility to
integrate an additional light path for example to make an excitation setup with a
confocal arrangement (see next section).

The optical fiber has a core diameter of 50 µm, which defines the pinhole size.
Given the 100× magnification of the detection setup, the waist of the detection
volume at the probe in the focal plane of the 100× objective is with 0.5 µm nearly
diffraction limited. Additionally, the optical fiber splits into two fiber elements
for which the probability to transmit light is the same. Finally, the output of the
pair of fibers are directed on a pair of avalanche photodiodes (APD) also called
single photon avalanche diodes (SPAD) (SPCM-AQR-14-FC and SPCM-AQR-15-
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Figure 5.8.: The sample to study is placed on a sample holder fixed to a scanning
stage. At the aperture of the near-field probe both excitation and
fluorescence light are gathered from the objective of the epi-fluorescence
microscope. Excitation light is separated from the fluorescence light
with an emission filter. The tube lens of the microscope focused this
light and a mirror directs it to one of the microscope output. Finally,
a lens focuses the fluorescent light in an optical fiber that distributes
the intensity to two outputs. The photon coming from these outputs
are detected through avalanche photodiodes (APD) that emit TTL
pulses upon detection. These TTL pulses are counted through a time
correlated single photon counting device (TCSPC). The data are finally
sent to a computer for the calculation of the cross correlation between
the output signals of the two APDs.
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FC, PerkinElmer). To direct the output on the detectors, one lens is used for each
pair fiber/detector so that the light spot at the detector illuminates the detector
area (175 µm) as much as possible. The TTL pulses emitted by the APDs are
then detected at two different channels of a time correlated single photon counting
device (TCSPC). A computer records the detection events counted by the TCSPC
device and a correlation calculation can be carried out.

Comparative FCS measurements with a confocal setup

For comparative measurements, a confocal setup [14] was mounted at one of the
side ports of the epi-fluorescent microscope (see figure 5.9). In this setup, part of
the path taken by the excitation light is the same as the fluorescence light from the
detection setup of figure 5.8. Similar to the excitation setup, the excitation light is
provided by a diode laser (Sepia, PicoQuant GmbH) and led to the confocal setup
using the same optical fiber. The light is first collimated with a fiber collimator
(Schäfter&Kirchhoff GmbH) and filtered through an excitation filter. Then this
light is focused and directed in the epi-fluorescence microscope through a lens then
followed by a silver mirror and a dichroic beamsplitter (AHF Analysentechnik AG).
Finally, this excitation light is collimated again by the tube lens of the microscope
and finally focused at the sample with the same objective that is used to detect the
fluorescence (S Fluor 100×, Nikon).
The fluorescence light stemming from the molecules being excited by this focused

laser beam is gathered through the objective and then takes essentially the same
light path and goes through the same optical component as in figure 5.8. Merely
the emission filter has to be placed elsewhere: after the lens focussing the light in
the detection fiber.

5.2. Analysis of the fluorescence signal

5.2.1. Sample preparation

The fluorescent molecules used to study the near-field distribution at a near-field
optical probe are molecules that efficiently absorb in the red. The reason for this is
on one side the too long penetration depth of green light in gold and on the other
side the growing fluorescent background at blue shifted excitation wavelengths [70].
Therefore two red absorbing fluorescent molecules were chosen: Atto655 with free
carboxyl group (ATTO-TEC GmbH) and Alexa647 carboxylic acid, succinimidyl
ester (Molecular Probes, Invitrogen). The succinimidyl ester group is usually used
to link the fluorescent molecule to a primary amine (R-NH2) but undergoes hy-
drolysis in aqueous solution to give the nonreactive free acid so that both Atto655
and Alexa647 show the same carboxyl group. The main difference between the
two molecules lies in one of their photophysical properties: Alexa647 is believed to
derive from the family of the carbocyanine dyes and therefore undergoes photoin-
duced isomerization at relatively small intensities of 7 kW/cm2 [70]. This results
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Figure 5.9.: The confocal setup is very similar to the detection setup used for the
FCS measurements with a near-field optical probe (figure 5.8). Instead
of exciting fluorescent molecules in solution through the probe, they
are excited from a laser beam focused through the detection objective.
The emission filter is correspondingly put out of the excitation light
path and inserted just before the detection pinhole of the optical fiber.
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in the same feature on the autocorrelation function as for a molecule which triplet
state can be excited. Atto655 does not show any triplet occupation at intensities
as high as 100 kW/cm2 [70].
To characterize an intensity distribution at a near-field optical aperture with

FCS, the concentration of the fluorescent molecules must be chosen carefully, so
that the amplitude of the correlation function that is proportional to the inverse
mean number of molecules in the excitation volume is not too low and correlation
times can still be derived from the correlation curve. Therefore, the purchased
fluorescent molecules were always dissolved in aqueous solutions and diluted to
concentrations from 100 nM to 10 µM. First, the pure molecules purchased in
solid form are diluted in ethanol (ROTIPURAN, ≥ 99, 8% p.a., Carl Roth GmbH)
at a concentration of about 1 mM. Afterwards a small amount of this solution is
pipetted out and given to a big amount of water or buffer solution to achieve the
desired concentration range. This way the amount of ethanol in the end solution
is kept relatively low at typically 0, 1%. The water used for the dilution with or
without buffer substance comes from a Synergy water purification system (Direct-
Q 3 UV Water Purification System, Millipore) with a resistivity of better than
18 MΩcm at 25◦ C. For most buffered solution, phosphate saline buffer (PBS)
was used and purchased as ready-to-use solution (Roti-Stock 10× PBS, Carl Roth
GmbH) with or without the deterging agent Tween20 (Roti-Stock 10× PBST, Carl
Roth GmbH). Also another ionic buffer (acetic acid / sodium acetate acid/base
pair) and zwitterionic buffer like HEPES, CAPS and TRIS (all from Carl Roth
GmbH) were used in some measurements. The adjustment of the pH values were
done with a pH meter (pH340i/SET, electrode SENTIx41) from WTW GmbH.
Once the solution with fluorescent molecules are ready, they are pipetted on

a coverslip of thickness 170 ± 5 µm (Carl Roth GmbH). This coverslip lies on a
nickel coated aluminum plate with a hole in its center to allow light to get through.
The coverslip is fixed to this plate with the help of small magnets (Peter Welter
GmbH). The plate itself is also fixed with magnets to the scanning stage of the epi-
fluorescence microscope. The coverslip are either taken from the packaging without
further treatment or treated with a 1% solution of Hellmanex II (using the same
protocole as for the cleaning of the glass pieces used for near-field probe fabrication).
As this cleaning solution causes the surface to become highly hydrophilic 1 mm high
and 2 mm large borders made out of polydimethylsiloxane (PDMS, Sylgard 184
Silicone Elastomer Kit, Dow Corning) are glued (also with PDMS) to the coverslip.
This is done by first mixing the silicone base to the the curing agent in proportion
10 : 1 and storing the mixture under vacuum to allow it to outgass. The viscous
liquid mixture is poured in a teflon mould and a small magnet (2 × 2 × 1 mm) is
added in each corner of the PDMS border [82]. The whole structure is then put in
an oven to dry at 70◦ C for one hour. Finally, the 1 mm high borders are glued
once again with the same or a fresh PDMS mixture and the complete structure is
put to dry once again in the oven under the same conditions as before.
The amount of solution with fluorescent molecules used to carry out the FCS

measurements is about 200 µL. No precaution is taken regarding the vaporization
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of the solution during the measurements and its impact on the amplitude of the
correlation curve (typically decreasing with time as a result of a higher density of
fluorescent molecules in solution) as the near-field optical probe is dived into the
droplet of solution and in doing so the solution wets nearly the whole probe and
part of the probe holder, which results in a much smaller water-air interface and
therefore reduces the problem of evaporation.

Finally for the application of FCS with near-field optical probe to the measure-
ments of dynamical biological processes, a microstructured template was used to
allow patches of a biological membrane to stand freely and allowing a solution to be
on both sides of the membrane. The structure was developed by Jörg Wissler and
consists of an array of holes of 20 µm diameter and 2 µm in depth in a transparent
photoresist lying on a coverslip [82]. The fabrication process starts by cleaning the
coverslips in a piranha solution with one volume part of concentrated sulfuric acid
(Carl Roth GmbH) and two volume parts of hydrogen peroxide (30%, Carl Roth
GmbH). The coverslips are held in a glass holder and dived in this fresh mixture
for 30 minutes by simultaneous stirring with a magnetic stir bar embedded in a
glass matrix. The very corrosive piranha solution has to be handled with care and
all the pieces staying in contact with the solution for a longer time are in the ideal
case made out of glass. During the first 15 minutes the solution is very hot (above
100◦ C) due to the strong exothermic reaction between the two compounds but after
this period the solution is placed on a hot plate and is heated at 150◦ C for further
15 minutes. After the coverslips are rinsed with a copious amount of water they are
ready to be coated with the negative photoresist (SU8-5, Microchem Chemicals).
The coating is done on a spin-coater by giving 500 µL of the SU8-5 solution and
starting the spinning at 400 revolutions per minute (rpm). After 10 seconds the
spinning is accelerated to 4000 rpm for the last 50 seconds. After spin coating a soft
bake step is carried out on a hot plate at 65◦ C for one minute. This is to evaporate
the solvent of the photoresist and densify the film. At this point the photoresist
is ready for exposure. This is done with a UV lamp (UVAHAND, Dr. Höhnle
AG) and a microstructured chromium mask for 45 seconds. After the exposure,
the coverslip with photoresist goes through a post exposure bake step at 100◦ C
for 5 minutes to optimize the cross-linking process initiated during the exposure.
Finally, the photoresist that is not cross-linked is removed with MicroChem’s SU8
developper (xr600, Microchem Chemicals) by diving the coated coverslip 3 times
successively into the chemical for a few seconds. After drying the coverslips with
the microstructured array under a gentle nitrogen flow, PDMS borders are glued
on the coated coverslip as described before.

5.2.2. Auto- and cross-correlation calculation from the detected
signals

As shown in the detection part of the setups in figure 5.9 and 5.8, the fluores-
cence signal is not detected by one fiber and one detector but with a fiber that
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distributes the input intensity in two outputs of half intensity (“50/50 fiber”) that
are connected at the input of two APDs. The reason for using a 50/50 fiber and
two detectors is to get rid of two drawbacks in FCS measurements with one detec-
tor: Firstly, an avalanche photodiode has a finite dead time, i.e. as it detects a
photon and accordingly emits a voltage pulse (a TTL pulse 2.5 V high in a 50 Ω
load and 30 ns wide) it cannot detect any other photon for a defined period after
the detection. In the case of the detector employed in this work, this dead time is
between 50 and 60 ns. Additionally the channels of the TCSPC device have also
a dead time of 90 ns. Consequently a photon detection leads always to no photon
detection in the next period of time corresponding to the dead time. An artifi-
cial anticorrelation appears in the auto-correlation curve that has nothing to do
with a correlation in the fluorescence signal. The second drawback stems from the
so-called afterpulsing of such detectors: normally the detector emits a TTL pulse
if a photon impinges on the detection area (above 70% detection efficiency in the
domain 650 − 750 nm). However, there is also a small but finite probability that
another voltage pulse follows the first one. This phenomenon is called afterpulsing
and even if its probability is typically as low as 0.3%, it is still significant enough
to produce a correlation visible in the auto-correlation function of the electrical
signal at one detector. This afterpulsing probability is only significant for lag times
below 1 µs, i.e. if no second voltage pulse was emitted in the microsecond following
the first detection pulse, the probability for the detector to emit a second voltage
pulse at a later time is negligible. But it also means that correlations in the fluores-
cence signal for lag times smaller than 1 µs are burried under this artificial positive
correlation.
These drawbacks are not problematic as long as FCS measurements with smaller

lag times as 1 µs are not necessary. On the contrary, a cross-correlation of the
signals of two detectors enables one to measure correlation in a smaller time range:
if a photon is detected at one detector, the other detector is very likely to be ready to
detect a photon directly afterwards. However, this requires a photon pair to split in
the optical fiber at the output, which occurs only with 50% probability. Therefore
for time ranges where dead time and afterpulsing are no issue, a cross-correlation of
two signals stemming from one splitted fluorescence signal features a lower sample
size for the statistical distribution of correlation events than an auto-correlation
of the same unsplitted fluorescence signal. For correlation in a time range under
1 µs a cross-correlation of the signal of two APDs has to be favoured to an auto-
correlation. Owing to the small excitation volume expected at a near-field optical
probe and the corresponding fluctuations in fluorescence in a very small time scale,
the cross-correlation measurement scheme has to be adopted for near-field optical
FCS.
However, there is a drawback to the use of a 50/50 fiber. The cross-correlation

function are characterized by the presence of a peak at a lag time of about 30 ns
(see for example figure 7.5). This correlation is actually an artificial one that stems
from the detection setup shown in figure 5.8. Upon detection of a photon, the
detector can emit a photon of longer wavelength that gets into the 50/50 fiber.
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This photon has a small probability of being reflected at the other side of the fiber
and gets the way back to one of the two detectors. The detector that emitted
this photon is still in a state where it cannot detect further photon (dead time)
but it is highly probable that the other detector can detect this photon. When
it does, it leads to a correlation in the signal that is therefore artificial and has
no relevance for the fluctuations of the “true” fluorescence signal. However, this
impairs the cross-correlation function of this fluorescence signal stemming from the
fluorescence molecules and can cause difficulty in the analysis of the curve. This
can be removed by adding an additional emission filter between the output of the
50/50 fiber and the detector. This effect tends also to disappear at higher count
rates because either of the detectors are more likely to be in their dead time when
the other emits the photon leading to the artificial correlation and therefore cannot
detect it.
The TTL pulses marking the detection of a photon at each detector (and possibly

some additional pulses due to afterpulsing) are detected at the TCSPC device in
Time-Tagged Time Resolved mode (TTTR). This TTTR mode realizes a precise
timing of the electrical pulse detection: at the beginning of the measurement, the
time is set to 0. When a pulse is detected, the arrival time ti (called time stamp)
of this pulse is recorded together with the detection channel (giving one channel
for each detector). The advantage of such a recording procedure is its memory
efficiency. Instead of sampling time and recording if in this time interval a photon
was detected or not, which for a time resolution of 1 ns and a measurement period
of 1 s would require a total number of 109 samples with many sampling times
having no detection events, only the time arrival of detected photon and their
detection channel are recorded and transmitted to the computer. This data flow to
the computer is processed through a home-made software enabling a calculation of
the auto- or cross-correlations of the signals in real-time up to a cout rate of some
105 Cts/s.
The calculation of the auto- and cross-correlation are based on the multiple-tau

algorithm [83]: instead of being linearly spaced, the lag times τ in equation 3.26
are logarithmically spaced. To compute the correlation function, the arrival time ti
recorded by the TCSPC device in TTTR mode are first converted to photon counts
with sampling time ts. nj corresponds to the number of photons counted in the
time interval (j+1)ts− jts. This way, a list {nj} of photon counts can be built for
the whole measurement time Ttot = Mts, where M corresponds to the number of
sample times. Using this list the correlation function can be calculated for the lag
time τs = kts with [84]:

G(τs) = M

M
∑

j=1

njnj−k

M
∑

j=1

nj

M
∑

j=1

nj−k

− 1 (5.1)

This calculation is eventually repeated for all the logarithmically spaced lag times
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to give the final correlation function. Note that the sample time ts are also increased
with increasing lag times τs, so that the number of sample times M decreases with
τs.
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6. Near-field optical microscopy
combined with FCS:
characteristics and applications

In this chapter, the advantages and disadvantages of NSOM-FCS are discussed
in comparison to other common techniques. Following this, its application to the
measurement of dynamic processes at a biological membrane under physiological
conditions is shown.

6.1. Comparison of the combination of NSOM

probes with FCS over other combinations

6.1.1. Time resolution

One of the most important aspects for a single molecule technique is its time res-
olution, i.e. the shortest characteristic time of a dynamical process that it is able
to measure. This time is limited by the mean time it takes the molecules needs
to diffuse in and out of the excitation volume. This time can be assessed with the
FCS measurement of fluorescent molecules that are freely diffusing in the solution
without being involved in other dynamical processes such as binding or chemical
reactions. The shorter this time, the easier it is to distinguish free diffusion of fluo-
rescent or dye labeled molecules from other dynamic processes. This time resolution
is examplified in figure 6.1, where FCS simulations were carried out for different
common single molecule techniques and are shown together with an NSOM-FCS
measurement. In order to compare the different methods, all the correlation func-
tions were normalized. The time resolution can then be approximated by the time
at which the correlation function has decreased to 0.5. This definition corresponds
exactly to the mean diffusion time τ = R2

xy/4D in the case of a two dimensional
diffusion in a Gaussian excitation profile [65].

FCS using a confocal setup was the first technique used to measure the dynamics
of single molecules [65]. The FCS simulation corresponding to an excitation volume
with dimension Rxy = 250 nm and Rz = 750 nm is shown on the right part of the
graph. For these quite realistic dimensions, the time resolution is about 33 µs. This
time resolution is about 10% smaller than that of a two dimensional diffusion in a
Gaussian excitation profile with the same characteristic lateral dimension Rxy.
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Figure 6.1.: Time resolution of different combinations of FCS and single molecule
techniques. For FCS using a confocal setup (blue curve), a Gaussian
excitation volume with Rxy = 250 nm and Rz = 750 nm was used. In
the case of TIRF-FCS (green curve), the intensity distribution is ho-
mogeneous in the lateral plane and decays exponentially with a decay
length of 70 nm axially. The FCS simulation using Zero-Mode Waveg-
uide (ZMW, red curve) used holes of 50 nm in diameter and 100 nm
in length. The intensity distribution inside the hole is assumed homo-
geneous in the lateral plane and decreases exponentially with growing
distance to the hole ground with decay length d = 20nm. Using the nu-
merical model used to calculate the intensity at an aperture in a metal
film (section 4.2.2), FCS was simulated for a circular aperture (CA) of
80 nm diameter (cyan curve) or a triangular aperture (TA) of 80 nm
side length (magenta curve). Additionally a typical FCS measurement
with a triangular aperture is shown for comparison (yellow curve). All
the correlation functions are normalized.
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A few years later, another single molecule technique was introduced in combi-
nation with FCS: TIRF [21]. This technique allows to reduce the confinement of
the intensity in axial direction by using evanescent waves excited by total internal
reflection (TIR, see figure 4.7). In such a setup, the intensity distribution is ho-
mogeneous in the lateral plane. In figure 6.1, an FCS simulation using this setup
is shown where the collection efficiency function (CEF, see equation 3.32) is also
homogeneous in the lateral plane. The decay length of the intensity was set to
d = 70 nm, which is a typical value for TIR [21]. In this case, the time resolution
of about 38 µs is comparable to that using a confocal setup. It is possible to fur-
ther reduce this time resolution by introducing a pinhole in the image plane of the
objective that collects fluorescence, so that the CEF is not homogeneous anymore.
This speeds up the decay of the correlation function and consequently a smaller
time resolution is achievable [21]. However, this resolution is at most one order of
magnitude smaller than that of FCS using a confocal setup.
A promising new technique within the family of single molecule techniques is

Stimulated Emission Depletion (STED) which uses a particularly shaped laser beam
to deplete the fluorescence at the outer part of a focused laser beam and to achieve
sub nanometer resolution [10]. This technique has already been used to obtain very
high resolved images of fluorescent nitrogen vacancies in diamond with a spatial
resolution of 5.8 nm [85]. Its implementation for FCS shows, however, a minor
increase in time resolution of about 1.5 [22]. This is due to the fact that mostly the
axial diffusion time is reduced (25 fold) but this diffusion time does not weigh as
much as the lateral diffusion time in the correlation function (see equation 3.53).
Zero-Mode Waveguide (ZMW) has been introduced for nearly a decade in or-

der to measure dynamics of single molecules at concentrations in the micromolar
range [24]. For FCS at these concentrations using a confocal or a TIRF setup,
the amplitude of the correlation function decreases under the noise level and no
information on the dynamics of the single molecules can be retrieved. ZMW are
arrays of subwavelength holes in a metal film coated on a glass surface. These holes
are usually fabricated by electron beam lithography and subsequent reactive ion
etching on an aluminum coating coverslip [24] or directly by milling the holes in
the aluminum film using a focused ion beam [16]. At the bottom of the holes only
evanescent waves exist with a much smaller decay length than that used in TIRF.
Additionally, the intensity distribution in the hole in a plane parallel to the cover-
slip is almost homogeneous when using circular polarized light [24]. A simulation
of FCS using a hole of diameter 50 nm in a 100 nm thick metal film is also shown
in figure 6.1. The decay length of the intensity in the axial direction was chosen
so that the FCS curve approaches those given in [24]. It results in a decay length
of about 20 nm. It should be noted, however, that this does not correspond to the
decay length of the excitation intensity but that of the overall fluorescence emission
profile. This profile also takes into account the approximately exponential decrease
of fluorescence collection with growing distance of the fluorescent molecule to the
ZMW ground. The resulting time resolution is about 3 µs, which is an order of
magnitude better than TIRF.
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Similarly to ZMW, a circular aperture at the apex of a metal coated glass tip such
as in the case of a fiber probe allows one to measure dynamics of single molecules
with a high time resolution of about 2 µs. This is the result of an FCS simulation
using the intensity distribution calculated from a similar model as that used for the
triangular aperture in section 4.2.2. Only, the shape of the aperture was modified
to a circular one with a diameter of 80 nm. The corresponding FCS simulation is
shown in figure 6.1.
Using a triangular aperture in a metal film results in a nearly one order of mag-

nitude better time resolution than in the case of a circular aperture or a ZMW.
An experimental measurement confirms this very small time resolution of about
300 ns, that is the smallest resolution among the techniques presented here. Today,
there are no other techniques offering a better time resolution. This resolution is
so small that it falls under the typical dead time of typical avalanche photodiode
detectors (1 µs). Even smaller time resolution of about 200 ns are possible for some
probes as shown from experimental measurements in section 7.4.

6.1.2. Excitation volume

Excitation volume and time resolution are parameters that depend on each other.
For a given intensity profile in each direction, if the characteristic length of this pro-
file (Rxy for a Gaussian profile, d for an exponential decaying intensity) decreases,
then the time resolution decreases. However, the situation is a little different if
homogeneous profiles in some directions exist. If the molecules are not allowed to
diffuse in and out of the excitation volume in the direction for which the intensity
profile is homogeneous, then the time resolution does not vary with the extent of
the homogeneous intensity profile, whereas the excitation volume does.
In order to illustrate this, the five simulations presented in figure 6.1 were scaled

so that the concentrations of molecules used for the FCS simulations of the different
techniques all correspond to the concentration used for the measurement given in
the same figure (“Experimental TA”), i.e. 250 nM. This scaling is possible since
the process of fluorescence fluctuation due to molecular diffusion is linear with
the number of molecules (G(0) = 1/N). Since N = C0Vexc and C0 is kept constant
(250 nM corresponds to C0 = 150.5 µm−3), the relative size of the excitation volume
for the different techniques can be easily compared with one another.
The comparison of the amplitudes for the FCS simulation using the different

techniques given in the precedent section shows the superiority of ZMW. Its exci-
tation volume for a typical hole of 50 nm in diameter and for a decay length of the
intensity of 20 nm is nearly a factor 30 smaller than the excitation with the trian-
gular aperture probe with side length of 80 nm and over three orders of magnitude
smaller than in a confocal setup, compatible with [24].
The FCS measurement with a triangular aperture probe is consistent with the

corresponding simulation. Only the amplitude is a little smaller of a factor two. The
rim size for this aperture probe was about 115 nm, i.e. quite larger than that used
for the simulation. Therefore, a smaller excitation volume could be expected using
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Figure 6.2.: The same FCS simulations presented in figure 6.1 were scaled so that
the amplitude at zero lag time, G(0) = 1/C0Vexc, corresponds to the
same molecules concentration C0 used for the FCS measurement of the
same figure (“Experimental TA”). This FCS measurement was taken
with Atto655 molecules at a concentration of 250 nM and with a gold
coated aperture probe with a rim size of about 115 nm. The two
graphs with insets present the same curve at different scale for a better
visibility.
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smaller rim size. However, for FCS measurements, the relation between amplitude
of the correlation function and size of the excitation volume is more complicated
and needs to be further analyzed (see section 7.2).
The slower decaying fields in a TIRF setup leads to a much larger excitation

volume than that of an aperture probe and hardly achieved in the simulations a
five fold decrease of this volume compared to the focused Gaussian beam with
diffraction limited resolution. However, experimentally, a decrease of one order of
magnitude is typical, probably due to a larger excitation volume in a confocal setup
than the theoretical Gaussian excitation volume.

6.1.3. Application domain and invasiveness

NSOM-FCS is first and foremost a surface sensitive technique, similar to TIRF or
ZMW. It does not have the ability of probing dynamics of fluorescent molecules at
distances more than a few ten nanometers away from the aperture of the near-field
optical probe. It has the advantage over a TIRF setup that the intensity decays
much quicker in both the axial and lateral direction, which leads to a far better time
resolution and a much smaller excitation volume. On the other side, TIRF-FCS
is easily implemented and the samples can quickly be exchanged without modify-
ing the excitation setup [86]. This is for example helpful for biological applications,
where buffer solutions can be rapidly exchanged. Also the vaporization of buffer so-
lutions can be efficiently prevented, so that biological samples always stay hydrated
and conserve their physiological relevance.
FCS with ZMW is also a highly surface sensitive technique and its main ad-

vantage consists in the very small observation volume and the efficient background
suppression due to fluorescent molecules out of a ZMW. This allows one to measure
dynamics at concentrations as high as 20 µM [24]. Similarly to near-field optical
probes, ZMW relies on the quality of fabrication of the nanostructure. For NSOM-
FCS, small differences at the nanoaperture can lead to different or unexpected
behavior in the FCS simulations (see section 7.1). Although ZMW has to deal with
the same fabrication complexity, its fabrication can be highly parallelized by using
a large array of small holes. This way, an efficient statistical analysis can help to
filter out some FCS measurements as outliers and better describe the influence of
the size of the nanostructure on the FCS measurements and consequently on the
excitation volume. A major problem of ZMW for the measurement of dynamic
processes at biological membranes is the necessity for the membrane to spread onto
the bottom of the hole. This requires a high curvature of the membrane at the
entrance of the ZMW that can be detrimental for the functionality of the mem-
brane. At the expense of a complexer fabrication, this issue was removed recently
by filling the ZMW with a dielectric [87]. However, the membrane then lies quite
far away from the bottom of the hole and therefore, the high excitation intensity
there is much weakened at the top of the hole, which results in a smaller signal from
the fluorescent molecules, whereas the background signal increases by detecting the
fluorescence above the holes.
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Despite its relatively small time resolution and excitation volume, the combi-
nation of FCS with a confocal setup is still the most popular among the here
discussed techniques [88]. It is not only non invasive and easy to implement using
epi-fluorescence microscopes. It can also be used to probe with diffraction limited
resolution a large region of the sample of interest. Using water immersion objec-
tives, biological samples can be probed over 100 µm thickness compared to about
100 nm and 10 nm for TIRF-FCS and NSOM-FCS, respectively.
With the same advantage of large field depth, STED-FCS achieve a better reso-

lution with theoretically no lower bound. However, the optical setup is more com-
plex and an index mismatch inside cells leads to difficulties to deplete the excited
molecules in the outer part of the excitation spot. If this is not perfectly realized, a
high fluorescent background decreases the amplitude of the correlation function and
diminishes the practical applicability to measurements with a high concentration
of fluorescent molecules [22]. Also, the high power density needed for the depletion
beam (10 − 100 MW/cm2) raises concerns about fluorescence photobleaching and
the phototoxicity for the cell [26].
For NSOM-FCS photophysical effects are not an issue since the power density is

very small at the probe aperture because of a large absorption and reflection of light
in and at the metal coating. Moreover, fluorescence quenching and fluorescence
enhancement both decrease the fluorescence lifetime and consequently the mean
residence time of a molecule in an excited state. Furthermore, the molecules spend
less time in the excitation volume because of its smaller size compared to other
techniques. Consequently, the molecules are unlikely to make a transition in the
triplet state and unlikely to be destroyed by triplet-triplet annihilation processes
(see section 3.1.2). However, the smaller power density at the probe aperture can
be an issue if the emitted fluorescence signal is too small. This is why near-field
aperture probe fabricated by thermal pulling must have an aperture large enough.
Using the triangular aperture probe with their high taper angle is an incontestable
advantage for high fluorescence emission signals. As an additional consequence of
the high light throughput of a triangular probe, a smaller aperture size can be used,
which opens up the way to spatially high-resolved FCS measurements.
Owing to the fast decaying intensity at the near-field optical probe, the probe has

to be brought in close proximity to the sample. NSOM-FCS is therefore an invasive
technique such as TIRF or ZMW. For measurement at biological membranes with
these probes, a shear force feedback is usually used to ensure a distance of the
sample to the probe of a few nanometers [25], [26]. However, the quality factor of
the resonance of the piezoelectric element used for this feedback decreases in water,
which makes it difficult to reliably control the probe-sample distance. In this work,
this active feedback was abandoned and consequently the possibility to measure
FCS at samples lying on a hard surface such as glass. Instead, a passive force
feedback was implemented using the tension of a free standing membrane spanned
over a hole (see section 6.2.1). Using such a passive force feedback requires the
fabrication of an adequate sample preparation, mainly by the design of the sample
holder. However, the complex sample preparation is counter balanced by an easier

101



probe preparation since the probe does not need to be attached to a piezoelectric
element. For NSOM measurements with active force feedback the probe has to be
light weighted enough in order to not disturb the resonance of the piezoelectrical
element. Without this demand, the near-field aperture probe can be prepared with
more flexibility.
Compared to FCS with ZMW, NSOM-FCS has the particular advantage that the

probe can be used to scan the sample and consequently image the sample. This
way, a defined place on the sample can be chosen for a dynamic measurement and
the probe can be moved at this place for a subsequent FCS measurement. This is
particularly useful for transport measurements through a biological membrane, that
occurs at defined sites called “pores”. In the case of a ZMW array and for diffusion
measurements through a membrane, such imaging is not possible. Instead, FCS
measurements have to be taken at many ZMWs and a post imaging process using
for example electron microscopy has to be used in order to identify if the desired
structure at which the diffusion process takes place lies over a hole and identify this
hole with an FCS measurement realized before this post imaging process [82].
After this section outlining the strength and weakness of NSOM-FCS, an appli-

cation to the measurement of the translocation dynamic at a biological membrane
is shown in the next section.

6.2. Application example of NSOM-FCS for the

measurement of fast biological processes on the

nanometer scale

This section shows how the triangular aperture probes developed in this thesis were
used to measure dynamical processes at a biological membrane (translocation) at
nearly physiological conditions. Additionally, it shows how useful information on
the translocation dynamics can be extracted by using a simplified model of the
intensity distribution at the aperture adapted to the particular characteristics of
the structure at which the translocation takes place. The following chapter mainly
follows the description in [89]

6.2.1. Imaging of single nuclear pores in a nuclear membrane

NSOM with an aperture probe developed in this work was applied to study the
kinetics of protein transport through a membrane. To our knowledge, this was
never done before, presumably because common techniques relied on a support for
the membrane and thereby obstructed the natural passageway. By establishing a
novel method for NSOM imaging on unsupported membrane patches, we aimed at
observing the gated transport through nuclear pore complexes (NPCs) embedded in
the nuclear envelope (NE). NPCs are highly differentiated macromolecular assem-
blies of ring-like structure that regulate the exchange of molecules between nucleus
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and cytoplasm (see figure 6.3) [90], [91], [92], [93], [94]. Small molecules are allowed
to diffuse freely through the central transport channel whereas the translocation
rate of larger molecules (> 30− 40 kDa) depends greatly on their interaction with
NPC proteins containing natively unfolded phenylalanine-glycine-repeat domains
(FG-repeat nups).

distal ring

nuclear basket

nucleoplasmic ring

cytoplasmic ring

cytoplasmic filaments

FG-repeat nups

inner nuclear membrane

cytoplasm

nucleus

outer nuclear membrane
spoke ring complex

transport channel

Figure 6.3.: Schematic of a vertebrate nuclear pore complex (NPC). The NPC is an-
chored at the merge of the outer and the inner nuclear envelope (NE).
The cylinder-like structure of the NPC exhibits an octagonal symmetry
with an outer diameter of 120 nm. At the cytoplasmic side eight 35-nm-
long flexible filaments emanate from the cytoplasmic ring, while from
the nucleoplasmic ring another eight filaments extend 60− 75 nm into
the nucleoplasm and join to a distal ring forming a basket-like struc-
ture [93]. The spoke ring complex together with the cytoplasmic and
nucleoplasmic ring moiety build the central framework (50− 90 nm in
length) and enclose the hourglass-shaped pore with an inner diameter
of 45−50 nm in the center [92], [93], [94]. Phenylalanine-glycine-repeat
proteins (FG-repeat nups) line the transport channel and play a ma-
jor role in the gating mechanism of the size-selective transport barrier
[95]. Presumably, transport factors interact with natively unfolded FG-
repeat domains for translocation of cargo molecules through the NPC
[90], [91], [92]. Scale bar, 40 nm [89].

Here, we introduce a method that allowed us to employ the benefits of NSOM,
ultra-high spatial and temporal resolution, on unfixed biological membranes in
physiological solution. Application of this method to an unsupported native NE
enabled us to resolve NPCs densely packed in the membrane with sub-50-nm optical
resolution. After placing the near-field probe over a single NPC, we were able to
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observe the rapid translocation of fluorescence-labeled Nuclear Transport Factor 2
(NTF2) [96], [97] and gathered previously inaccessible kinetic information about
a molecule passing through a NPC. By monitoring the fluorescence of NTF2 near
the entrance of the transport channel and by analyzing the fluctuations using FCS
we characterized the translocation of NTF2 as driven by Brownian motion and
obtained values for the apparent diffusion coefficient, the effective diffusion range
and the mean residence time of NTF2 in the channel.
Key to the observation of protein translocation through a NPC was a novel tech-

nique for NSOM imaging on unsupported membranes. For the manual preparation
of such membranes, we used nuclei of unmature egg cells of an African claw frog
(Xenopus laevis; stage VI oocytes) which have a typical diameter of ∼ 500 µm. Af-
ter DiI-staining the NEs were spread on photolithographically fabricated templates
exhibiting a regular grid of 20-µm-sized troughs (see figure 6.4a-b).

400 µma b c

d

Figure 6.4.: Setup for NSOM imaging on unsupported membranes. (a, b) Manually
prepared nuclear membranes were spread on a photo-lithographically
fabricated template exhibiting a regular grid of 20-µm-sized troughs.
The membrane was spanned over the troughs thereby establishing un-
supported circular membrane patches of 20 µm diameter. Scale bars,
50 µm (a) and 200 µm (b). (c) Electron micrograph of the near-field
probe. Scale bar, 0, 3 µm. (d) Near-field probe centered over a mem-
brane patch. The typical side length of the triangular end face was
∼ 1 µm rendering the probe well visible in an optical microscope.
While scanning, the near-field probe was carefully lowered into the
trough so that the membrane patch was set under a slight tension.
The approach was stopped when no further increase of fluorescence
intensity or optical resolution was observed. Scale bar, 5 µm [89].

For NSOM imaging the near-field aperture probe was closely placed over a freely
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suspended membrane patch and carefully lowered into the trough until the mem-
brane was set under a slight tension (see figure 6.4d). The probe-membrane distance
was maintained without feedback control by using the elastic response of the nuclear
membrane only. Even by scanning the probe across the NE in a constant-height
mode with a scan speed of > 4 µs no distortion of the membrane could be observed
and it appeared that the flat end face of the probe slid over an ultra-thin film of
liquid. During imaging the membrane tension was fine-adjusted to further increase
the fluorescence intensity and the optical resolution. However, typically the res-
olution could not be further improved, largely independent of the initial optical
resolution. We assume that the absence of debris on the membrane surface after
preparation is the most critical factor for achieving a close probe-sample distance
and thus a high optical resolution.

Using such a set-up, we imaged the nucleoplasmic face of a freestanding native
nuclear membrane stained with the Alexa Fluor R© 633 labeled pan-NPC antibody
mAb414 (mAb414-A633) (see figure 6.5). The high optical resolution capability of
NSOM and the extremely short depth of the evanescent field at the aperture enabled
us to apply a steep intensity gradient along the axis of a single NPC. This offered
the exciting prospect of being able to study the kinetics of protein translocation
through an individual NPC. In the following, a one-dimensional diffusion model
shall highlight the experimentally accessible quantities of a translocation through
a pore using this approach.

6.2.2. Analysis of complex diffusion mechanism in the light of

the confined diffusion model

Figure 6.6a schematically depicts a model for binding and diffusion of fluorescent
particles moving in a channel with diffusion range L that is illuminated along its axis
by a laterally homogenous evanescent field of decay length d. In a first approach,
the diffusion coefficient D of the particles was assumed to be constant throughout
the channel. Time traces of the fluorescence intensity were calculated using the
simulation model of chapter 4 (see figure 6.6b). For the quantitative evaluation an
FCS analysis was applied.

In the case of an infinite diffusion range L and infinite residence time TR the
theoretical ACF of the described situation is well-known and used, for example, to
study the Brownian motion of molecules by means of total internal reflection mi-
croscopy (see section 4.1.2). Regarding the more general case of a confined diffusion
(finite L/d) and finite residence time TR we derived an approximate analytic solu-
tion (see appendix A). Supposing that TR is much larger than the mean residence
time of the particle in the evanescent field, Td = d2/D, the ACF resulting from the
confined-diffusion model (CDM) is given by:
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Figure 6.5.: NSOM imaging of a freely suspended native NE patch. (a) Schematic
of a NSOM probe sliding over unsupported NE. Dependent on the
pressure of the probe, the NPC baskets may extend up to 75 nm into
the nuclear space and thus can act as a natural spacer between the light
emitting aperture and the mid plane of the membrane. The evanescent
field (blue) falls off exponentially with distance to the aperture on a
scale of 10− 30 nm so that chiefly fluorophores located at the nuclear
side will be excited. Scale bar, 0.2 µm. (b) NSOM fluorescence image
of the nucleoplasmic face of a freely suspended unfixed NE labeled with
mAb414-A633. The size of the fluorescence spots of 60-90 nm agrees
well with corresponding AFM measurements of the NPC basket. Scan
speed, 4 µm/s; intensity range, 0.25−3.0 (arb. units); scale bar, 0.5 µm
[89].
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Figure 6.6.: Confined diffusion of fluorescent particles in an evanescent field. (a) A
diffusion channel is illuminated along its axis by an evanescent field of
depth d. A fluorescent particle with diffusion coefficient D is captured
in the channel for a mean residence time TR, randomly moves back and
forth within the diffusion range L and is fluorescently excited according
to the local intensity I(z). (b) Time trace of the fluorescence intensity
calculated by a Monte-Carlo simulation forD = 10 µm2/s, L = 100 nm,
d = 25 nm, TR = 4 ms, and mean time between binding events of
TB = 1 s (black line). Representative fluorescence bursts accompanying
capture and release of particles are displayed in enlarged views (red
curves). (c) Normalized autocorrelation functions of the fluorescence
fluctuations for different diffusion ranges L: 1) 25 nm, 2) 50 nm, 3)
75 nm, 4) 100 nm, 5) 150 nm, and 6) ∞ [89].
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with time lag τ and average number 〈N〉 of particles trapped in the channel. As
an illustration, several autocorrelation curves for different values of L/d are plotted
in figure 6.6c.
To clarify the effect of a locally varying diffusion coefficient along the axis of

the channel, we carried out corresponding FCS simulations . The simulated ACFs
turned out to have almost the same shape as Gcd(τ) and therefore can be excellently
fitted by Gcd(τ) through a suitable choice of L and D. Thus we found that the
CDM is an adequate model even for the description of complex diffusional motion
in a channel as long as the related parameters D and L resulting from a fit are
considered as averaged over the real conditions. For the analysis of experimental
data, we therefore regard D as an apparent diffusion constant Dapp and L as an
effective diffusion range Leff . Assuming a decreasing diffusion coefficient toward
the center of the pore, it turned out that Leff and Dapp represent minimum values
for the real diffusion range and the real diffusion coefficient at the channel entrance,
respectively.

6.2.3. FCS measurement at a single nuclear pore

For a NSOM-FCS measurement, NTF2-A633 was added to the buffer solution cov-
ering a freshly prepared NE and the NSOM probe was placed over a single pore
to collect the fluorescence intensity F as a function of time (see figure 6.7a). The
appearance of intense fluorescence bursts of some milliseconds clearly indicated
binding of NTF2-A633 to the NPC with a typical residence time of TR ∼ 1− 5 ms
(see figure 6.7b). On a much shorter time scale (time bin 25 µs) these bursts turned
out to be composed of several peaks of varying intensity at irregular intervals (see
figure 6.7b, red curves). The typical length of the short events and hence the mean
residence time Td of NTF2-A633 in the evanescent field of depth d ≈ 25 nm was
in the order of 25 µs only. We interpret such a continuing series of short events
as intermittent fluorescence of a single NTF2 that was randomly pushed into the
evanescent field at the channel entrance while caught in the transport channel. Our
observations suggest that bound NTF2 proteins are not restricted to the central
region of the NPCs but have a high degree of mobility along the pore axis.
To get a precise measure of the mobility of NTF2-A633 within the NPC we

evaluated the autocorrelation function Gpore(τ) of the respective fluorescence data
(see figure 6.7c, green line). In principal, Gpore(τ) comprises the ACF of NTF2-
A633 binding to the pore, Gbound(τ), as well as the ACF of NTF2-A633 diffusing
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Figure 6.7.: Diffusional motion of NTF2 within NPCs observed by NSOM-FCS. (a)
Schematic of the experiment: the NSOM probe is placed over a pore
and the fluorescence of NTF2-A633 is measured as a function of time.
(b) Typical time trace of NTF2-A633 fluorescence for a measurement
over a pore (black line, time bin 1.6 ms). On a much shorter scale
(time bin 25 µs) the bursts are composed of several peaks of varying
intensity (red curves). (c) ACF of a time trace measured over a pore
(green line). To determine the background, FCS curves were collected
at a location beside a pore (blue line). (d) Pore ACF after subtracting
the background b ·Gbg(t) (dots) and related least-squares fit (red line)
(a = 0.71 ± 0.02, b = 0.88 ± 0.03; see text). The fit is based on the
confined-diffusion model with fixed d = 25 nm. Averaging over several
measurements, we obtained Leff = 85± 11 nm, Dapp = 17± 3 µm2/s,
and TR = 3.6± 0.5 ms. [89].
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in the solution between NSOM tip and NE, Gsol(τ). Since the residence time of
NTF2 at the pore is much longer than the residence time in the evanescent field,
TR ≫ Td, Gpore(τ) can be expressed as a weighted sum of both contributions,
Gpore = A · Gbound(τ) + B · Gsol(τ) [73]. The factors A and B depend on the con-
centration of molecules, the equilibrium constant of the reaction, and the average
numbers of observed molecules in solution and at the binding site. While NTF2 is
bound to the pore, it will only be excited by the evanescent field when it is located
near the entrance of the transport channel. Assuming that the channel is homoge-
neously illuminated in lateral direction and that NTF2 is traveling up and down the
channel in a random walk, we can approximate Gbound(τ) by the ACF of the CDM,
Gcd(τ). For an independent measure of Gsol(τ), we determined the fluorescence
fluctuations caused by lateral diffusion alone at a location beside a nuclear pore.
The corresponding “background” correlation function Gbg(τ) is displayed in figure
6.7c (blue line). A comparison of background and pore ACF clearly shows that
the pore ACF is much more pronounced at time lags > 1 ms which likely reflects
the binding of NTF2 to the pore. Supposing that the background ACF is almost
constant across the NE, we can equate Gbg(τ) with Gsol(τ) and finally arrive at
G(τ) = a ·Gcd(τ)+ b ·Gbg(τ) as a fit function for the measured pore ACF Gpore(τ).
The resulting least-squares fit (see figure 6.7d) shows a good correspondence

to the data. Averaging over several measurements, we determined the apparent
diffusion coefficient to Dapp = 17±3 µm2/s and the residence time in the transport
channel to TR = 3.6 ± 0.5 ms. The resulting effective diffusion range Leff =
85 ± 11 nm agrees well with the length of the transport channel of ∼ 90 nm as
found in a 3D reconstruction of the NPC based on cryo-electron tomography [93].
Assuming that the length of the transport channel is smaller than 90 nm, the large
value for Leff may be interpreted as indication for a temporary binding of NTF2
to FG-repeat nups reaching out beyond the central framework of the NPC. Recent
NPC models suggest an increasing density of FG-repeat nups toward the center of
the pore and thus imply a varying diffusion coefficient along the channel axis. As
discussed above, the found numbers for Leff and Dapp therefore represent minimum
values for the real diffusion range and the real diffusion coefficient at the channel
entrance.
In summary, we solved a major obstacle of NSOM imaging on soft matter in

solution by establishing a novel distance control based on the weak elastic response
of a freely suspended membrane patch. This “passive” distance control enabled us
to reliably image a native NE at high optical resolution. As the transport channel
of the NPCs was no longer obstructed by a support, the translocation of proteins
through a single pore could be studied on a microsecond time scale by placing the
near-field probe over a pore. The extremely short depth of the evanescent field
in axial direction of ∼ 25 nm generated a steep intensity gradient along the axis
of the transport channel, so that labeled proteins, NTF2-A633, produced strong
fluorescence fluctuations by traveling up and down the channel. These fluctuations
were evaluated by means of a fluorescence correlation analysis based on a model of
Brownian motion in a confined space. In that way, the features of NSOM, ultra-high
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spatial and temporal resolution, were employed to reveal the kinetics of a transport
process on a single-molecule level.
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7. Detailed characterization of
near-fields at an aperture probe
with FCS

Following the fabrication process explained in the last chapter, numerous triangular
aperture (TA) probes with high quality of the triangular shape could be obtained.
This chapter presents a selection of the numerous high-quality FCS measurements
that have been carried out with these probes. This quality is mainly shown by the
low variance of the FCS curves at lag times as small as the resolution limit of the
experimental setup, i.e. 1 ns, which requires measurements with a high signal-to-
noise ratio (SNR). This SNR is evaluated in section 7.2. Field enhancement effects
similar to these occuring at nanoantennas are considered to explain this high SNR.
The very small excitation volume, which was evaluated to be 3 attoliters for the
triangular aperture probe model of section 4.2.3, is confirmed in section 7.3 with
NSOM-FCS measurements with molecular concentrations up to 25 µM. Also the
same high time resolution of NSOM-FCS with TA probes was confirmed (section
7.4). Finally, it will be shown in section 7.5 that a simple free diffusion model
cannot account for some measurements that show fluctuation at large lag times
depending on the solvent characteristics. But first, we will start this chapter with
an evaluation of the reproducibility of NSOM-FCS measurements.

7.1. Experimental aspects of NSOM-FCS

measurements

When considering a measurement technique, it is important to know how stable and
how reproducible the measurements are. The stability of a measurement is related
to how much the measurement results vary when keeping the same measurement
parameters and measuring over a long time, whereas its reproducibility indicates to
what extent this measurement with a given set of parameters can be reproduced at
a later time with the same set of parameters. In this work and with the fabrication
technique for the TA probe, the reproducibility is widely ensured if the same TA
probe is used from one measurement to the next with otherwise same experimental
conditions. These other experimental conditions are essentially the laser intensity,
the concentration of fluorescent molecules, the solvent, the optical setup alignment
and the probe size. In the case where reproducibility is evaluated by considering
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the probe size1 instead of keeping the same probe, a mismatch can be observed
between two test measurements.

7.1.1. Stability of FCS measurements with a TA probe

The several NSOM-FCS measurements carried out during this thesis proved to be
quite stable as shown, for instance, in figure 7.1. In this measurement series, the
cross correlation of the fluorescence signal at the two detectors was taken approx-
imately every minute and a minute long. The cross correlation functions show a
very similar form, which is a good indicator that the measurements are stable over a
long period of time. This is a condition for measurements of slow dynamic processes
with typical diffusion times of 10 to 100 ms. To obtain a good statistical accuracy,
the acquisition time should be around 10, 000 times longer than the diffusion time
of the measured process [98]. The time trace of one of the measurements of figure
7.1 is shown in figure 7.2 over a period of 60 s and with a time resolution of 1 s.
The constant value of the fluorescence signal in this time trace is an additional
evidence for the stability of the measurement: no photophysical destruction of the
fluorescent molecules or vaporization of the solvent leading to a higher fluorescent
signal can be detected.

Eventually, after longer waiting time between two measurements the increase of
the molecular concentration in solution begins to be visible: in figure 7.3, 20 minutes
elapsed between the two measurements. As a result of the partly vaporization of the
solution, its molecular concentration increases and the mean number of molecules
N in the excitation volume at the aperture increases. Since the amplitude of the
correlation function is inversely proportional to N (see for example equation 3.55),
this amplitude decreases. Additionally, the fluorescence signal detected increases
proportionally to N . This is also reflected by the detected count rates for these
two measurements. It has to be noted however that an additional readjustment of
the light coupling in the near-field probe had to be undertaken before the second
measurement. This is probably due to mechanical constraints in the excitation
setup, particularly in the setup components being translated by a system of screws
and springs (see figure 5.7)

7.1.2. Reproducibility of NSOM-FCS measurements

The reproducibility of NSOM-FCS can be evaluated by carrying out two measure-
ments with the same parameters such as optical setup, laser intensity and molecular
concentration but by disturbing the alignement of the optical setup, changing tem-
porary the laser intensity, taking a fresh coverslip and depositing the same amount
of another batch of the solution of fluorescent molecules with the same concentra-
tion and then trying to achieve the same results as in the first measurement.

1The probe size in this chapter is evaluated as the height of the triangular aperture using electron

micrographs such as in figure 5.6.
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Figure 7.1.: Stability of the cross correlation of the fluorescence signal for a series
of FCS measurements with no change in experimental conditions. The
five measurements were taken one minute long and approximately every
minute with an aperture probe, which aperture size is about 135 nm.
The fluorescent molecules are Atto655 in concentration 250 nM in phos-
phate buffer saline with 0.5% of the detergent Tween20 (PBST). Av-
eraging the count rate over these five measurements leads to a mean
count rate of about 261± 8 kHz.
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Figure 7.2.: The time trace of one of the measurements presented in figure 7.1.
The stability of the fluorescence signal indicates that neither the flu-
orescent molecules suffer photophysical destruction (which would lead
to a decrease of the fluorescence signal) nor that the vaporization of the
solution is high (which would lead to a more concentrated solution in
fluorescent molecules and consequently to a higher fluorescence signal).
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Figure 7.3.: Result of a longer waiting time between two FCS measurements in
otherwise the same experimental conditions. These two measurements
were taken with 20 minutes time difference, with a probe of aper-
ture size of about 60 nm. The fluorescent molecules are Atto655 with
100 nM concentration in phosphate buffer saline (PBS). The amplitude
ratio between the two measurements is about 1.3, compatible with the
mean count rate increase of about 554 to 748 kHz. The inset shows
the normalized measurements.

117



An example is given in figure 7.4, which shows two series of measurements taken
one after another following the procedure described before. It can be seen that
the amplitude of the cross-correlation function increases between the two series
of measurements (relative increase of about 1.7). Additionally the signal count
rate at the detectors decreases (relative decrease of 1.9). The variation of these two
measurement values in opposite direction suggests that only the mean number N of
molecules in the excitation volume changed between the two series of measurements.
This is compatible with the proportionality relation between N and the amplitude
G(0) of the cross-correlation function: G(0) = 1/N (see equation 3.55).
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Figure 7.4.: FCS measurements illustrating the reproducibility of the measurements
with a probe of size ∼ 135 nm. The blue curves represent FCS mea-
surements that were taken at a later time than the FCS measurements
represented by the red curves with a different batch of the solution of
Atto655 but with the same concentration (250 nM). The amplitude of
the FCS measurements at a later time (blue) increased by a factor of
∼ 1.67, whereas the mean count rate (220 ± 2 kHz for the blue curve
and 415 ± 6 kHz for the red curve) decreased by a factor of ∼ 1.89.
However the course of the cross-correlation curve is conserved in the
two cases as can be deduced from the perfect superposition of the nor-
malized curves (inset). The power at the back aperture of the objective
focusing the light in the aperture probe was 1.9 mW.

A possible reason for the deviations between the two measurements might be
slightly different effective concentrations due to pipetting errors. But also other
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reasons not as straightforward can be invoked: the fluorescent molecules can be
partly adsorbed to the glass surface of the coverslip or to the large gold surface
of the probe. The adsorption can vary depending on the coverslip but also on the
measurement history of the probe: if it was previously used with a solution contain-
ing molecules that already adsorbed on the gold surface, this surface has different
adsorption characteristics for the next measurement. This dependence on previous
measurements can be partly removed by dipping the probe in pure water for some
minutes. A more aggressive cleaning method using sonication should be avoided
since it damages the probe at the aperture and consequently results in completely
different FCS measurements. Also differences in the optical setup can lead to de-
viation in the measurements: variations in the thickness of the coverslip (thickness
given with a precision of ±5 µm), the surface of which is used to position the tip of
the probe axially (position precision estimated to 1 µm) using a widefield image of
the probe through an objective with a 100× magnification can add variation in the
light path from the tip to the objective. This consequently leads to other values of
the intensity of the fluorescence signals as well as small distortion in the measured
excitation volume.
Another example of reproducible FCS measurements with the TA probe is given

for a much smaller aperture size of ∼ 30 nm in figure 7.5. Due to the greater vari-
ance of the cross-correlation functions, the averaged FCS measurements are shown
instead of the single ones. In this case, the mean count rates and the amplitudes
of the cross-correlation functions are slightly different but their evolution is com-
patible with the fact that these two dimensions are inversely proportional to each
other. However, the proportionality relation has a larger deviation from one mea-
surement to the other compared with the probe of larger aperture taken for the
measurements of figure 7.4.
These measurement examples show that, if the reproducibility of the qualitative

course of the cross-correlation function is widely ensured, the determination of the
mean number of molecules in the excitation volume from the amplitude of this
function should be done carefully.

7.1.3. Variability of NSOM-FCS with different TA probes

When the light intensity coupled into the TA probe is changed between two mea-
surements with the same parameters, the reproducibility of NSOM-FCS can be
impaired and variability in the measurements introduced. High intensities at the
tip of some probes may be responsible for structural changes at the aperture with an
accompanying change in the intensity distribution. But it is not totally clear which
conditions (aperture size, metal coating quality) favor these changes. In figure 7.6,
this fact is shown, for instance, with a probe with a rather large aperture: ∼ 95 nm.
Not only is the course of the cross-correlation function changed, but also its am-
plitude G(0) and the mean number of photons detected do not behave as would
be expected from the relation in equation 3.55, if the mean number of photons is
proportional to the mean number of molecules N in the excitation volume.
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Figure 7.5.: FCS measurements illustrating the reproducibility of the measurements
with a probe of size ∼ 30 nm. The red curve represents the average
of two FCS measurements that were taken at a later time than the
five FCS measurements, the average of which is represented by the
blue curve. The solution of Atto655 was from a different batch but
with the same concentration (250 nM). The amplitude of the FCS
measurements at the later time (red) decreased by a factor of ∼ 1.29,
whereas the mean count rate (109 ± 8 kHz for the blue curve and
199 ± 4 kHz for the red curve) increased by a factor of ∼ 1.8. The
power at the back aperture of the objective focussing the light in the
aperture probe was ∼ 500 µW. The peak at ∼ 30 ns is an artificial
correlation due to the detection setup (see section 5.2.2).
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Figure 7.6.: FCS measurements illustrating the influence of the light intensity cou-
pled into the probe on the reproducibility of the measurements with a
probe of size ∼ 95 nm. The red curves represent FCS measurements
that were taken at a later time than the FCS measurements represented
by the blue curves with a different batch of the solution of Atto655 but
with the same concentration (250 nM). The amplitude of the FCS
measurements at the later time (red) increased with a factor of ∼ 1.16
and also the mean count rate (400 ± 1 kHz for the blue curve and
840 ± 20 kHz for the red curve) increased by a factor of ∼ 2.1. The
power at the back aperture of the focusing objective was 1.9 mW. The
course of the cross-correlation curve is also slightly modified as can
be deduced from the perfect superposition of the normalized curves
(inset).
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For the FCS measurements of figure 7.6, the modification of the aperture and its
surrounding coating and the intensity distribution around it, seem to be positive
regarding the count rate per molecules, the key parameter to obtain good SNR
in FCS [20], [17]. If no other fluctuation mechanism as resulting from the free
diffusion process of the fluorescent molecules is taken into account, then the count
rate per molecule (CRM) is simply CRM = G(0) · CR, where CR is the count
rate of the detected photons. This value is more than doubled between the two
measurements, which also means that the FCS measurement can be carried out
with a less than four times smaller duration to obtain the same statistical accuracy
[20]. However, it is hard to say if these modifications are always beneficial for the
FCS measurements.

The difficulty to obtain quantitatively reproducible measurements in this case
may be due to the complexity of the interaction between light and the probe and
its intensity dependent structural changes. Another example of the complexity
of this interaction can be found by observing the difference in amplitude of the
cross-correlation and the count rates between the FCS measurements with probes
of growing aperture size: 30 nm (figure 7.5), 95 nm (figure 7.6) and 135 nm (figure
7.4). The attempt to scale these measured values with the probe size is very hard.
This is because another fluctuating source disturbs the measurement: uncorrelated
background noise stemming from the gold coating. Its effect is discussed in the
next section.

7.2. Insight into the signal-to-noise ratio of

NSOM-FCS

It has been shown in the previous section that for different aperture sizes, the FCS
measurements do not reflect the expected scaling between excitation volume and
aperture size. This observation results from the consideration of the amplitude of
the cross-correlation function, which should increase with decreasing aperture size
if only fluctuation arising from diffusional processes is taken into account. This
section deals with the reasons for this absence of scaling: background signal and
fluorescence enhancement introduced by the TA probe.

7.2.1. Background origin of NSOM-FCS using gold coated TA
probes

Measurements of the signal detected when an aperture probe is dipped into a so-
lution without fluorescent molecules show that the background noise has an effect
on the measurements, which is far from being negligible. The general effect of un-
correlated background noise was discussed in section 3.2.2. It does not disturb the
course of the cross-correlation function since it does not introduce additional corre-
lation, but leads to a decrease of its amplitude corresponding to equation 3.59. This
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background noise is attributed to electronic transitions in the gold coating. There
are two possible kinds of electronic transitions that can be taken into consideration.
On the one hand, the best known photoluminescence mechanism in gold is the in-
terband transition mechanism between the sp conduction band and the lower lying
d bands. This transition mechanism has been reported in [99]. The corresponding
emission shows a peak at about 560 nm (2.2 eV) with an excitation wavelength up
to 514.5 nm. Using a lower energetic excitation wavelength of 640 nm, the photolu-
minescence of gold due to interband transitions is not expected to be very high but
still emission in the wavelength range 685 ± 20 nm is possible (other wavelengths
are rejected by the combination of filters before detection). Another transition
mechanism that was introduced to explain the broad visible and infrared spectrum
detected at gold nanostructures is an intraband transition mechanism [100]. In the
electric dipole approximation, this kind of transition is forbidden because the initial
and the final state have the same symmetry. Furthermore the additional momen-
tum needed to make the transition cannot be mediated by a propagating photon.
However, in the vicinity of gold nanostructures such as gold nanospheres or simply
roughnesses in a gold film, the high field gradients make the dipole approximation
unsound and higher-order transition moments have to be taken into account, for
which the transitions between electronic states of same symmetry may very well
be allowed. Additionally, the electric near-field at those nanostructures convey a
large spectrum of spatial frequencies (see section 2.1.1), from which the necessary
additional momentum to make the electronic transition can be mediated.

This photoluminescence of the gold film that is responsible for the emission of
uncorrelated noise, gives a viable explanation for the absence of scaling of the
different count rates and amplitude of FCS measurements in figures 7.5, 7.6 and 7.4
with the size of the probe. A difference in the coating quality of the different probes
could be responsible for a different intensity of the noise in each measurement.
Even if the gold surface around the aperture should be very flat, as it was milled
using a focused ion beam, the gold film cannot be perfectly homogeneous. This is
due to the sputtering process, through which gold clusters cover the glass surface
leading to a grain structure in the coating visible in the electron micrographs of the
aperture probe (see for example 5.6). Since the probes used for the mentioned FCS
measurements were coated together, coating conditions cannot be taken responsible
for a difference in the coating quality. The roughness of the glass surface at the
tip may be responsible for these differences. An additional possibility is a sort of
distance dependent roughness of the coating to the apex. The coating of the three
probes involved were capped at different heights to get an aperture of different
size. The grain structure might be different at the very end of the apex as a few
nanometers further away, leading to another noise emission characteristic of the
gold film.
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Parameters 30 nm probe 95 nm probe 135 nm probe

Background CR (kHz) ∼ 13 ∼ 340 ∼ 25

Total CR (kHz) ∼ 195 ∼ 689 ∼ 229

Uncorrected G(0) 0.34 1.33 1.17

Corrected G(0) 0.39 5.18 1.48

CRM (kHz) ∼ 71 ∼ 1.8 · 103 ∼ 302

Table 7.1.: The parameters used to evaluate the influence of the gold photolumi-
nescence on the FCS measurements of three probes of different aperture
sizes. CR stands for count rate and “Background CR” corresponds
to a measurement without fluorescence molecules, whereas “Total CR”
represents the measurement with fluorescence molecules, i.e. a measure-
ment where the signal detected is the superposition of the fluorescence
signal from the molecules and the background due to the photolumines-
cence of gold. The value of the cross-correlation function at zero time
lag G(0) is used to identify the mean number of molecules in the excita-
tion volume in the case of noisy measurements (see equation 3.59). The
“Uncorrected G(0)” value is therefore the value of the cross-correlation
function as obtained from the curve, whereas “Corrected G(0)” is the
same value divided by the factor (1 − IB/ITOT)

2, where IB is propor-
tional to the “Background CR” value and ITOT to the “Total CR” with
the same proportionality constant. Finally, the mean count rate per
molecules (CRM) is computed by substracting the background count
rate to the total count rate and multiplying by the corrected G(0) value.

7.2.2. Probe aperture size dependent emission of background
noise

In order to quantify the influence of the probe aperture size on the background
noise, the background signal in absence of fluorescent molecules in solution and the
total signal in presence of these molecules were measured for the three different
probes used for the measurements given in figures 7.5, 7.6 and 7.4 and for a definite
power of 500 µW at the back focal plane of the focusing objective (see figure 5.7).
The different measured count rates are given in table 7.2.2. The FCS measurements
with the fluorescent molecules are given in figure 7.7 and the amplitude of the cross-
correlation functions at zero lag time are also listed in table 7.2.2. Together these
different values allow one to compute the “true” fluorescence signal count rate,
i.e. that coming from the molecules and finally to derive a mean count rate per
molecules. The resulting values are also given in 7.2.2.
Considering the values of the different cross-correlations at zero lag time corrected

for the background (“Corrected G(0)”), a correct behavior can be assumed between
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Figure 7.7.: NSOM-FCS measurements for different probe sizes. In the three cases
the concentration of Atto655 and the power at the back focal plane
at the focusing objective were kept to 250 nM and about 500 µW,
respectively.
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the values for the large aperture probe (135 nm) and the medium sized aperture
probe (95 nm), for which the corrected G(0) value is compatible with the decrease
in the excitation volume for the smaller aperture (see equation 3.55: G(0) = 1/N
and N = C0Vexc from section 3.2.2). It could be expected, however, that the
excitation volume is reduced of a factor corresponding to the aperture ratio in the
three directions x, y and z. Consequently, the mean number N of molecules in the
excitation volume should scale with the third power of the aperture ratio between
the two probes. The observed increase of the corrected G(0) value exceeds this
expected value. For the probe of smallest aperture size, the scaling behavior is not
reproduced at all, even qualitatively. Furthermore the count rates per molecule are
not constant at all between the three probes. Consequently, taking the background
into account is not sufficient to explain why the FCS measurements do not reflect a
proportionality between aperture size and excitation volume. An influence of triplet
occupation of the molecules on the amplitude of the corrected G(0) is considered
very unlikely since the fluorescent molecule used for these experiments, i.e. Atto655,
is known to show nearly no triplet excitation [70].

7.2.3. Antenna effects at the triangular probe

A possible effect that could account for size dependent results in the FCS mea-
surements is the antenna effect that was mentionned in section 2.2.2. In such a
case, the fluorescent molecules are not only excited by a strong near-field intensity
but their fluorescence emission is also amplified. This amplification is also strongly
localized at the nanoantenna such that a seemingly higher confined field excites
the molecules. Consequently this would also lead to a seemingly smaller excitation
volume in the FCS measurements. This could explain the high corrected G(0) value
for the 95 nm large aperture probe. Such an enhancement could also explain the
very high count rate per molecules measured for this probe (see table 7.2.2). Addi-
tionally, if an enhancement of the fluorescence emission takes place, then a decrease
of the fluorescence lifetime should be observed. To test the hypothesis of fluores-
cence enhancement at the probe, the fluorescence lifetime of Atto655 was measured
both at the probe and in a confocal experiment. The resulting measurements are
shown in figure 7.8.

The measured fluorescence signal FC(t) is given by the convolution of the instru-
ment response function (IRF) with the fluorescence lifetime F (t) of the fluorescent
molecule:

FC(t) =

∫ ∞

0

IRF(t′ − t0)F (t− t′)dt′ (7.1)

The constant offset t0 ensures best fitting results. Additionally, following expres-
sion for F (t) were used:

F (t) = A(e−t/τ1 + αe−t/τ2) (7.2)
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Figure 7.8.: Fluorescence lifetime measurements (blue) of Atto655 diffusing in a
PBS solution through a focused laser beam in a confocal setup (up)
and at the aperture probe with addition of Tween20 (down). The
instrument response function (IRF, green) was measured the same way
as the blue curve but without emission filter in order to mainly measure
the excitation light. This lightwas also attenuated with a neutral glass
filter. Fitting the functions was done by convolving the IRF with one
and two exponential functions for the confocal and aperture probe case,
respectively.
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where α reflects how much the fluorescence lifetime differs from a single expo-
nential decay. If α < 1, the single exponential decay with fluorescence lifetime
τ1 prevails. For the case of the confocal measurement where the lifetime of the
fluorescent molecules is expected to be undisturbed, a purely single exponential fit
was used and consequently α = 0. In such conditions, the fit value obtained for the
lifetime of Atto655 is: τ1 = 1.904±0.002 ns, in good agreement with the value given
by the manufacturer: τ1 = 1.8 ns (Atto655 data sheet, measurement in water, [60]).
However, if the fluorescence is measured from the Atto655 molecules diffusing at
the aperture probe, the measured fluorescence signal changes significantly. It can
no longer properly be fitted with the convolution of the IRF with a single expo-
nential based lifetime. Instead, an additional exponential decay with a different
lifetime has to be taken into account. Following equation 7.2, the values obtained
by the fit in figure 7.8 (lower graph) are : τ1 = 1.388±0.005, τ2 = 0.124±0.002 and
α = 6.52±0.02. These values not only show that the single exponential decay with
the undisturbed fluorescence lifetime as measured in a confocal setup is heavily
impaired, but also that it is largely reduced. This finding corroborates the idea of
fluorescence enhancement at the aperture probe: spending less time in average in
the singlet excited state, the decay rate k21 increases and consequently the mean
number of photon emitted by the fluorescent molecules also increases (equation
3.15).
As an additional consequence of the smaller fluorescence lifetime or equivalently

increased decay rate k21, the saturation intensity IS of the fluorescent molecule
should increase (see equation 3.12). This could also be shown by comparing the
count rate per molecules as a function of the excitation intensity in the case of
a confocal excitation and in the case of an excitation through the aperture probe.
The FCS measurements at four different intensities are given in figure 7.9. For each
of the measurements, the background was estimated so that the G(0) values can
be corrected and the count rate per molecules calculated. For the confocal excita-
tion, the noise is low and the corresponding FCS measurements were therefore not
corrected for this small background. The count rate per molecules extracted from
these measurements are shown in figure 7.10. The light power used to excite the
fluorescent molecules is given by the power in the back focal plane of the objective
focusing light in a PBS solution with the fluorescent molecule Atto655 with 10 nM
concentration and the power in the back focal plane of the objective focusing light
into the aperture probe (see figure 5.7) for the NSOM-FCS measurements, where
the aperture probe is immersed in a PBST solution with a Atto655 concentration
of 250 nM.
This intensity dependent analysis of the count rate per molecules in the confocal

case and in the NSOM case shows first the fluorescence intensity enhancement
already mentioned before, due to the interaction of fluorescence light with the
aperture probe that plays the role of a nanoantenna. It can clearly be seen from
the inset of figure 7.10 that this count rate reaches a limit at 2 mW power because
the slope of the curve approaches zero. In the case of the NSOM-FCS experiment,
though the slope progressively decreases with higher excitation power, a further
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Figure 7.9.: Intensity dependent FCS measurements at a probe of aperture size
∼ 95 nm (as taken from an electron micrograph). The light power
corresponds to the value measured at the back focal plane of the ob-
jective that focusses light in the aperture probe (see figure 5.7). The
solution contains Atto655 in concentration 250 nM in a PBST solu-
tion at pH ∼ 7.4. The amplitude of the measurements decreases as
a result of the progressively saturating fluorescence emission of the
Atto655 molecules that cannot compensate for the linear increase of
the background.
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Figure 7.10.: Count rate per molecules (Cts/Mlc (kHz)) as a function of the exci-
tation power at the back focal plane of the objective focusing light
into the aperture probe (NSOM, blue curve) and of the objective fo-
cusing a collimated laser beam in the fluorescent molecules solution
(confocal, green curve). The inset shows a zoom on the green curve.
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increase in count rate per molecules is still expected, possibly leading to an over
two orders of magnitude higher count rate per molecules than in the confocal case.
Similar experiments with nanohole milled in a gold film were carried out and also
showed this fluorescence enhancement compared to a confocal excitation [18].

7.3. Large intensity confinement at a TA probe

Owing to its highly reduced excitation volume in comparison to the excitation vo-
lume from a focused laser beam, FCS measurements with an aperture probe opens
the possibility of measuring dynamic processes of single molecules at high con-
centrations. In particular, biological processes such as enzymatic catalysis often
have a dissociation constant in the micromolar range, which requires the different
components of the association/dissociation reaction to be measured with micro-
molar concentrations in order to properly differentiate the different states of the
components of the reaction [101].

In order to show the ability of measuring fluctuations of single molecules at high
concentrations with a near-field aperture probe, such a probe was immersed in
different PBS solutions of growing concentrations of Atto655 molecules: 250 nM,
2.5 µM and finally 25 µM . The resulting cross-correlation of the fluorescence signal
is shown in figure 7.11. In all three cases the power in the back focal plane of the
objective placed before the probe in the excitation path (see figure 5.7) was held
at relatively low levels: 95 µW for the two lower concentrations and 40 µW for the
highest concentration.

These FCS measurements are characterized by the same course of the cross-
correlation function in the three cases that can be seen from the inset of figure
7.11 and which shows that the intensity distribution at the probe did not change
between the three measurements. It is, however, astonishing that the amplitude
of the cross-correlation function does not scale with the concentration as expected
to from equation 3.55 since this amplitude is independent of the specific intensity
distribution. A change in the amount of noise between the measurements at 250 nM
and 2.5 µM Atto655 concentration is unlikely since the same intensity was used
between the two measurements. Also the fact that the intensity distribution did not
change, as can be seen from the conserved course of the two correlation functions,
likely excludes structural changes at the aperture that would lead to another SNR
(see precedent section).

In order to test the combined influence of fluorescence enhancement and flu-
orescence quenching at the TA probe and its metal interface near the aperture,
respectively, fluorescence lifetime measurements were carried out for the three dif-
ferent concentrations. The results are given in table 7.2 obtained by fitting the
lifetime measurements to equation 7.2. Average numbers of molecules in the ex-
citation volume and mean count rate per molecules are also given for the three
measurements from figure 7.11 assuming a negligible background justified by the
very small excitation power used for these measurements. The parameters τ1, α and

131



10-9 10-8 10-7 10-6 10-5 10-4 10-3 10-2 10-1

τ (s)

0.0

0.2

0.4

0.6

0.8

1.0

1.2

1.4

G
(τ
)

0.25 µM

2.5 µM

25 µM

10-9 10-6 10-3
0.0

0.5

1.0

Figure 7.11.: NSOM-FCS measurements with a probe of aperture size ∼ 75 nm (as
taken from an electron micrograph) of the diffusion of Atto655 in a
PBS solution (pH ∼ 7.4) and at different concentrations: 250 nM,
2.5 µM and 25 µM. The inset shows the same measurements but nor-
malized. The power at the back focal plane of the focusing objective
is 95 µW for the measurements at 250 nM and 2.5 µM and 40 µW at
25 µM.
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Concentration 0.25 µM 2.5 µM 25 µM

τ1 (ns) 1.418± 0.007 1.433± 0.005 1.441± 0.005

α 14.4± 0.2 7.7± 0.1 18.8± 0.3

τ2 (ns) 0.101± 0.002 0.114± 0.002 0.078± 0.001

〈N(t)〉 ∼ 0.82 ∼ 2.4 ∼ 14.5

CRM (kHz) ∼ 79 ∼ 10.1 ∼ 42

Table 7.2.: Results of lifetime measurements at 40 MHz excitation frequency for the
three different concentrations of figure 7.11: τ1, α and τ2 were obtained
by fitting the measurements to equation 7.2. Also the average number
of molecules in the excitation volume (〈N(t)〉) and the count rate per
molecules (CRM) extracted from the FCS measurements of figure 7.11
are given assuming a negligible noise. Note that for the measurement at
25 µM, the power used to excite the molecules is a factor ∼ 2.4 smaller
than the power used for the measurement at 2.5 µM, which corresponds
to the ratio of the count rate per molecules for these two measurements.

τ2 do not remain constant, contrary to the expectation. At high concentrations,
the highly reduced fluorescence lifetime cannot be attributed to a self-quenching
phenomenon since the mean distance between Atto655 molecules C

−1/3
0 ∼ 40 nm

(C0 is the molecule concentration) is still high compared to the few nanometers
required for an energy transfer between two molecules [102].

Additionally, to exclude the possibility of errors in the preparation of the Atto655
molecules, the UV-Vis absorption spectrum of the solutions with nominal concen-
trations of 2.5 µM and 25 µM were recorded directly after the FCS and lifetime
measurements to determine their concentration independently. The absorption
spectra are shown in figure 7.12. The maximum of the optical density (OD, defined

as OD = − log
(

If
I0

)

= ǫextlc, see section 3.1.2) in the two measurements was used to

derive the concentration of the two solutions. The value found with the extinction
coefficient of Atto655 at its maximum absorption (ǫext = 125000 M−1cm−1) and a
cuve length of l = 0.3 cm are 3.28 µM and 29.4 µM. The factor of ∼ 9 between
these two values is still 50% higher than the ratio of mean number of molecules in
the excitation volume for the FCS measurements with these two different concen-
trations.

Even if the evolution of the amplitude of the cross-correlation functions with the
concentration of the fluorescent molecules is still poorly understood, these mea-
surements show promising perspectives towards the measurement of single molecule
dynamics at concentrations up to 100 µM. This property stems from the highly
confined fields at the near-field aperture probe, which simultaneously means that
these dynamic measurements are made spatially highly resolved.
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Figure 7.12.: Absorption spectrum of the solutions used to measure the FCS resp.
lifetime measurements of figure 7.11 resp. of table 7.2 for the nominal
concentrations of 2.5 µM resp 25 µM. The evaluation of the optical
density at the maximum of absorption gave 3.28 µM resp. 29.4 µM.
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7.4. High time resolution of NSOM-FCS

In section 4.2.3, it was shown that in the simulation of the intensity at the near-
field aperture probe, mainly the exponential decaying fields in the axial direction
shape the course of the correlation function. In this section, the experimental FCS
measurements are presented. In order to be able to compare the varying exper-
imental results between each other independently of any fit function, a criterion
was adopted to give a measure of how confined the intensity at the probe aperture
is. This criterion is based on the ratio of the amplitude of the cross-correlation
function at a lag time of 0.1 µs to the amplitude at lag time 10 µs. The higher the
value, the more confined should be the intensity. The best value was reached for
the measurement shown in figure 7.13.
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Figure 7.13.: FCS measurement of Alexa647 (100 nM) in a PBS solution at an
aperture probe of approximately 45 nm aperture size (as taken from
an electron micrograph). The power at the back focal plane of the
focusing objective is ∼ 2.5 mW and a total count rate of ∼ 16 kHz
was measured during 120 s. Fitting the experimental curve was done
with equation 4.22. The two red points represent the two values of
the amplitude of the cross-correlation function, the ratio of which was
used to evaluate the field confinement at the aperture.

Fitting the cross-correlation curve with equation 4.22 results in a decay length
in axial direction of 12 ± 1 nm and a lateral extension of 43 ± 2 nm. This lateral
extension was shown in section 4.2.3 to represent the radius of the equivalent Gaus-
sian excitation profile by defining this radius as the point of the excitation profile,
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where the intensity decayed to 1/e2. This value is extremely small considering that
it represents an average extension at a few nanometers of the aperture and therefore
should be at least the size of the aperture plus a few ten nanometers due to leakage
of excitation light through the side walls of the gold coating (see section 4.2.3).
In the case of the fluorescent molecules Atto655, that are lighter than Alexa647

(the molecular mass of Atto655 is 634 g/mol [60] against 1250 g/mol for Alexa647
[103]), the best confinement is obtained for the measurement shown in figure 7.14.
This measurement features a very different shape of the intensity distribution. The
fit results are 4.80±0.07 nm for the decay length d in axial direction and 115±5 nm
for the lateral extension of the radius at 1/e2 decay of the equivalent Gaussian
profile, whereas the fit cannot reproduce the correlation at longer lag times, that
may be due to temporary binding of the fluorescent molecules at the glass surface
(see section 7.5).
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Figure 7.14.: FCS measurement of Atto655 (100 nM) in a PBS solution at an aper-
ture probe of approximately 60 nm aperture size (as taken from an
electron micrograph). The power at the back focal plane of the fo-
cusing objective is ∼ 1.9 mW and a total count rate of ∼ 250 kHz
was measured during 60 s. The fitting of the experimental curve was
done with equation 4.22. The two red points represent the two values
of the amplitude of the cross-correlation function, the ratio of which
was used to evaluate the field confinement at the aperture.

Between these two extreme values of the decay length of the intensity in the ax-
ial direction, some measurements showed the same course as in the simulations at
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the model aperture probe (see section 4.2.3). For example the FCS measurement
presented in figure 7.15 can be very well fitted by simulating the fluorescence signal
stemming from molecules diffusing in solution and excited through the intensity
distribution simulation explained in section 4.2.2. The simulated correlation func-
tion was already fitted to equation 4.22 in section 4.2.3 and the fit parameters were
found to be 7.22± 0.05 nm for the decay length in axial direction and 113± 2 nm
for the radius at 1/e2 decay of the equivalent Gaussian profile in the lateral plane.
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Figure 7.15.: FCS measurement of Atto655 (2, 5 µM) in a PBST solution at an
aperture probe of approximately 95 nm aperture size (as taken from
an electron micrograph). The power at the back focal plane of the
focussing objective is ∼ 95 µW and a total count rate of ∼ 680 kHz
was measured during 60 s. Fitting the experimental curve was done
with a simulated correlation function using the simulated intensity
distribution at the triangular aperture from section 4.2.2.

These results show that not only the amplitude of the cross-correlation function
has a complicated dependence on the size of the aperture probe (section 7.2) but also
the course of the function and therefore the parameters describing the confinement
of the field at the aperture probe. Deviations of the fits and the FCS measurements
at longer lag times, on the scale of which the fluctuations due to diffusional processes
in the confined excitation field are not correlated anymore, can also sometimes be
observed as for example in figure 7.14 and 7.15 for lag times of about 0, 1 ms. The
possible reason for this is exposed in the next section.
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7.5. Change of the molecule’s dynamic at the TA

probe

In order to characterize the intensity distribution at the aperture probe it is best
to measure a fluorescence signal fluctuating only because of the diffusion process of
the fluorescent molecules under the aperture. Fluctuating but not correlated signal
such as background noise can be relatively easily accounted for by multiplying the
amplitude of the correlation function by a constant factor (see section 7.2). Without
this correction, the intensity distribution can still be retrieved but the assessment
of the mean number of molecules in the excitation volume and therefore interesting
data like mean count rate per molecules is impaired if the background noise is
not measured independently. On the contrary, fluctuating correlated signal other
than resulting from diffusion process can severely alter the course of the correlation
function and prevent to determine correctly the intensity distribution.

7.5.1. Effect of the solvent

To exemplify this point, figure 7.16 shows two simulations of an FCS measurement
at the model aperture probe described in section 4.2.2.

The two simulations were conducted with exactly the same parameters (see figure
7.16) except for the binding mechanism of the fluorescent molecules at the glass
interface of the probe. In one case, it is neglected, in the other case, a binding
probability of 1% with a mean binding time of 0.1 ms is set. The difference in the
course of the correlation curve is tremendous and has nothing to do anymore with
the steep decay of the fluorescence correlation due to diffusion of the fluorescent
molecules in the high intensity gradient around the aperture.

This kind of binding phenomenon could be observed in two different situations.
Firstly, by the comparison of FCS measurements using the fluorescent molecules
Alexa 647 in an ethanolic solution and a PBS solution. Secondly, and to a less
extent, with the fluorescent molecules Atto 655 in buffer solutions of varying pH.
Two exemplary measurements for the molecules Alexa 647 are shown in figure
7.17. The measurement in the PBS solution shows the usual steep decay of the
cross-correlation curve resulting from the diffusion processes in the high confined
excitation volume around the aperture. Much different is the measurement in the
ethanolic solution, for which additional correlations at large lag times appear. The
correlation function is very similar to the simulated correlation function of figure
7.16, which suggests also a binding mechanism of the fluorescent molecules at the
glass interface.

Also the comparison of the two different time traces is very instructive and is
given in figure 7.18 for a time bin of 2.15 ms. While the fluorescence signal stem-
ming from Alexa 647 in the PBS solution is characterized by small fluctuations on
the microsecond scale that averaged out on a time scale of a few milliseconds and
give a relatively constant fluorescent signal, the fluorescence emitted in the ethanol
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Figure 7.16.: Simulation of an FCS measurement at the model aperture probe de-
scribed in section 4.2.2. The simulation volume extends 1, 5 µm away
from the probe axis in the lateral plane and 1.5 µm away from the
aperture end in axial direction. The signal of 1, 000 molecules diffusing
in the volume is autocorrelated to obtain these curves. Both measure-
ments are simulated with an excitation intensity of 1, 000 kW/cm2

at maximum intensity and at a wavelength of 640 nm, a negligible
background intensity of 1 kHz and the photophysical parameters of
Atto 655 at this excitation wavelength, i.e. σabs = 315 · 10−18 cm2,
k21 = 1.85 · 109 s−1, k21 = 1 s−1 (reflecting a negligible triplet occupa-
tion) and k32 = 0.5·106 s−1 (although irrelevant as triplet excitation is
very unlikely to happen). The two simulations were carried out 1.5 s.
The only difference between the two simulations is the simulation of
an additional binding process at the glass interface with a probability
of 1% and a mean binding time of 0.1 ms in one case and no binding in
the other case. The count rate is 1.75 times higher for the simulation
with binding events.
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Figure 7.17.: FCS measurements of Alexa 647 at 100 nM concentration in two dif-
ferent solutions: PBS (blue) and ethanol (green). The measurements
were taken with two different gold coated aperture probes featuring
the same aperture size of 90 nm as measured from their respective
electron micrographs.
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solution not only show additional fluctuations on a much longer time scale of some
hundreds of milliseconds. These fluctuations are also characterized by a high in-
tensity of the fluorescence signal. This suggests that the fluorescent molecules
transiently bind to the glass aperture where they are excited with the highest in-
tensity. It has to be noted that FCS measurements in ethanol show also a greater
variability in the amplitude of the correlation curve for different measurements in
otherwise same conditions. But this is due to the long correlation time of the addi-
tional fluctuations (some hundreds of milliseconds), which impairs a good statistical
accuracy for the acquisition time of 60 s of this FCS measurement [98].
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Figure 7.18.: Time trace of the two FCS measurements shown in figure 7.17 during
one second with a time bin of 2.15 ms. Left: in the PBS solution.
Right: In ethanol. In ethanol, many events during some hundreds
of milliseconds occur for which the count rates reach very high val-
ues increasing from about 23000 Cts/s to some 100000 Cts/s, i.e. a
transient increase of about one order of magnitude.

Measurement of the fluorescence lifetime of Alexa 647 in the ethanol solution at
the aperture probe shows a strong increase of the fluorescence decay rate compared
to its value measured in a confocal setup (see figure 7.19). In ethanol the fluores-
cence lifetime is known to increase compared to its value in water from 1.04 ns to
1.51 ns [70]. The measured value of 1.469± 0.004 ns is in accordance with the re-
ported value. Strikingly, when measured while diffusing at the aperture probe, the
lifetime is heavily affected to an even greater extent as for the fluorescent molecule
Atto 655 in aqueous solution as reported in figure 7.8 and table 7.2. The fit param-
eters are τ1 = 1.57± 0.03 ns, τ2 = 0.057± 0.001 ns and α = 167± 3 (see equation
7.2). This result combined with the high increase of the fluorescence count rate for
binding event shown in figure 7.18 back up the hypothesis of fluorescence enhance-
ment at the aperture probe. The different amount of change of the fluorescence
lifetime for Atto 655 in aqueous solution (figure 7.8) and Alexa 647 in ethanol (fig-
ure 7.19) suggests that this fluorescence enhancement is also highly dependent on
the nature of the fluorescent molecule or/and the solution.
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Figure 7.19.: Fluorescence lifetime measurements (blue) of Alexa 647 diffusing in a
focused laser beam in a confocal setup (up) and at the aperture probe
(down) both in an ethanol solution. The instrument response function
(IRF, green) was measured the same way as the blue curve but without
emission filter in order to measure mainly the excitation light and with
a neutral glass filter to attenuate it. Fitting the functions was done
by convolving the IRF with a single and two exponential functions for
the confocal and the aperture probe case, respectively.
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7.5.2. Effect of the pH

In the case of Atto655 in an aqueous solution, also several FCS measurements
showed a correlation at longer times even though the appearance of the events is
less strong than in the case of Alexa 647 in an ethanolic solution. Analyzing the
time trace of these FCS measurements shows also events of longer duration (10
to 10 ms) where the fluorescence signal is greater than in average but this signal
increase is much smaller as the signal increase that can be observed in figure 7.18.
Also the frequency of an event is not so high. These two observations suggest that
also in this case the fluorescent molecules transiently bind to the glass surface of
the aperture probe but with a much smaller probability as Alexa 647 in ethanol.
Different measurements were carried out in buffered solutions to determine which
parameters among pH, buffer strength and buffer type have an effect on these
binding events and are illustrated in figure 7.20, 7.21 and 7.22. Although these
are single measurements with an acquisition time of 60 s, that vary all the more
that the binding event have a large mean binding time, these measurements are
considered to be representative.
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Figure 7.20.: FCS measurements with a gold coated probe of aperture size ∼ 75 nm
(from an electron micrograph) and with a solution of Atto 655
(2, 5µM) in an aqueous solution prepared with different buffer at
pH ∼ 7, 2 − 7, 3. Every buffer solution was prepared with 100mM
of the buffer substance.

In figure 7.20, the influence of the buffer type at fixed pH and buffer strength was
investigated. The three measurements feature long correlation time to a different
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Figure 7.21.: FCS measurements with a gold coated probe of aperture size ∼ 75 nm
(from an electron micrograph) and with a solution of Atto 655
(2, 5µM) in an aqueous solution prepared with the buffer substance
CAPS at pH ∼ 10 and for different buffer strengths.
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Figure 7.22.: FCS measurements with a gold coated probe of aperture size ∼ 75 nm
(from an electron micrograph) and with a solution of Atto 655
(2, 5µM) in an aqueous solution prepared with the buffer substance
CAPS at high pH value and for different buffer strengths.
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extent but these different measurement conditions do not seem to totally hinder the
binding events. Figure 7.21 and 7.22 show FCS measurements with a progressive
increase of the pH value of the buffer solution. The higher the pH, the steeper
the correlation function decays and the more unprobable a binding event becomes.
Buffer strength or buffer type do not seem to have a great influence on these binding
events.
A possible explanation to the occurences of these binding events is a weak elec-

trostatic interaction between the fluorescent molecules and the glass surface. The
glass surface is originally treated in an alcaline solution (Hellmanex, see section
5.1.1) which very likely increases the density of SiOH(−) group at the glass sur-
face and provides a great hydrophilicity for the glass surface after this treatment.
However, the fluorescent molecules have no published structure so that it is hard
to validate or invalidate the hypothesis of an electrostatic interaction. It is solely
known that Atto 655 is a zwitterionic molecule [60] and Alexa 647 is supposed to be
negatively charged due to a sulfonation process of some cyanine dyes (category of
dye to which Alexa 647 is affiliated according to reference [70]). This latter supposi-
tion would actually weaken the idea of a binding process relying on an electrostatic
interaction. Moreover, if the effect is only due to a high charge density on the glass
surface following a chemical treatment, the effect should also be well observed in
an FCS experiment conducted with a TIRF setup (see figure 4.7), which has not
been reported to this extent (to our knowledge).
An alternative explanation to this transient binding and where the specific phys-

ical characteristic of the near-field aperture probe plays an important role, can
be derived from similar findings: the adsorption of DNA double strands on gold
nanoparticles [104]. These strands actually have an anionic character through the
phosphate groups of the nucleotide side chain. The gold nanoparticles bear by
way of their fabrication process also a negative charge on their surface. These
two elements would invalidate the electrostatic interaction theory. Sandström et
al. explain this adsorption by an ion-induced dipole interaction. The charges of
th phosphate groups of DNA could induce a dipole in the highly polarizable gold
particles. The intensity of this short ranged mechanism exceeds the electrostatic
repulsion only for a few nanometers distance between DNA and gold nanoparticles.
This polarization mechanism could possibly play a role in the transient binding of
fluorescent molecules at the triangular aperture of the near-field aperture probe.
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8. Conclusion

Prelude to all NSOM-FCS measurements obtained for this thesis was a reliable
and reproductible fabrication process for triangular aperture (TA) probes for mea-
surements in aqueous buffer. The probe fabrication including an almost perfect
aperture formation using a focused ion beam could be carried out with a yield of
nearly 100%. Light focusing into the probe resulted for few probes in ill defined
diffraction patterns due to light leakage through the metal coating, however, an
overall yield better than 50% was still achieved with the newly developed fabrica-
tion process.
As a result, the TA probes could be used to image single nuclear pores of a free

standing nuclear membrane with sub-50-nm resolution. Imaging the membrane
was the key to the accurate localization of single nuclear pores. This localization
allowed us to place the TA probe over a single nuclear pore and carry out NSOM-
FCS measurements of the translocation process at such a structure for the first
time. The highly confined and rapidly decaying intensity at the TA probe was
an inevitable prerequisite for this study and led to the determination of minimum
values for the effective diffusion range and the apparent diffusion coefficient of
proteins in a pore. Such experimental data of the dynamic structure of a pore are
indispensable for a better understanding of the translocation of proteins through
the nuclear membrane.
Furthermore, major insight could be gained concerning the intensity distribution

at a TA probe. Using available numerical calculations of the intensity distribution
at a simplified model of a triangular aperture in a gold film, FCS simulations were
carried out. The analysis of the autocorrelation function resulting from the sim-
ulation of the free diffusion of fluorescent molecules at this model aperture probe
led us to a heuristic model for an accurate description of the FCS curve. On the
one hand, this heuristic model is able to describe the rapid decay of the FCS curve
at small lag times using the analytical FCS curve resulting from a diffusion in a
one dimensional exponential decaying field as used, for example, in total internal
reflection fluorescence (TIRF) measurements. On the other hand, the much faster
decay as compared to TIRF-FCS on larger lag times is successfully described by
the analytical FCS curve resulting from the diffusion in a two dimensional Gaus-
sian intensity distribution. The heuristic model is shown to correspond very well
with simulated FCS curves and therefore provide a simple equivalent description
of the excitation volume at the TA probe. Using this equivalent description, a
characteristic size of the excitation volume at the probe could be evaluated to 3
attoliters. Such an ultra-small excitation volume even makes it feasible to observe
single molecule dynamics at phisiologically relevant protein concentrations in the
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micromolar range. The time resolution achieved by NSOM-FCS using triangular
apertures was evaluated to reach 300 ns.
During this thesis a large number of successful NSOM-FCS measurements have

been collected thereby providing a solid basis for the comparison of experimental
and theoretical results in this new field. In general, the theoretical simulations show
a good agreement with the experimental results. However, the expected reduction
of excitation volume with decreasing aperture size was not always observed. This
different size scaling is shown to result from two different contributions. Firstly, a
large background was measured which stems from luminescence of the gold coat-
ing of the TA probe. This luminescence very probably originates from near-field
mediated intraband transitions in the metal, possibly enhanced by corrugations in
the metal coating. Secondly, antenna effects may also contribute to the absence
of size scaling and, to demonstrate this, lifetime measurements were carried out
showing a large decrease of the fluorescence lifetime of the molecules diffusing at
the probe. Simultaneously, measurements on the count rate per molecules showed
increased values so that an enhanced fluorescence resulting from an interaction of
the molecules with the TA probe seems obvious. Finally, it was shown that, de-
pending on the solvent and the pH of a solution, strong fluctuations appear at
large lag times, which results in a large deviation of the FCS curve as compared
to the FCS curve resulting from a simple free diffusion of molecules at the TA
probe. These fluctuations are probably caused by transient binding of molecules at
the glass surface of the probe as demonstrated in corresponding FCS simulations
obtained in this thesis.
As a conclusion, the theoretical and experimental results obtained in this thesis

show the great potential of NSOM-FCS with the TA probe as a single molecule
technique for spatially and temporally high-resolved dynamic measurements. The
application on the translocation measurement at a biological membrane is a good
evidence for this. A further system that could be well adapted for NSOM-FCS in
the future is the giant unilamellar vesicle (GUV). These structures are model mem-
branes that may enable us to study dynamic processes at a biological membrane in
a much more fundamental way, since the required distance control for NSOM-FCS
may be much easier achieved than at natural membranes. However, in order to use
NSOM-FCS on GUVs or other samples, an adequate substrate has to be developed,
so that the biological membrane is both free standing and well anchored so that it
does not stick at the probe tip upon scanning.
In the field of plasmonics, NSOM-FCS may be of valuable help in order to bet-

ter understand light-matter interaction at metal nanostructures. Also, time-gated
NSOM-FCS measurements with pulsed excitation could be helpful to drive the
signal-to-noise ratio of this technique at an even greater level. Further improve-
ment of the signal-to-noise ratio would be certainly of great help to carry out a
more systematic study on the probe’s size dependence on the obsereved fluores-
cence enhancement, and this way may reveal a bunch of new information on the
photophysical processes occuring at a nanoantenna.
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A. Confined-diffusion model

We consider the diffusion of a fluorescent particle captured in a one-dimensional
channel with boundaries at z = 0 and L as depicted in figure 6.6a. If the particle
is initially located at position z than the probability density p to find the particle
after a time lag τ at the location z′ is given by [65], [105]

p(z, z′, τ) =
1

L

∞
∑

m=−∞

exp

(

−Dτ
(mπ

L

)2
)

cos(mπz/L) cos(mπz′/L) (A.1)

The fluorescence intensity F of the particle is assumed to be proportional to the
excitation intensity I, F = QI. The normalized autocorrelation function G(τ) of
N particles is then given by

G(τ) =
N

L

Q2

〈F 〉2

L
∫

0

dz

L
∫

0

dz′I(z)I(z′)p(z, z′, τ) (A.2)

With I(z) = I0 exp(−z/d) it follows for the mean fluorescence intensity
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and thus
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The solution of the integral is given by

L
∫

0

dz exp(−z/d) cos(mπz/L) =
d

1 + (mπd/L)2
(1− (−1)m exp(−L/d)) (A.6)

so that after a simplification due to the symmetry of the sum we arrive at
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So far, it was assumed that the particles are captured in the channel for an
infinite time. By allowing particles to enter or leave the channel, we can treat the
corresponding kinetics as a reversible bimolecular binding reaction between particles
in solution and binding sites on a surface. The residence time TR in the channel is
then equivalent to the inverse dissociation rate kd of the reaction. Supposing that
the fluorescence of particles only occurs when associated to a binding site, here the
channel, the autocorrelation function related to the binding kinetics of a single site
is given by [73]

G(τ) =
1

CK
exp (−(kaC + kd)τ) (A.8)

with average concentration of particles in solution C, association and dissociation
rate constants ka and kd, respectively, and equilibrium constant K = ka/kd of
the reaction. Assuming that the fluorescence fluctuations arising from the binding
kinetics are on a much slower time-scale than those of the diffusion in the channel, a
separation of the dynamics is possible and the total autocorrelation function Gcd(τ)
can be written as product of the single ones. Thus for a small enough concentration
C (kaC ≪ kd) we finally get

Gcd(τ) ∝ 1
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