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1. Introduction

The simulation of fluid flow in e.g. air channels, pipes, porous media and turbines has been the emphasis of many research projects and optimization processes in the academic and industrial community during the last years. A key advantage of the calculation of fluid flow through a given geometry when compared to the experimental determination is the efficient identification of disadvantages of the current state and the fast cycle of change in geometry and analysis of its effects. This saves time and costs and furthermore opens up new fields of research and development. There are, however, few drawbacks of the new optimisation and research methods. The numerically obtained results need validation before it can be stated whether they are correct or misrepresent the true state. In some cases, such as the optimisation of existing systems, the experience of the user may be sufficient to evaluate the calculated flow pattern. In the case of the prediction of flow in new geometries or process conditions, the numerical result can be validated only by measuring the flow pattern at representative process conditions (flow velocity, pressure, and temperature). For non-moving geometries, many measurements have been conducted in order to determine the flow behaviour in various geometries and for different process conditions. These measurements are readily available for the evaluation of new simulations. However, only little research has been conducted to evaluate the flow conditions in centrifuges, especially at high rotational speeds. The reason for the lack of experimental data lies in the difficult conditions for the measurement in the centrifugal field with high circumferential velocities and pressure gradients. For low rotational speeds, the flow patterns have been determined by an electrolytic technique (Glinka, 1983) and visualised by adding ink to the flowing liquid (Bass, 1959; 1959; 1962).

The emphasis of the work presented is the evaluation of the efficiency of the acceleration geometry and the prediction of the axial flow profile in the centrifuge. In centrifugation technology, the prediction of the separation efficiency is often restricted to the cut size, the smallest particle size that can settle on the bowl wall at certain operating conditions. In a centrifuge, the highest velocities occur in tangential direction but, due to the throughput, a secondary flow in the axial direction appears. The tangential velocity creates the centrifugal force acting on the particles and the flow in the axial direction determines the residence time
of particles in the bowl. Thus it is necessary to know the flow patterns in a centrifuge in order to calculate its separation capability. Often the predicted cut size of a centrifuge diverges from the real separation efficiency due to the fact that the assumptions of the analytical models are not strictly valid for industrial process conditions. The deviation is caused by the complex shape and internal assemblies of industrial solid bowl centrifuges, which create complex flow patterns. Hence estimating these flow patterns, as well as measuring them, is complicated.

In rotating machinery, the fluid flow is mostly turbulent, but in centrifuges the degree of turbulence is difficult to determine. Furthermore it may vary throughout the different zones of the geometry. For example, at the inlet of a continuous centrifuge, high shear rates and intensive mixing occur due to the high tangential velocity gradient. Hence a solver that incorporates equations to solve turbulent flow has to be used to obtain accurate predictions. Behind the inlet zone, the liquid flows undisturbed until the continuous phase leaves the centrifuge via an overflow weir or another discharge system. In this zone, the degree of turbulence depends on the geometry of the outlet system and the velocity gradients at the outlet. This example shows how complicated it is to gain the basis for the selection of an appropriate simulation method. Thus it is advisable to choose a model that is as precise as possible, but with an affordable computational demand. Various models have been developed to predict turbulent flow, but the codes were initially not designed to solve the Navier-Stokes equation in a rotating reference frame. Modifications were made over the years to include rotating systems and phenomena, e.g. the modified k-ε model “k-ε-RNG”.

Since then, only little work has been conducted to evaluate the accuracy of the various turbulence models when applied to centrifuges. The work presented compares several models such as the k-ε RNG, the k-ω, the Reynolds Stress Model (RSM) and the large-eddy simulation (LES) for predicting flow pattern in centrifuges. Furthermore the computational demand is evaluated and compared for different mesh sizes and types. The nomographs presented help to estimate the computational time for a given problem and computer system depending on the model and mesh.

Since with increasing fill level the sediment interacts with the flow pattern and reduces the capacity of the centrifuge, the sediment build-up must be included in the calculation of the separation efficiency and the determination of the flow pattern for tubular centrifuges. For calculation of the settling particles, diverse approaches are available. In this study, a Lagrange formulation has been chosen for calculation of the particle trajectories. In order to investigate the sediment build-up, particle–particle interactions must be considered. For this purpose, it is appropriate to apply the Discrete Element Method (DEM) (Cundall & Strack, 1979), originally developed for calculating the flow of bulk granular materials and then extended to the entire particle processing technology. This method accounts for particle–particle and particle-wall interactions by means of various contact models. However this method is limited because it does not account for hydrodynamic forces (drag, lift, torque), which play a vital role in e.g. centrifuges. Hence the simulation of the multiphase flow in centrifuges requires a coupling of the DEM with computational fluid dynamics (CFD). The flow pattern and particle trajectories must be calculated in an alternating scheme. First, the flow pattern is determined using CFD and afterwards, the motion of the particles is calculated using DEM adding the hydrodynamic forces to the contact forces.

The advantage of the numerical simulation of the complex multiphase flow in centrifuges is that the flow, the particle trajectories and their deposition are represented accurately. It allows a detailed description of the flow and particle behaviour for various operating
conditions, which is of high importance for the design and optimization of centrifuges and other apparatus in solid-liquid separation. This work focuses on the prediction and validation of the results of flow patterns in solid bowl centrifuges of different kind. The centrifuges operate within a range of 1000 up to 40000 rpm and with throughputs between 0.1 and 6 l/min. The article highlights the issues that will occur if flow behaviour has to be calculated in a rotating confinement using commercial software. Detailed results show the variation of the flow patterns achieved using different models and the possibilities to run a sanity check for the calculated flow pattern.

2. Solid bowl centrifuges

The centrifugal separation of particles in a suspension is one of the most common problems appearing in industrial processes such as waste water, mining and mineral processing, biotechnology, solid-fuel, pharmaceutical, chemical and food industry. Solid bowl centrifuges are widely used in the pharmaceutical and fine chemicals industry. The tubular bowl centrifuge has been providing the basis for all centrifuge designs. A scheme of a typical state of the art tubular bowl centrifuge is shown in Figure 1.
Starting with a rotating cylinder, modifications were made, leading to the disc stack centrifuge, screen scroll centrifuge and various other types. The basic design still has its applications. Due to the lean cylinder, high rotational speeds are possible. One of the first high speed centrifuges was the Sharples superfuge (Saunders, 1948; Taylor, 1946) that has been modified and adapted by various companies. Applications range from laboratory purposes to the production of pharmaceuticals in an industrial scale. New centrifuge designs were developed allowing the extension of the techniques to the industrial manufacture of new products such as vaccines (Anderson et al., 1969; Brantley et al., 1970; Perardi & Anderson, 1970; Perardi et al., 1969). The application of most high-speed centrifuges is limited by the solids capacity of the rotor. Due to the lean design, the solids capacity usually does not exceed a few kilograms. For most products that are processed in such centrifuges, the small capacity does not increase the production costs significantly because the value of the final product exceeds the cost of labour and machinery by an order of magnitude. This is the reason why most research has been conducted in the field of process optimization, e.g. in sterilisation, product recovery, and operator safety. Optimisation of the flow pattern in the tubular centrifuge has not yet been the focus of research.

The advantages of this type of centrifuge are the high centrifugal numbers and the simple geometry as compared to e.g. disc stack centrifuges. Tubular bowl centrifuges reach centrifugal numbers up to 40000 g. Their stability is due to their relatively high length to diameter aspect ratio in the range of approximately 4 to 7. There are other types of solid bowl basket centrifuges with conical or tubular bowls but smaller length to diameter aspect ratios, usually below 0.75 (Leung, 1998) such as overflow centrifuges. Sometimes radial or vertical compartments as well as blades are included to improve the separation efficiency.

Up to now, the flow pattern in existing centrifuges has been analysed and compared to some theories describing the fluid flow in rotating geometries (Glinka, 1983; Golovko, 1969; Gösele, 1968; 1974; Schaeflinger & Stibi, 1991; Schaeflinger, 1991; Trawinski, 1959). Using the determined axial flow pattern, the authors developed various analytical models for calculation of the cut size. Since it was not possible to measure or predict the tangential velocity, corrections were made to take into account insufficient tangential acceleration. These empirical corrections were often only valid for a specific centrifuge.

Moreover, the cut size depends not only on the tangential and axial flow but also on the density difference \( \Delta \rho \) between the solids and the liquid, the viscosity of the suspension \( \mu \) and the geometry of the rotor as stated in Equation (1). The geometric parameters are the length of the rotor \( L \), the radius of the overflow weir \( r_{weir} \) and the radius of the bowl \( r_{bowl} \):

\[
x = \frac{18 \cdot \mu \cdot v_{ax} \cdot \ln \left( \frac{r_{bowl}}{r_{weir}} \right)}{\Delta \rho \cdot L} \sqrt{\frac{2 \cdot \pi \cdot n}{60}}
\]

(1)

Modifications were made because the observed separation efficiency of the test rig often was not in good agreement with simple theoretical approaches. These modifications included certain levels of turbulence, boundary layer flow and inhomogeneous flow in the acceleration and discharge zones (Bass, 1959; 1959; 1962; Sokolow, 1971; Zubkov & Golovko, 1968; 1969). The different flow patterns in centrifuges are explained in detail in Chapter 2.1. The assumption that the entire length \( L \) is available for the deposition of particles is only valid for an ideal tangential acceleration of the feed so that no turbulent inlet area is present.
and a rotor without any settled particles that may interact with the flow pattern. In fact, the length L is reduced by up to 30% due to the effects of the inlet. With increasing fill level, the sediment interacts with the flow pattern and reduces the free length L so that the cut size of the centrifuge increases (Spelter et al., 2010). Therefore the sediment build-up has to be included in the calculation of the separation efficiency and the determination of the flow pattern for tubular centrifuges.

2.1 Flow pattern
There are two limiting cases for the flow pattern in solid bowl centrifuges. Either the entire volume is passed by the feed or the main axial fluid flow takes place in a thin layer on top of a stagnant but rotating pool. The two different flow patterns are schematically shown in Figure 2. When a boundary layer flow is present, the geometric constant $r_{\text{bowl}}$ in Equation 1 has to be replaced by the radius where the stagnant pool begins ($r_{\text{boundary layer}}$).

When starting building centrifuges and evaluating the separation performance, it was assumed that the proportion of the volume in which significant axial fluid velocities occur, further referred to as active volume $V_{\text{ac}}$ or area $A_{\text{ac}}$, is nearly as high as the entire volume of the centrifuge, $V_{\text{ac}} = 100\%$ (Horanyi & Nemeth, 1971). Other researchers realised that the active volume of the centrifuge is significantly smaller than the capacity of the centrifuge ($V_{\text{ac}} << 100\%$) and developed the boundary layer theory (Bass, 1959). Today, most researchers who work with solid bowl centrifuges support the boundary layer theory.

Recent studies by the authors have confirmed the validity of this theory for industrial solid bowl and tubular bowl centrifuges (Romani Fernandez & Nirschl, 2009; Spelter & Nirschl, 2010; Spelter et al., 2010). Nevertheless it is important to pay attention to the acceleration geometry of the centrifuge and the influence of the settled particles on the flow pattern. In many centrifuges, the feed enters the rotor via a cone or a jet hitting a distributor plate. The
liquid is not accelerated to the tangential velocity of the pool surface and thus hits the surface with a certain velocity gradient. The rotating pool accelerates the incoming liquid to the angular velocity. The pressure gradient in the rotating liquid stabilises the flow pattern and reduces the mixing of the feed and the rotating pool in radial direction. Thus a stratification of the liquid in radial layers occurs from the inlet and the liquid flows axially at the liquid-gas interface in a boundary layer. The flow is eased by the reduced friction at the interface between liquid and gas. The flow pattern will be different if the liquid is not fed to the pool surface or if intensive mixing occurs at the inlet. This is the case for some tubular centrifuges, as long as no sediment is present. Figure 3 a) shows the inlet geometry of a tubular bowl centrifuge as it was used in previous studies. The metal structure accelerates the incoming liquid to a certain rotational speed and significant mixing of incoming and rotating liquid occurs. The rigid body rotation is reached after a few centimetres behind the inlet. Figure 3 b) shows the acceleration geometry after 5 minutes of centrifugation. The settled yeast cells block a significant section of the inlet geometry and thus impede intensive mixing and acceleration. This has been observed for various minerals and biological products (Stahl et al., 2008) and is detectable by measuring the residence time and separation efficiency in the centrifuge at different fill levels. The growth of the sediment will change the flow pattern significantly if it reaches the active area. This may not be the case for industrial scale solid bowl centrifuges but has to be included in the calculations of the separation efficiency in tubular bowl centrifuges.

Fig. 3. Inlet geometry of tubular bowl centrifuge – a) empty rotor; b) with sediment after 5 min of centrifugation at 15000 rpm; c) as “b” but at 40000 rpm

2.2 Rotor geometry
Other inlet systems have been analysed in a recent research project (Spelter, et al. 2011). The liquid is accelerated by rotating inlet pipes and the outlet of these pipes is below the pool surface. This minimises the lag of the tangential velocity of the incoming liquid significantly and the trapping of air in the fluid. This feeding system may be used in existing centrifuges in order to enhance the separation efficiency by reducing the axial section where the tangential velocity gradient reduces the effective centrifugal force on the settling particles. Figure 4 shows a simplified scheme of the rotor of the test rig. The test rig is operated with two different rotor setups. Either the centrifuge runs using both cylinders, further referred to as tandem setup, or without the inner glass cylinder, further referred to as overflow setup. The tandem setup is similar to the one applied in high-performance centrifuges used for the production of vaccines. In these centrifuges, the outer rotor is often made of titanium and the inner one of plastic, e.g. Noryl®. The liquid enters the cylinder halfway between
inner and outer cylinder at a radius of 42 mm at the top. The inlet is marked with an arrow and the height of the inlet is further referred to as \( H = 0 \) mm. Both cylinders and the feed pipes rotate with the same revolutions per minute. There is no air in the system as the void is entirely filled with water. The liquid leaves the centrifuge at two outlet bores at a radius of 36 mm. In the overflow setup, only the outer cylinder is used and thus an air core is present. The liquid leaves the centrifuge via the two outlet bores at 36 mm and via two additional outlet bores at a radius of 30 mm, which adjust the minimum pool level. The two bores at 36 mm can be sealed. The height of the outlet is at \( H = 170 \) mm, the overall length of the cylinder is 200 mm.

Depending on the pressure drop at the outlet bores, the water level rises above the radius of the weir. The superelevation is the equilibrium of pressure drop, rotational speed and throughput. With higher rotational speed and lower throughput the elevation is close to zero. With increasing throughput and lower rotational speeds, the centrifuge can be entirely filled. In the test rig, the maximum elevation is limited by a bore (radius 12.5 mm) that is necessary for the measurement of the flow pattern with Laser Doppler Anemometry (Spelter, et al. 2011). Once this radius is reached by the liquid, it overflows the circular weir without hindrance.

Fig. 4. Simplified scheme of the setups of the centrifuge test rig - outer rotor made of carbon fibre reinforced plastic, inner one made of tempered glass - a) additional outlet for overflow setup; b) outlet for tandem setup

3. Mathematical formulation of the fluid

To describe the flow pattern, it is necessary to determine the velocity components in all of the spatial directions considered as well as the pressure and, in the case of compressible flow, the density at any time and position in the domain. This chapter summarizes the mathematical methodology used to calculate these parameters.

The conservation equations of the fluid mechanics, conservation of mass, momentum and energy, can be obtained by means of a balance around an infinitesimally small fluid element. The continuity equation, which is derived from the mass conservation, describes
the temporal change of mass in the volume element as the net rate of flow mass into the element across its boundaries. In the case of the incompressible flow considered here, the continuity equation simplifies to

$$\nabla \cdot \vec{v} = 0.$$  \hspace{1cm} (2)

In an analogous way, the momentum equation can be determined based on the conservation of momentum in all of the spatial directions considered. Newton’s second law states that the rate of change of momentum of a fluid element equals the sum of the forces acting on the volume element. These forces can be surface forces, such as viscous forces and shear and normal stresses, or mass forces, such as gravity and centrifugal forces. For incompressible and Newtonian fluids in turbulent regime, the resulting momentum conservation equation follows to be

$$\rho \left( \frac{\partial \vec{v}}{\partial t} + (\vec{v} \cdot \nabla)\vec{v} \right) = -\nabla p + \mu \nabla^2 \vec{v} + \nabla \cdot \tau + \vec{F},$$  \hspace{1cm} (3)

where $\tau$ represents the tensor of turbulences and $\vec{F}$ other additional forces that can be included expressed as volumetric forces. All terms from Equation (3), the Reynolds-averaged Navier-Stokes equation (RANS), are discretized and calculated for each volume cell with the exception of $\tau$, which is modelled. The RANS equation together with the continuity equation form an equation system of four differential equations with four unknown variables, the flow velocities $u, v, w$ in $x, y$ and $z$ direction, respectively and the pressure $p$, which can be numerically calculated. This equation will be used for simulation of the centrifugal flow when only one phase is considered. For the cases where the liquid pool rotates around an air core, a multiphase approach must be used in order to simulate both, the air and the liquid. The presence of solid particles is ignored for flow simulation purposes, which is an acceptable assumption for low solid concentrations of the suspensions, as is the case in the present study.

3.1 Two-phase approach

The Volume of Fluid method (VOF) (Hirt & Nichols, 1981) is an interface tracking method that simulates the gas-liquid multiphase flow. This method is a simple and efficient formulation designed to track the interface of two phases that do not interpenetrate with a relatively small number of interfaces. Hence it is often used to simulate the gas-liquid multiphase flow in industrial devices (Brennan, 2003; Brennan et al., 2007; Li et al., 1999; Mousavian & Najafi, 2009). VOF introduces a variable $\alpha$ which takes values from zero to one and represents the volume fraction of one of the phases in each cell. A continuity conservation equation is solved for each phase

$$\frac{\partial}{\partial t} (\alpha_q \rho_q) + \nabla \cdot (\alpha_q \rho_q \vec{v}_q) = 0.$$  \hspace{1cm} (4)

Furthermore the volume fraction of each phase $\alpha_q$ in any cell has to obey

$$\sum_{q=1}^{n} \alpha_q = 1.$$  \hspace{1cm} (5)
Using the VOF method, a single momentum equation, the Reynolds-averaged Navier-Stokes equation, is solved throughout the domain, and the resulting velocity field is shared among the phases. The dependency on the volume fraction is implemented by using volume-averaged values for the density $\bar{\rho}$ and viscosity $\bar{\mu}$, as explained in Equations 6 - 8.

$$\bar{\rho} \left( \frac{\partial \bar{v}}{\partial t} + (\bar{v} \cdot \nabla)\bar{v} \right) = -\nabla p + \bar{\mu} \nabla^2 \bar{v} + \nabla \cdot \tau_t + \bar{F}$$  \hspace{1cm} (6)

$$\bar{\rho} = \sum_{q=1}^{n} \alpha_q \rho_q$$  \hspace{1cm} (7)

$$\bar{\mu} = \sum_{q=1}^{n} \alpha_q \mu_q$$  \hspace{1cm} (8)

### 3.2 Turbulence models

Due to high velocities and complex flow areas, most of the flow patterns of interest in process engineering, aviation, and automotive engineering become unstable above certain Reynolds numbers and, thus turbulences emerge. Turbulent eddies appear at very different time and length scales and are always three-dimensional. The kinetic energy stored in the rotational movement of the large eddies is passed to smaller eddies, until they disappear by energy dissipation. A turbulent flow is characterized by a chaotic and random fluctuation of the flow properties velocity and pressure. The conservation equations are able to capture the physics of the fluctuation motion, but in order to solve all the vortex structures of a turbulent flow, an extremely fine grid and very small time steps would be necessary. The memory and the computing power required for the so-called Direct Numerical Simulation (DNS) can only be provided by supercomputers. For that reason, turbulence is usually modelled with different mathematical approaches. A large-eddy simulation (LES) performs a filtering of the fluctuating flow quantities. The small eddies have a common behaviour and are nearly isotropic, while large eddies are more anisotropic and their behaviour is strongly influenced by the geometry of the domain, the boundary conditions and the body forces. Thus larger eddies are directly calculated, while fine structures are modelled. As a result, the computational demand decreases regarding to the DNS but it is nonetheless high in comparison with the approaches modelling all the turbulence scales.

The flow variables can be represented as the sum of a time-averaged size and an additional fluctuation:

$$u = \bar{u} + u'; \quad v = \bar{v} + v'; \quad w = \bar{w} + w'; \quad p = \bar{p} + p'.$$  \hspace{1cm} (9)

The substitution of these expressions in the momentum conservation equation for incompressible flows and the subsequent temporal averaging yield to the Reynolds-averaged conservation equations. In the modified continuity equation, the velocity component is just replaced by the time-averaged variable. In the Reynolds-averaged Navier-Stokes equation (RANS), the fluctuation velocities appear in an additional tensor, the Reynolds stresses tensor $\tau_t$: 
The description of a turbulent flow with the RANS equation requires modelling of these tensor terms. The most complex classical turbulence model is the Reynolds Stress Model, RSM, (Launder et al., 1975), which uses transport equations to model each of the elements of the stress tensor and in addition an equation for the dissipation rate of the turbulences. This means that five additional transport equations are required in two-dimensional flows and seven in three-dimensional flow. This way, the directional effects of the Reynolds stress field can be taken into account. This model is recommended for flows with complex strain fields, such as highly swirling flows, or significant body forces. However, the computational cost of RSM is often unaffordable.

An effective method to reduce the modelling effort is to apply the Boussinesq approach, Equation (11). This approach introduces the eddy viscosity or turbulent viscosity \( \mu_t \), which represents the momentum and energy transport by diffusion by the eddies or turbulent fluctuations. Thus the Reynolds stresses can be calculated as the viscous stresses and only this new variable \( \mu_t \) must be modelled. 

\[
-\rho \, u'v' = -\rho \, v'u' = \mu_t \left( \frac{\partial u}{\partial y} + \frac{\partial v}{\partial x} \right) \tag{11}
\]

One of the most common turbulence models for the determination of \( \mu_t \) is the k-\( \varepsilon \) model (Launder & Spalding, 1974). This model introduces two variables to calculate \( \mu_t \), the turbulent kinetic energy \( k \), and its dissipation rate \( \varepsilon \):

\[
\mu_t = \rho C_\mu \frac{k^2}{\varepsilon}, \tag{12}
\]

where \( C_\mu \) represents a semi-empirical dimensionless constant. The temporal and spatial changes of both variables are described with a transport equation which includes not just the convection and diffusion but also the creation of turbulence and its dissipation by using several source and sink terms. This advantage justifies the additional expense of the transport equation turbulence models compared to algebraic turbulence models, which presume that the turbulence only depends on local conditions. The disadvantage of the k-\( \varepsilon \) model is that it assumes the turbulences to be isotropic, which is not strictly true in most of the flows. This model, well established and most widely validated, has already been used to simulate the flow in cyclones and centrifuges; although in its development this model assumes a fully turbulent flow, which is only partially applicable to centrifuges.

The k-\( \varepsilon \) renormalization group model, k-\( \varepsilon \) RNG, (Yakhot & Orszag, 1986) is an extension of the standard k-\( \varepsilon \) model that takes into account the effect of swirl on the turbulence by means of an extra source term in the transport equations. Thus the k-\( \varepsilon \) RNG model exhibits a higher accuracy for swirling flows. The RNG procedure systematically removes the small scales of motion from the governing equations by expressing their effects in terms of larger scale motions and a modified viscosity (Versteeg & Malalasekera, 2007). While the standard k-\( \varepsilon \) model is appropriate for high-Reynolds-number flows, the RNG theory accounts for low-Reynolds-number effects. Thus this model is more reliable for a wider class of flows than the
standard k-ε model. The k-ε RNG model has been succeeding for previous simulations of the flow in centrifuges by other groups and in our own research group (Romani Fernandez & Nirschl, 2009; Spelter & Nirschl, 2010).

The k-ω model (Wilcox, 1988), like the k-ε model, uses two equations to describe turbulence. Instead of the dissipation rate $\varepsilon$, the specific dissipation or turbulent frequency $\omega = k/\varepsilon$ is introduced in this model. The turbulent viscosity is then given by Equation (13). The accuracy of the model depends on the undisturbed velocity of the fluid outside the boundary layer which is subject to large fluctuations. This dependence can lead to significant errors in the calculation (Bardina et al., 1997). Due to the strong dissipation of the turbulence on the wall, no special treatment of the boundary layer at the wall is necessary. This feature is desired for the exact calculation of the flow near the wall.

$$\mu_t = \frac{k}{\omega}$$  \hspace{1cm} (13)

Comparing the turbulence models, the k-ω model, as a two-equation model, has a similar range of strengths and weaknesses as the k-ε model. RSM is complex, but it is generally accepted as the simplest kind of model with the potential to describe all mean flow properties and Reynolds stresses without case-by-case adjustment. RSM is by no means as comprehensively validated as the k-ε model and due to the high computational cost it is not as widely used in industrial flow simulations as the k-ε model. LES, due to the inherent unsteady nature, is much more computationally expensive than the k-ε and k-ω models. However, compared to RSM it was proved that it requires only twice the computational demand of RSM (Ferziger, 1977) as cited in (Versteeg & Malalasekera, 2007). This is not a big difference taking into account the solution accuracy and the ability of LES to resolve certain time-dependent features. In order to investigate the applicability of the different turbulence models to the simulation of the flow pattern in centrifugal field, different approaches, the k-ε RNG model, the k-ω model, the RSM, and the LES, were used in this work.

### 3.3 Boundary conditions, discretization schemata and solver

In order to simplify the simulation, the air is considered as an incompressible gas. This is a reasonable assumption for the operation conditions of atmospheric pressure and for a non-temperature dependent problem. The fluid is defined as an incompressible Newtonian one with the density and viscosity of water.

The inlet velocity is set to match the desired volume flux. Using a turbulence model, also the turbulence quantities of the inlet flow must be specified. The input of fixed values for $k$ and $\varepsilon$ or $k$ and $\omega$ are difficult to estimate. Thus these parameters are usually obtained as a function of the turbulence intensity and a characteristic length which must be set at the boundaries (Paschedag, 2004). For the multiphase simulations, a value of one was given to the volume fraction of water at the inlet. A static pressure of 101325 Pa (1 atmosphere) is set as ambient condition for the outlet, defined as a pressure outlet. Sometimes, there is a backflow through the pressure outlet in order to obey the mass conservation. Therefore it is recommended to set realistic conditions for a possible backflow to avoid convergence problems. For the cases presented, only backflow of air is allowed.

It is possible to reduce the computational demand by dividing the geometry into periodic sections. The flow pattern is calculated in one of these segments with periodic conditions at
the intersecting planes. The periodic surfaces were defined with a periodic boundary condition which uses the flow conditions at one of the periodic surfaces as its cells were the adjacent cells of the other periodic plane. The rotational periodicity must be taken into account and the rotation axis must be defined. Due to the rotational nature of the system, it is helpful to use a rotating reference frame to perform the calculations. The side and top walls of the bowl, as well as the inlet accelerator, all defined with no-slip condition, rotate with the same angular velocity as the reference frame.

Another problem emerging from the use of turbulence models is the treatment of turbulent quantities at the walls. Despite the turbulent flow, there always exists a laminar sublayer at the wall followed by a transient region until the flow can be considered as turbulent. A common approach is to create a first layer of cells next to the wall with a width including the entire viscous sublayer and the transition layer. In this layer, standard wall functions (Paschedag, 2004), most widely used for industrial flows, can be applied. The wall functions define values for the velocity field and the turbulent quantities suitable as boundary conditions for the solution in the second cells layer, where the turbulence is fully developed. This approach is particularly suitable for flows with larger spatial extent in which the thickness of the boundary layer at the wall is small compared to the extension of the whole domain. To choose the thickness of the first layer, the criterion of the \( y^+ \) value (Equation 14) is often used. The value of \( y^+ \) is a function of the first layer thickness \( y \), the shear stress at the wall \( \tau_w \), and the physical properties of the fluid density \( \rho \) and viscosity \( \mu \). Values of \( y^+ \) between 30 and 100 allow the use of standard wall functions. For details concerning the exact formulation of the \( y^+ \) and standard wall functions, the reader is referred to (ANSYS, 2009) which is based on (Launder & Spalding, 1974).

\[
y^+ = \frac{\rho y}{\mu} \sqrt{\frac{\tau_w}{\rho}}
\]  

The \( k-\varepsilon \) model and the RSM need these wall functions in order to calculate the turbulent properties near the wall. The \( k-\omega \) model does not require wall-damping functions, because the value of turbulence kinetic energy at the wall is set to zero and for the turbulent frequency \( \omega \) a hyperbolic variation at the near-wall grid point is applied (Wilcox, 1988).

The discretization schema used for the velocity and the turbulent variables is set to first-order upwind, due to the convective nature of the flow in centrifugal field and to avoid convergence problems. For the volume fraction, the Geo-Reconstruct method (ANSYS, 2006) is applied in order to obtain a sharp interface between both phases. For the interface between two fluids, this method assumes a linear slope, which is calculated with a piecewise linear approach. The variable pressure was discretized with the PRESTO! (PREssure STaggering Option) scheme recommended for high speed rotating flows (ANSYS, 2009). If velocities and pressure values are both defined at the centres of the cells, a highly non-uniform pressure field can act like a uniform field in the discretized momentum equations (Versteeg & Malalasekera, 2007). A solution to this problem is to use a staggered grid to calculate the pressure via a discrete continuity balance. In the staggered grid, the values of pressure in the centre are known and these are the values at the interfaces in the normal grid.

The temporal discretization of the transport properties was performed using a first-order implicit method. However, using the VOF model, the time step for the variable volume
fraction is refined with respect to the general time step based on the maximal Courant number allowed for this variable. The Courant number, also called Courant-Froude-Lewy number (CFL), Equation 15, is a dimensionless number that compares the time step of the calculation to the characteristic time needed by a fluid element to cross a cell. In some explicit time discretization methods, the criterion CFL<1 (Oertel & Laurien, 2003) is imposed to achieve stability in the numerical calculation. An explicit scheme limited by a Courant number of 0.25 was applied for the volume fraction.

\[
CFL = \frac{\Delta t}{\Delta x_{cell} / v_i}
\]  

(15)

The simulations were performed with the commercial software ANSYS FLUENT with the versions 6.3.26, 12.0.16, 12.1.2 and 13.0, which are comparable. An overview of the type of solver used by ANSYS can be found in (Kelley, 2008). The solver used is an unsteady, segregated pressure-based solver. The segregated pressure-based algorithm solves the conservation equations sequentially. Because these equations are coupled, the solution loop must be carried out iteratively in order to obtain a converged numerical solution. Pressure and velocity were coupled either with the SIMPLE algorithm, Semi-Implicit Method for Pressure Linked Equations, or with the PISO schema, which stands for Pressure Implicit with Splitting of Operators and is available for unsteady calculations. The PISO pressure-velocity coupling algorithm has one predictor step and two corrector steps, extending the pressure correction procedure of the commonly used SIMPLE algorithm with a further corrector step (Versteeg & Malalasekera, 2007). The SIMPLE algorithm is a guess-and-correct procedure which uses a Poisson’s equation, developed from the continuity condition, for the pressure correction.

4. Simulated flow in solid bowl centrifuges

The previously published simulations of a tubular bowl centrifuge were carried out two-dimensionally (Spelter & Nirschl, 2010); hence it was not possible to include the real acceleration geometry in the model. For the work presented, all simulations were run three-dimensionally, including the acceleration and discharge geometry, and were compared with experimental data. The flow pattern was predicted for a tubular bowl centrifuge with a feeding system similar to the one used in a recent published work (Spelter, et al. 2011). The experimental data has been obtained by Laser Doppler Anemometry, a non-invasive technique for the determination of flow velocities.

4.1 Prediction of the flow pattern (k-ε RNG model, transient solution) - tandem setup

Figure 5 shows the tangential velocity profiles for four different rotational speeds at a constant throughput of 1 l/min. There is no significant deviation between the predicted tangential velocity and the rigid body rotation (RBR). The measurement of the tangential velocity for various rotational speeds and throughputs at different heights was in good agreement with the rigid body rotation as well (Spelter, et al. 2011). Thus it can be stated that the simulation is in good agreement with the experimentally determined tangential velocity profiles. Therefore it is possible to optimise existing acceleration geometries by using a feeding system similar to the one proposed. By calculating the present state and modifying the geometry, the changes in the acceleration efficiency can be evaluated by
means of CFD. Furthermore the calculation will help in the case of a scale-up of the centrifuge. The acceleration efficiency and the shear in the feed zone can be calculated before a pilot machine or a full scale centrifuge is built. With the knowledge of the flow behaviour, the geometry can be optimised, leading to an improved apparatus with less cost in development and testing.

Fig. 5. Comparison of calculated tangential velocity and rigid body rotation, 1 l/min

The tangential velocity of the fluid creates a pressure in the cylinder in addition to the stress in the rotor created by the rotating cylinder itself. For the case that the rotor is designed as an ideal cylinder, the pressure distribution and thus the tensile stress can be calculated analytically (Sokolow, 1971; Stahl, 2004). However in many industrial centrifuges, the rotor has a non-cylindrical shape. For these designs, the stress in the rotor is determined via finite element methods (FEM), but the arbitrary load by the rotating liquid has to be calculated separately. The geometry of the rotor can be imported from various CAD programs such as ProEngineer, Autodesk Inventor, Catia, etc. The pressure on the different planes in the bowl is then accessible by calculating the pressure distribution for the highest rotational speed that occurs in the centrifuge. The combination of FEM and CFD leads to a complete virtual development and saves time and costs. The simulations will never substitute completely experimental evaluation of the separation efficiency and mechanical integrity of the centrifuge, but the scale-up factor may be significantly increased. The predicted pressure distributions in the cylinder are shown in Figure 6 for 9000 rpm (a) and for a range of rotational speeds in (b). The outlet is located at the top end of the cylinder. The predicted pressures in Figure 6 b) are compared with the analytically calculated pressure distribution for the different rotational speeds. All values are given in bar.
The gauge pressure must be taken into account for dimensioning the rotor. Furthermore it is possible to increase the density of the liquid to model the arbitrary load of a sediment on the bowl wall.

Fig. 6. Pressure distribution, all values in bar: a) 9000 rpm, pressure b) 1000-14000 rpm and comparison to analytical values

The axial velocity profiles are displayed as contour plots in Figure 7 for 1000 rpm (a) and 3000 rpm (b) at a constant throughput of 1 l/min. The inlet is located at the bottom while the liquid leaves the centrifuge at the top. The incoming liquid enters the centrifuge as a jet that does not widen up significantly towards the outlet. At 1000 rpm, the main axial flow takes place at a small circular cross-section that is not displaced in angular direction on the path towards the outlet bores. With increasing rotational speed, a small angular displacement of the axial flow path is predicted, as shown in Figure 7 b). This effect has been observed by Laser Doppler Anemometry as well.

Fig. 7. Axial velocity in m/s, throughput 1 l/min: a) 1000 rpm b) 3000 rpm
However, the predicted axial flow pattern does not depict the experimentally determined flow behaviour accurately. It has been observed that the inlet jet widens within the first 30% of the rotor (Spelter, et al. 2011) until a parabolic profile is developed that is distributed over the whole circumference. The predicted axial flow profile close to the inlet is in good agreement with the experimental data but the change of flow pattern in direction of the angle of rotation is not correct. The axial flow profiles averaged over the length of the centrifuge between 1000 and 14 000 rpm for two angles of rotation and a constant throughput of 1 l/min are shown in Figure 8. The standard deviation is plotted in both diagrams. The scatter of the data is very high for the angle where the inlet is located, which is 0°. The diagram on the right side of Figure 8 shows the axial flow profiles for an angle of rotation of ±45° displacement to the inlet. There is no significant flow towards the exit of the rotor, only recirculating currents are predicted. The standard deviation of the data is small when compared to the angle of 0°. The origin of the high standard deviation of the data displayed in the diagram on the left in Figure 8 is caused by the change in flow pattern from the feed towards the liquid discharge. The radius of the inlet is higher than the radius of the outlet. Hence the main flow is shifted towards the rotational axis. These effects are displayed in Figure 9 for 1000 rpm (left) and 3000 rpm (right).

![Fig. 8. Axial velocity, mean values from throughout the rotor: left: radius of inlet; right: angular position ± 45°](image)

The maximum of the axial velocity is close behind the inlet (H=0mm) at a radius of 42 mm, which corresponds to the inlet radius. Towards the liquid discharge, the maximum shifts to a radius of 37 mm, where the outlet pipes are located. The change in flow pattern is indicated by the arrows in Figure 9. This behaviour was detected for all rotational speeds and different throughputs. The changing flow profile explains the high standard deviation of the averaged profiles shown in the diagram on the left in Figure 8.

The deviation between simulation and experimental data with respect to the flow profile over the full angle of rotation may be explained by the turbulent model used. The modelling does not calculate the turbulences in detail, but estimates the degree of turbulence and thus extenuates the fluctuations at the inlet and outlet. Furthermore the flow between inlet and outlet may not be entirely turbulent, as mentioned in the introduction.
4.2 Comparison of different turbulence models

It is presumed that the deviations between observed flow pattern and predicted flow behaviour are caused by the turbulence model used. Some authors already compared different models that simplify turbulent effects by correlation factors and additional equations like the k-ε RNG model. They stated that the k-ε RNG model is a reasonable compromise between computational demand and validity of the results (Wardle et al., 2006). Other authors relied on the more extensive Reynolds Stress Model (RSM) or the large-eddy simulation (LES) (Mainza et al., 2006; Wang & Yu, 2006). Nowakowski et al. reviewed the milestones in the application of computational fluid dynamics in hydrocyclones (Nowakowski et al., 2004). The most common models used are the k-ε and recently the RSM and LES model. For the evaluation of the differences in the prediction of the flow behaviour in centrifuges between several turbulence models, the flow pattern was calculated for various rotational speeds and throughputs, using the k-ε RNG, k-ω, Reynolds Stress Model and large-eddy simulation. A representative comparison of the obtained results by using the different models is shown in Figure 10. The plots illustrate the differences in the calculated tangential and axial velocity halfway between inlet and outlet at the angular position of the inlet.

Fig. 9. Axial velocity, radius of inlet for different distances from inlet: left: 1000 rpm; right: 3000 rpm

Fig. 10. Tangential (left) and axial velocity profiles (right), throughput 1 l/min, k-ε RNG, k-ω, RSM and LES turbulence model
The comparison reveals no significant deviation of the predicted flow pattern. The differences in the tangential velocity are barely detectable. All calculations are in good agreement with the rigid body rotation and thus with the experimentally determined profiles (Spelter, et al. 2011). Using the LES model, the obtained axial flow profile differs from the other models by predicting an earlier shift of the main axial flow towards the radius of the outlet at 36 mm. Because of the high computational demand and instability of the RSM, the simulation with this turbulence model was started with a solution obtained with the k-ε RNG model. Nevertheless the differences are small and all calculated axial flow pattern are in disagreement with the measured flow profile. The mixing and expanding of the inlet jet is significantly understated. By not questioning and validating the simulations, the user of the CFD software is led to false conclusions which may result in low performance of the centrifuge due to disadvantageous design. The classical evaluation of the simulation does not indicate a computational error. The mass balance between the inlet and the outlet is fulfilled as stated in Table 1, the residuals are sufficiently small ($10^{-3}$ to $10^{-5}$) and the flow patterns do not change with increasing flow time. Furthermore the predictions are reproducible with different turbulence models. All these facts suggest an accurate calculation. Only the comparison of the main velocities with experimentally determined data shows that the prediction misrepresents the true case in respect to the axial flow profile.

<table>
<thead>
<tr>
<th>Model</th>
<th>k-ε RNG</th>
<th>k-ω</th>
<th>RSM</th>
<th>LES</th>
</tr>
</thead>
<tbody>
<tr>
<td>% dV</td>
<td>0.0395</td>
<td>0.0015</td>
<td>0.0022</td>
<td>0.0172</td>
</tr>
</tbody>
</table>

Table 1. Deviation of mass balance dV for different turbulence models in % at 3000 rpm and 1 l/min

4.3 Comparison of two and three dimensional modelling

The analysis of the acceleration geometry is only possible in three dimensional modelling, because, as mentioned in the introduction, the inlet geometry cannot be correctly reproduced in the two dimensional case. The results presented in chapter 4.1 and 4.2 show a short-circuit flow between inlet and outlet. The comparison between the results obtained when calculating three and two dimensional are shown in Figure 11. The predicted tangential velocity profiles are in good agreement with the rigid body rotation for both cases.
at various rotational speeds. The water is fed through an annulus in the two dimensional model and the tangential acceleration takes place via the friction at the wall at both sides of the annulus. According to the prediction, this feeding geometry is sufficient for an acceleration of the incoming liquid up to 9000 rpm. The differences between the cases are distinguishable in the axial flow profiles which are shown in the diagram on the right side of Figure 11. The profiles presented are the values halfway between inlet and outlet. Due to the symmetry condition, the flow is homogeneously distributed along the whole circumference for a specific radius. Therefore the maximum axial velocity is lower than in the three dimensional case due to the conservation of mass. There are recirculating currents next to the inlet in the two dimensional cases which increase in magnitude with rotational speed. In the three dimensional case, recirculating flows are located next to the inlet as well, but displaced few degrees in the angle of rotation. Nevertheless the predicted axial velocity profiles in the two dimensional cases are comparable to the ones obtained in the three dimensional ones in respect to the radial distribution of the flow. The inlet jet remains until the water leaves the centrifuge via the circular weir, so that no plug-shaped profile - resulting in a high active volume -, as observed in the experiments, is formed.

4.4 Calculation of the flow pattern (k-ε RNG model, VOF method, transient solution) - overflow setup
The overflow setup was simulated by using the previously described Volume of Fluid method. The centrifuge is filled with water at the beginning of the simulation. As an initial condition, the water is already spinning with the rigid body rotation. This assumption is justifiable because in the experiments, the centrifuge was slowly filled with water and ran for at least 30 minutes in steady state prior to the measurements. The initial condition reduces the necessary time until the steady state is reached significantly. Figure 12 shows

Fig. 12. Profiles of water-air interface for a throughput of 1 l/min: a) 1000 rpm; b) 9000 rpm
increasing rotational speed, thus the water phase approaches the shape of a cylinder, as shown in Figure 12 b).

The tangential velocity profiles for 1000 and 9000 rpm are shown in Figure 13. The diagram on the right side shows the tangential velocity values averaged over the length of the centrifuge for the water phase only. The computed values are compared to the rigid body rotation. The contours of the tangential velocity at 9000 rpm are shown on the left side of Figure 13. The calculated velocities are in good agreement with the analytical values and with the measurements. At 9000 rpm, the tangential velocity of the water exhibits a small lag when compared to the rigid body rotation. The magnitude of the deviation is within the accuracy of the measurements, so that no statement whether this difference is the true case or not, is possible.

Fig. 13. Tangential velocity profiles, water phase, throughput of 1 l/min; left: contours at 9000 rpm; right: for different rotational speeds and different axial positions

Figure 14 shows the axial velocity profiles for 9000 rpm at a constant throughput of 1 l/min. The axial flow pattern is similar to the one predicted in the single-phase model. The inlet jet

Fig. 14. Axial velocity profiles at 9000 rpm and 1 l/min throughput; left: contours; right: different distances from the inlet
does not widen so that a short-circuit flow towards the outlet is formed, as shown in the contour plot on the left side of Figure 14. There is no significant expansion of the flow profile neither in angular nor in radial direction. The peak of the axial velocity shifts from a radius of 42 mm close to the inlet towards a radius of 36 mm. This behaviour was also predicted in the single-phase model. Nevertheless the simulation misrepresents the true case, in which a significant widening of the inlet jet was observed.

4.5 Influence of the inlet geometry on the flow pattern

In order to investigate how the acceleration of the feed affects the flow pattern, a centrifuge with a simpler geometry and a low performance feed accelerator was simulated. The main differences when compared to the tubular bowl centrifuge are the lower length-to-diameter ratio of 0.8 and the feed accelerator. The feed enters a rotating disc and leaves it radially with a certain angular velocity. The water exits the centrifuge through eight boreholes distributed along the circumference at the top of the bowl. Figure 15 shows a scheme of the centrifuge geometry on the left and the results of the volume fraction of air on the right. Water is fed axially through the inlet to the accelerator; there, the water changes its direction and gains in tangential velocity. The transfer of rotational movement occurs just at the plate surfaces, defined as no-slip boundaries, via momentum diffusion. Then, the water exits the accelerator as streams that travel through the air core and enter the rotating liquid pool. The radius of the interface changes 35 % along the height of the centrifuge from the inlet to the upper part of the centrifuge because of the low rotational speed (454 g).

Fig. 15. Left: geometry of the centrifuge; right: contours of volume fraction of air at 2550 rpm and 5.8 l/min

The main flow occurs in the direction of the rotation of the bowl. Both, the liquid pool and the air core rotate. The tangential velocity of the water jet from the inlet accelerator (height 0.0275 m) is lower than the tangential velocity of the bowl. This causes a drag of the whole rotating liquid pool regarding the angular velocity of the bowl. The values of the tangential velocity of the liquid averaged over the circumference are plotted for different heights in Figure 16. The averaged velocity of the liquid in this geometry is approximately 50 % below the rigid body rotation. The values at the wall have to match the rigid body rotation of the bowl to fulfil the no-slip boundary condition. The steep decrease of the tangential velocity
near the wall was found to be smoother for a 6 times finer grid. However, the computational effort for the multiphase simulation including the particles with the finer grid was unaffordable. The deviation with respect to the rigid body rotation decreases for lower flow rates because a smaller amount of liquid has to be accelerated. The simulation of this geometry shows how important is to accelerate the feed properly to the angular velocity of the liquid pool before entering it in order to reach the angular velocity of the bowl in the rotating liquid and thus the highest centrifugal acceleration possible.

In contrast to the other centrifuge, a layer with high axial velocity at the gas-liquid interface, as expected by the boundary layer model, has been observed in the simulations as depicted in the diagram on the right in Figure 16. Near the impact height of the inlet water jet two whirls with opposed directions are formed. This can be seen at the negative axial velocity values at the interface for the height 0.02 m, just below the inlet, and the positive axial velocities at the interface for the height 0.0275 m, just above the inlet. Upside the height of the inlet, a homogeneous axial boundary layer is formed at the interface with a recirculation layer at the bowl wall. This layer exhibits a similar averaged thickness $\delta$ as the one proposed by the theoretical model of Gosele (Gösele, 1968) but much thicker as the one calculated following the theory of Reuter (Reuter, 1967) as seen in Table 2. Indeed, it occupies the whole liquid pool until a recirculation layer is formed close to the bowl wall. This is due to the lower tangential velocities which cause a small pressure gradient in the radial direction reducing the stratification of the flow and allowing the fluid to move in the axial direction. The velocity values oscillate with the angle, especially near the inlet at 0.02 m and 0.0275 m and the outlet at 0.0975 m, respectively. Thus the standard deviation is higher at these positions.

![Diagram](image)

Fig. 16. Left: tangential velocity versus radial position; right: axial velocity versus radial position at 2550 rpm and 5.8 l/min

<table>
<thead>
<tr>
<th>$\delta_{\text{simulated}}$ (mm)</th>
<th>$\delta_{\text{Reuter}}$ (mm)</th>
<th>$\delta_{\text{Gösele}}$ (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>14.1</td>
<td>1.71</td>
<td>15.8</td>
</tr>
</tbody>
</table>

Table 2. Thickness of the axial boundary layer $\delta$ obtained in the simulations and calculated analytically at 2550 rpm and a throughput of 5.8 l/min
5. Mathematical formulation of the particles

There are several multiphase models available for simulation of a particulate phase. A summary of the different simulation methods for multiphase flows in CFD can be found in (van Wachem & Almstedt, 2003). The multiphase models can be divided into two groups; the Euler-Euler and the Euler-Lagrange methods.

The Euler-Euler method considers all phases as continuous ones. For each phase, a momentum conservation equation is solved. In the momentum equation of the dispersed phases, the kinetic theory for granular flows (Lun & Savage, 1987) is used. The intensity of the particle velocity fluctuations determines the stresses, viscosity, and pressure of the solid phase. The interaction between phases is considered by means of momentum exchange coefficients. This numerical method has the advantage that it is suitable for high volume concentrations of the disperse phase. The disadvantage is that the properties of each dispersed particle cannot be simulated and a particle size distribution cannot be considered. Moreover, the stability of the calculation depends on the choice of model parameters and often convergence problems appear. For the simulation of sedimentation and thickening processes there are also some Euler-Euler models based on the Kynch’s kinematics sedimentation theory (Kynch, 1952), which were reviewed by Burger in (Bürger & Wendland, 2001). These models are all based on the measurement of fundamental material properties of the suspension to be separated as explained by (Buscall, 1990; Buscall et al., 1987; Landman & White, 1994). These multiphase models are based on mass balances for the fluid and the disperse phase. The fluid flow is not calculated but they consider the relative velocity between fluid and particles. On this basis, these models are unsuitable for studying the particle behaviour in solid bowl centrifuges where the liquid flow plays a crucial role in particle settling. These models usually describe the sedimentation and consolidation in batch processes in simple-geometry centrifuges. An extension of these models is necessary to describe the sediment build-up in two and three dimensions correctly.

The Euler-Lagrange method solves the continuum conservation equations just for the characterization of the continuous phase. It describes the dispersed phase as mass points and determines the particle trajectories by integrating a force balance for each individual particle. This way, instead of a partial differential equation, only an ordinary differential equation must be solved for the dispersed phase. The weakness of the Euler-Lagrange method is that it is only valid for diluted suspensions if a one-way or a two-way coupling method between continuous and disperse phase is applied. With the one-way coupling, the motion of the discrete phase is calculated based on the velocity field of the continuous phase but the particles have no effect on the pressure and velocity field of the continuous phase. By using a two-way coupling, the equations of continuous and discrete phase are calculated alternatively. The momentum conservation equation of the continuous phase has a source term to consider the momentum exchange with the particulate phase. The maximum value for the volume concentration of the disperse phase is between 5% (Schütz et al., 2007) and 10-12% (ANSYS, 2009), above this value the interaction between particles should be considered. Thus there is a third method, four-way coupling, which involves the interaction within the disperse phase: impacts between particles, particle-wall interactions, van der Waals forces, electrostatic forces, etc. Thus the restriction for the volume fraction is not valid anymore. However, if the number of particles increases, the computational effort rises significantly. Usually the characteristics of the problem and the information that should be obtained from the simulation decide which multiphase model and coupling methodology should be used.
The Discrete Element Method (DEM) (Cundall & Strack, 1979) is a Lagrangian method originally developed for the simulation of bulk solids and then extended to the entire field of particle technology. This method solves the Newton's equations of motion for translation and rotation of the particles. In these equations, impact forces of particle-particle and particle-wall interactions are considered. Other forces such as electrostatic or Brownian forces can also be implemented if necessary. In order to describe the collisions of particles, the soft-sphere approach was chosen. When two particles collide, they actually deform. This deformation is described by an overlap displacement of the particles. A schematic representation of the forces on the particles in the soft-sphere model is depicted in Figure 17. This approach uses a spring-dashpot-slider system to calculate the behaviour of the particles during the contact time. The soft-sphere model allows contacts of a particle with more neighbouring particles during a time step. The net contact force acting on a particle is added in the case of multiple overlapping. This model for contact forces was first developed by Cundall (Cundall & Strack, 1979), who proposed a parallel linear spring-dashpot model for the normal direction and a parallel linear spring-dashpot in a series with a slider for the tangential direction. A comparison of the performance of several soft-sphere models can be found in (Di Renzo & Di Maio, 2005; Stevens & Hrenya, 2005). There, also the Hertz-Mindlin (Mindlin, 1949) non-linear soft-sphere model used in the present work is analysed. This model proposes a normal force as a function of the normal overlap $\delta_n$, the Young's modulus of the particle material and the particle radii. The damping force in normal direction depends on the restitution coefficient, the normal stiffness, and the normal component of the relative velocity between the particles. The tangential force depends on the tangential overlap $\delta_t$ on the shear modulus of the particle material, and on the particle radii; while in the damping force in tangential direction the tangential stiffness and the tangential component of the relative velocity between the particles are considered.

**Fig. 17. Contact forces between two particles following the soft-sphere model**

While the DEM model was originally used in environments without fluid, increasing efforts have been made to extend this model to the mixture of fluid and particles. For that, a coupling of the DEM calculations with the fluid flow simulation is necessary to be able to include the hydrodynamic forces in the particle simulation. An important aspect in the calculation of particles in a fluid is the energy dissipation into the surrounding fluid. In viscous fluids, there are, in contrast to air, two additional effects that lead to energy losses. The drag force leads to lower particle velocities and when a particle is about to hit a surface or another particle, a deceleration occurs. This is due to the drainage of the fluid, which is located in the gap between the two particles or the particle and the surface. In his work
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(Gondret et al., 2002), Gondret presents the coefficient of restitution as a function of the Stokes number St (Equation 16), which describes the ratio of the dynamic response time of a particle to flow changes and the characteristic flow time. He determined empirically a critical Stokes number of about 10. Below this value, a particle does not bounce when it hits a wall and instead remains in contact with it.

$$\mu = \frac{\rho \cdot v \cdot x}{9 \cdot \frac{1}{St} s} \quad (16)$$

In a centrifugal field, the hydrodynamic forces (drag, lift, torque) play a crucial role and must be included in the calculation of the particle trajectories. Therefore the fluid flow and particles movement have to be computed alternatively. A scheme of the coupling between the CFD software FLUENT and the DEM software EDEM can be seen in Figure 18. At first, the flow will be determined with CFD, then for each position in the computational domain, the velocity, pressure, density and viscosity of the flow are transferred to DEM in order to calculate the hydrodynamic forces and include them in the balance. Afterwards, the fluid flow will be computed again considering the influence of the particles as an additional sink term in the momentum equations. This sink term include the force transmitted to the particles by the fluid.

![Fig. 18. Coupling between CFD and DEM](image)

Some authors have already simulated such complex multiphase flows in other separation equipment such as filters and hydrocyclones (Chu et al., 2009; Chu & Yu, 2008; Dong et al., 2003; Ni et al., 2006). Nevertheless due to the high velocity gradients and complex interactions between the phases, the simulation of multiphase flow and in particular the sediment behaviour in centrifugal field is still an unsolved challenge. The advantage of this approach is that an accurate description of the flow, the particle paths and the sediment behaviour can be obtained. However, the amount of simulated particles and its size is limited due to the computational demand.

5.1 Particles simulation parameters

The calculation in CFD must be run as an unsteady case when coupled with DEM. The DEM time steps are typically smaller than the CFD time steps in order to correctly capture the contact behaviour. The choice of time steps in DEM simulation is of great importance in order to achieve stability in the calculation but does not perform very long calculations, although still representing the real particle behaviour. Therefore it is necessary to analyse
the forces acting on the particles to determine the different time scales. In the case presented, the Hertzian contact time - the total time of contact in Hertz theory of elastic collision -, the particle sedimentation time - the time required for a particle to settle one diameter -, and the particle relaxation time - the time for a particle to adapt to the surrounding fluid flow - are considered. On the basis of these, the smallest time step must be chosen so that all physical phenomena are represented. In the simulations presented, the Hertzian contact time is the smallest time scale and, thus a time step $\Delta t_{\text{DEM}} = 10^{-6}$ s was chosen in the DEM software, while in the CFD a time step $\Delta t_{\text{CFD}} = 10^{-4}$ s was sufficient.

The size of the particles was defined as a logarithmic normal distribution with a mean diameter of 200 µm and a standard deviation of $\sigma = 10$ µm. Simulations with smaller particles lead to divergence of the calculation despite of the small time steps set. Thus simulations with lower densities of the particles and rotational speeds were performed to obtain similar settling velocities as with small quartz particles (mean diameter of 2.07 µm, $\sigma = 2.15$ µm) which were used in the experiments. In order to reproduce the experimental concentration of approximately 0.5 vol. %, 100,000 particles per second were injected at the inlet of the centrifuge for the simulation. In future work, the comparison of predicted and experimentally determined sediment build-up will show whether the simulation methodology leads to correct predictions.

For the contact models, a parameter setting is needed to represent the real particle behaviour. The information needed is mainly about the physical properties of the particle system because the spring and damper constants are calculated as a function of the shear modulus and the Poisson's ratio of the particle and wall materials. The coefficient of restitution depends on the Stokes particle number. The friction coefficient is an empirically determinable property, which can be found in the literature for various material combinations. Some authors have already determined this friction coefficient for sand and glass particles for DEM (Asaf et al., 2007; Li et al., 2005). Here, shear experiments of a sediment made of quartz particles were performed in a Jenike shear cell under normal pressure in order to calculate the friction coefficient as was done by (Hartl & Ooi, 2008).

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Particle radius (µm)</td>
<td>200</td>
</tr>
<tr>
<td>Particle density (kg/m³)</td>
<td>1016</td>
</tr>
<tr>
<td>Shear modulus particle (Pa)</td>
<td>2.2·10⁸</td>
</tr>
<tr>
<td>Shear modulus wall (Pa)</td>
<td>7.0·10¹⁰</td>
</tr>
<tr>
<td>Poisson’s ratio particle (-)</td>
<td>0.25</td>
</tr>
<tr>
<td>Poisson’s ratio wall (-)</td>
<td>0.30</td>
</tr>
<tr>
<td>Restitution coefficient (-)</td>
<td>0.010</td>
</tr>
<tr>
<td>Static friction coefficient (-)</td>
<td>0.787</td>
</tr>
<tr>
<td>Rolling friction coefficient (-)</td>
<td>0.100</td>
</tr>
</tbody>
</table>

Table 3. Parameters used in the DEM simulation

6. Prediction of the sediment build-up by means of DEM

The geometry of the centrifuge in which the particle trajectories and the sediment build-up were simulated is shown in Figure 15. For the simulation purpose of predicting the
sediment build-up it is not possible to use periodic boundaries as was done for the simulation of the fluid. Moreover, we chose this geometry with the VOF model for air and liquid in order to investigate the interaction between the multiphase model and the use of DEM to calculate the particles. The calculations were made with the software ANSYS FLUENT 12.0.16 and EDEM 2.3, which include a coupling feature for both programs. The coupled simulation was performed with a rotational speed of 2550 rpm. For this rotational speed, the Stokes settling velocity of the particles is by two orders of magnitude higher than the Stokes settling velocity of the quartz particles used in the experiments. The results of this simulation are depicted in Figure 19.

Fig. 19. Particles and path lines simulated with EDEM coupled with a two-phase simulation of a centrifuge in FLUENT and coloured by velocity magnitude

The particles are injected at the inlet pipe with the same axial velocity as the fluid. They hit the top of the feed accelerator and gain in radial velocity. Afterwards, they move through the air core until they hit the liquid pool. There, under the effect of the centrifugal force, the particles perform spiral path lines, as shown in Figure 19 on the right, until reaching the wall or already settled particles. The lower plot in Figure 19 shows a vertical plane of the centrifuge with the particles in the region near the feed accelerator where the sediment is built. Due to the drag force of the axial flow in the rotating pool, the particles move first to higher axial positions. Then, near the wall, they move backwards because of the recirculation layer. The evolution of the sediment can be observed in Figure 20 as a function
of the calculated particles for two different rotational speeds of the liquid pool. For the case with lower rotational speed, 686 rpm, the first settled particles deposit at the wall and are pushed to lower axial positions because of the recirculation layer near the wall and due to the lower normal pressure, 3 kPa, acting on the sediment, which allows the influence of the gravity. Then, particles deposit on the sediment and it grows from the wall to the inner part of the centrifuge in radial direction. The sliding of the sediment in this case is due to the relationship of low normal pressure and high shear stress acting on it. In the case of higher rotational speed in the liquid pool, 1937 rpm, the particles travel radially direct to the bowl wall and the sediment formed is flat. The particles settling in the next time steps slide to the side of the sediment which grows along the wall rather than in the radial direction.

In this study the value of the friction coefficient between particles and between particles and wall was constant. Changes of this parameter would also lead to changes in the sediment behaviour under certain conditions of normal pressure and shear stress. A further investigation in this field, including the experimental determination of the friction coefficient for different materials and particle size distributions, is needed. Here only the basis of the coupling methodology was studied.

Fig. 20. Sediment built at the bowl wall as a function of the particles simulated with EDEM coupled with a two-phase simulation of a centrifuge in FLUENT and coloured by velocity magnitude for two different rotational speeds.

In order to ensure that the coupling between both programs works and that the hydrodynamic forces are correctly passed from FLUENT to EDEM, the particle trajectories calculated with the coupling and with FLUENT were evaluated. Although the time steps and the mathematical method used in FLUENT to calculate the particles is different from the time steps and algorithm used in EDEM, the results are comparable as shown in Figure 21. Another different is that in FLUENT, the particles were calculated using a static flow field at a certain time step whereas in EDEM, the flow field was calculated alternating to the
position calculation of the particles. Thus in Figure 21 on the left, the particles calculated in FLUENT acquire higher axial positions when compared to the particles calculated with EDEM. The reason for this disagreement is the difference in the axial flow pattern, where the velocities oscillate until a quasi-steady state is achieved. However, qualitatively both particle trajectories are in good agreement. The tangential velocity of the particles is represented in Figure 21 on the right. The tangential velocity of the particles is almost zero in the regions where there is no liquid. Then, they are accelerated in tangential direction until reaching the bowl wall. There, a deviation between FLUENT and EDEM appears. The particles in EDEM hit the sediment and the tangential velocity diminishes because the wall rotation is not taken into account here, but in FLUENT, no particle accumulation is considered and, thus all particles are calculated until they reach the wall. Once they have reached the wall, they are taken from the simulation domain.

The location and quantity of the particles are stored as a variable in FLUENT representing the volume fraction of the particles, as can be seen in Figure 22 on the left. However, for the flow calculations they are considered as points where a momentum exchange occurs. The drag force of the flow acting on the particles is subtracted from the momentum equation diminishing the flow in regions where the particles accumulate. Figure 22 on the right represents the volume fraction of air in the centrifuge. The effect of the particles on the flow can be seen as the water jet coming from the inlet accelerator falls down in the axial position until it reaches the liquid pool due to the particles weight and the momentum sink term.

Fig. 21. Comparison of the particle trajectories obtained in FLUENT and EDEM: left: axial position versus radius; right: tangential velocity of the particles and the fluid versus radius
The effect of the sediment on the flow pattern is shown in Figure 23, where the tangential and axial velocity values are represented. The tangential velocity values are lower than in the simulation without particles because of the momentum exchange between the fluid and the particles. Furthermore, the tangential velocity is lower in the lower part of the centrifuge, where most of the particles can be found. The interface radius is not constant over the height of the centrifuge, as can be observed in Figure 22 on the right. Therefore, the values of the tangential and axial velocity of the water in Figure 23 begin for lower radii in the lower part of the centrifuge. The form of the axial flow pattern does not change qualitatively except for the height where the particles accumulate, around 0.02 m. There, the axial velocity takes approximately the value zero due to the exchange of momentum between fluid and particles. At the wall, where the sediment is located, there is no axial flow in contrast to the simulation without particles. This fact shows how important is to consider the sediment build-up in the multiphase flow simulation of a centrifuge. However, this also carries an increase of the computational effort.
7. Evaluation of the computational demand for predicting flow in centrifuges

The prediction of flow pattern in centrifuges requires a high computational demand that increases with the maximum velocity in the system. Accordingly to Equation 17, the highest velocity is reached at the bowl wall and increases linearly with the rotational speed.

$$v = \frac{2 \cdot \pi \cdot n}{60} \cdot r$$

Equation 17

Figure 24 shows the computational demand in $h_{\text{sim}}/(h_{\text{flow}} \cdot 3.6 \times 10^{-3})$ (dimensionless) against circumferential velocity in m/s for different simulations which include two and three dimensional problems, one and two-phase simulations, and different models to predict turbulent flow. The simulations were performed with Win xp 32 bit desktop computers using an Intel Core 2 Duo E4500 2.2 GHz processor, 2 GB DDR 2 memory running at 266 MHz (2 x 1GB Kingston) and a ASrock motherboard (dual channel memory).

All data are averaged values. For reasons of readability, the standard deviation is not stated, because it is too small to be included in the plot. Evaluating the diagram on the left side of Figure 24, it is remarkable how costly the VOF method for simulating two-phase flow for the two and three dimensional cases is. Moving from one to two phases causes the same increase in computational demand as moving from a two to a three dimensional grid and simultaneously increasing the cell number by one order of magnitude. However, the size of the grid does not necessarily increase the computational time. The convergence in a fine grid is faster and the influence of the rotating geometry overcomes the one of the grid when...
simulating centrifuges. This is concluded by comparing the three dimensional, single-phase calculations with a grid size of 215000 cells with the simulations with a grid of 715000 cells. The same effect is observed when comparing the three dimensional, two-phase simulations with different cell sizes and different size of geometry. All data is well fitted with a single function for each of the two compared sets of calculations. Looking at the differences between the turbulent models, all simulations exhibit a comparable computational demand. The RSM is the model with the highest computational demand whereas the large-eddy simulation needs less computational resources than all other models evaluated. This is unexpected since the LES is usually rated as more demanding than the RSM. This is explainable due to the single equation modelling of turbulence in the subgrid, the low degree of turbulence in the case presented and the fine mesh that was constant in all cases presented in the diagram on the right side of Figure 24. The $k-\varepsilon$ RNG and the $k-\omega$ simulations require comparable computational resources. This is in agreement with the theory, because both models are similar to each other except of the modelling of the near wall region.

8. Conclusions

The results presented show that the prediction of the flow pattern in centrifuges by means of computational fluid dynamics give good results for evaluation of the tangential acceleration efficiency. The predictions are in good agreement with the measurements conducted with Laser Doppler Anemometry. Nevertheless the axial fluid profiles do not depict the true case accurately. The calculated axial velocity profiles give reasonable results close behind the inlet, but the widening of the inlet jet is not distinguishable in the simulations. The axial velocity profile is essential for the calculation of the cut size and the sediment distribution in the centrifuge, thus any significant deviation from the true case is not acceptable. It was demonstrated that the Reynolds Stress Model (RSM) and the large-eddy simulation (LES) do not increase the accuracy of the predictions when compared to the results obtained using the $k-\varepsilon$ RNG and $k-\omega$ model, but increase the computational demand in case of the RSM. All models predict a short-circuit flow between inlet and outlet. The flow pattern does not change with increasing rotational speed or throughputs, only the maximum fluid velocity increases with higher throughputs as expected. This behaviour was observed in single and two-phase simulations.

The geometry of the feed accelerator is decisive for the axial flow pattern developed in the centrifuge. A radial feed impacting on the surface of the liquid pool leads to an axial boundary layer flow similar to the one predicted and experimentally verified by other authors such as Glinka (Glinka, 1983). The design of the feed accelerator and its efficiency is essential for a good centrifugal performance. If the liquid is not accelerated to the angular velocity of the bowl, the rotating pool exhibits a significant lag in tangential velocity when compared to the rigid body rotation. The proposed feeding system via rotating inlet bores leads to an efficient tangential acceleration of the fed suspension.

Particles with a diameter of 200 µm were calculated for the first time in a centrifuge using a coupling between the simulation of the flow in FLUENT and the simulation of the particles in EDEM. The results show a good agreement between particles simulated in FLUENT only considering the hydrodynamic forces and the results from EDEM, which implies that the hydrodynamic forces are correctly transferred from one program to the other. Furthermore
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it proves that the coupling method can be applied for rotating geometries such as centrifuges. The particle trajectories and the sediment build-up agree qualitatively with the expected results. Particles travel through the air core and enter the liquid pool, where they describe spiral paths until they reach the wall or already settled particles to form a sediment. The volume occupied by the particles has not been considered in the calculation of the fluid but the effect of the particles is taken into account by a sink term in the momentum equation. Thus in the flow pattern obtained in FLUENT, the fluid velocity is approximately zero where the sediment is located. The consideration of the particle volume in the calculation of the fluid is a gap in the methodology. A simulation with three Euler phases - air, liquid and particles - calculated in EDEM could be a possible but computationally very expensive solution. The method is complex and there is still some effort needed to reduce the particle size without significantly increasing computing time. A possibility to reduce the computational time is to divide the computational domain into regions with different time steps according to the controlling forces and phenomena.

There is a substantial increase in computational demand with the increase in rotational speed. This limits the predictions to low rotational speeds when standard workstation computers are used for the calculations. If supercomputers are accessible as it will be the case in research at universities, predictions for high rotational speed are possible. But before advancing to higher rotational speeds it is important to improve the accuracy of the simulations of flow in centrifugal force fields and validate the models with experimental data, especially in terms of the axial velocity profile.

In order to run a sanity check for the simulations in FLUENT or EDEM, it is not sufficient to evaluate the residuals and mass balance. For new methodologies or boundary conditions, for example when simulating centrifuges, it is necessary to compare different turbulent models, transient and stationary calculation methods and most important to validate the simulation methodology proposed with experimental data. Once validated, geometry and parameters can be changed and the advantage of CFD, which is a fast change to evaluation cycle, can be used.

9. Notation

- $C_2$: resistance coefficient, m$^{-1}$
- $C_\mu$: constant of the k-$\varepsilon$ turbulence model, dimensionless
- $\Delta V$: difference in mass balance, %
- $\tilde{F}$: volumetric force, N m$^{-3}$
- $F_d$: drag force, N
- $F_t$: tangential force, N
- $F_n$: normal force, N
- $k$: turbulent kinetic energy, m$^2$ s$^{-2}$
- $L$: length of the rotor of the centrifuge, m
- $n$: revolutions per minute, rpm
- $p$: pressure, Pa (N m$^{-2}$)
- $p_c$: permeability, m$^2$
- $r_{bowl}$: bowl radius, m
- $r_{weir}$: weir radius, m
- $r_{boundary}$: radius of boundary layer, m
\( S_i \)   
sink term, \( \text{N} \text{m}^{-3} \)

\( t \)   
time, \( \text{s} \)

\( u \)   
velocity in x direction, \( \text{m} \text{s}^{-1} \)

\( v \)   
velocity in y direction, \( \text{m} \text{s}^{-1} \)

\( v_{ax} \)   
axial velocity, \( \text{m} \text{s}^{-1} \)

\( v' \)   
velocity, \( \text{m} \text{s}^{-1} \)

\( w \)   
velocity in z direction, \( \text{m} \text{s}^{-1} \)

\( x \)   
particle diameter, \( \text{m} \)

\( x_{cell} \)   
cell length, \( \text{m} \)

\( y^* \)   
characteristic width of viscous sublayer, dimensionless

Greek letters

\( \alpha \)   
volume fraction, dimensionless

\( \delta \)   
thickness of the axial boundary layer, \( \text{mm} \)

\( \delta_n \)   
normal overlap, \( \text{m} \)

\( \delta_t \)   
tangential overlap, \( \text{m} \)

\( \varepsilon \)   
turbulent kinetic energy dissipation rate, \( \text{m}^2 \text{s}^{-3} \)

\( \varepsilon_s \)   
sediment porosity, dimensionless

\( \mu \)   
dynamic viscosity, \( \text{kg} \text{m}^{-1} \text{s}^{-1} \)

\( \mu_t \)   
turbulent viscosity, \( \text{kg} \text{m}^{-1} \text{s}^{-1} \)

\( \rho \)   
density, \( \text{kg} \text{m}^{-3} \)

\( \rho_s \)   
solids density, \( \text{kg} \text{m}^{-3} \)

\( \Delta \rho \)   
density difference between liquid and solid, \( \text{kg} \text{m}^{-3} \)

\( \tau_i \)   
turbulent stress tensor, \( \text{Pa} \text{(N m}^{-2}) \)

\( \tau_w \)   
wall shear stress, \( \text{Pa} \text{(N m}^{-2}) \)

\( \nu_i \)   
Poissons ratio, dimensionless

\( \nu \)   
specific turbulent kinetic energy dissipation rate, \( \text{s}^{-1} \)

Indices

\('\)   
fluctuating component of a variable

\( q \)   
phase

Abbreviations

LES   
large-eddy simulation

RBR   
rigid body rotation

RSM   
Reynolds Stress Model

VOF   
Volume of Fluid

St   
Stokes number
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