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A B S T R A C T

Scope of this work is to explore optoelectronic devices incorporating

carbon nanotubes and graphene with the intention to both investigate

fundamental physical processes of light generation and detection as

well as to demonstrate proof-of-concept devices for optoelectronic ap-

plications.

In the first part of this thesis we report the monolithic integration of

a graphene transistor with a planar optical microcavity. We find that

both photocurrent generation as well as electrically excited thermal

light emission of graphene can be controlled by the spectral proper-

ties of the microcavity. The device constitutes an implementation of

a cavity-enhanced graphene light detector, as well as a demonstra-

tion of a fully integrated, narrow-band thermal light source. Most

importantly, the optical confinement of graphene by the microcavity

profoundly modifies the electrical transport characteristics of the in-

tegrated graphene transistor. The modifications of the electrical trans-

port can be related to the microcavity-induced enhancement or inhi-

bition of spontaneous emission of thermal photons. The concept of

optical confinement of graphene enables a new class of functional de-

vices as, for example, spectrally selective and highly directional light

emitters, detectors, and modulators. Moreover, it opens up the oppor-

tunity for investigating fundamental, cavity-induced modifications of

light-matter interactions in graphene.

In the second part of this thesis we perform laser-excited photocur-

rent microscopy for mapping the internal electrostatic potential pro-

file of carbon nanotube (CNT) array devices with high spatial reso-

lution. The measurements on optically transparent samples provide

novel insights into the physical principles of device operation and
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reveal performance-limiting local heterogeneities in the electrostatic

potential profile that cannot be observed with the electron microscope.

Most importantly, the experiments deliver photocurrent images from

the underside of the CNT-metal contacts and enable the direct mea-

surement of the charge carrier transfer length at the palladium-CNT

interface and at the aluminum-CNT interface, respectively. We use

the experimental results for deriving design rules for optimized lay-

outs of CNT-based photovoltaic devices. Furthermore, we demon-

strate full control of the electrostatic potential profile in CNT array

devices that are equipped with local metal gates.

Z U S A M M E N FA S S U N G

Ziel dieser Arbeit ist optoelektronische Bauelemente auf Basis von

Kohlenstoffnanoröhren und Graphen zu untersuchen. Die Intention

ist sowohl zugrundeliegende physikalische Prozesse der Lichtgenera-

tion und -detektion zu erforschen als auch ein proof-of-concept von

Graphen-basierten optoelektronischen Baulementen für die Anwen-

dung zu demonstrieren.

Im ersten Teil dieser Arbeit beschreiben wir den Prozess zur mono-

lithischen Integration eines Graphen-Transistors in eine planare op-

tische Mikrokavität. Wir beobachten, dass sowohl Photostromgenera-

tion als auch elektrisch generierte thermische Lichtemission von Gra-

phen mittels der spektralen Eigenschaften der Mikrokavität kontrol-

liert werden kann. Dieses Bauteil stellt die Implementierung eines

kavitäten-verstärkten Graphen-Photodetektor sowie einer voll integri-

erten, schmalbandigen thermischen Lichtquelle dar. Im Besonderen

modifiziert das veränderte Lichtfeld innerhalb der Kavität die elek-

trischen Transporteigenschaften des integrierten Graphen-Transistors

massgeblich. Diese Modifikationen lassen sich auf die durch die Kav-

ität bestimmte Unterdrückung bzw. Verstärkung der spontanen Emis-
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sion zurückführen. Das Konzept eines veränderten Lichtfeldes inner-

halb einer Mikrokavität in Kombination mit Graphen eröffnet eine

völlig neue Klasse von funktionellen Bauteilen wie zum Beispiel spek-

tral selektive und hoch gerichtete Lichtemitter, -detektoren und

-modulatoren. Darüberhinaus eröffnet sich dadurch die Möglichkeit

durch die Kavität bedingte Modifikationen der Wechselwirkung von

Licht und Materie in Graphen zu untersuchen.

Im zweiten Teil dieser Arbeit stellen wir Ergebnisse zur laserindu-

zierten Photostrommikroskopie mit hoher räumlicher Auflösung an

Bauteilen aus Arrays von Kohlenstoffnanoröhren vor. Diese Methode

ermöglicht zudem die Abbildung der elektrostatischen Potentialland-

schaft innerhalb eines Bauteils. Diese Messungen, durchgeführt an

optisch tranparenten Proben, ermöglichen zudem neue Einblicke in

die zugrundeliegenden physikalischen Prozesse und Wirkungsmech-

anismen. Desweiteren zeigen sich leistungslimitierende lokale Het-

erogenitäten in der elektrostatischen Potentiallandschaft, welche bei

Inspektion mit einem Rasterelektronenmikroskop nicht zu erwarten

sind. Darüberhinaus ermöglicht die Messmethodik den Photostrom

auch unterhalb des Kontaktes am Interface zwischen Metall und

Kohlenstoffnanoröhre zu messen, was eine direkte Messung der

Ladungsträgertransferlänge zwischen Kontakten Kohlenstoffnanoröhre-

Pd sowie Kohlenstoffnanoröhre-Al liefert. Zudem leiten wir aus den

experimentellen Resultaten verbesserte Designs für optimierte

Kohlenstoffnanoröhren-basierte photovoltaische Baulemenete ab. Ab-

schließend demonstrieren wir volle Kontrolle des elektrostatischen

Potentials innerhalb eines Kohlenstoffnanoröhrenarray Bauteils mit-

tels lokaler Steuerelektroden.
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The theory of quantum electrodynamics describes Nature

as absurd from the point of view of common sense.

And it fully agrees with experiment.

So I hope you can accept Nature as She is - absurd.

— Richard P. Feynman [1]
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1
I N T R O D U C T I O N

1.1 scope of this thesis

The motivation of this thesis is to study novel optoelectronic devices

based on graphene and carbon nanotubes coupled to photonic ele-

ments such as cavities or waveguides. One promise of graphene and

carbon nanotubes is to eventually contribute to recent trends in op-

tical on-chip and chip-to-chip communication. For that purpose true

nanoscale light emitters, preferentially electrically driven, and detec-

tors or, more generally electro-optic transducers are highly desirable.

Early proof-of-concept experiments already showed the feasibility of

this approach [2, 3, 4, 5, 6, 7]. We perform experiments along those

lines to investigate the fundamental physical processes of light emis-

sion and detection in graphene and carbon nanotubes inside novel

device geometries (see for example Fig. 1.1).

In the first part of this thesis we show the integration of graphene

transistors into optical microcavities and study their light emission

and detection properties as well as modification of the electrical trans-

port in graphene due to the presence of the optical microcavity.

In the second part of this thesis our goal is to study photocurrent

generation and electrostatic potentials spatially resolved in carbon

nanotube array photodiodes employing different device designs.
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2 introduction

2µm

10µm

Figure 1.1: Example of cavity integrated carbon nanotube devices. The inset

shows a carbon nanotube array device before deposition of cavity

mirrors.

1.2 a short survey on graphene and carbon nanotubes

In this section we will give a short overview on nano carbons, concen-

trating on carbon nanotubes and graphene. Carbon is a very special

element within the periodic table of elements. It is very light, earth

abundant, and all forms of life are made out of it. From a chemical

point of view carbon is also very unique. It has four valence elec-

trons that can form single, double, and triple bonds depending on

the hybridization of its orbitals. Carbon’s versatility to form all these

different bonds is the reason why carbon occurs in such a diversity.

There is a variety of carbon allotropes known today, either natu-

rally occurring or synthesized in the lab. These include materials like

diamond, graphite, fullerenes, carbon nanotubes, exotic forms like

londsdaleite, and the recently discovered [8, 9] or, better, rediscovered

graphene [10, 11], i.e. single-layer graphite. Carbon can be found in

column IV of the periodic table and its ground state electron configu-

ration is 1s2, 2s2, 2p2. Thus, it has six electrons, two of them strongly

bound in the 1s orbital and four of them more weakly bound occu-

pying the 2s and 2p orbitals. The reason why carbon occurs in such
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a variety of configurations can be explained by a concept known as

hybridization, which has been introduced by Linus Carl Pauling [12]

(1see Figure 1.2). Hybridization describes the phenomenon of atomic

orbital mixing creating hybrid orbitals to lower the energy of the sys-

tem. In the case of carbon this is feasible because of the small en-

ergy difference between the three 2p (2px,2py,2pz) and the 2s orbital

where the 2s orbital mixes with 2p electrons which is known as spi

(i = 1, 2, 3) hybridization [13]. Carbon atoms in the lattice of graphene

and carbon nanotubes are sp2 hybridized. These three sp2 hybrid or-

bitals are responsible for the rigidity of the covalent bonds between

carbon atoms leaving one valence electron in the 2pz orbital, which

mainly determines the transport as well as the optical properties of

graphene and carbon nanotubes.

Graphene, an atomic monolayer formed by carbon hexagons, is a

material with extraordinary electrical and optical properties [14, 15,

16]. Consequently, there is a growing interest in graphene optoelec-

tronics [17]. First demonstrations of graphene-based photodetectors

[7], optical modulators [18], plasmonic devices [19, 20] and ultra-fast

lasers [21] have been reported.

Carbon nanotubes are seamlessly rolled up hollow cylinders made

of, as the name suggests, carbon atoms. Conceptionally, they can be

envisioned as single-layer graphite, i.e. graphene, rolled up in a cer-

tain direction, which will be referred to as chirality. There are numer-

ous ways this can be done leading to a huge heterogeneity of this

peculiar material. Typically, carbon nanotubes have a length ranging

from a few hundred nanometers up to centimeters [22] and diameters

in the order of nanometers [23] resulting in a large aspect ratio of up

to 107 [24].

Since their discovery in 1991 by Iijima [25] carbon nanotubes have

sparked research efforts worldwide, which already led to promising

results towards electronic [26], mechanical [27] and, for that matter,

1 Ball and stick illustration of atomic structures have been generated with the open-

source molecular visualization program PyMOL http://pymol.sourceforge.net/.
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a b

c d

Figure 1.2: Gallery of all known carbon allotropes in order of decreasing

dimensionality. (a) 3D diamond, (b) 2D single layer graphene or

in its layered form known as graphite, (c) 1D, in this case, single-

walled carbon nanotube, and (d) 0D C60 fullerene.

electromechanical [28, 29] applications. The first nanotubes found

when viewed with a transmission electron microscope (TEM) had

multiple shells and it was not until 1993 single-walled carbon nano-

tubes (SWNT), which are particularly interesting for electronics and

optoelectronics, had been synthesized independently by Iijima [30]

and Bethune [31]. Here we will focus on the promising optoelectronic

properties of semiconducting carbon nanotubes[32].



2
T H E O RY

2.1 electronic properties of graphene and carbon nano-

tubes

The electronic properties of graphene and carbon nanotubes and con-

sequently their electrical transport properties are closely related as

one can deduce within a single-particle tight-binding approach.

As a consequence of the sp2 hybridization each carbon atom within

the graphene lattice is bound to three neighboring carbon atoms,

all in-plane, with a bond angle of 120�. Graphene has a hexagonal

honeycomb-like lattice structure with unit vectors ~a1 and ~a2, which

enclose an angle of 60� spanning the unit cell as shown in Fig. 2.1a.

The unit cell has a diatomic basis comprising two equivalent carbon

atoms A and B at 1/3(~a1 + ~a2) and 2/3(~a1 + ~a2) respectively.

Starting from the unit vectors ~a1 and ~a2 the reciprocal lattice vectors

~b1 and ~b2 are derived from the known relationships [33]. From that

the first Brillouin zone of graphene is readily constructed (see Fig.

2.1b).

Based on the particular lattice structure the energy dispersion within

the tight-binding approximation considering only nearest neighbor

interactions reads as [34],

E(kx, ky)⌥ = e2p ⌥g0

vuut1 + 4 cos

 p
3a0ky

2

!
cos

✓
a0kx

2

◆
+ 4 cos2

✓
a0kx

2

◆
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6 theory

a b
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Figure 2.1: (a) Graphene unit cell in real space spanned by the unit vectors

~a1 and ~a2 with a diatomic basis consisting of two carbon atoms

at points A and B. (b) Reciprocal lattice vectors ~b1 and ~b2 and the

first Brillouin zone with the high symmetry points G, K and K’.

(2.1)

where the minus sign denotes the anti-bonding states of the conduc-

tion band and the plus sign the bonding states of the valence band.

The tight-binding parameter g0 is defined negatively. Equation 2.1

contains two empirical parameters e2p and g0. Therefore, this result

has to be calibrated against experimental data or more sophisticated

theoretical approaches such as ab-initio techniques. This yields values

around 0eV for e2p and �3 . . . � 2.5eV for g0, while different values

are found in the literature. Reich et al. [34] nicely compared tight-

binding calculations including up to the third-nearest neighbor inter-

action with ab-initio calculations. They found ab-initio and nearest-

neighbor tight-binding calculations are only in good agreement in

the vicinity of the K, K’ points.

In figure 2.2 the electronic band structure of graphene as first de-

rived by Wallace [35] is plotted. As can be seen the conduction and

valence bands touch at the K, K’ points, thus graphene is a semicon-

ductor with zero band gap. Close to the K and K’ points the energy

dispersion is approximately linear for low energy excitations.

In the case of carbon nanotubes there are additional boundary con-

ditions that need to be fulfilled. While the~k-vector along the nanotube
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Figure 2.2: Electronic band structure of graphene. Conduction and valence

band touch at six distinct points at the Fermi energy EF. The false

color scale represents the energy values of the energy bands as it

is used in Fig. 2.3.

axis~kk is continuous assuming that the nanotube is infinitely long, the

~k-vector perpendicular to the nanotube axis ~k? is quantized. This is

due to the single-valued nature of the wave function, i.e. when going

around the circumference an electron or phonon wave function, it has

to accumulate a phase of integer multiples of 2p. As a consequence of

this confinement sub bands emerge within the so called zone-folding

approximation. The position of these sub bands depend on the chi-

rality (n, m) of a carbon nanotube, i.e. the linear combination of unit

vectors along the nanotube’s circumference (n ·~a1 +m ·~a2). In Fig. 2.3

two examples of allowed ~k-values within the first Brillouin zone are

shown.

Carbon nanotubes exhibit metallic or semiconducting behavior de-

pending on the chiral indices (n, m) of the nanotube, i.e. whether

electronic states at the K and K’ are allowed states. This condition is

fulfilled for 3i = (m � n) where i is an integer [36]. Note that the

phonon band structure is also quantized in analogy to the electronic
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Figure 2.3: First Brillouin zone of a (a) (4,4) and (b) a (4,0) carbon nanotube

showing the quantization of allowed states along~k? and the con-

tinuity of states along ~kk in ~k-space. The background shows a

contour plot of the electronic band structure of graphene.

band structure shown experimentally by Hone et al. [37]. The elec-

tronic band structure1 for two carbon nanotubes is plotted in Fig. 2.4.

From the electronic band structure we can derive information re-

garding the transport properties of graphene and semiconducting

carbon nanotubes as they will be of importance in chapter 4 and 5

respectively. In the case of graphene in a field-effect transistor (FET)

geometry the conductivity can be tuned continuously by a gate elec-

trode from hole valence band to electron conduction. There is a min-

imum in the conductivity at the so called Dirac or charge neutrality

point, i.e. the touching point of valence and conduction band [8]. In

contrast semiconducting carbon nanotubes within a FET geometry

exhibit a clear off-state, or transport gap, when sweeping the gate

voltage [39, 40].

1 Band structures have been calculated using CNTbands 2.0 [38] on http://www.

nanohub.org within the tight-binding approximation.
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Figure 2.4: Band structure of a (a) (4,4) and (b) (4,0) carbon nanotube. Con-

duction and valence subbands are colored red and blue respec-

tively.

2.2 optical properties of graphene and carbon nano-

tubes

In general the optical properties of graphene are governed by its dy-

namical conductivity s(w). For frequencies greater than the typical
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inverse scattering time w � t�1 the optical conductivity s(w) within

a single-particle tight-binding theory can be written as [41, 42]

s(w) =
ie2w

ph̄

Z +•

�•
de

|e|
w2

d f0(e)
de

�
Z +•

0
de

f0(�e)� f0(e)
(h̄w + id)2 � 4e2

�
(2.2)

where f0 = (exp[(e � µ)/kBT] + 1)�1 is the Fermi function, µ is the

chemical potential, kB is Boltzmann’s constant, and T is the tempera-

ture. The first integration in Eq. 2.2 gives the contribution from intra-

band processes, which after integration reads as

sintra(w) =
2ie2kBT

ph̄(w + it�1)
ln[2 cosh(µ/2kBT)] (2.3)

which for temperatures kBT ⌧ µ reduces to

sintra(w) =
ie2|µ|

ph̄2(w + it�1)
(2.4)

The second term in equation 2.2 describes the contribution to the

conductivity from interband processes. This is the part we are most

interested in and is the dominating contribution for the experiments

we will present in chapter 4. After integration of the second term we

arrive at

sinter(w) =
e2

4h̄


q(h̄w � 2µ)� i

2p
ln

(h̄w + 2µ)2

(w � 2µ)2

�
(2.5)

where q(h̄w � 2µ) is the step function. We can see that for transition

frequencies h̄w � µ the expression for sinter reduces to

sinter(w) =
e2

4h̄
. (2.6)

This result has important implications for the optical properties

of graphene. Since sinter is constant, optical properties such as the
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transmission T and absorption A should also be constant according

to

A = (1 � T) =
4p

c
s = pa = 2.3% (2.7)

The relationship A = 1 � T holds because the reflectance R is neg-

ligible (R = 1/4p2a2T < 0.1%). Experimental verification of this the-

oretical prediction has been given by Nair et al. [43] Figure 2.5 shows

the results obtained by Nair et al.. For light transmission throughout

the visible, graphene indeed only absorbs 2.3% of impinging light.

Further, absorption as a function of graphene layers is additive which

points towards a negligible interlayer coupling with respect to the op-

tical properties of graphene. In chapter 4 we will show how we can

alter this constant broadband response by coupling graphene to an

optical microcavity.

a b
a

Figure 2.5: Universal transmission of graphene. (a) Experimental setup

for measuring the optical transmission of graphene; micro-

mechanical exfoliation of graphene on a copper grids with aper-

tures of varying size. (b) Constant transmission through a freely

suspended graphene layer over visible wavelength range. The in-

set shows transmission values as a function of the number of

graphene layers. Images are taken from [43]

Next we discuss the optical properties of carbon nanotubes. As

with the electronic properties, the additional boundary conditions
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that lead to a one-dimensional confinement have profound effects on

the optical properties of CNTs. The confinement along the circumfer-

ence of a CNT gives rise to sharp singularities, so-called van Hove

singularities, in the density of states2 of CNTs [23](see Fig. 2.6). This

single-particle-based model with the addition of some scaling factors

works well to explain experimental observations such as photolumi-

nescence [44], but many-body effects are thought to be strong in sys-

tems with reduced dimensionality, in particular electron-hole inter-

actions [45]. Calculations predict binding energies of strongly bound

electron-pairs, i.e. excitons, in carbon nanotubes to be of the order of

⇠ 1eV [46]. The prediction that indeed the optical resonances arise

from excitons were confirmed independently by two groups in 2005

[47, 48].

2.3 spontaneous emission/absorption in optical micro-

cavities

In the following we want to shortly discuss how we can change the

rate of spontaneous emission/absorption by an optical microcavity.

As an instructive example we envision placing a two-level system

inside a planar microcavity. The Hamiltonian of the two-level system

is described as

HA = h̄we|eihe|+ h̄wg|gihg| (2.8)

where |ei is the excited state, |gi is the ground state, h̄we and h̄wg are

the respective energies.

The quantized electromagnetic field is written as,

HF =
•

Â
i

h̄wi

⇣
a†

i ai + 1/2
⌘

(2.9)

2 Density of states have been calculated using CNTbands 2.0 [38] on http://www.

nanohub.org within the tight-binding approximation.



2.3 spontaneous emission/absorption in optical microcavities 13

a

b

ƺŚ ƺŘ 0 Ř Ś
0

Ř

Ś

6

8

E (eV)

D
O

S
 (

1
0

8
·e

V
/c

m
)

ƺř ƺŘ ƺŗ 0 ŗ Ř ř
0

0.5

ŗ

ŗǯś

Ř

Řǯś

ř

E (eV)

�
�
�ȱ
ǻŗ
Ŗ8

·e
V

/c
m

)

Figure 2.6: Corresponding density of states of a (a) (4,4) and (b) (4,0) carbon

nanotube for the band structures shown in Fig. 2.4.

where a† and a is the creation and annihilation operator and h̄wi is

the associated energy of the field mode.

A two-level system, e.g. an atom or molecule, in the excited state

would remain excited forever unless it couples to its environment

via for example the dipole coupling to a single electromagnetic field

mode of frequency h̄wi. The interaction between between a single
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two-level system and modes of the electromagnetic field in the dipole

approximation can be written as

Hint = �~d · ~E (2.10)

where ~d is the electric dipole moment and ~E is the electric field. The

total Hamiltonian then reads

H = HA + HF + Hint. (2.11)

Now the rate of spontaneous emission G or the excited-state inverse

lifetime t�1 (see Fig. 2.7a) is typically calculated using Fermi’s golden

rule [49] which yields

G = t�1 =
2p

h̄2

Z
|he|Hint|gi|2 r(w)L(w)dw. (2.12)

Here he|Hint|gi is the dipole matrix element, r(w) is the photonic

mode density, and L(w) is the final state distribution that suffices

Z
L(w)dw = 1. (2.13)

From this we can identify three possibilities to change the rate of

spontaneous emission by either the coupling strength between emit-

ter and the electromagnetic field, by the photonic mode density, or

the final state distribution.

In this work we accomplish a rate alteration by changing the pho-

tonic mode density. By placing an emitter in a planar microcavity

enclosed by metallic mirrors we change the density of allowed states

such that radiative recombination into the ground state is enhanced

for transitions wi = we � wg.

In terms of cavity mirror spacing L this is expressed as L = nl/2

where n is an integer (see Fig. 2.7b). Conversely if L 6= nl/2 sponta-

neous emission is inhibited (see Fig. 2.7c). Historically it was believed
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Figure 2.7: Schematic illustration of the rate change of spontaneous emis-

sion in non-confined, free space (a) when imposing boundary

conditions by placing an emitter inside a planar cavity with mir-

ror spacing L. The rate of spontaneous emission increases when

the mirror spacing L is a multiple of l/2 (b) or decreases when

L 6= nl/2 (c), compared to the non-confined case.

that G or t�1 is an intrinsic property of an emitter in contrast to the ar-

guments outlined so far. The first one to demonstrate that G indeed is

a function of the emitter’s coupling to its environment was Purcell in

1946 [50]. The degree of enhanced spontaneous emission is expressed

as the ratio of free space to cavity photonic mode density known as

the Purcell enhancement factor,

P =
3

4p2

✓
l

n

◆3 Q
V

(2.14)

where l is the wavelength, Q is the cavity quality factor, and V is the

mode volume. From Eq. 2.14 we can see that to maximize the rate of

spontaneous emission for a given wavelength l we want to maximize

the cavity quality factor Q and minimize the mode volume V. The

minimum achievable mode volume is at the lowest-order resonance

n = 1 for L = l/2.
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E X P E R I M E N TA L

In the following we describe the experimental setup the measure-

ments presented in chapter 4 and 5 have been carried out with. The

setup has been built around a customized inverted optical micro-

scope1. The microscope is equipped with a 3-axis nanopositioning

stage P562.3CD operated by a controller unit E509.C34 (both Physik

Instrumente PI GmbH & Co. KG) that allows for scanning the sam-

ple with respect to an optical probe. Emphasis has been put on a

compact design to ensure mechanical stability particularly crucial for

long-time scans. For optical excitation we can couple in a variety of

light sources, depending on the experimental requirements, into the

back aperture of an objective lens.

For example the photocurrent spectroscopy in 4.2.3 has been per-

formed with a CW dye laser and the photocurrent studies presented

in chapter 5 have been carried out with an He-Ne gas laser (l =

632.8nm) and an argon-ion laser (l = 514.5nm). In the following, an

overview on the various light sources and detection systems is given.

light sources

1. He-Ne gas laser model 1144P (JDS Uniphase Corporation )

1 The setup described has been built at the IBM T.J. Watson Research Center together

with Dr. Mathias Steiner and expert technical assistance from the mechanical work-

shop of the Central Scientific Services (CSS) at IBM.

17
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2. Argon-ion laser Innova Sabre (Coherent, Inc.)

3. CR-599 dye laser (Coherent, Inc.), operated with Rhodamine 590

chloride (Exciton) dissolved in ethylene glycol.

4. White light sources

A Fiber coupled tungsten light source L10671 (Hamamatsu Pho-

tonics K.K.)

B Fiber-optic illuminator "Fiber-Lite" model 190 (Dolan-Jenner

Industries, Inc.)

detection system 1 (vis/nir)

A monochromator HR550 (HORIBA Instruments Inc.) equipped with

3 different gratings (1200gr./mm lblaze = 630nm, 300gr./mm lblaze =

600nm, 150gr./mm lblaze = 1200nm). The dispersed light is detected

with either a CCD array (1024x256-BIDD-1LS (LN-cooled), Symphony

controller (HORIBA Instruments Inc.)) with increased sensitivity in

the NIR region or an InGaAs array (IGA1024x1-25-1700-1LS (LN-cooled),

Symphony controller (HORIBA Instruments Inc.)) that covers the wave-

length range beyond the visible from 800nm to 1700nm.

detection system 2 (uv/vis)

A monochromator Triax 190 (HORIBA Instruments Inc.) equipped

with 3 different gratings (1200gr./mm lblaze = 500nm, 600gr./mm

lblaze = 1000nm, 150gr./mm lblaze = 500nm). The dispersed light

is detected with a CCD array (2000x800-9 (LN-cooled), Symphony

controller (HORIBA Instruments Inc.)) with increased sensitivity in

the UV region.
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detection system 3 (vis)

Fast light detection over the visible wavelength range or a small part

thereof is achieved with an avalanche photodiode PDM 50CT (Micro

Photon Devices S.r.l.) in combination with a band pass filter to spec-

trally select a defined wavelength region.

electronic equipment

Devices are electrically addressed with coaxial probes (Micromanipu-

lator 79-6000-R-03) using probe tips (Micromanipulator 7B) mounted

to 3-axis micromanipulators (Newport M-MT-XYZ) attached to the

raster scanning unit.

As DC current and voltage sources we use different source-measuring

units (Keithley 6430, Keithley 2400, National Instruments NI USB-

6229 BNC). Electrical signals are detected with an current pream-

plifier (DL instruments, Model 1211 Current Preamplifier) or volt-

age preamplifier (DL instruments, Model 1201 Voltage Preamplifier).

Read-out of the preamplifiers is achieved by a digital multimeter

(Keithley 2000) connected to a PC via GPIB. For experiments that re-

quire higher sensitivity we adopt a lock-in measuring scheme using a

lock-in amplifier (SRS 830 DSP). All electrical inputs and outputs are

controlled via GPIB with a PC using the meaSureit 3.6 software2.

2 http://sites.google.com/site/measureitteam/
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Figure 3.1: Schematic visualization of the optical part of the experimental

setup showing the various excitation sources and detection sys-

tems (M: mirror, L: lens, OL: objective lens, BS: beam splitter,

NDF: neutral density filter, BPF: band pass filter).



4
L I G H T- M AT T E R I N T E R A C T I O N I N A

M I C R O C AV I T Y- C O N T R O L L E D G R A P H E N E

T R A N S I S T O R

Due to its two-dimensional nature, graphene is ideally suited for in-

tegration within a planar l/2 microcavity. A planar microcavity is

the basic photonic structure that confines optical fields between two

highly reflecting mirrors with a spacing of only one half wavelength

of light. The optical confinement could provide a feasible way of con-

trolling the otherwise featureless optical absorption [43, 51] as well

as the spectrally broad thermal emission [52, 53] of graphene.

According to Fermi’s golden rule [54], the spontaneous photon

emission/absorption rate is determined by the local photonic mode

density that can be significantly altered inside an optical microca-

vity [55]. The cavity-induced confinement enables the enhancement

[50] or the inhibition [56] of the light emission (absorption) rate of

the intra-cavity medium. The in-plane transition dipole moment of

the intra-cavity medium couples to the longitudinal cavity mode of

the cavity with wavelength-dependent efficiency, and the coupling

strength is maximized at the anti-node of the optical field located at

the cavity center [57, 58]. Fig. 4.1 visualizes the principle of confining

graphene by a planar optical cavity.

The cavity-induced rate enhancement, or Purcell effect, has already

been demonstrated with quasi 2-D quantum wells, as well as quasi 1-

D and 0-D systems such as atoms, molecules, quantum dots and other

nanoparticles [55]. However, embedding a truly 2-D material like gra-

21
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Figure 4.1: Visualization of a graphene layer located at the center of a planar

optical l/2 microcavity. The optical coupling is maximized if

the graphene layer is oriented parallel to the cavity mirrors. The

visualization of the optical field distribution of the fundamental

cavity mode displays the |Ex,y(z)|2 component.

phene into a planar cavity has not been reported so far, an approach

yet highly desirable because of two main reasons. First, the coupling

area, i.e. the spatial overlap between graphene and the cavity, can be

extended to the micrometer scale within the two dimensions of the

cavity plane, while preserving the optical confinement of graphene

with respect to the cavity normal on the length scale of l/2 (see Fig.

4.1). This is important because optical transitions in graphene are

associated with in-plane transition dipole moments (p � p⇤ transi-

tions), thus rendering the 1D, planar cavity confinement, highly effi-

cient. Second, the Fermi energy and density of states of graphene can

be tuned easily by directly connecting it to electrodes, thus enabling

charge carrier control, electrical transport, and heating within the ac-

tive area of the cavity. Graphene hence opens a unique experimental

approach towards cavity quantum electrodynamics on the nanome-

ter scale with a current-carrying intra-cavity medium of atomic thick-

ness.
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To expand on this point there are two main reasons why the one-

dimensional, planar cavity confinement is efficient in case of gra-

phene. First, owing to the molecular structure of sp2-carbon, the op-

tical (electron and phonon) transitions in graphene are mainly asso-

ciated with in-plane transition dipole moments [59]. This means that

optical confinement in the two lateral dimensions is more efficient

compared to, e.g., quantum dots with significant transition dipole

moments in all three dimensions. Lateral emissions, i.e. parallel to

the cavity mirrors, are hence expected to be weak. In Fig. 4.20 we

provide experimental evidence that coupling to off-axis (higher or-

der transversal) cavity modes for angles larger than 30 degrees with

respect to the cavity normal is indeed insignificant. Coupling to lat-

eral cavity modes is further suppressed in the specific configuration

used for our experiments, due to the presence of the metal contacts

forming boundaries for optical field propagation along the channel

direction. Second, unlike distributed Bragg reflectors, metallic mir-

rors provide steady optical confinement conditions (no leaky off-axis

modes) and maintain high optical reflectivities over a wide angu-

lar range and a broad spectral range (not just a narrow stop band).

For the optical confinement of broadband emitters, this approach of-

fers distinct advantages over dielectric mirrors, leading to a notice-

able modulation of the experimental spontaneous emission (SpE) rate.

Steiner et al. present in [58] consistent experimental and theoretical

evidence of SpE rate modulations for a molecular broadband emitter

enclosed within a l/2-cavity. The optical confinement in their work

is accomplished by silver mirrors made of 30nm, 60nm (the same as

in the present case) which allows for a SpE enhancement of 2.5 and

a SpE inhibition of 0.2 by directly monitoring the molecular excited

states dynamics in the time domain. The latter work also provided a

comprehensive experimental and theoretical analysis of the angular

dependence of SpE rate modifications experienced by a broadband

emitter in the planar metal mirror cavity, including the angular redis-

tribution of the light emission.
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As compared to dielectric mirrors having narrow-band on-axis re-

flectivity and leaky off-axis modes, metal mirrors support resonant

coupling to off-axis cavity modes that contribute to the overall SpE

rate enhancement. This is of particular importance in the case of

broadband emitters that simultaneously couple to the all available

on- and off-axis cavity modes. In return, metallic mirrors provide ef-

ficient boundary conditions for SpE-inhibition at off-resonant wave-

lengths and angles. In other words, metallic cavities do not provide

the best possible spectral filtering, due to limited mirror reflectivities,

but they provide good overall (on- and off-axis) optical confinement

for enclosed broadband emitters. Based on Eq. (29) in Ref. [60]

r =

s
plcavityL(R1R2)0.25

8n(1 �
p

R1R2)
, (4.1)

we can estimate the spatial (lateral) mode diameter 2r of our planar

microcavity, where lcavity is the cavity resonance wavelength, R1 and

R2 are the mirror reflectivities, and n is an effective index of refraction

of the intra-cavity medium. Taking into account the actual optical pa-

rameters (R1 = 0.9, R2 = 0.7, n = 1.8, L = 155nm) we determine 2r

to be 0.8µm at an emission wavelength of 925nm. We have accounted

for this in the design of our cavity by extending the lateral dimen-

sions of the cavity mirrors well beyond the graphene layer (see Fig.

4.9b) to avoid incomplete optical confinement and direct coupling to

free space of a substantial fraction of the emission. Also, in agree-

ment with previous studies [61, 62] the coupling efficiency to plas-

mon modes of the metal mirrors is insignificant for emitter-mirror

distances above 50nm.

4.1 sample fabrication

In figure 4.2 we outline the process flow showing the most important

fabrication steps.
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Figure 4.2: (a) Process flow showing the main steps of monolithic integra-

tion. (b) Schematic of the target substrate, a 50nm Si3N4 mem-

brane with an area of 50x50µm2. Also shown is a top-view

schematic with the predefined metallic markers defined by e-

beam lithography used for orientation during the transfer pro-

cess and re-alignment for later lithography steps. (c) Schematic

of the multilayer stack with detailing the different materials and

layer thickness. The red box highlights the microcavity.

Fabrication starts with preparation of graphene sheets via microme-

chanical cleavage of graphite on Si substrates covered with 300nm of

SiO2. Single layer graphene (SLG) is identified by a combination of

optical microscopy and Raman spectroscopy. Three layers of 950K

poly(methyl methacrylate) (PMMA) are then spin-coated on the sub-

strates where flakes are deposited. The samples are subsequently im-

mersed in de-ionized (DI) water at 90�C for 2 hours, resulting in the

detachment of the polymer film, due to the intercalation of water at

the polymer-SiO2 interface. Graphene flakes stick to the PMMA film,
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and can thus be removed from the original substrate1. The target sub-

strate is a suspended Si3N4 layer [n(Si3N4)⇡ 2] with a thickness of

50nm and area of 50x50µm2, supported by a Si frame having a thick-

ness of 200µm. We defined metallic markers by e-beam lithography

and e-beam evaporation of 5nm Ti and 50nm Au on the target sub-

strate. These markers are used for orientation during the transfer pro-

cess and re-alignment for all following e-beam lithography steps. The

PMMA+graphene film is transferred onto the suspended Si3N4 layer.

Because a thin layer of water is trapped at the substrate-polymer in-

terface, the latter can be moved across the target substrate allowing

accurate positioning of a chosen graphene flake onto a specific loca-

tion on the Si3N4 membrane. The sample is then left to dry, and finally

PMMA is dissolved by acetone drop-casting followed by immersion,

resulting in the gentle release of the selected graphene flake on the

target substrate. Success of the transfer is confirmed by Raman spec-

troscopy, which also proves the absence of process-induced structural

defects. Fig. 4.3 shows an example of the transfer process.

Metallic contacts are fabricated by e-beam lithography and sequen-

tial deposition of 0.5nm Ti and 50nm Pd by e-beam evaporation. Pd is

chosen as the contact material which has been shown to provide the

highest transmission probability of charge carriers into the graphene

channel [63].

In a next step, the selected SLGs are shaped by oxygen plasma etch-

ing into different sizes (0.5x0.5µm2, 1x1µm2, 2x2µm2, and 4x4µm2)2.

We then deposit a nucleation layer of 2nm Al on top of the SLGs to en-

sure homogeneous growth [64], followed by an Al2O3 layer [n(Al2O3)⇡

1.7] grown by atomic layer deposition of varying thickness.

The thickness of the intra-cavity dielectrics determines the reso-

nance wavelength of the optical microcavity. In order to make the

1 Exfoliation, transfer, and accompanying Raman characterization of graphene flakes

has been performed by Dr. Antonio Lombardo (Electrical Engineering Division, En-

gineering Department, University of Cambridge).
2 Preparation and characterization of samples has been carried at the IBM T.J. Watson

Research Center unless stated otherwise.
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Figure 4.3: Exfoliation and transfer of single layer graphene. (a) Raman spec-

trum of an exfoliated, single-layer graphene flake. Inset: Opti-

cal microscope image of the exfoliated single layer graphene on

Si/SiO2. (b) Optical microscope image of single-layer graphene

after transfer on to 50nm Si3N4 membrane. Also shown is a spa-

tial map of the 2D Raman intensity confirming the successful

transfer. (c) and (d) 3D visualizations of single layer graphene

after exfoliation and transfer on to the target substrate.
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Figure 4.4: (a) 3D visualization of transferred graphene contacted by metal-

lic leads. (b) atomic force microscope image acquired in tapping

mode showing contacted graphene after patterning.

devices electrically accessible we pattern openings over the large con-

tact pads by e-beam lithography and etch away the Al2O3 in 40%

phosphoric acid by weight at a temperature of T = 50�C (etch rate

⇡ 5nm/min) using the PMMA resist as the etch mask (see Fig.4.6).

Cavity mirrors are prepared by depositing a 30nm Ag(Au) globally

on the backside of the sample by e-beam evaporation. An additional
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Figure 4.5: (a) 3D visualization of patterned graphene. (b) optical micro-

scope image showing contacted graphene covered with a pat-

terned PMMA mask used for selective O2 plasma etching.

��ѥP

Figure 4.6: Optical microscope image after an isotropic Al2O3 etch masked

by PMMA in 40% phosphoric acid by weight at a temperature of

T = 50�C. The multicolor interference at the edge of the PMMA

mask signifies etching underneath the PMMA.

e-beam lithography step is necessary for the local definition of the top

cavity mirror followed by deposition of 60nm Ag(Au) to ensure the

devices can still be addressed electrically. This finalizes the fabrication

process with samples now being ready for further characterization

4.1.1 Simulation and experimental verification of resonance wavelength

and cavity-Q

Before moving to the device characterization we like to elaborate on

the level of control of the microcavity resonance wavelength by tuning

the intra-cavity medium. The microcavity resonance is determined by

the thickness of the Si3N4 and Al2O3 layers, i.e. the total thickness of
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the intra-cavity medium. In our case the Si3N4 layer thickness is fixed

at 50nm while the thickness of the second intra-cavity medium Al2O3

can be freely adjusted. To determine the Al2O3 thickness to grow,

we modeled the cavity resonance within a transfer-matrix approach

[65], i.e. a plane wave propagates through this multilayered cavity

system and the electric field is evaluated at each boundary (see Fig.

4.7a). From the simulations we infer the proper Al2O3 thickness for

a targeted cavity resonance wavelength (Fig. 4.7b). For validation of

the simulations we built a series of reference cavities without gra-

phene. The results in Fig. 4.7c demonstrate the level of control over

the cavity resonance by adjusting the thickness of the alumina layer3.

The cavity resonance profiles are measured in reflection with an FTIR

microscope4. We attribute the difference in slope between measured

and simulated cavity resonance wavelength to different assumptions

of the optical constants of the layer materials in the simulations and

when measuring the layer thickness by reflectometry. The cavity-Q

values achieved (see Fig. 4.7d, Fig. 4.8) are in agreement with pre-

vious reports on planar cavities with metallic mirrors, where the Q

factor is limited by absorption in the metallic mirrors [66].

4.2 electrical and optical characterization

In the following sections we report on the device characterization

by electronic, optical, and optoelectronic measurements to test the

integrity of our samples.

Figure 4.9a outlines our novel integration principle: An electrically

contacted single layer of graphene is embedded between two opti-

3 Alumina layer for reference samples have been deposited by using a Cambridge Nan-

otech Inc., Savannah 100 system. Access to this equipment is kindly provided by the

group of Prof. Hahn, Institute of Nanotechnology, Karlsruhe Institute of Technology.
4 Measurements have been carried out in the group of Prof. Wegener, Institute of

Applied Physics. Karlsruhe Institute of Technology with assistance from Prof. Stefan

Linden, University of Bonn.
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Figure 4.7: Simulation and design of the optical microcavity. (a) Schematic

of the multilayer stack used for modeling the transmittance/re-

flectance of the microcavity as a function of wavelength and di-

electric layer thickness. (b) False-color plot of the normalized

transmittance of the cavity shown in (a). (c) Cavity resonance

wavelength obtained by measuring the reflectance from reference

cavities with Al2O3 layer thickness between 30nm and 80nm.

Each data point represents the average of four different cavities.

The solid line is a result from the optical simulation shown in (b).

(d) Cavity-quality factors of the reference samples shown in (c).

Each data point represents the average of four different cavities.

cally transparent, dielectric thin films made of Si3N4 and Al2O3, re-

spectively. The dielectric layers are enclosed by two metallic (Ag, Au)

mirrors with a spacing L that determines the resonance wavelength

lcavity of the microcavity (see Ref. [58]). A novel multi-step manufac-

turing process (see section 4.1) allows us to define device area and

cavity mirror spacing with nanometer precision and to build a series
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Figure 4.8: Overview of experimental transmission spectra taken from three

representative devices designed for different experimental appli-

cations. The cavity-emitter discussed in the main text has the

l/2-resonance at 925nm (red curve); the spectrum with the l/2-

resonance at 600nm (green curve) is taken from the device used

for performing the photocurrent spectroscopy. Also indicated are

the corresponding cavity-Q factors.

of devices that satisfy the specific requirements of different optoelec-

tronic experiments. For photocurrent studies, we designed the cav-

ity resonance to match the tuning range of the laser system at hand

(⇠ 580nm). For thermal emission studies, we designed the cavity res-

onance to be spectrally located within the detection range of the spec-

troscopic unit (⇠ 925nm). In principle, all the measurements can be

performed on the same device while the efficiency of light absorption

and emission are largely determined by the optical properties of the

cavity.

4.2.1 Electrical transport

In order to characterize the electronic device properties, we measure

both electrical transfer (Fig. 4.10a) and output characteristics (Fig.

4.10b) of the integrated graphene transistor. We apply a bias voltage
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Figure 4.9: (a) Schematic representation and electrical interconnection of the

device. (Inset) Cross sectional view of the device. The graphene

sheet is embedded between two Ag mirrors and separated by

two dielectric layers (Si3N4; Al2O3). The thickness L of the di-

electric stack between the cavity mirrors determines the reso-

nance wavelength l of the optical microcavity. Also shown is

the optical field profile of the fundamental l/2 cavity mode. (b)

Top-view scanning electron microscope false color image of the

device; graphene sheets (yellow), Pd contacts (blue) Ag mirror

(red). Scale bar, 2µm. (c) Optical white light transmission micro-

graph of the device. The fundamental cavity mode is spectrally

located at lcavity = 585nm which appears green to the eye. Scale

bar, 4µm.

along the graphene sheet and use one of the metallic cavity mirrors

as a gate electrode (Fig. 4.9a). We fit the measured electrical transfer

characteristics based on the model reported in Ref. [67]. There the

total resistance Rtot of a graphene device is the sum of the contact

resistance Rc and the graphene resistance Rgr that can be tuned with
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an external gate electrode. The resistance of the graphene channel can

be expressed as follows,

Rgr =

✓
Ws

L

◆�1
=

✓
WeµFEntot

L

◆�1
=

0

@
eWµFE

q
n2

0 + n2

L

1

A

�1

(4.2)

where W and L are the width and length of the graphene sheet, s

is the conductivity, e is the electrical charge, µFE is the field-effect

mobility, and ntot, n0, and n are the total charge carrier density, resid-

ual charge carrier density, and gate induced charge carrier density,

respectively. The residual carrier concentration n0, which ideally in

pristine graphene layer should be zero, stems from charged impuri-

ties [68] located either in the dielectric or at the graphene/dielectric

interface. The gate-induced charge carrier density can be calculated

from

Vg � Vg,0 =
en
Cg

+
h̄vF

p
pn

e
(4.3)

where the Vg is the gate voltage, Vg,0 is the gate voltage at the Dirac

point, Cg is the geometric gate capacitance, and vF is the Fermi ve-

locity. The first term in Eq. 4.3 describes the electrostatic contribution

and the second term comes from the finite quantum capacitance. Rtot

then reads

Rtot = Rc +
L

WeµFE

q
n2

0 + n2
(4.4)

and allows us to extract the device parameters that demonstrate the

quality of the graphene sheet and the Pd-graphene contacts: We find

a carrier mobility µFE = 2350cm2V�1s�1, a residual carrier density

n0 = 4.9x1011cm�2, an electrical- resistance ratio Rmax/Rmin = 5, and

a specific contact resistance Rc = 0.265kWµm for the device shown in

Fig. 4.10a.
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Figure 4.10: Electrical transfer (a) and output characteristics (a) of one of the

devices.

4.2.2 White light transmission spectroscopy

In order to characterize the optical properties of the device, we il-

luminate the cavity with white light from the top (see Fig. 4.11a)

and spectrally analyze the transmitted light. This way, we determine

the resonance wavelength lcavity and the cavity quality factor Q =

lcavity/Dlcavity, where Dlcavity is the spectral full-width-at-half-maximum

of the peak at lcavity in the measured transmission spectrum. In the

present case (Fig. 4.11b), we obtain lcavity = 585nm and cavity-Q ⇡

20.

4.2.3 Photocurrent spectroscopy

We employ photocurrent generation in graphene [69] to probe elec-

tronically the optical absorption of the graphene layer inside the de-

vice. We focus a laser beam on one of the microcavity mirrors, tune

the laser wavelength across the optical resonance, and measure the

photocurrent generated inside the biased graphene layer by means of

a lock-in technique.

The functional dependence of the photocurrent amplitude on laser

wavelength (Fig. 4.12b, red circles) matches the spectral profile of

the cavity resonance as measured by white light transmission spec-
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Figure 4.11: (a) 3D visualization of the measurement scheme. An approx-

imately plane wave white light source impinges on the sam-

ple and the transmitted light is spectrally analyzed. The col-

ored light cones indicate the blue shift of off-axis transmitted

light. (b) Normalized transmission spectrum of a microcavity

integrated graphene transistor; this transmission spectrum cor-

responds to the green spectrum in Fig.4.8.

troscopy (Fig. 4.12b, solid line). By tuning the laser wavelength to

llaser = 583nm, on resonance with the microcavity, we obtain a pho-

tocurrent amplitude of 23.3nA, while we measure only 1.2nA for laser

illumination at llaser = 633nm. This demonstrates that the device acts

as light detector with spectral selectivity. In contrast, the photocur-

rent amplitude of a non-confined graphene transistor varies by less

than a factor of 2 if we tune the laser excitation wavelength across

the same spectral interval. The measured spectral dependence of the

photocurrent in Fig. 4.12b is the result of two effects: the resonance

distribution of the laser field inside the microcavity and, to a much

lesser extent, the cavity-induced (Purcell) enhancement of graphene’s

absorption rate. To expand on this point the cavity-induced modifica-

tions of graphene absorption refer to the enhancement of graphene’s

intrinsic absorption rate. Based on the physical dimensions and op-

tical parameters (effective index of refraction n ⇡ 1.8, cavity length
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Figure 4.12: (a) Schematic of the experimental setup for performing pho-

tocurrent spectroscopy (ND: neutral density filter, OL: objective

lens). (b) Photocurrent as a function of wavelength (red circles)

overlaid with the transmission spectrum (solid line).

L = 155nm, and a mode diameter of 2r = 0.8µm), the Purcell en-

hancement factor

P =
3

4p2

✓
l

n

◆3 Q
V

(4.5)

is estimated to be in the range of 2 to 4 for our devices. As a result, in

agreement with Ref. [6], the laser field enhancement due to the optical

resonance is mainly responsible for the observed spectral dependence

of the photocurrent. Strong-coupling effects are not expected due to

the rather low Q factors in the present device configuration.
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4.3 cavity confined electrically excited light emission

We now investigate the light-emission properties of non-confined gra-

phene and compare it to the microcavity-controlled graphene transis-

tor.
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Figure 4.13: (a) Schematic visualizing how thermal light emission is gener-

ated by applying a drain bias. (b) Thermal near-infrared emis-

sion spectra measured for a non-confined graphene transistor.

By applying a bias voltage across the non-confined graphene device

using source and drain electrodes (Fig. 4.13a), the electrical current

heats up the graphene layer and thermal light emission sets in, as

reported previously [52, 53]. As shown in Fig. 4.13b, the electrically

excited, thermal emission spectrum of graphene in free, non-confined

space exhibits a featureless exponential tail that shifts from the near-

infrared towards the visible spectral range as a function of injected

electrical power. The temperature values are extracted by fitting the

measured emission spectra based on a model of a two-dimensional

black-body radiation [70],

u(l, T) = e
4phc

l4
1

exp
h

hc
lkBT

i
� 1

(4.6)

where e is the emissivity, h is Planck’s constant, and c is the speed of

light.
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In contrast, the thermal emission spectrum of a microcavity-controlled

graphene transistor displays a single, narrow peak at lcavity = 925nm

having a full-width-at-half-maximum (FWHM) of 50nm (Fig. 4.14b),

yielding a 140-fold spectral narrowing as compared to the simulated

free-space thermal spectrum at T = 650K.
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Figure 4.14: (a) Schematic visualizing how thermal light emission is gener-

ated by applying a drain bias and how thermal radiation cou-

ples to the optical cavity mode. (b) Thermal near-infrared emis-

sion spectra measured for a cavity-confined (open circles) and a

non-confined (filled squares) graphene transistor. The emission

spectra of the cavity-controlled graphene transistor displays the

optical resonance of the cavity at lcavity = 925nm.

It is important to note that this is not merely a spectral filtering

effect, but that thermal radiation cannot be emitted by the graphene

layer at all if the thermal radiation wavelength lthermal is larger than

lcavity because of optical confinement, or, in other words, the cavity-

induced inhibition of spontaneous emission. This constitutes the first

demonstration of a electrically-driven, microcavity-controlled thermal

light source. The spectral peak position of the emission peak does not

shift as a function of injected electrical power. This observation points

towards an insignificant heating of the dielectric layers surrounding

the graphene sheet. We carried out a series of control experiments

to substantiate this claim in subsection 4.3.1 and 4.3.2. The simulated

emission spectra in Fig. 4.15a reproduce the overall shape of their ex-
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perimental counterparts very well. Emission spectra have been sim-

ulated by superimposing a Lorentzian lineshape (center wavelength

l = 925nm and FWHM of 50nm) on the 2D black-body distribu-

tion. The integral over the microcavity-controlled light intensity is

plotted as a function of the injected electrical power in Fig. 4.15b

for three different devices. The power dependences reveal that the

integrated light intensity is proportional to T3 as expected from the

Stefan-Boltzmann law of a two dimensional black-body radiator [70].

Here we assume that the electrical power density p µ T which is

validated by measurements in non-confined space (see Fig.4.25). We

attribute the non-systematic dependence with device area to micro-

scopic inhomogeneities, i.e. varying defect density, across the gra-

phene layer.
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Figure 4.15: (a) Simulated thermal emission spectra of microcavity-

controlled thermal radiation (solid lines) and a non-confined

graphene transistor (dashed lines) modeled by assuming that

the cavity resonance is spectrally located at lcavity = 925nm

and has a full-width-at-half-maximum of 30nm. (b) Spectrally

integrated light intensity as a function of electrical power den-

sity for three devices with different areas. The solid lines are

T3 fits assuming that the dissipated electrical power density is

proportional to the temperature T in the graphene sheet.

We now establish the physical concept of cavity-controlled thermal

light generation in graphene. The graphene layer initially heats up

due to carrier scattering. The emission of long-wavelength thermal ra-
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diation at lthermal > lcavity is however inhibited by the cavity. As the

temperature in the graphene sheet increases as a function of the elec-

trical power density p, the thermal distribution inside the graphene

layer spectrally shifts towards lcavity (Fig. 4.14b) and, at a threshold

temperature Tcavity, eventually enables the emission of a significant

fraction of photons at lthermal  lcavity. We note that the tempera-

ture Tcavity and the corresponding threshold power density pcavity de-

pend on device parameters, i.e., the carrier mobility µ, the channel

area, and lcavity. For the device in Fig. 4.14b, we find Tcavity = 650K

and pcavity = 90kW/cm2. The connection between temperature T and

power density p has been established by Freitag et al. [71] using

Raman thermometry. Based on Wien’s law in two dimensions [70]

we estimate that the graphene layer would have to be heated up to

Tcavity,optimum ⇡ hc/3.92kBlcavity ⇡ 4000K in order to maximize the

light output at lcavity = 925nm. In this case, the intensity maximum

of the thermal- radiation distribution would overlap with the cav-

ity resonance at lcavity, resulting in a peak population of the cavity

mode by thermal photons. Note that we designed microcavity de-

vices specifically for performing the thermal emission spectroscopy

in the near-infrared in order to take advantage of the favorable exper-

imental conditions, i.e. the high sensitivity and detection yield of the

CCD array at hand. The optimum light-emitting performance, how-

ever, is expected to be in the mid-infrared spectral range. Assuming

device operation at, for example, Tcavity = 650K, we estimate a max-

imum thermal light output at lthermal ⇡ 5.6µm. Future work should

hence extend the spectral range towards the terahertz regime.

4.3.1 Heat induced cavity resonance shifts

As pointed out in section 4.3 we do not observe a spectral shift of the

emission peak which led us to conclude that there is a insignificant

heating of the intra-cavity dielectrics. One would naively expect, that
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a change in temperature and therefore a change in the optical prop-

erties and the accompanying thermal expansion of the intra-cavity

media can cause a shift in the resonance wavelength of the cavity. For

that reason we perform white light transmission spectroscopy under

external heating of the cavity with and without graphene integrated

into the cavity stack. In both cases we observe a red shift of the cav-

ity resonance under external heating. From this observation we con-

clude that there is only a weak thermal coupling of the graphene to

its dielectric environment considering that an expected red shift is

not observed for cavity confined thermal emission or transmission in

contrast to the situation for external heating.
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Figure 4.16: (a) 3D visualization of light transmission through a microca-

vity without graphene. (b) The left hand side shows the nor-

malized transmission spectra as a function of temperature. The

right hand side presents the extracted resonance wavelength as

a function of temperature.

4.3.2 Power induced cavity resonance shifts

In a second set of control experiments we measure the transmission

through cavity-integrated graphene transistors as a function of the

dissipated electrical power density. To this end we apply a DC voltage

bias to the graphene device and monitor the resulting current flow. At

each bias point we acquire a transmission spectrum of the cavity and

extract the resonance wavelength. In figure 4.18 we plot the results
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Figure 4.17: (a) 3D visualization of light transmission through a microcavity

with graphene. (b) The left hand side shows the normalized

transmission spectra as a function of temperature. The right

hand side presents the extracted resonance wavelength as a

function of temperature.

for three devices with different active areas (4x4µm2, 2x2µm2, and

1x1µm2) for the first- and second-order cavity mode. We consistently

observe a blue shift of the cavity resonance that linearly scales with

dissipated electrical power density. At this point we are not able to

provide an explanation for this spectral blue shift under power dissi-

pation inside the graphene sheet. Further measurements and theory

support are thus needed to elucidate this experimental observation.
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Figure 4.18: Power induced cavity resonance shifts with graphene. Relative

shift of the cavity resonance wavelength as a function of the

dissipated electric power density for devices with a device area

of (a) 4x4µm2, (b) 2x2µm2, and (c) 1x1µm2.

4.3.3 Possible piezoelectric induced cavity resonance shifts

We want to exclude cavity resonance shifts that are caused by piezo-

electric effects of the intra-cavity dielectrics or simple compression by

electrostatic attraction between metallic contacts under applied bias
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voltage that may alter the cavity dimensions. For that reason we mea-

sure the transmission of white light through cavity devices identical

to those described in section 4.1 but without graphene. Transmission

spectra have been acquired as a function of applied bias voltage be-

tween open contact pairs spaced 4µm apart for the first (m = 1) and

second (m = 2) cavity mode. The measurement scheme and results

are plotted in Fig. 4.19. The intention here is to exclude changes in the

cavity dimensions and consequently its resonance wavelength caused

by piezoelectricity of the Si3N4 intra-cavity layer. In Fig. 4.19 we show

that within the experimentally accessible voltage range no change in

the resonance wavelength for the first and second cavity mode is ob-

served.
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Figure 4.19: (a) 3D visualization of light transmission through a microcavity

with graphene and external circuitry. (b) Resonance wavelength

of the first- and second-order cavity mode as a function of ap-

plied bias between contacts indicated in (a).

4.3.4 Microcavity-controlled thermal emission - angular distribution

We now analyze the angular distribution of the cavity-confined ther-

mal light emission. Based on the theory of multi-beam interference

inside a Fabry-Perot cavity one can deduce the following equation
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that relates the emission wavelength l to the emission angle q with

respect to the cavity normal (see Fig. 4.20),

l =
2Ln

(m � Df/2p)
cos q (4.7)

where L is the geometrical mirror spacing (or cavity length), n is an

effective refractive index of the intra-cavity medium, m is the mode or-

der (m = 1 in this case), and Df is the phase shift associated with light

absorption in the metallic mirrors. The microscope objective used in

our measurements has a numerical aperture of NA = 0.8. This corre-

sponds to a maximum detection angle of qmax = 53.1� with respect to

the cavity normal (see Fig. 4.20).

a b

NA cut-off 
53.1° 

angular distribution 
12° 

 

max. angle 
of detection
(NA=0.8)

max. angle 
of emission

Em
is

si
on

 w
av

el
en

gt
h 

(n
m

)

300

600

900

Emission angle (�°)
0 30 60 90

cavity mirror

emitter

Figure 4.20: Detection of cavity-confined thermal emission. (a) Schematic

showing the graphene layer placed between the two cavity mir-

rors. Also indicated are the maximum angle of detection and

the angular distribution of the emitted light. (b) Emission wave-

length as a function of emission angle. No light emission can be

observed for q > 23�.

For the device discussed in figure 4.14, having an on-axis (q =

0�) resonance wavelength of 925nm, the shortest wavelength that can

be collected is 556nm. The measured microcavity-controlled emission

spectra typically level off at around 850nm and have a spectral width

of 40nm (FWHM), which translates into an angular distribution of

Dq = 12� (FWHM), with an intensity maximum occurring at qmax =
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5� (see Fig. 4.20). This demonstrates that the cavity-coupled thermal

emission of graphene is radiated into a narrow lobe and that off-axis

emission coupled to guided modes is insignificant.
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Figure 4.21: Angular distribution of microcavity-controlled thermal emis-

sion. On-axis transmission (red) and thermal emission (black)

spectrum measured on the same device as a function of wave-

length and emission angle, respectively. The maximum thermal

emission intensity is observed at 5� and the collimated thermal

emission lobe has an angular width of 12� (FWHM).

4.4 cavity-induced modifications of electrical trans-

port

Finally, we discuss modifications of electrical transport in optically

confined graphene that are related to the cavity-induced modifica-

tions of spontaneous thermal emission. Electrical transport in gra-

phene depends on charge-carrier and phonon temperatures [52, 53].

Current-induced self-heating has been invoked to explain current sat-

uration of graphene transistors in the high-field regime [72]. It is

hence conceivable that the inhibition of spontaneous thermal emis-

sion for lthermal > lcavity, combined with the simultaneous enhance-

ment of thermal radiation for lthermal  lcavity may alter the efficien-

cies of thermal dissipation pathways in a way that the electrical trans-
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port characteristics of the cavity-confined graphene transistor could

be affected. In general, thermal emission is not the main heat dissipa-

tion channel in graphene [52]. However, the efficiency of the thermal

emission channel could become significant for device operation and

thermal management in the high-field transport limit where electrical

current in graphene saturates.
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Figure 4.22: (a) Normalized and integrated, emitted light intensity (yellow)

and electrical current (orange) as function of bias voltage mea-

sured with a non-confined graphene transistor. (b) Normalized

integrated light intensity (yellow) and the electrical resistance

(orange) are plotted as a function of electrical power density.

In Fig. 4.22, we show the electrical output characteristics of a gra-

phene transistor in non-confined space. The electrical current in the

graphene layer saturates in the high bias regime while thermal light

emission sets in as it shifts into the detection range. The observed
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current saturation is in agreement with reports in the literature for

non-confined graphene devices in the high-current limit [73].
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Figure 4.23: (a) Normalized integrated emitted light intensity (yellow) and

electrical current (orange) as a function of bias voltage mea-

sured with a microcavity-controlled graphene transistor. Three

regimes can be identified: (I.) sub-threshold, (II.) threshold and

(III.) above-threshold, respectively. (b) Normalized integrated

light intensity (yellow) and electrical resistance (orange) are

plotted as a function of electrical power density.

Performing the same experiment for a cavity-controlled graphene

transistor with identical dimensions, we find that the electrical out-

put characteristic is qualitatively different (see Fig. 4.23) and we can

identify three different regimes by comparing electrical transport and

light emission properties. In the sub-threshold regime (I.), the electri-

cal current saturates and the graphene layer heats up while the cavity-



4.4 cavity-induced modifications of electrical transport 51

induced inhibition of spontaneous emission for lthermal > lcavity pre-

vents off-resonant thermal radiation. In the threshold regime (II.),

the temperature of the graphene sheet has reached the critical value

Tcavity enabling light emission at lthermal  lcavity. In the above-threshold

regime (III.), the cavity mode provides a significant power dissipation

channel for thermal photons, because the initial electrical current sat-

uration is lifted and the electrical resistance drops as function of elec-

trical power density.

We have observed electrical transport modifications similar to those

shown in Fig. 4.23 in all functional (five) graphene-cavity devices, i.e.

those that allowed for thermal light generation. In all cases, the satu-

ration currents in regime (I.) were lower than the saturation currents

obtained in the non-confined reference devices (same contacts and di-

electric layers, no metal mirrors). We can rationalize this observation

if we assume that the onset of current saturation in graphene depends

on temperature and that the degree of self-heating is determined by

the thermal coupling of graphene to its local environment, captured

by the thermal conductance r as suggested in Ref. [72]. The satura-

tion current j in the graphene layer is then proportional to
p

r. This

implies that cavity-induced variations of r with respect to the non-

confined reference value r0 will lead to variations of the saturation

current j and, accordingly, to the temperature DT µ j in the graphene

layer.

In this scenario, the cavity-induced inhibition of the radiative ther-

mal relaxation leads to enhanced self-heating of the graphene layer

and an onset of current saturation at lower electrical power levels as

compared to the non-confined case. Based on the experimental trans-

port data and the self-heating model presented in Ref. [72], we esti-

mate temperature differences as high as DT = 100K when compared

to the same graphene transistor in non-confined space, which will be

discussed in section 4.4.1.

To expand on this point, modifications of the electrical transport

in microcavity-controlled graphene transistors that are in qualitative
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Figure 4.24: Comparison of electrical saturation current levels in confined

and non-confined graphene transistors. The experimental satu-

ration current density is plotted as a function of electrical power

density for a total of eight graphene transistors. Microcavity-

controlled graphene transistors (filled circles) consistently ex-

hibit current saturation at lower electrical power densities than

non-confined graphene transistors (open squares), along with a

sudden increase of current density above threshold for thermal

emission.

agreement with the data in Fig. 4.23 have been observed in a total of 5

devices. In all cases, the current density of microcavity-controlled gra-

phene transistors saturates at lower electrical power levels than in the

non-confined transistors (see Fig. 4.24). Also, a sudden increase of the

current density above threshold for thermal light emission is only ob-

served for microcavity-controlled graphene transistors (see Fig.4.23a).

4.4.1 Estimating temperature effects in a microcavity-controlled graphene

transistor

As a consequence of the current device layout we are not able to

provide a direct measurement of the device temperature by for ex-

ample Raman spectroscopy [71]. Nonetheless, we try to provide an
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estimate of temperature changes during microcavity-controlled ther-

mal emission which is outlined in the following. At high source-drain

bias, the saturation current density jsat in graphene depends on the

self-heating of the graphene layer [72]. The degree of self-heating is

determined by the thermal coupling of graphene to its environment.

A measure for the thermal coupling is the thermal conductance r.

Within the self-heating model the saturation current is proportional

to the square root of the thermal conductance,

jsat µ
p

r (4.8)

We extract a lower bound for the thermal conductance r0 in our

graphene transistors by fitting in Fig. 4.25 the measured spectra of

the free space, non-confined thermal radiation to the following ex-

pression

T = Tamb +
jF
r0

(4.9)

which yields r0 = 0.4kW/(cm2K) (F is the electric field).

We now estimate the temperature modifications DT associated with

the optical confinement based on the expression

DT =
jsatF

r
(4.10)

We assume that jsat = j� jsat,0 for j > jsat,0 and that relative changes

in the thermal conductance r can be captured through the relative

changes of the saturation current

r = r0

✓
jsat

jsat,0

◆2
(4.11)

As the reference saturation current density jsat,0, we choose the cur-

rent density at the intersection between regimes I. and II. (see Fig.

4.26).
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Figure 4.25: Temperature dependence of non-confined, free-space graphene

transistors. Plotted is the temperature of graphene as function

of injected electrical power density, in comparison with data

taken from the literature [52, 53]. The temperature values are

extracted by fitting the measured free space thermal emission

spectra of a reference graphene transistor (with the same dielec-

tric layers and metal contacts, but without cavity mirrors) to a

model of a two-dimensional black body.

The resulting temperature modifications for the cavity emitter dis-

cussed in Figs. 4.14 and 4.23 are plotted in Fig. 4.26. As compared to

graphene in free, non-confined space, the modification of the satura-

tion current suggests temperature variations as high as DT = 100K.

4.4.2 Radiative energy dissipation and photon flux

In order to estimate the rate at which heat is radiatively dissipated

through cavity-controlled thermal light emission, we convert the mea-

sured light intensity into an energy flux. By summing the measured

photon flux in the spectral window of the cavity resonance and taking

into account the detection conditions, we obtain the integrated energy

flow that emanates from the device area of 1µm2 at each bias point.

In Fig. 4.27 we present the results of this analysis. Above threshold
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Figure 4.26: Temperature modifications of biased, cavity-confined graphene.

Electrical current density (black squares) and relative temper-

ature change (red circles) as function electrical power density.

The cavity-confined graphene transistor heats up by DT as

a consequence of the inhibition of thermal radiation (within

regime I.). Once thermal radiation sets in (threshold regime II.),

the temperature elevation decreases.

at 4V or 80kW/cm2, respectively, the device emits thermal photons

having energy of 1.3eV (l ⇡ 925nm) which is equivalent to an overall

heat transfer at a rate of 4.8x106eV/s.

The ratio of the total electrical power density and the energy flux

of thermal photons yields a factor of 109 which leaves us in a para-

doxical situation. On the one hand we need a temperature change

DT = 100K to account for the changes in the current-voltage charac-

teristics of cavity-confined graphene. On the other hand we know that

only a tiny fraction of heat (10�9) is dissipated by thermal radiation.

Hence, a model of the electrical transport and its temperature de-

pendence in a microcavity-controlled graphene transistor is needed

and should account for the current-induced self-heating of graphene

that is affected by both (1) the non-radiative heat transfer through di-

electric interfaces and metal contacts, and (2) the microcavity-controlled,
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Figure 4.27: Radiated heat flow as function of bias voltage and electrical

power density. Microcavity-controlled, radiative heat dissipa-

tion rate per unit area as function of bias voltage applied. Above

threshold at 4V and 80kW/cm2, a significant amount of heat

within the graphene layer is radiatively coupled to the microca-

vity.

radiative heat transfer by means of spontaneous emission of thermal

photons.

4.5 conclusion

In summary, we demonstrated that a microcavity-controlled graphene

transistor can act as a spectrally selective light detector and emitter.

Moreover, we found that the cavity-induced optical confinement mod-

ifies graphene’s electrical transport characteristics, an effect with im-

plications for nanoelectronics as well as cavity quantum electrody-

namics.
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H I G H - R E S O L U T I O N P O T E N T I A L M A P P I N G O F

C A R B O N N A N O T U B E A R R AY P H O T O D I O D E S

Semiconducting carbon nanotubes (CNTs) are a promising material

for electronic and optoelectronic applications [32]. In electronics, CNTs

are explored as a potential channel material for field-effect transistors

[74]. Within an optoelectronic device, CNTs could take up various

functionalities and perform as e.g. light absorbing and emitting lay-

ers [75, 76, 77, 78, 79, 80, 81], as the electrically conducting channel

[82], and as (transparent) electrodes [83]. Several studies have been

carried out with devices made of single CNTs [84, 85, 86], but ulti-

mately single CNTs do not deliver sufficiently high current densities

[86] or photon-to-carrier conversion yields [76] to become technolog-

ically relevant. It is hence necessary to extend those studies to CNT

arrays [87, 88]. As is the case with devices made of single CNTs, the

electronic performance of a CNT array is largely determined by the

physics of CNT-metal contacts as with individual CNTs [89, 90]. The

electrostatic potential deformation at CNT-metal contacts determines

charge carrier injection efficiency [91] and is mainly responsible for

the photovoltaic response observed [77]. However, previous optical

studies on CNT devices have been restricted to the device channel,

i.e. the area between the contacts, [77, 92], because the metal-CNT in-

terface underneath the contacts was inaccessible. In order to be able

to study CNT-metal contacts and the internal potential profile of CNT

devices with high spatial resolution, it is necessary to use a transpar-

ent device that enables a complete optical inspection.

57
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Here we investigate optically transparent CNT array devices in

which CNTs act as the light absorbing layer and simultaneously pro-

mote the carrier separation and transport to metallic electrodes. We

have implemented and investigated two different device concepts: (1)

Metal-CNT-metal junctions in which a built-in electric field across

the CNT array is achieved by using two different contact metals. The

work function difference of the metals creates a built-in electric field

across the CNT array (device channel) that separates electron-hole

pairs (excitons) into free carriers at opposite contacts [93, 94]. (2) CNT

array p-i-n junction devices with split top gates made of metal. In this

case, we use electrostatic field doping through the local gates in or-

der to create a potential drop across the CNT array, as demonstrated

previously for single CNTs [84, 95, 96] and CNT arrays [97].

The optically transparent sample platform allows us to perform

high-resolution, immersion-assisted photocurrent microscopy in func-

tioning devices. We acquire photocurrent images of CNT array de-

vices by raster scanning the devices with respect to a tightly focused

laser beam. The photocurrent measurements provide insight into the

internal potential profile of CNT array devices and allow us to di-

rectly measure the charge carrier transfer length at CNT-metal inter-

faces. Most importantly, the measurements reveal local potential het-

erogeneities that can affect the performance of the CNT array device

as a whole. Furthermore, we monitor how electrostatic doping by a

gate field can be used to control the local potential profile in a CNT

array device.

5.1 sample fabrication

We fabricate transparent CNT film devices based on commercially

available microscope cover slips having a size of 20x20mm2 that are

coated with ITO (SPI Supplies). The ITO has a sheet resistivity of

6 � 8W/⇤. The purpose of the ITO layer is twofold. Firstly, it can
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be used as a global back gate electrode, and secondly, it serves as

a charge dissipating layer mitigating charging effects during e-beam

lithography. In a first step we deposit 50nm of Al2O3 by atomic layer

deposition (ALD) on top of the ITO layer. In the next step, we as-

semble CNT films on top of the Al2O3 via a self-assembly method

reported in Ref. [88]. In brief, the substrates are vertically immersed

into highly purified (> 99%) semiconducting CNT synthesized by

the arc discharge method wrapped in SDS with a concentration of

0.1mg/ml [98, 99]. The CNT dispersion forms a pinning line on the

sample surface that moves across the sample as the solvent evapo-

rates, leaving behind areas with highly aligned CNT arrays. We then

pattern a sparse grid of alignment markers by e-beam lithography

onto the sample surface, followed by evaporation of 5nm Ti, 50nm

Au, and a lift-off process step.

We manufacture CNT array devices with two different layouts:

1. Pd-CNT-Al junctions in which a built-in electric field across the

CNT array is achieved by using two different contact metals.

2. Pd-CNT-Pd devices with split top gates made of metal on top

of a thin insulator.

In (1), we perform two e-beam lithography steps for defining the

first and second contact metal followed by evaporation of 1nm Ti/30nm

Pd/30nm Au and 1nm Ti/30nm Al/30nm Au, respectively. In (2), only

a single e-beam lithography step is necessary for patterning the con-

tacts. In the next step, we coat all device sites with a local dielectric

layer of 30nm Al2O3 by atomic layer deposition at lower temperature

(120�C) through a PMMA mask defined by e-beam lithography. The

Al2O3 layer serves two purposes. Firstly, it is used as an etching mask

to remove extraneous CNT material in an O2-based plasma etching

process step. Secondly, it serves as gate dielectric for the local split

gates. The top gates made of 30nm Ti are produced with varying

spacing (0.25µm, 0.5µm, and 1µm) in a final e-beam lithography step.
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The spacing between the top gates determines the size of the intrinsic

region in the p-i-n CNT film diode.
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Figure 5.1: (a) Schematic of a CNT device built on an optically transparent

multilayer substrate for studying photocurrent generation from

the bottomside with an inverted scanning optical microscope. (b)

Device schematic of a CNT array photodiode based on split top

gates and false-color scanning electron microscope image of such

a device (yellow: Pd electrodes, green: Ti split gates, and red:

CNT array). (c) False-color scanning electron microscope images

of a CNT array device with alternating contacts as schematically

indicated in (a) (yellow: Pd electrodes, blue: Al electrodes, and

red: CNT array). CNT density is estimated to be ca. 50CNT/µm.

Figure 5.1a shows our experimental setup and sample design. We

use an inverted optical microscope in combination with a multi-axis

scanning stage that allows for scanning the sample with respect to

a tightly focused laser spot with nanometer precision. The sample

mount is equipped with DC probes that are used for addressing

the devices electrically. For photocurrent measurements, we convert

the short-circuit photocurrent between the source and drain (ground)
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electrodes into a voltage signal by using a current preamplifier and a

source meter that are synchronized with a controlling computer and

the optical scanning system. Control of bias conditions and electronic

transport measurements were accomplished by the same system. By

using immersion oil in combination with a microscope objective hav-

ing a high NA = 1.25, we achieve a small optical excitation volume.

The excitation/detection path from underneath the sample requires

a fully transparent sample stack with the functionality of a multi-

terminal electronic device. We have accomplished this by using com-

mercially available glass substrates coated with ITO that allow for pat-

terning by e-beam lithography and standard micro-/nanofabrication

techniques (see 5.1) [100]. CNTs are assembled from solution by an

evaporation-driven method reported in Ref. [88]. Figure 5.1b schemat-

ically shows a CNT array device having split top gates, similar to pre-

viously fabricated layouts [84]. By applying appropriate voltages on

each of the two split-gate electrodes it is possible to generate p- and

n-doped spatial domains and to create a potential drop across the

CNT array. An alternative approach for making a CNT array junction

device is depicted in Fig. 5.1c. The layout is based on the fact that

the energy band alignment at the CNT/metal contact can be tuned

by the work function of the contact metal itself. As a result, a built-in

electric field is created inside the device without applying an exter-

nal bias [93]. In the present case, we use aluminum and palladium

as contact metals to induce the built-in electric field across the CNT

array. The Fermi level of aluminum aligns closer to the conduction

band of CNTs while that of palladium aligns with the valence band

of CNTs [89, 101]. Ideally, we expect a device with small Schottky-

barriers [93, 101] with a built-in electric field that scales with the work

function difference of the contact metals and inversely with the device

channel length.
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5.2 optical resolution

Figure 5.2 shows optical microscopy images of such a device hav-

ing alternating contacts made of Al and Pd, respectively, positioned

along an aligned CNT array. The images were taken by raster scan-

ning a 15x15µm2 device area with a step size of 50nm with respect to

a tightly focused laser beam having a wavelength of lLaser = 632.8nm.

The polarization of the laser is adjusted parallel to the long axis of

the CNTs in the array (i.e. perpendicular to the metal contacts). Ap-

parently, the elastic scattering images and the photocurrent images

of the same device area reveal higher contrast and show significant

improvement of optical resolution if measured by using the oil im-

mersion. The optical resolution of short-circuit photocurrent images

is determined based on the vertical cross sections along two positions

for each experimental condition (indicated by arrows in Fig. 5.2a,b)

and allows for straightforward comparison of identical features in the

photocurrent signal. The spatial extension of photocurrent features in

x-direction results from the horizontal alignment of the CNTs in the

array, perpendicular to the contacts (see Fig. 5.1c).

We quantify the spatial resolution of our photocurrent measure-

ments by fitting features taken from the photocurrent cross sections

with a Gaussian function and extract the full-width-at-half-maximum

(FWHM) feature size. We obtain a spatial resolution of Dxim = (250±

40)nm as compared to Dx = (500 ± 60)nm for the same feature if

measured without immersion. Based on the density of 50CNT/µm as

derived from the electron microscopy images, we conclude that about

15 CNTs are simultaneously illuminated by the laser focus. Hence, the

features observed in the photocurrent images can not be unambigu-

ously attributed to single CNTs. However, the heterogeneous electro-

static potential profile revealed in Fig. 5.2b is not expected by looking

at scanning electron microscopy images of the device shown in Fig.

5.1c, despite the much higher spatial resolution. From the scanning
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Figure 5.2: Laser scanning microscopy images (lLaser = 632.8nm) of the elas-

tically scattered light (left) and short-circuit photocurrent (right)

measured (a) without immersion and (b) with immersion. The

circuitry for measuring the photocurrent across multiple contact

pairs simultaneously is also indicated. (c),(d) Comparison of the

photocurrent amplitudes taken from vertical cross sections indi-

cated by arrows in (a) and (b). (e) Accumulated photocurrent

amplitudes based on the data shown in (b); the inset illustrates

schematically the band profile, exciton generation, and carrier

separation. Also indicated are the positions of the contact elec-

trodes (yellow: Pd, blue: Al).

electron microscope images it appears that the CNT array is rather

homogeneous with a constant CNT density across the device. In the

following, we investigate the usefulness of the method for CNT array

device inspection.
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5.3 cnts array diodes with asymmetric contacts

In Figure 5.2e we plot the accumulated photocurrent amplitude mea-

sured across five alternating contacts having varying contact widths.

Accumulation of the photocurrent is performed along the vertical (y-)

direction based on the data shown in Fig. 5.2b. Three important obser-

vations can be made in this graph. Firstly, the photocurrent amplitude

maximum occurs close the center between two adjacent contacts, as

could be expected from the energy band alignment according to the

work function difference of the metals involved [94]. In one case, how-

ever, the photocurrent microscopy reveals a polarity inversion which

leads to a reduction of the net photocurrent amplitude generated be-

tween the two contacts. The internal, local potential heterogeneity can

affect the overall device performance and cannot be observed by an-

alyzing the SEM images of the same device (see Fig. 5.1c). The obser-

vation that the spatial maximum of the photocurrent amplitude can

be offset or even switch polarity can be attributed to the influence of

local environmental doping [102, 103] and to the fact that there are

CNTs that do not fully bridge the channel between two contacts, i.e.

percolation [104]. The latter is conceivable as the average CNT length

of LCNT = 0.8µm in the array is slightly shorter than the contact sep-

aration of Lch = 1µm.

Secondly, we observe a non-vanishing positive photocurrent signal

underneath the Pd contact and a negative one underneath the Al con-

tact, revealing the different interface potentials of CNT-Pd and CNT-

Al contacts. This observation was not possible in previous studies be-

cause CNT-metal contacts were illuminated from the top. Thirdly, we

observe non-vanishing photocurrent amplitude along the entire con-

tact width W if W  1µm, indicating incomplete carrier transmission

at CNT-metal contacts with smaller width. From these observations

we can deduce design rules for photovoltaic devices: In order to max-

imize the net photocurrent generated in a device that is completely
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exposed to light, or, in other words, globally illuminated, one would

choose to maximize either a positive or a negative photocurrent am-

plitude. In the present case, in order to maximize the net positive

photocurrent in the multi-contact device, one would reduce the chan-

nel length between adjacent contacts below the average CNT length,

i.e. Lch < LCNT. The width of the photocurrent maxima between the

contacts is about 500nm (FWHM) and defines the lower limit of Lch.

As a result, the efficiency of photocurrent generation is maximized

and the impact of CNT-CNT percolation effects is minimized. Based

on the CNT density, laser power, and size of the excitation spot we

estimate a responsivity per CNT of 0.01nA/µW. Furthermore, one

would choose Pd contact widths of WPd < 1µm and Al contact widths

of WAl > 1µm. In other words one would reduce the contact width

below (or keep it larger) than about 2LT to maximize (minimize) the

photocurrent contribution under the corresponding contact. As a re-

sult, the maximum of the photocurrent amplitude occurs in the center

between adjacent contacts and vanishes underneath the contacts. In

the following we investigate in more detail the electrostatic potential

and photocurrent generation at the CNT-metal contacts.

Figure 5.3 shows a study of a Pd-CNT-Al device. Fig. 5.3a schemat-

ically indicates the device layout and measurement scheme while the

measured current-voltage characteristics of three devices having dif-

ferent channel lengths are shown in Fig. 5.3b. The transport mea-

surements demonstrate that the degree of electrical current asym-

metry that characterizes diode behavior is inversely proportional to

the channel length Lch. For a given metal work function difference

Df = fPd � fAl ⇡ 1eV [101] as in the present case a decrease of chan-

nel length Lch increases the local built-in field associated with the

electrostatic potential drop. In order to investigate the spatial distri-

bution of the electrostatic potential profile in the device, we analyze

the photocurrent in the device channel and underneath the contacts.

By comparing the laser scattering image with the corresponding pho-

tocurrent image, it is possible to determine the position of the metal
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contacts in the photocurrent image with high precision (see Fig. 5.3c).

As an important result, the photocurrent amplitude does not vanish

abruptly at the contact edges, but clearly extends within the contacts,

albeit having different polarities. In Fig. 5.3d we plot cross sections

taken from the photocurrent measured underneath the Pd contact

(along the red vertical line) and the Al contact (along the blue vertical

line). Pronounced photocurrent features are visible in the cross sec-

tions that originate from single CNTs or small CNT bundles as can

be seen by following the photocurrent traces underneath the metal

contacts in Fig. 5.3c. The CNT features are more pronounced at the

CNT-Pd interface, suggesting a weaker electrostatic potential drop

at the CNT-Al interface. Consequently, one could argue that the Pd-

CNT interface has a higher transmission probably for charge carriers

and hence get absorbed into the contact over a shorter characteristic

length scale.

In general, the measured short-circuit photocurrent is caused by lo-

cal electric fields that result from bending of energy bands in CNTs.

The measured photocurrent is proportional to the local potential gra-

dient, IPC µ �df(x)/dx , where x denotes the position along the de-

vice channel and f(x) is the potential energy of the electronic band

[105, 106]. In order to determine the potential or energy band pro-

file from the short-circuit photocurrent, we numerically integrate the

measured photocurrent and the result is shown in Fig. 5.3e. While

the maximum photocurrent amplitude is observed close to the Pd

contact edge, the maximum of the electrostatic potential is located in

the channel center.

The decay of the photocurrent signal within the contact is expected

to be exponential for a semiconductor/metal interface and the charac-

teristic decay length LT of the contact potential f(x) = f0 exp(�x/LT)

is referred to as the charge carrier transfer length [91, 107]. In the

present case, characterizes the length scale of charge carriers transit

between the CNTs and the metal contact and hence determines the

CNT-metal contact resistance . The measured photocurrent signal is
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proportional to the potential gradient and we can write which al-

lows us to extract LT-values by fitting exponential model functions

to the measured photocurrent amplitude. In Fig. 5.3f we plot the fits

of the normalized, accumulated photocurrent amplitude measured

underneath the Pd (red) and Al (blue) contact. We obtain values of

LT = (240± 18)nm for the Pd contact and LT = (470± 52)nm for the

Al contact. The LT-values constitute a lower bound for the respective

contact width in order to avoid incomplete carrier transmission. They

represent an average over roughly 400 CNTs with an average diam-

eter of d = 1.5nm and are therefore representative for the specific

metal-CNT interface. Our result for the Pd-CNT contact is in agree-

ment with LT-values of single CNTs derived from electrical transport

measurements [108] and similar to the LT-value of the Pd-graphene

interface [63].

5.4 cnts array diodes with local gates

Finally, we investigate the possibility of controlling the electrostatic

potential profile of CNT array devices through local metal gates. A

schematic of sample layout and bias scheme is shown in Fig. 5.4a. In

order to initially create a symmetric potential profile across the device,

Pd was chosen as contact metal for both source and drain electrodes.

Two split top gate electrodes define p- or n-doped spatial domains

in the covered device areas through application of suitable voltage

pairs (Vtg1, Vtg2). Fig. 5.4b shows a series of short-circuit photocurrent

images that were acquired for five different (Vtg1, Vtg2)-combinations.

Comparison with the elastically scattered optical signal allows for cor-

relating the measured photocurrent signal with the positions of con-

tacts and gate electrodes. Despite Schottky barriers at the CNT-metal

contacts, we do not expect any built-in fields in the device at zero

gate bias. Indeed, for Vtg1 = Vtg2 = 0V a non-vanishing photocurrent

response is only observed at the position of the contact edges.
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In contrast, by applying either Vtg1 = �Vtg2 = �5V or Vtg1 =

�Vtg2 = 5V, the maximum (minimum) photocurrent is observed in

the intrinsic area of the CNT array framed by the p- and n-doped

spatial domains, at the device center. In Fig. 5.4c, we plot the normal-

ized, accumulated photocurrent amplitudes for three representative

gate voltage combinations (Vtg1, Vtg2), overlaid with the elastic scatter-

ing signal that indicates the position of contacts and gate electrodes.

Based on the accumulated photocurrent, we are able to reveal the

electrostatic potential profile of the device through numerical integra-

tion (see Fig. 5.4d). The initially flat (in the region between the local

gates) and symmetric potential can be tuned such that a potential

drop occurs in the region between the split gates with a slope that is

determined by the local gate fields applied. As a result, the electro-

static potential in CNT arrays can be fully controlled through field

doping by local gates.

Finally, we address contributions from the Schottky barriers at the

contacts to the potential profile in the case of strong local gating

(Vtg1 = �Vtg2 = �5V or Vtg1 = �Vtg2 = 5V). In Fig. 5.4d we find

that the potential value at the intersection of the electrostatic potential

profiles under strong local gating (red and blue line) is higher than

the value at the contacts. This observation suggests that there is an

additive potential component originating from the Schottky barriers

at the contacts (black line) that shifts the potential profile upwards.

5.5 conclusion

In summary, we have studied the electrostatic potential and the pho-

tocurrent generation in optically transparent CNT array devices by

using laser-excited photocurrent microscopy with a spatial resolution

of 250nm and we have imaged for the bottomside of CNT-metal con-

tacts in functioning optoelectronic devices. We have provided exper-

imental evidence that the work function difference of Pd and Al as



5.5 conclusion 69

contact metals generates local built-in fields across a CNT array with

maximum photocurrent generation efficiency in the channel center,

not at the contacts, of the device. We have directly measured a charge

carrier transfer lengths of LT = (240 ± 18)nm for the CNT-Pd con-

tact and LT = (470 ± 52)nm at the CNT-Al contact. Based on our

experimental results, we have devised a strategy for improving the

photovoltaic performance of multi-electrode CNT array devices with

alternating contact metals. Furthermore, we have demonstrated the

control of the location and the polarity of photocurrent in a CNT ar-

ray by means of electrostatic field doping through local metal gates.

Our results provide novel insights into CNT device physics and are

important for future optimization of optoelectronic devices based on

CNT arrays.
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Figure 5.3: (a) 3D visualization of a Pd-CNT-Al array junction device. (b)

Measured current-voltage characteristics of three devices having

different channel lengths Lch. (c) Microscope images of elastic

light scattering (left) and short-circuit photocurrent (right) mea-

sured on the same device. (d) Photocurrent amplitudes mea-

sured at the bottomside of the Pd-CNT contact (red) and the Al-

CNT contact (blue) along the direction indicated by the blue, red

vertical lines in (c). (e) Accumulated photocurrent amplitudes

(red) along the device and the associated energy band profile

(black) obtained by numerical integration of the measured pho-

tocurrent signal. (f) Semi-log plot of the normalized accumulated

photocurrent amplitude underneath the Pd contact (red) and Al

contact (blue). Exponential fits (solid lines) deliver the values of

the charge carrier transfer length LT at the respective CNT-metal

contact.
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Figure 5.4: (a) 3D visualization of a CNT array device with symmetric con-

tact metals and split top gates. (b) Top left shows the measured

signal of elastically scattered light by a split gate device illumi-

nated from the bottomside. The sequence of short-circuit pho-

tocurrent images was acquired for the different combinations

of top gate voltages (Vtg1, Vtg2) as indicated; the image size is

set to 7.5x13.5µm2. (c) Normalized accumulated photocurrent

based on the data shown in (b) for (Vtg1, Vtg2) set to (�5V,+5V),

(0V, 0V), and (+5V,�5V), respectively. Also indicated are the po-

sitions of the contacts and local gates. (d) Electrostatic potential

profile obtained by numerical integration of the experimental, ac-

cumulated photocurrent amplitudes shown in (c).
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