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Für Ihre Unterstützung danke ich auch allen Studenten, die mit ihren wissenschaftlichen

Arbeiten mit zum Gelingen dieser Arbeit beigetragen haben. Gustavo Lenis, To-
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1

Introduction

1.1 Motivation

Since the Dutch physician William Einthoven established the electrocardiograph
in 1903 the analysis of the Electrocardiogram (ECG) has become the most impor-
tant non invasive diagnostic method in cardiology. The ECG is a biosignal that
provides diagnostic relevant information of the heart. However, the extraction of
those information is challenging as the humans heart beats up to 100,000 times a
day and often recordings of a day and more are necessary. Hence, long term ECG
signals are common and inspection by the human eye is time consuming. Thus
computer assisted methods are need. Every heart beat has to be detected and the
boundaries of the ECG waveforms delineated. Heart beats have to be classified
and time intervals such as e.g. RR- and QT interval need to be extracted to get
the relevant information, which can primarily help to diagnose diseases. However,
while the signal analysis is a fascinating and important domain, the patient and the
physician are first of all interested in clinical information. In this thesis a combi-
nation on both is presented.
ECG recordings provide diagnostic relevant information on the de- and repolari-
sation sequences of the heart. A modification of these electrical processes is dan-
gerous. To detect these changes long term ECG recordings are analysed. Mod-
ifications of the repolarisation sequence is in focus, as it is assumed to be pro-
arrhythmic. In the 1990s, some non cardiac drugs e.g. Sotalol or Cisapride [1] have
been associated with sudden cardiac death and were withdrawn from the market.
The genesis of arrhythmia resulting into a dangerous ventricular tachyarrhythmia
is often associated with a prolongation of the QT interval in the ECG. Thus, the
Food and Drug Administration (FDA) which is responsible for drug approval in
the USA, dictates the analysis of the QT interval in drug safety studies for the
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approval of all new drugs. As the analysis of long term ECG recordings with its
huge amount of heart beats is only practical by computer algorithms, the FDA
additionally demands for further research in the field of fully automatic T wave
delineation.
However, the relationship between the prolongation of the QT interval and the
arrhythmic risk is controversially discussed and so far not fully understood. Not
every prolongation inevitably leads to a tachyarrhythmia. Moreover it is assumed
that the change of the repolarisation pattern and not a delayed repolarisation is
responsible for the genesis of tachyarrhytmias. Therefore, an analysis of the ven-
tricular repolarisation is required.
The morphology of the T wave is the result of the transmembrane voltage gradients
of the ventricles during the repolarisation. Changes in the repolarisation processes
will lead to changes in the morphology of the T wave. The analysis of the T wave
in the surface ECG is reported, but not exploited clinically.

1.2 Focus of the Thesis

New methods of ECG signal processing and subsequent T wave morphology anal-
ysis are presented. The methods are used to investigate the repolarisation sequence
of the ventricles in the surface ECG e.g. in drug safety studies. Additionally the
influence of heart rate and ectopic beats on the repolarisation of the ventricles is
analysed and discussed. Recapitulatory, changes of the repolarisation related to
medication, sporting activity and diseases were in focus.
To analyse the morphology of the T wave, an improved signal processing was
necessary. An algorithm for fully automatic delineation of the QRS complex and
the T wave has been developed. The delineation algorithm provides the waveform
boundaries for every single heart beat which made a successive analysis of the
T wave morphology of every beat possible. A beat classification was done to detect
ectopic beats in the ECG. The whole signal processing workflow can be separated
into the following parts:

• Fourier and Wavelet based ECG filtering
• Wavelet based QRS delineation
• Correlation based T wave delineation
• Beat classification based on a Support Vector Machine (SVM)



1.3. STRUCTURE OF THE THESIS 3

• Time series generation and wave extraction (whole heart beat, QRS complex
and T wave)

All signal processing steps were embedded into a software named BioSignal Anal-
ysis Toolbox (BSAT), developed during this research project by the author.
The investigation of the ventricular repolarisation can be separated into the fol-
lowing five projects:

• Investigation of drug induced QT prolongation
• Analysis of the T wave morphology to investigate drug induced repolarisation

changes
• Investigation of heart rate induced changes of the T wave morphology
• Model parameter estimation in MVAR1 models to detect abnormalities in

QT/RR coupling
• Influence of Premature Ventricular Contractions (PVC) on the repolarisation of

subsequent heart beats

1.3 Structure of the Thesis

Part I covers basic medical, mathematical and technical principles:

• Chapter 2 gives a short introduction into the medical fundamentals, together
with the anatomy and physiology of the heart. Additionally, the cardiac electro-
physiology and the ECG are introduced. In the last section different ECG lead
systems are in focus.

• Chapter 3 Introduces the mathematical basics. Contents are: Fourier transform,
Wavelet transform, Principal Component Analysis (PCA), Hermite basis func-
tions, an introduction to the support vector machine and some remarks on sta-
tistical tests used in this work.

• Chapter 4 is focussed on the ECG recording technique. The basics of ECG
data acquisition are introduced. In addition an ECG recording device named
BSAT-1012, developed by the author during this thesis, is introduced in this
section.

• Chapter 5 presents the ECG data used in this thesis.
• Chapter 6 gives an overview over the state of the art in ECG signal processing.

Part II presents utilised signal processing methods:
1 MultiVariate AutoRegressive (MVAR)
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• Chapter 7 Describes the developed signal processing algorithms. It starts with
the filtering of the ECG. Next the QRS detection is in focus. The delineation
of the T wave is followed. Parts of the T wave delineation algorithm have been
developed during the supervised Diploma Thesis of Franz Gravenhorst [2]. The
algorithm has been presented on a scientific conference [3].
The beat classification is introduced next. Parts were created in a supervised
Student Research Project by Gustavo Lenis [4].
The generation of the time series is described in the following section. At the
end of Chapter 7 a short introduction on the developed software toolbox BSAT
can be found.

Part III presents the investigations and results of the data analysis for the different
projects:

• Chapter 8 is focussed on the ventricular repolarisation. In the first section an
analysis of drug (Moxifloxacin) induced QT prolongation is introduced. Parts
have been presented on the scientific conference [5].
In the second section changes of the T wave morphology due to the drug Moxi-
floxacin and an unknown compound are presented. Some of the corresponding
results have been published on a scientific conference [6]. Also a supervised
Diploma Thesis was undertaken by Ksenja Gräfe in the field of this research
project [7].
The influence of the heart rate on the previously introduced morphology based
parameters is presented in the last section of Chapter 8. Parts of the results
shown were created during the supervised Student Research Project of Martin
Pfeifer [8].

• Chapter 9 presents the estimation and analysis of MVAR model parameter to
detect changes in the QT/RR coupling. Parts of this project have been created
during the supervised Diploma Thesis of Heidrun Köhler [9] and the supervised
Student Research Project of Tobias Oesterlein [10, 11].

• Chapter 10 presents results of the heart rate turbulence analysis and the effects
of ventricular ectopic beats on the repolarisation sequence of subsequent heart
beats. Parts of the results have been created during the supervised Diploma
Thesis of Gustavo Lenis [12].



Part I

Basic Principles





2

Medical Background

In this chapter a short introduction into the anatomy and physiology of the humans
heart is given. Within this introduction, fundamental information on the anatomy
and physiology of the heart is presented, while the often extremely complex un-
derlying processes are not discussed. For detailed information the author refers to
specialised literature like e.g. [13, 14, 15, 16].

2.1 Cardiac Anatomy

The human heart is a hollow muscular organ located near the anterior chest wall,
directly posterior to the sternum. In adult humans it measures typically around
12 cm from the base to the apex [13]. The heart pumps blood continuously into
the cardiovascular system to distribute oxygen and remove metabolic waste. The
cardiovascular system can be divided into the pulmonary circuit and the systemic
circuit. In the pulmonary circuit the blood is pumped to the gas exchanging sur-
faces of the lungs, while in the systemic circuit the blood is pumped throughout the
whole body. In a healthy adult who rests, the heart pumps approximately 5.6 litres
of blood per minute. The whole blood volume of an adult human is about 4-5 litres
(about 7 % of the fat free body mass) [17]. Figure 2.1 shows a schematic illustra-
tion of the human heart. It comprises four chambers: Two atria, and two ventricles.
The thickness of the heart muscle depends on the load in the respective chamber.
For example, the wall of the right ventricle is much smaller than the wall of the left
ventricle. The left ventricle needs a higher strength, as it has to pump the blood
through the systemic circuit with all organs. The blood pressure in this loop is
about 80 to 120 mmHg, while the blood pressure in the pulmonary circuit is about
30 mmHg.
To guarantee unidirectional blood flow, a number of different valves exist inside
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the heart: One between the atrium and ventricle (right/left), one at the exit to the
pulmonary arteries and one at the aorta.

Fig. 2.1. Human heart: anterior view, coronal section. Figure adopted from [18]

2.2 Cardiac Electrophysiology

As any human cell, heart cells (myocytes) are encompassed by a cell membrane.
This membrane separates the intra- from the extracellular space. Different ionic
concentrations between intra- and extracellular space lead to a potential difference
across the cell membrane. This is the so-called transmembrane voltage. The rest-
ing transmembrane voltage is about -90 mV. Myocytes are electrically excitable
if the transmembrane voltage is raised from the resting voltage to more positive
values. Different ionic channels, pumps and exchanges in the cell membrane are
responsible for a controlled electrical excitation of the myocytes. This process can
be divided into four phases. Figure 2.2(a) shows the conductivity of the three most
important ionic channels. Figure 2.2(b) shows the Action Potential (AP). The four
phases of the AP are now explained in more detail:

• Phase 1: An AP is triggered by rising the transmembrane voltage. Conductivity
of the fast sodium channels increases and positively charged sodium flows into
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the cell. The transmembrane voltage increases further, as a positive feedback
results. The rapid increase of the transmembrane voltage leads to the opening
of all sodium channels and the transmembrane voltage reaches its peak at ap-
proximately 20 mV. The first phase ends when the sodium channels close after
a few milliseconds.

• Phase 2: This is the so-called plateau phase. The transmembrane voltage re-
mains more or less constant. The calcium conductivity is increased, which leads
to a flow of calcium into the cell. This triggers a release of internally stored cal-
cium and initiates the mechanical contraction [19].

• Phase 3: The voltage gated potassium channels open. The positively charged
potassium ions inside the cell flow to the extracellular space. The transmem-
brane voltage returns to the resting potential.

• Phase 4: Potassium channels are open, while sodium and calcium channels are
closed.

(a) Conductivity changes (b) Action Potential

Fig. 2.2. Action potential of a myocyte (b) and corresponding ionic channel conductivity of sodium, cal-
cium and potassium (a). Figure modified based on [20].

The so-called refractoriness prevents the myocytes from getting depolarized be-
fore the previous AP is nearly finished. Therefore the sodium channels cannot be
reactivated until phase 4. This is an important safety feature to prevent cardiac ar-
rhythmias.
The myocytes are connected through gap junctions to provide a continuous and di-
rected excitation process leading to an optimal mechanical contraction. A trigger
impulse from the sinus node thus leads to a successive excitation of all myocytes
in the heart. The forwarding of the excitation is performed by specialised cells that
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ensure a fast and coordinated excitation of every region in the heart. Figure 2.3
illustrates this so-called electrical conduction system. The excitation then travels
through the atrium to the SinoAtrial (SA) node. Similar to the sinus node, the SA
node also has pacemaker capabilities, but with a lower frequency. If the trigger
impulse from the sinus node is missing e.g. because of sinus node disease, the AV
node fulfils the task of pacing the heart. From the AV node the excitation travels
through the bundle of His to the bundle brunch into the Purkinje fibres.

Fig. 2.3. Electrical conduction system of the heart. 1: sinoatrial node, 2: atrioventricular node, 3: bundle of
His, 4: left bundle branch, 5: left posterior fascicle, 6: left-anterior fascicle, 7: left ventricle, 8: ventricular
septum, 9: right ventricle, 10: right bundle branch. Figure adapted from [21].

2.3 The Electrocardiogram

During the excitation and repolarisation process of the heart, differences in the
electrical potential distribution exist. The projection of this transmembrane voltage
gradient can be measured at the body surface. This measurable biosignal is named
ECG. Figure 2.4 shows a standard ECG with its different waveforms. The waves
and segments in the ECG signal can be distinguished into the following parts:
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• P wave: The excitation of the myocytes in the atrium leads to the P wave in the
ECG. The P wave has a typical duration of about 50 to 100 ms [22].

• PQ segment: The baseline signal between P offset and QRS onset comes from
the delay of the AV node. Normal duration of the PQ interval is about 120 to
200 ms [22]1.

• QRS complex: The depolarisation of the ventricles is referred to as QRS com-
plex. The normal duration of a QRS complex is 60 to 100 ms [22].

• ST segment: The ST segment begins with the S peak (R peak if no S peaks ex-
ists) and ends with the beginning of the T wave. ST segment elevation or de-
pression can be an indicator for ischemia or myocardial infarction.

• T wave: This wave comes from the transmembrane voltage gradients during
the repolarisation process in the ventricles. The shape of the T wave provides
information on the repolarisation sequence and can be used as a marker for
some heart diseases [22].

• U wave: In some cases the U wave exists in the ECG. The origin of the U wave
is not fully understood and controversially discussed in the community [24, 25,
26].

Fig. 2.4. Typical ECG signal with marked waves and segments. Signal recorded with BSAT 1012 ECG
recorder.

1 In [23], 46,129 healthy subjects have been analysed. RP interval turned out to be between 113 and 212 ms. Addi-
tional empirical values of the ECG segments can be found there.
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2.3.1 ECG Lead System

Electrodes are used to measure the ECG signal at the body surface. The position
of these electrodes is partly responsible for the resulting waveforms of the ECG
signal. Depending on the kind of information that is needed and the genesis of
the underlying potential distribution, different electrode positions are necessary.
In this section the most common electrode positions are introduced. Most of the
ECG signals used in this work have been recorded with one of these electrode ar-
rangements.

Unipolar and Bipolar Leads

ECG leads are categorised in unipolar and bipolar. Bipolar leads have a positive
and a negative electrode. The measured signal is the potential difference between
those two electrodes.
Of course also unipolar leads need to measure a potential difference between two
electrodes, but here one electrode is situated at a general reference point. This ref-
erence point can be created by combining different leads, e.g. limb leads in Figure
2.6, or by using a point with large distance to the heart.

Limb Leads

Einthoven introduced the bipolar measurement of the ECG by using the so-called
limb leads [27]. The electrodes are placed:

• Lead I: Between the Left Arm (LA) and Right Arm (RA).
• Lead II: Between the Left Leg (LL) and Right Arm (RA).
• Lead III: Between the Left Leg (LL) and Left Arm (LA).

Figure 2.5 illustrates the electrode positions on the human body. The polarity is
standardized and can be seen in the figure.

I = φLA−φRA (2.1)

II = φLL−φRA (2.2)

III = φLL−φLA (2.3)

The sum of all potentials measured by the Einthoven limb leads is zero:
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Freitag, 27. April 12

Fig. 2.5. Electrode position of limb leads (Einthoven’s Triangle). Limb leads are measured bipolar.

0 = I + II + III (2.4)

Augmented Limb Leads

Goldberger introduced the augmented limb lead electrode positions [28]. Similar
to the electrode positions of the limb leads of Einthoven, electrodes are placed at
the limbs. To increase the stability of the measurements, the two remaining elec-
trodes are combined to form the reference point. Hence, a unipolar measurement
results. The assembled resistors lead to an increase (augmentation) of the signal at
the positive electrode. Figure 2.6 shows the electrode positions for the three aug-
mented limb leads (aVL, aVR and aVF). In the labels of the leads, ’a’ stands for
the augmentation and ’V’ for unipolar measurement.

-

+

R

aVR

Reference

R

RA LA

RL LL

Dienstag, 17. Juli 12

(a) aVR

-

+

R

aVL

Reference

RA LA

RL LL

R

Dienstag, 17. Juli 12

(b) aVL

-

+

R

aVF
Reference

R

RA LA

RL
LL

Dienstag, 17. Juli 12

(c) aVF

Fig. 2.6. Electrode position of augmented limb leads (Goldberger’s leads). Augmented limb leads are mea-
sured unipolar. The resistors (R) are normally set to 5 kΩ . In modern ECG devices the augmented limp
leads are calculated without using any resistors.
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In modern ECG devices the augmented limb leads are calculated. A realization
with resistors is not done.

aV R = φRA−
φLA +φLL

2
(2.5)

aV L = φLA−
φRA +φLL

2
(2.6)

aV F = φLL−
φRA +φLA

2
(2.7)

Precordial Leads

Using the electrode position of the precordial leads, the potential at the positive
electrode is measured against a common reference point which is the so-called
Wilson Central Terminal (WCT ) [29]. The WCT is generated by a combination of
the three limb leads. Figure 2.7 shows the configuration. WCT can be calculated
as follows:

φWCT =
φRA +φLA +φLL

3
. (2.8)

The precordial leads measure the ECG signal at the chest. These electrodes are
placed quite near to the heart. Due to this fact, the signals represent the potentials
on the surface of the heart very well. However, not all regions of the heart surface
can be measured by these electrodes, due to the shape of the body. In Figure 2.7
the six standard precordial leads are shown.

R

Reference

RR

V1-V6
RA LA

RL
LL

-

+

WCT

Dienstag, 1. Mai 12

Fig. 2.7. Electrode arrangement of the precordial leads and the Wilson’s central terminal (WCT). The
resistors (R) are normally set to 5 kΩ . In modern ECG devices the WCT is calculated without using any
resistors.
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The precordial leads can additionally be extended towards the right and to the
back of the human body. For additional information on the lead systems, the vector
cardiogram and the heart axes the author refers to [30, 16]. Additional Information
on the medical interpretation of abnormalities in the different ECG leads can be
found in [22].





3

Mathematical Basics

In this chapter the foundations of the mathematical methods used in this thesis are
explained. The introduction is kept short and focussed strictly on the most impor-
tant methods used in this thesis. For more detailed information and a derivation of
the theory the author kindly refers to the literature. Corresponding references are
provided in the respective sections.

3.1 Fourier Transform

The Fourier Transform (FT) is an integral transform. It transforms a time depen-
dent function y(t) into a frequency dependent function Y ( f ). Hence, a represen-
tation in the time domain is transferred into a representation in the frequency do-
main. Information on the frequencies and the corresponding signal energy can be
gained by the analysis of the signal in the frequency domain. The FT of a time
dependent signal is called the spectrum of the signal.

3.1.1 The Continuous Fourier Transformation

The continuous FT of a continuous signal x(t) is given by:

F{x(t)}= X( f ) =
∞∫

−∞

x(t) · e− j2π f tdt. (3.1)

The corresponding Inverse Fourier Transform (IFT) is given by:

F−1{X( f )}= x(t) =
∞∫

−∞

X( f ) · e j2π f td f (3.2)
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3.1.2 The Discrete Fourier Transform

As continuous time signals cannot be analysed, using computer based signal pro-
cessing, the signals need to be transformed into discrete time signals. Let a con-
tinuous time signal x(t) be sampled by a sample frequency fa =

1
ta

. The resulting
signal x̃(t) results from a multiplication with a impulse train [31]:

x̃(t) = x(t)
∞

∑
−∞

δ (t−nta) (3.3)

xn = x(nta) , n ∈ Z . (3.4)

Also the FT needs to be translated to be able to handle discrete time signals. The
Discrete Fourier Transform (DFT) was developed for this purpose. A finite se-
quence of a signal x(n) can be Fourier transformed by the DFT in the following
way:

DFT{x(n)}= X(k) =
N−1

∑
n=0

x(n) · e− j2π
kn
N (3.5)

X(k) is the Fourier transform of the signal x(n) with length N. The corresponding
inverse DFT is defined by:

DFT−1{X(k)}= x(n) =
1
N

N−1

∑
k=0

X(k) · e j2π
kn
N (3.6)

For an optimized computation of the DFT, the so-called Fast Fourier Transform
FFT was introduced in 1967 by Brigham and Morrow [32]. The results of the
FFT are equal to those of the DFT, while the number of operations needed to
compute the result is significantly smaller. This is reached by the consideration of
symmetries. A detailed introduction to the FT, DFT and FFT can be found in [31].

3.2 Wavelet Transform

The Wavelet Transform (WT) is a very common tool in the area of signal process-
ing and image analysis. It is a integral transform with variable kernel. The kernel
is the so-called wavelet. The signal under investigation is analysed by the WT to
get information on both, time and frequencies. The introduction into this section
is based on [33]. More detailed information can be found there.
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3.2.1 The Continuous Wavelet Transform

The Wavelet transform is the projection of the signal under investigation x(t) to
the scaled and time shifted wavelet Ψa,b(t) that is used for the analysis:

W Ψ
x (a,b) = 〈x(t),Ψa,b(t)〉t , (3.7)

=
1√
|a|

∞∫

−∞

x(t)Ψ∗
(

t−b
a

)
dt . (3.8)

In this equation, Ψ∗ is the complex conjugate of Ψ, which is indicated by the
asterisk. The factor 1√

a normalises the energy of the wavelet for all scaling factors
a and shifts b. Only energy signals which fulfil the following rules can be used as
wavelets:

• The signal energy needs to be finite:

∞∫

−∞

|Ψ(t)|2 < ∞ (3.9)

• The Fourier transform Ψ( f ) is not allowed to have a zero component (admissi-
bility condition):

CΨ =

∞∫

−∞

|Ψ( f )|2
f

d f < ∞ (3.10)

3.2.2 The Discrete Wavelet Transform

As already mentioned in Section 3.1, in computer based signal processing contin-
uous time signals do not exist. Similar to the FT the WT has to be transformed
into a discrete time version. A representation of the Wavelet coefficients can be
calculated by [33]:

W Ψ
x (m,k) = 〈x(n),Ψm,k(n)〉n, (3.11)

=
N−1

∑
n=0

x(n) ·2− k
2 Ψ
∗(2−kn−m) (3.12)
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Fig. 3.1. Time-Frequency plane from the dyadic grid used in the DWT. Figure modified based on [33].

The scaling parameter a and the shifting parameter b in Equation 3.8 are discre-
tised to m and k by a dyadic grid. Figure 3.1 shows an illustration of the time
frequency plane that is based on the dyadic grid.
The Wavelet coefficients W Ψ

x (m,k) can be calculated as the projection of the dis-
crete time signal x(n) to the discrete time Wavelet functions Ψm,k(n). However,
due to the decreased computational demand, the method of multirate resolution
filter banks is normally used to compute the Wavelet coefficients.

Multirate Resolution Filter Banks

The technique of calculating the Wavelet coefficients of a discrete time signal is
the so-called Discrete Wavelet Transform (DWT). The decomposition of the signal
is done in a recursive manner. It can be shown, that the signal x(n), with a maximal
frequency of F = 0.5 · fa ( fa is the sampling frequency) can be approximated by
[33]:

x(n)≈ x0(n) = ∑
m

c0(m) ·ϕ(n−m) , (3.13)

with the scaling functions ϕ spanning a space V0 (see Figure 3.1). The coefficients
c0(m) can be calculated by the projection of x(t) onto ϕm,0(t).

c0(m) =
N−1

∑
n=0

x(n) ·ϕ∗(−(m−n)) (3.14)
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Fig. 3.2. Cascading and filter banks in the DWT. Figure adapted from [33]

As the Wavelets have a band pass characteristic, based on c0 a recursive decompo-
sition is made. The coefficients ck(m) are decomposed into the coefficients ck+1(l)
and dk+1(l) by a convolution with the impulse response of a low pass filter gLP(m)

and a band pass filter gBP and a subsequent down sampling by 2:

ck+1(l) = ck(m)∗gLP(m) |m=2l (3.15)

dk+1(l) = ck(m)∗gBP(m) |m=2l . (3.16)

The scale- and wavelet functions are not used explicitly for this computation.
By increasing k to k + 1 the frequency resolution is increased by 2, while the
time resolution is decreased by 2. Figure 3.1 illustrates the relationship for the
different spaces Wk and Vk and the time and frequency relationship. The recursive
computation of the coefficients ck+1 and dk+1 based on ck, using low- and band
pass, is illustrated in Figure 3.2. The coefficients dk(m) of the scaled subspaces Wk

represent the Wavelet transforms:

W Ψ
x (m,k) = dk(m) . (3.17)

Such a computation of the DWT is known as Multirate Resolution Filter Bank. A
derivation of the scaling function and the discrete wavelet transform can be found
in [33, 34]. For computation of the DWT Matlab has been used in this work .

3.3 Principal Component Analysis (PCA)

In 1933 Hotelling introduced the Principal Component Analysis (PCA)1 as a
method to transform a set of data XXX = (X1 . . .XN)

T with respect to a new basis
1 Alternative names are Karhunen Loève transform or empirical orthogonal functions.
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with orthogonal linear projections [35, 36]. The projections are ordered by their
variance. The PCA is often used as a dimensionality reduction method e.g. in data
compression, pattern recognition or image analysis. A detailed description of the
PCA and its different application field is given in [36]. In this section the author
wants to introduce the PCA based on a typical ECG signal processing example.
The example is adapted from [33, 37]. In [37] additional ECG signal processing
techniques using the PCA can be found.
To detect outliers in an assembly of QRS complexes, which have been cut out
of a continuous ECG signal, the PCA is used. All M signals of length N, each
containing one QRS complex (xxxm), are stored into a matrix:

XXX = [xxx1 · · ·xxxM] =




x1,1 · · · x1,M
... . . . ...

xN,1 · · · xN,M


 , (3.18)

with m : = [1 · · ·M] and n := [1 · · ·N]

The mean QRS signal is computed by:

x̂xx(n) =
1
M

M

∑
m=1

xxxm(n) (3.19)

and subtracted from all signals to calculate the average-free ECG vectors:

zzzm = [xxxm(1)− x̂xx · · ·xxxm(N)− x̂xx] . (3.20)

These signals are combined to a matrix

ZZZ = [zzz1 · · ·zzzM]T . (3.21)

Out of the matrix ZZZ the covariance matrix of the average free QRS signals is com-
puted:

Cov{ZZZ,ZZZ}=CZZZZZZ = E{(XXX−E{XXX})(XXX−E{XXX})T} (3.22)

The covariance matrix can be decomposed to find the eigenvectors and the eigen-
values. The eigenvalue matrix ΛΛΛ and eigenvector matrix ΦΦΦ , resulting from the
covariance matrix, are defined by:
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CZZZZZZ = ΦΦΦΛΛΛΦΦΦ
T . (3.23)

The eigenvalues (λn) and eigenvectors (vvvm) are paired and the vectors are sorted
based on their eigenvalues.

λn′ ≤ λn , with n′ > n . (3.24)

The scores SSS of the average free signals can then be calculated by:

SSS = Φ
T∗ ·ZZZ = [sss1 · · ·sssM] =




s1,1 · · · s1,M
... . . . ...

sN,1 · · · sN,M


 , (3.25)

with m : = [1 · · ·M] and n := [1 · · ·N]

Using the scores and eigenvectors, the transformed signals xxxa can be reconstructed
by:

xxxa = x̂xx+
N

∑
n=1

sssa(n) · vvvn . (3.26)

Equation 3.26 illustrates that the scores are multiplied with the eigenvectors. The
sum in this equation represents the difference of the signal xxxa to the mean signal
x̂xx.
For all signals with a good representation of the average QRS complex x̂xx, the
scores sn,m will decrease toward zero with increasing n. For outliers and QRS
complexes with only small correlation to the average signal, the values of sn,m will
not necessary decrease toward zero with increasing n. Using this fact, the Hotelling
T 2 measure can be used to detect outliers. For all M signals the corresponding
scores sn are squared and divided by the corresponding eigenvalues:

T 2
m =

N

∑
n=1

s2
m(n)
λn

. (3.27)

Outliers have increased values of T 2
m compared to ’normal’ QRS complexes. The

decision whether the signal is a normal QRS complex or an outlier can be made
by a predefined threshold. Outlier detection using the PCA and Hotelling T 2 are
presented in Chapter 7 for several cases.
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3.4 Hermite Basis Functions

Hermite basis functions can be used to describe an ECG waveform with only a
few parameters. Differences in the morphology of a curve result in differences of
the parameters of the Hermite basis functions [38]. In [39] an approximation of
the QRS complex by the first three Hermite basis functions is introduced.
According to [39] a scaled version of an m-th order orthonormal Hermite function
is defined by:

hm,σ (t,τ) =
1√

2nn!σ
√

π
· exp

(
−(t− τ)2

2σ2

)
·Hm

(
t− τ

2σ

)
. (3.28)

A Gaussian bell is present in this function. Hence, the waveform is approximated
by several Gaussian functions resulting from multiplication with the Hermite poly-
nomial Hm. The Gaussian bell has its centre at τ , while the variance is σ . Equation
3.29 represents the calculation of the Hermite polynomial of order m.

Hm(t) = (−1)m · exp(t2) · dm

dtm

(
exp(t2)

)
(3.29)

The first three Hermite polynomials are given by:

H0(t) = 1 (3.30)

H1(t) = 2t (3.31)

H2(t) = t2−1. (3.32)

To approximate a waveform of time discrete values x(n), a linear combination of
Hermite functions can be used:

x(n) =
N

∑
m=0

am ·hm,σ (n,τ). (3.33)

The parameters of the Hermite functions am are optimized for a best possible fit
with the corresponding waveform.

3.5 Support Vector Machine

A support vector machine (SVM) is a classifier which predicts classes of a given
observation. The SVM aims at increasing the distance between the borders of the
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classes. It maximises the margin, hence it is a so-called large margin classifier.
This introduction to the SVM is a short overflew over the content presented in
[36]. Detailed information on the SVM can be found there.
The SVM is a supervised learning method, generating a linear classifier which
minimizes the risk of misclassification. A training data set is necessary:

L = {(xxxi,yi) : i = 1,2, · · · ,n}, (3.34)

where xxxi ∈ Rp, p ∈N and yi ∈ {−1,+1}. xxxi is the feature vector and yi represents
the two possible classes. A separating function f (x) classifies each point into one
of the two classes:

C(x) = sign( f (x)) (3.35)

f (x) =




+1, if 〈xxx,βββ 〉+β0 ≥ 0

−1, else
(3.36)

where βββ is the weight vector of the classifier and β0 is the bias. The term 〈xxx,βββ 〉+
β0 is the decision boundary. It is a hyperplane in multi-dimensional cases. The
weight vector βββ is a normal vector of the hyperplane. Every point in the data
space x has the distance

D =
〈xxx,βββ 〉+β0

||βββ || (3.37)

to the hyperplane.

The Linearly Separable Case

During the training phase of the SVM, an optimal hyperplane is searched. The
advantage of the SVM is that it finds the separation with the biggest possible mar-
gin ρ between the classes (see Figure 3.3(a)). This minimizes the misclassification
probability. The margin is given by:

ρ = min
i

{
yi ·
(〈xxxi,βββ 〉+β0

||βββ ||

)}
. (3.38)

ρ is chosen to be:
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ρ =
1
||βββ || (3.39)

The optimization problem which has to be solved to find the optimal hyperplane
is to minimize Expression 3.40 according to βββ and β0.

minimize
βββ ,β0

1
2
||βββ ||2 (3.40)

subject to yi · (〈xxxi,βββ 〉+β0)≥ 1 for all i . (3.41)

The Linearly Nonseparable Case

In real applications it is not likely that all classes can be separated without any
overlap. Hence, a soft-margin solution is introduced. Every observation (xi,yi) gets
a sluck variable ξi, see Figure 3.3(b). ξ is a measure for the overlapping error. It
is zero for all observations which do overlap. By considering and minimizing the
overlapping errors ξi, Expression 3.40 gets to:

minimize
βββ ,β0

1
2
||βββ ||2 +C

n

∑
i=1

ξi (3.42)

subject to yi · (〈xxxi,βββ 〉+b)≥ 1−ξi for all i and ξi ≥ 0 . (3.43)

C in Expression 3.42 is a regularisation parameter which has to be set by the user.
The parameter controls the width of the margin and balances the two terms in the
minimizing function.

The Non-Linear SVM

The introduced classifier is limited to linearly separable classes. In real applica-
tions the classes are not necessary linearly separable. The implementation of non
linear curves to separate those classes is difficult. Thus, non linear input patterns
are transformed by a non linear transformation Φ(x) into a new space, the so-
called feature space. In some cases, the non linear problem becomes linear after
the transform and makes the use of the linear SVM possible again.
It can be shown, that it is not necessary to implement a transfer function Φ , but
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(a) Margin ρ of two possible separation lines. (b) Separation plane with soft margin for the case of over-
lapping classes.

Fig. 3.3. Illustration of margin ρ and overlapping error ξ in the separation plane. Figure adapted based on
[4].

rather a scalar function K(x,y) = 〈Φ(x)Φ(y)〉 which speeds up the computation.
This function is called Kernel Function. In Figure 3.4 a transformation of the in-
put data using polar coordinates is illustrated. In this work the Gaussian radial

Fig. 3.4. Transformation of non linear data into a new space to become linear. The two classes on the left
side can be separated by a circle. In the feature space after a transformation into polar coordinates the
problem becomes linearly separable. Figure adapted based on [4]

basis function has been used. Detailed information on the SVM and the non linear
implementation using kernel functions can be found in [36].
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3.6 Statistical Hypothesis Test

Statistical tests are the common method to proof significance of results from clini-
cal studies. Dependent on the preconditions and the assumption of the study, differ-
ent statistic tests are available. The author of this work used three different statistic
tests to proof the significance of changed descriptors. In this section a short math-
ematical introduction is given based on the content in [40]. Additional information
on medical statistics can be found there.

3.6.1 Basics

All statistic tests used in this work return an information on the probability p of
making a mistake by rejecting a hypothesis. The hypotheses to be proofed is named
null hypothesis H0. If H0 is rejected, the alternative hypothesis H1 is accepted.
A significant level α is used to separate between a significant and a none signifi-
cant p-value. Four α boundaries are commonly used in literature:

• α10% (p < 0.1) lightly significant
• α5% (p < 0.05) significance
• α1% (p < 0.01) highly significant
• α0.1% (p < 0.001) most significant

In this work a ’normal’ significance with a significance level of 5% (α5%) is used.
This means all results are denoted as significant if a p-value of 0.05 or smaller is
reached.
The p-value gives no information on the size of difference, the causal relationship,
the reasons of the result or the clinical relevance of the results. To get the informa-
tion on the size of the effect a confidence interval can be calculated.
In this thesis the groups of participants are constant within one study. Hence the
assumption on paired samples can be made for all tests in this research work.

3.6.2 Sign Test

A sign test is one of the simplest statistical tests available. The test proofs for equal
signs in both samples. The null hypothesis and the alternative hypothesis are given
by:

H0 : P(X < Y ) = P(X > Y ) = 0.5 (3.44)

H1 : P(X < Y ) 6= P(X > Y ) 6= 0.5 . (3.45)
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Under the assumption of the null hypothesis the number of samples pairs with
positive sign has to be equal to the number of samples pairs with negative signs.

Workaround:

Every sample pair gets a sign depending whether xi or yi is higher. If xi and yi are
equal, the sample pairs are neglected. The number of positive and negative signs is
counted and the proof value k is the smaller sum. The test result can be determined
by the comparison of the critical values in the sign test table. The table can be
found in [40].

Comparison with other statistical tests

The sign test has no special assumptions when evaluating clinical studies, as the
observations are normally independent from each other. The question whether
aligning the differences of xi and yi is meaningful, needs to be answered.
A sign test uses only very few information of the samples and thus the power of
the test result is smaller compared to a Wilcoxon rank sum test or even a statistic
t-test.

3.6.3 Wilcoxon Signum Rank Test

The Wilcoxon2 rank sum test for paired samples with n observations compares the
medians x̃i and ỹi. The null hypothesis and the alternative hypothesis follows:

H0 : x̃i = ỹi (3.46)

H1 : x̃i 6= ỹi . (3.47)

The difference of every sample pair is calculated:

di = xi− yi . (3.48)

Differences di with a value of zero are neglected. Values di are aligned for their
size in increasing order to get a number r for its rank. The sum of all r-values
of the positive di-values R+ and negative di-values R− are computed. The smaller
number of R+ and R− is used as test value R.

2 Frank Wilcoxon (1892-1965)
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The corresponding p-value can be determined in a look up table for the test value
R.

Comparison to other statistical tests

A precondition of this test is that the shape of the distribution of both samples have
to be similar. If so, a symmetrical distribution of the differences di can be assumed.
The power of a rank sum test is higher than a sign test, but lower than a t-test. The
rank sum test does not use the shape of the distribution which makes it available
for samples which are not normally distributed.

3.6.4 Student’s t-Test

The paired sample t-test is the most powerful test used in this work. It analyses the
statistical distribution of the samples. This test is often used to compare parame-
ters affected during a therapy within the same population.

Workaround

The t-test analyses the position of the mean value. As the samples are paired, the
difference is calculated:

di = xi− yi . (3.49)

Out of these differences the mean is computed:

d̂ =
1
n

n

∑
i=1

di . (3.50)

Additionally the variance is computed by:

S2 =
1

n−1

n

∑
i=1

(
di− d̂

)2
. (3.51)

Using these values, a test value T can be calculated by:

T =
d̂

S/
√

n
. (3.52)
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A table with percentage points of the t-distribution [41] is used to get the corre-
sponding p-value out of T. The p-value again represents the probability of making
a mistake when using the alternative hypothesis H1.

Assumptions

The main assumption for a t-test is the normal distribution of the basic population.
This is a claim difficult to proof, as the basic population is often unknown in avail-
able ECG studies. Non-normally distributed data alter the sensitivity of the test, if
the null hypothesis is rejected [42]. Arguments pro and con normal distribution of
the sample can be made looking at the histogram or calculating moments of the
distribution.
In case of paired samples, normally symmetrically distributed differences di are
satisfactory. This is not as difficult to proof as the claim of normal distribution of
the basic population.
For small populations n < 10, it is recommended to use Wilcoxon signed rank test.
For non symmetrical distribution of di sign tests are advantageous.
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Technical Fundamentals of ECG Data Acquisition and
Holter ECG

4.1 ECG Amplifier

In this section a short introduction into the recording of biosignals from the body
surface is given. Assumptions are made for an ECG amplifier, however the same
technique is used for other recordings from the body surface1. Contents of this
section are adapted from [43]. Additional information on biosignal amplifiers can
be found there.
To record a surface ECG, signals in a typical range between 1 µV and 10 mV and a
frequency range from about 0.3 Hz to 120 Hz have to be recorded. These very low
voltage signals have to be amplified to display or store the signal. Other signals
on the human’s body surface, like powerline interference or noise, are superposed.
These signals often have 100 or 1000 times higher amplitudes which makes a
recording of the biosignal like the ECG difficult. Hence, superimposed noise and
interference signals have to be suppressed.
Using an instrumentation amplifier is the common way to record biosignals. This
amplifier rejects noise and interference signals, by amplifying only differential sig-
nals. Noise and interference signals are more or less equal anywhere on the body
surface. Measuring a potential difference between two electrodes on the body sur-
face leads to very similar potentials in both leads for noise and interference signals,
whereas the signals coming from the heart are highly different. Biosignals are dif-
ferent on the body surface and thus different in both leads. An instrumentation
amplifier, boosts differences between its inputs and rejects common mode signals.
The ”quality” of an instrumentation amplifier is measured by the damping of com-
mon mode signals. The Common Mode Rejection Ratio (CMRR) is defined as the
ratio between differential mode gain, GD and common mode gain GC.

1 For example ElectroEncephaloGraphy (EEG): Amplifier settings, like amplification factor, adapted to the signals.
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Figure 4.1 shows a schematic of the influence on the differential amplifier. The
output voltage is a sum of both, the ECG signal (differential signal) VECG with its
differential gain GD and the common mode signal VC with its common mode gain
GC. A further assumption has to be fulfilled: the amplifier has to have symmetrical
inputs. Only if signalling paths of both inputs are equal, common mode signals are
not amplified by the differential gain. Equation 4.1 shows the dependency of the
output voltage on common mode and differential mode signals.

Z2

Z1

ZIN

ZIN

VC

VECG
~

~

VOut

Sonntag, 1. April 12

Fig. 4.1. Influence of common mode and differential mode signals on a differential amplifier

VOut = GD ·VECG +
GDVC

CMRR
+GD ·

(
1− Zin

Zin +Z1 +Z2

)
(4.1)

Figure 4.2 shows a standard ECG circuit with adapted driven right leg circuit. The
main ECG circuit represents an instrumentation amplifier. A short explanation on
the instrumentation amplifier is given in the next section.

Instrumentation Amplifier

An instrumentation amplifier typically consists of a difference amplifier and an
enhanced input circuit. The difference amplifier in Figure 4.2 consists of the oper-
ational amplifier (Op-amp) V3 and the four resistors R8 to R11.
The expression corresponding to circuit in Figure 4.2 for the output voltage Vo

with input voltages V1 (at R8) and V2 (at R9) is given by:
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Fig. 4.2. Circuit diagram of a common ECG amplifier design

Vo =
R11(R8−R10)

R8(R9 +R11)
V2−

R10

R8
·V1 (4.2)

with the assumption of equal resistor ratio:

R8

R10
=

R9

R11
(4.3)

output voltage is given by:

Vo =
R10

R8
· (V2−V1) (4.4)

Further information on the difference amplifier in general can be found in [44].
The high accuracy of equal resistors as claimed in Equation 4.1 mainly determines
the quality of the instrumentation amplifier.
Resistors R8 and R9 represent the input impedance of the difference amplifier.
Without any precircuit these resistors limit the maximum possible input impedance
of the amplifier. These resistors cannot be set to some 100 MΩ . A high CMRR
needs very high input impedances, as the source impedances are not equal and
constant in both leads. A variation of some 1000 Ω is not unusual. To reach a
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CMRR of over 100 dB, an input impedances of about 109 Ω is necessary.
Inverting amplifiers are connected to the input path of the circuit. This helps to
increase the input impedances and further amplifies the signals. The input circuit
with both amplifiers has to be designed exactly symmetrical to prevent the differ-
ential gain from increasing common mode signals, as shown in Equation 4.2.

Driven Right Leg

To reduce common mode signals on the body surface, the reference electrode is
not directly connected to ground. It is connected to an inverting amplifier, which
inverts and feeds back the common-mode voltage to the body surface. This leads
to decreased common mode signals and thus an increased signal quality of the
biosignal after amplification. The method is named Driven Right Leg (DRL), as it
replaces the ground electrode at the right leg.

4.2 ECG Amplifier Development ”BSAT-1012”

In the clinical environment a wide spectrum on ECG devices can be found. How-
ever, these devices are sold commercially and have a static setup which cannot
be modified. To investigate the morphology of the T wave, a high resolution ECG
device with a sampling rate of at least 500 Hz was desired. Also the characteristics
of the analogue filter of the device have to be known, to interpret the results cor-
rectly. Further more, the recorded ECG data have to be transferred to the analysing
software BSAT, which was developed in this thesis. A solution satisfying all these
facts was not found which led to the decision to develop an ECG recorder for this
research project. The developed device BSAT-1012 has a sampling frequency of
1 kHz, a resolution of 12-bit and records three ECG leads in parallel.

4.2.1 Analogue Circuit Development

To amplify the biosignals of the heart at the body surface, an instrumentation am-
plifier manufactured by Analog Devices is used. This integrated circuit is specially
designed for medical instrumentation and needs only few additional electric com-
ponents to amplify a surface ECG signal. The device has a very high CMRR of
minimum 86 dB at DC and a minimum CMRR of 80 dB at 5 kHz for an amplifi-
cation factor G = 1. The input currents remain typically below 300 pA because of
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Fig. 4.3. Photography of the IBT ECG recorder BSAT-1012

the JFET inputs [45].
Using the AD8220 keeps the analogue part of the ECG device small. Only few
capacitors and resistors in the input path of the instrumentation amplifier are used
as a first low pass. Diodes in the input path limit the input voltage in case of static
electrification of the body for example.
The gain of the instrumentation amplifier is set through external resistors to a value
of 13.52 . To damp the baseline wander, subsequent the amplifier a high pass filter
is installed to limit the frequency of the measured ECG to a frequencies above
0.3 Hz.
A second amplifier in the filter path is used to amplify the ECG up to 2 V. This
variable, non inverting amplifier can be set to a gain between 1 and 101. The gain
is adjustable by a variable resistor and thus an optimal adaptation of the signal
amplitude to the range of the A/D converter is possible. Normally the gain values
have been between 80 and 100. A first order anti aliasing filter at the input of the
AD converter limits the signal frequency to a maximum of 500 Hz.
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4.2.1.1 Circuit Diagram

Fig. 4.4 shows the total wiring diagram of the device. The upper left area of the
diagram shows the digital circuit with the microcontroller board. The upper right
area shows the battery power supply circuit. The analogue part can be found in the
lower part of the wiring diagram. To amplify the ECG from the body surface the
JFET instrumentation amplifier AD8220 from Analog Devices has been used. Due
to its small size, high CMRR over a broad frequency range, rail-to-rail output, and
JFET inputs, amplification of biosignals from the body skin is one of the main op-
erating fields for this product as Analoge Devices declares. Each of the three leads
has its own analogue amplifier cascade. In this description, the signal path of the
first lead is explained. Lead two and three work in exactly the same way.
From the electrodes on the body surface the signals are lead through the connec-
tors, R1 and R2 lying inside the connector, ahead to R3 and R4 at the input path
to the instrumentation amplifier. The resistors R1 to R4 together with the capaci-
tances C1 to C3 build up a first low pass filter for the input signals. Additionally,
the resistors increase the security in case of a technical fault. The currents which
might theoretically flow to the body surface are limited by these resistors.
The signals are amplified in the AD8220 with a gain of 13.52. The gain of the
AD8220 can be set by the resistor between the two Rg inputs of the instrumenta-
tion amplifier. For this device, the gain is given by Equation 4.5

G = 1+
49.4kΩ

RG
= 1+

49.4kΩ

(R5 +R6)||R7
(4.5)

with serial resistors R5 and R6 equal to 24 kΩ and R7 = 4.3 kΩ , an amplification
factor of 13.52 results. Instrumentation amplifiers as the AD8220 amplify the dif-
ference of the signals between the inputs −IN and +IN. Common mode signals
coming from the body are suppressed.
At the output of the AD8220 a first order analogue high pass filter is installed by
C4 and R8. The characteristic frequency is set to 0.3 Hz. The high pass filter is in-
stalled to reduce the baseline wander of the measured signal.
Ahead a second amplifier is installed. The second amplifier comes as a non-
inverting operational amplifier circuit [44]. The amplification factor is given by
the two resistors R9 and R10. As R10 is a variable resistor, the amplification factor
can be changed. Equation 4.6 shows the relation:
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G =

(
1+

R9

R10

)
(4.6)

The amplification of the device is done in two steps. This is advantageous, as the
baseline wander is reduced by the high pass behind the instrumentation amplifier
before it is fully amplified. The signal at the A/D converter thus has a smaller
voltage range which increases the resolution.
After the second amplification the signal is low pass filtered to prevent the digitized
signal from aliasing artefacts. This is done by a passive first order low pass filter
out of R11 and C6. The cut-off frequency of the low pass filter is 500 Hz.

4.2.2 Power Management of the Device

The BSAT-1012 ECG system is powered by 4 AA-Batteries. The batteries are pair-
wise driven in serial and power the positive and negative system voltage, to provide
±5 V operating voltage. Voltage of the batteries has to be transformed by a step-up
DC-DC converter. In BSAT-1012 the integrated circuit MAX756 [46] was chosen
to step-up the battery voltage. The device MAX756 accepts input voltages down to
0.7 V and provides an output voltage of 3.3 V or 5 V. In BSAT-1012, it works with
a typical operation circuit setup recommended by MAXIM. In the ECG-system,
two of the step-up DC-DC converters are placed and coupled in series. Figure 4.4
shows the circuit.
The currents of the positive and negative operating voltages are different, as the
positive operating voltage source drives the digital parts of the circuit with the mi-
crocontroller and the amplifiers, while the negative operating source only drives
the amplifiers. Thus the effective positive current is about Ipos≈ 310 mA, while the
negative current is about Ineg ≈ 8.5mA. This means the recording duration of the
device is limited by the batteries of the positive voltage source. Batteries with a
capacity of 2800 mAh result in a theoretical recording duration of about 9 hours.

4.2.3 Signal Resolution

The conversion of the analogue signal at the input of the A/D converter requires a
reference voltage. The device uses a 2 V reference voltage. Hence, the input signal
has to be in a range between 0 V and 2 V. With a resolution of 12-bit, 4096 val-
ues can be distinguished. The smallest possible signal resolution is thus 0.488 mV.
With a maximum total gain of 13.5 ·100 = 1350, the maximal possible resolution
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Fig. 4.4. Circuit diagram IBT ECG recorder BSAT-1012
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Fig. 4.5. Photography of BSAT-1012 inside

of the measured ECG signal is 362 nV.

4.2.3.1 Frequency Response Characteristic

To measure the frequency response characteristics, the second adjustable ampli-
fier was set to an amplification factor of one. Thus, the amplitude of the input
signal could be higher and the Signal to Noise Ratio (SNR) of the input signal is
increased for the test. The frequency response was measured between 0.3 Hz and
5.5 kHz. The input signal was a sinus wave with an amplitude of 50 mV. The signal
was given to the connectors of the electrodes and the output was measured at the
connection to the microcontroller board (A/D converter input). Figure 4.6 shows
the result in a Bode diagram. It can be seen that the total analogue system of the
device has a bandpass characteristic. The characteristic frequency of the high pass
filter lies at about 0.3 Hz, while the characteristic frequency of the low pass filter
lies at about 500 Hz (each for the 3 dB point).
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Fig. 4.6. Frequency Response Characteristic of BSAT-1012

4.2.4 Digital Signal Acquisition

4.2.4.1 Microcontroller

The digital signal processing of the ECG system BSAT-1012 is done by the
8/16-bit microcontroller ATXmega128A1 [47] manufactured by Atmel. The con-
troller involves, besides other not used features, two eight channel 12-bit, 2 Msps
A/D converters and eight 16-bit Timer/Counters. The controller has a 16 MHz
clock and it is powered by 3.3 V. The BSAT-1012 uses three channels of the first
A/D converter to convert the analogue signal to numeric values with a resolution
of 12-bit. The controller together with its peripheral is positioned on an evaluation
board manufactured by ALVID [48]. The board includes the controller, a 3.3V
power supply for the controller, a microSD-card reader and a 64 Mbit SDRAM
which is not used by the device. The programming of the controller can be done
either by a JTAG connection or an In-System-Programming (ISP) connector. The
input power of 5V is transformed to 3.3V which is the operation voltage of the
controller.

4.2.4.2 Firmware

The firmware of the device is written in the programming language C. Figure 4.7
shows a schematic of the firmware’s structure. The device has two buttons A and
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B to control the software. A 64x128 dot matrix display can show text and the
recorded ECG signal of one lead.

Start up

When the device is started, the controller sets up the ports and the oscillator. Next
the controller searches for the SD card. If there is no SD card in the microSD-
card slot, the device displays a message and waits for a reset. If a microSD-card
is detected the cards file system is searched for a file named ECG.bin. In case
the ECG.bin file is not found the device shows a message and waits for a reset.
If the file is found the device reads the header of the file and shows the previous
recorded ECG-Files E1 to EN . The number of start- and end blocks is shown as
well. After accepting the list by pressing the button B the device sets up a timer
and the A/D converter which are needed to record a signal. To get a constant sam-
pling frequency a 16-bit timer with interrupt execution is used. The timer is loaded
by a numeric value which is counted down. When the timer reaches zero, an inter-
rupt is executed. In the interrupt routine an A/D conversion of the three channels
is done consecutively. The timers load value can be calculated by equation 4.7. Q1

is the clock speed of the controller, L is the value to load to the timer, PRE is the
pre-scale factor, set in the controllers register and TInt is the time from the timers
start to the interrupt execution.

L =
TInt ·Q1

PRE
(4.7)

Measurement

To start the measurement the button A has to be pressed. The controller jumps
into the main loop of the program. The timer is started and the system begins to
record the signals. The data which is stored on a SD card has to fulfill the rules of
the FAT-16 system. Thus, the controller internally saves the signal data until one
block of 512 byte is recorded and writes the whole block to the SD card.
During main loop the timers interrupt routine, executing in equidistant time steps,
converts and stores the voltage at the input of the A/D converter. The system is
programmed with an oversampling and decimation. This was done to increase the
accuracy of the measured signal. The oversampling and dividing results in a low
pass filter of the signal which reduces the noise. Hence, the anti-aliasing filter can
be of lower order. The decimation, done by a double left bit shift, helps to improve
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Fig. 4.7. Schematic of the BSAT-1012 firmware V1.7
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the voltage resolution and minimizes the quantification noise. To realise the over-
sampling and decimation, in the first four interrupt executions the values are added
and bit shifted. In the fifth execution the values are additionally divided by five.
The resulting value is saved to one of two block variables.
The program works with two variables to save the signal values. Every variable
can save up to 255 2-byte values. When the 255-th 2 byte value was written to
the block, the program adds a 2-byte ”End Of Block” (EOB) sign. The whole data
block is written to the SD card. As the time to write the data to the card is longer
than the time lag2 between two timer interrupt executions, this task is done outside
the interrupt routine. During the write process of one block variable, the newly
converted values are stored in the other block variable. Running like this, the pro-
gram has a time window of 85 ms to write one block to the SD card.

ECG on Screen

After writing the data to the microSD-card, one of the ECG signals is down sam-
pled by 10 and the resolution is decreased to a range of 64 values. The resulting
signal is drawn on the display. If the differences of two successive values exceeds
a threshold of 15 pixels (about 0.5V), the controller marks a QRS complex. Once
a QRS complex was detected the beat detection is omitted for the next 10 values.
The distance between two detected beats is measured and the heart rate is calcu-
lated. The result is written on the screen.

End of Measurement

To stop a measurement, the button B has to be pressed. The measurement is
stopped by changing the timer run flag in the timer control register of the micro-
controller. The program writes the number of the last written block to the header
of the ECG.bin file, changes the display and waits for a reset.

4.2.4.3 Data Storage

The recorded data is stored on a microSD card. The card has to be formatted in
a FAT-16 file system and involves a file named ECG.bin. In this file, the first two
blocks (2 x 512 bytes) are reserved for the header. The header contains information

2 A sampling rate of 5 kHz results in a time lag of 0.2 ms between two successive A/D conversions.
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on all signals stored in the file. If the file is empty, the whole header consists of
zeros. To find the beginning and the end of a signal, the block number of the first
and the last block is set in the header as a numeric 32-Bit value. Figure 4.8 shows
a schematic of the files’ structure with its header- and data blocks.
The ECG device is not able to generate a new data file, as a ”light” version of a
FAT-16 driver is implemented in the firmware. However, this is not necessary. The
data handling with the analysing software on the computer is more reliable, if the
software has to read out one static file and uses the header to distinguish different
measurements.
To delete old measurements or to use a new card, the file ECG.bin needs to be
renewed. A file with 8-bit zero values named ECG.bin needs to be generated on
the SD-card. The size of the file limits the maximum recording time. For a 12
hour (43200 sec) recording, a file of 259.2 MB is necessary, as every millisecond
3 leads are converted, generating one 16-Bit value each.
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Fig. 4.8. Schematic description of the data file ”ECG.bin”
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Fig. 4.9. Three lead ECG signal recorded using BSAT-1012.

4.3 Test Measurements

Figure 4.9 shows a signal part of an ECG recoding recorded with the BSAT-1012
device. A clinical diagnostic ECG signal results. All characteristic waves in the
ECG, as P wave, QRS complex and T wave are clearly visible.
To get a measure of the quality of the signal acquisition using ECG device BSAT-
1012, the signal to noise ratio was estimated. SNR is defined as the ratio between
the power of a signal and the power of superposed noise. As a recorded ECG
signal has unknown superposed noise, the SNR can only be estimated. To do so,
the measured signal has to be decomposed into the biosignal and noise. For that
purpose, the measured signal was high frequency filtered by a wavelet based filter.
Some considerations on wavelet based filtering are made in Section 7.1.2 . The
mother wavelet for wavelet decomposition was ”Symlet2”, as recommended in
[37] for high frequency denoising of ECG signals. Figure 4.10 shows a part of a
recorded ECG signal and the corresponding filtered signal.
The difference between the recorded and the denoised signal is assumed to be
noise. SNR is calculated using Equation 4.8 .

SNR = 10 · log10

(
AECG

Anoise

)2

(4.8)
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Where A represents the Root Mean Square (RMS) of the amplitude of the signal:

AECG =
1
M
·
√

M

∑
i=1

ECGden(i)2 (4.9)

M is the number of sample points of the signal. The result is given in decibel (dB).
To test the signal quality, 10 ECGs from 10 different subjects have been analysed
regarding the SNR. Signals had a duration of 25 minutes. The results of all 10
measurements are shown in Table 4.1 .

Table 4.1. SNR-values of 10 ECG recordings.

Recording SNR

1 39.04 dB

2 39.88 dB

3 43.34 dB

4 42.38 dB

5 39,08 dB

6 41,36 dB

7 39,24 dB

8 41,46 dB

9 42,56 dB

10 38,38 dB

Mean 40,67 dB

Mean SNR, (SNR) of the device is about 40 dB. This is a good result for an ECG
device. However, the results are highly dependent on the denoising of the signal.
A change in the filter settings leads to a change in SNR. As the ground truth is not
available, the denoising is the only way to estimate the SNR. In the noise signal
some small peaks can be seen in the region of the QRS complexes. The filtering is
strong, which leads to conservative SNR estimation.
As the ECG signal is a biosignal with natural changes over time, the results can
be dependent on the signal length. For calculation of the SNR, ECG signals with
equal length (25 minutes) have been used. SNR estimation showed similar results
in all 10 recordings. A reliable SNR-value can be assumed.
The visual ECG quality is also high. Diagnostic relevant information are ex-
tractable out of the recordings of BSAT-1012 ECG recorder.
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Fig. 4.10. Measured ECG- signal (blue) decomposed by wavelet filter into an ECG signal (green) and a
noise signal (red) to estimate the SNR. Corresponding frequency spectrum in the right axes.

Time series on RR- and QT intervals, as well as T wave morphology describing
parameters, resulting from exercise tests on a bicycle ergometer, recorded with
BSAT-1012 have been generated and analysed. This investigation is introduced in
Chapter 8.4 of this thesis.
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ECG Databases

5.1 Introduction

In this research work ECG data from several databases have been used. Table 5.1
gives a short overview on the used datasets. The denotation can be seen in the left
column of Table 5.1. The data was chosen to satisfy requirements of the research
projects they have been used for. They come from different groups and have dif-
ferent basic properties, as for example, sample rate or resolution. Of course, also
the underlying subjects are different. Only the THEW- and the IBT-Exercise-study
assume healthy subjects, for example. In this section the datasets are introduced.
All datasets have been transferred to the Unisens 2.0 format [49] and have been
analysed by the IBT software toolbox BSAT introduced in Section 7.6.

5.2 MIT QT-Database

This study is available at the Physionet database [50]. The study named MIT QT-
Database consists of 105·15 minute, two channel ECG recordings. The tapes have
been chosen from Holter ECG data of other studies in the Physionet database, to
include a broad variety of QRS and ST-T morphologies. The database was de-
signed to evaluate algorithms that detect ECG waveform boundaries [51].
30 to 100 representative beats were annotated by an expert. As in this research
work the annotation of the T wave is in focus, the expert annotation of the T peak
and end was analysed.
Signals are recorded with a sample frequency of 250 Hz. In this work, the study is
labelled as MIT QT-Database.



52 CHAPTER 5. ECG DATABASES

Table 5.1. Short description of datasets and denotation used in this work

Database Description

MIT QT-Database ECG, 2 leads 94 recordings used, reference annotation of QRS
complexes and T waves

THEW tQTI-study ECG 3 leads, 34 subjects used, 3 times 6 h recordings for each
subject, drug safety study (placebo, Moxifloxacin and unknown
compound)

THEW tQTII-study ECG 12 leads, 57 subjects used, 2 times 24 h recordings for each
subject, drug safety study (placebo and Moxifloxacin)

Myocarditis-study ECG, blood pressure and respiration, 1 subject, 7 about 1 h
recordings, during therapy, one week intervals

IBT-Exercise-study ECG 3 leads, 10 healthy subjects, 1 about 45 min. recording for each
subject, exercise test (bicycle ergometer)

MIT-BIH Arrhythmia Database ECG 8 leads, 47 subjects, 48 recordings of 30 min duration each,
suffering from Premature Atrial Contraction (PAC) and Premature
Ventricular Contraction (PVC).

PVC-study ECG 2 leads, 56 subjects 1 h recording each subject, suffering from
PAC and PVC

5.3 Telemetric and Holter ECG Warehouse

The Telemetric and Holter ECG Warehouse (THEW) is hosted by the centre
for Quantitative Electrocardiography and Cardiac Safety at the University of
Rochester Medical Centre, Rochester, NY, USA. ”The objective of the Centre
for Quantitative Electrocardiography and Cardiac Safety and its Telemetric and
Holter ECG Warehouse (THEW) is to provide access to electrocardiographic data
to research organizations for the design and validation of analytic methods to ad-
vance the field of quantitative electrocardiography with a strong focus on cardiac
safety.”[52]

5.3.1 THEW Thorough QT Study 1

THEW data description adapted from [53]:
Study Design: The study was a double-blind, randomised, 5-way crossover study.
The study consisted of a single cohort of 35 subjects. Each subject was randomised
to one of 10 possible sequences of treatment and received a single dose of Un-
known Compound (UnC): 30 mg / 100 mg and 300 mg. Placebo or Moxifloxacin
was given on five occasions, each being 10-14 days apart. During each study pe-
riod subjects were resident for two nights/three days and a follow-up visit occurred
10-14 days after the final administration. A run-in day, independent from the ran-
domisation was included in period 3 requiring an additional one night/one day
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residency during which subjects were administered a single blinded placebo dose.
Inclusion Criteria: Healthy male and female subjects, between age 18 to 55 years,
body mass index is approximatively 18 to 30 kg/m2 and total body weight >50 kg.
Study Treatment: A single oral dose of UnC tablets (30, 100 and 300 mg),
placebo or a single Moxifloxacin tablet (400 mg) was administered on five sep-
arate occasions with 10-14 days between each study period.
The internal identification number at THEW is: E-HOL-03-102-005.

In this thesis 34 participants were investigated. For each of the participants three
10 hour ECG recordings dosed with placebo, Moxifloxacin and an unknown com-
pound have been analysed. For evaluation a time interval from dose to four hours
post dose was in focus.
Signals are recorded with a sample frequency of 200 Hz. In this work, the study is
labelled as THEW tQTI-study.

5.3.2 THEW Thorough QT Study 2

THEW data description adapted from [54]:
Study Design: This is a single-centre, single-dose, randomized, double-blind,
double-dummy, placebo-controlled, active-comparator, four-way crossover study.
Each subject received a single dose of each of treatment (e.g., A, B, C, and D) by
random assignment to one of four sequences (ABCD, BDAC, CADB, or DCBA).
These treatments will be separated by a washout period of at least 7 days.
The four treatments consist of the following:

1. Treatment A: - Therapeutic dose of RO X treatment (data not provided)
2. Treatment B: - Supratherapeutic dose of RO X treatment (data not provided)
3. Treatment C: - Active comparator treatment - 400 mg Moxifloxacin capsule
4. Treatment D: - Placebo treatment

The total duration of the study is up to 9 weeks (from screening through study
completion) for each enrolled subject as follows:

• Screening: Up to 4 weeks
• Dosing periods: 4 weeks (1 week washout period between each dosing)
• Follow-up: 7 (+3) days after last dosing (study completion)
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The end of the trial is defined as the date of the last visit or receipt of last data
point for statistical analysis of the last subject undergoing the trial.
The internal identification number at THEW is: E-HOL-12-0140-008.

In this thesis the THEW thorough QT Study # 2 was used with treatment A (Mox-
ifloxacin) and the placebo treatment D. The recordings have a duration of 24 hour
each and the measurement of the blood plasma concentration of the treatment
Moxifloxacin was used for evaluation. In total recordings of 57 participants of the
study were investigated in this research work.
Signals are recorded with a sample frequency of 1000 Hz. The study is labelled as
THEW tQTII-study in this work.

5.4 ECG-Study of Myocarditis Patients

This study was recorded to investigate patients suffering from myocarditis. Mea-
surement of single lead ECG, continuous blood pressure and respiration were
made. The recordings have a duration of 30 to 45 minutes. All signals are sam-
pled with a frequency of 1000 Hz [55].
In the available part of the study, one patient has been recorded during the course
of his disease. Recordings have been made with a time lag of about 7 days. In total
8 recordings starting from the day of committal to hospital are available. Further
personal or clinical information are not available for the patient.
The study has been provided by courtesy of Prof. Dr.-Ing. habil. Hagen Malberg
of the Institut for Biomedical Engineering at technical University of Dresden. The
Study is labelled as Myocarditis-study.

5.5 IBT-Exercise-Study

To investigate the influence of the heart rate to the repolarisation process of the hu-
man heart, stress test ECG data has been recorded. The study involves 10 healthy,
male subjects with a mean age of 24.8 years (SD:±2.49 yr.). The subjects made
exercises on a bicycle ergometer with resting periods for about 45 minutes each.
The recordings have been made at the Institute of Biomedical Engineering (IBT)
of the Karlsruhe Institute of Technology (KIT), using ECG device BSAT-1012.
Exercise was started few minutes after starting the measurement. First, heart rate
was tried to get as high as possible. Participants decided when a maximum was
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reached. A resting sequence followed until heart rate was back on baseline or did
not significantly change for some minutes. Next, an exercise was started again and
the heart rate was increased by half of the range of the previous exercise. Once this
maximum was reached, again a resting sequence followed. In cycle three and for
same was done, for a heart rate change of 0.75 times of the first heart rate range
and the full range again. Figure 5.1 elucidates the time course of the heart rate.
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Fig. 5.1. Time course of heart rate in IBT-Exercise-Study for participant P2

In this work, the study is labelled as IBT-Exercise-Study. Recordings of the partic-
ipants are labelled as P1 to P10.

5.6 MIT-BIH Arrhythmia Database

Description adopted from the Physionet Website [56, 57]:
The MIT-BIH arrhythmia database contains 48 half-hour excerpts of ambulatory
ECG recordings, obtained from 47 subjects studied by the BIH Arrhythmia Lab-
oratory. 23 recordings were chosen at random from a set of 4000 24-hour am-
bulatory ECG recordings collected from a mixed population. The remaining 25
recordings were selected from the same set to include less common but clinically
significant arrhythmias that would not be well-represented in a small random sam-
ple.
Technical data:

• Sample frequency 360 Hz
• Resolution 11-bit over 10 mV range
• Two channels each recording
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• Annotation were made by two or more cardiologists

In this work the study is label as MIT-BIH arrhythmia database.

5.7 Database of Premature Ventricular Contraction

In this study, 56 one hour ECG recordings are available. The ECGs involve a sig-
nificant number of premature ventricular contraction (PVC). The history of the
clinical diagnostics of the patients recorded in this study is not available. The
records are sampled with a sample frequency of 500 Hz and involve eight ECG
leads, each.
The study has been provided by courtesy of Biosigna Munich. In this work the
study is label as PVC-study.
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State of the Art in ECG Signal Processing

Since the physician William Einthoven developed the first ECG for clinical prac-
tice in 1903, the recording of the heart signals has become one of the most im-
portant diagnostic procedures in clinical practice. A lot of different approaches
have been introduced to analyse ECG signals since the beginning of the clinical
ECG recording in 1903. However, the rapid development of computers beginning
in the 1980s led to new technologies to record and moreover analyse ECG signals
using the now available computing power. In this section, a short overview over
the computer assessed signal processing of ECG signals is given. The introduction
is based on common methods used in recent years. The author gives only a short
overview in this thesis. References can be used to find more detailed information
on the methods. Clifford et al. in their book ’Advanced Methods and Tools for ECG
Data Analysis’ [58] present a wide and detailed compendium on ECG signal pro-
cessing. A compendium on bioelectrical signal processing in general is presented
by L. Sörnmo and P. Laguna in ’Bioelectrical Signal Processing in Cardiac and
Neurological Applications’ [59]. Both books are recommended for further study
in ECG signal processing by the author.
In this section, the focus of ECG signal processing is on ECG delineation and beat
classification.

6.1 QRS Detection

The detection of the R peaks in the surface ECG is the most important delineation
task, since it is a precondition for most ECG analyses. A good overview of the
principles of QRS detection is given by B.U. Köhler in [60]. Some of the assump-
tions made there have been summarized in this section.
In 1985, Pan and Tompkins introduced one of the most often used online R peak
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detection method [61]. This real time ECG delineation algorithm detects a QRS
complex by the digital analysis of slope, amplitude and width of an ECG signal
segment. False detection due to interference signals are minimized by a band pass
filter. All used thresholds automatically adapt to the ECG signal to provide a reli-
able method independent from signal quality and electrode position.
P. Laguna et al. present an ECG delineation algorithm working on several ECG
leads in parallel in [62]. The delineation is separately carried out in each lead
similar to the method obtained in [61]. The detected QRS complexes are then
compared and a decision whether a beat was found or not is made considering
information of all leads. The algorithm works more robust in noisy ECG signals.
In the last two decades, the Wavelet Transform (WT) became a commonly used
method for QRS detection in surface ECG signals. Feature extraction, in terms
of irregular structures in the signal, using WT and estimation of local Lipschitz
exponents was first introduced by S. Mallet and W.L. Hwang in [63]. Based on
this work, approaches have been developed to detect the R peaks in the ECG, by
scanning relevant scales of the WT. In [64] Li et al. detect the R peaks using Lips-
chitz regulatory and heuristic decision rules. Small adaptations have been made to
simplify the approach shown in [64], so that the analysis can be carried out in real
time[65, 66].
The WT of the signal provides a well working method to detect the high fre-
quency peaks of the QRS complex. The closely related Wavelet filter banks are
one of the most common approaches of QRS delineation in the surface ECG to-
day. Khawaja presented a method using Wavelet filter banks in combination with
the Haar-mother wavelet to detect the QRS regions in the surface ECG [37, 67].
A similar work is presented by Martinez in [68]. However, differences exist in the
analysis of the detail coefficients, the used decomposition levels and the thresh-
olds.
The combination of frequency and time related information makes the Wavelet
approach to a reliable delineation tool. The results of delineation (sensitivity and
positive prediction value) of these algorithms in detecting QRS complexes lies
above 99% in most publications. A detailed description of a Wavelet based R peak
detection is presented in Section 7.2.1.
In recent years, approaches based on neural networks have been introduced. Those
approaches have to be trained. Some can classify the detected beats. These and
some more investigations are described in detail in [58, 59, 60].
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6.2 T-Wave Delineation

The delineation of the T wave is a challenging problem. The end of the T wave
is a sample near the baseline and therefore the signal to noise ratio is very low.
However, the T wave boundaries are extremely important in the clinical routine.
Thus, a reliable automatic delineation of the T wave has been in focus for more
than 6 decades now. The first approach in finding the end of the T wave is based
on a tangential method. In 1952, Lepeschkin et al. have introduced a method that
defines a tangent to the maximum slope of the falling edge (positive T wave) of
the T wave [69]. The crossing of this tangent with the baseline is defined as Tend .
This approach works well for signals with only moderate baseline wander. Thus,
the method was adapted by the author to delineate the subject specific T waves
introduced in Section 7.3.1.
Another approach introduced by Zhang et al. is based on the analysis of an in-
dicator signal calculated from the area covered by the T wave [70]. The indicator
signal is the result of the area under the T wave in a sliding window. The area under
the curve is not limited by the baseline, but by the lowest sample inside the win-
dow. An extremum in the resulting indicator curve has chosen to be Tend . Biphasic
T waves are not considered in this approach.
Laguna et al. introduced an ECG delineation algorithm with QRS and T wave de-
lineation in [62], as already mentioned above. The delineation can be performed
on multi lead ECG signals. To delineate the T wave, once the differential and once
a band pass filtered signal is computed from the ECG signal. Zero crossings of
the differential signal mark the T wave peak. Based on this, the boundaries of the
T wave can be found in the band pass signal using an adaptive threshold. The re-
sults from each lead are taken into account to find the wave boundaries. I.e. the
earliest onset, which is not assumed to be an outlier, and the latest offset, which is
also not assumed to be an outlier, are taken as the wave boundaries.
Beside the delineation of the wave boundaries based on filtered ECG signals,
Wavelet based approaches are very common. In [68], Martı́nez detects the T wave
between two successive R peaks by analysing the wavelet scales 24 or 25. The
wave boundaries and peaks are again found by the zero crossings and extrema in
the WT of the corresponding scales. A similar approach is presented by Li et al. in
[64] and Khawaja in [37].
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6.3 Beat Classification

The delineation of the QRS complexes in an ECG recording provides information
on the heart rhythm. To evaluate the heart rhythm clinically, additional information
on the type of beat is necessary. In this thesis, normal beats and ectopic beats were
in focus. Based on their origin in the ventricles or in the atrium, ectopic beats can
be separated into Premature Ventricular Contraction (PVC) and Premature Atrial
Contraction (PAC). This section introduces some published methods to detect and
distinguish ectopic beats.
To detect ectopic beats in a surface ECG, rhythmical features of the recording have
to be analysed. The rhythmical characteristic is significantly changed by both, PAC
and PVC. The RR interval before the ectopic beat (so-called coupling interval) is
shorter than the normal rhythms of previous beats. Moreover, the first subsequent
RR interval after the PAC (so-called compensatory pause) is shorter than the fol-
lowing RR intervals. This fact makes a decision based on rhythmical features pos-
sible. The morphology of the QRS complex of the PVCs is altered, whereas the
morphology of PACs is equal compared to the morphology of normal heart beats.
The number of publications discussing the detection of PACs is smaller compared
to the publications presenting methods to classify PVCs. However, there are also
publications discussing both types in common. Krasteva et al. presents a method
based on inter beat differences of the RR intervals of 5 successive heart beats in
[71]. To distinguish PAC from PVC, additional morphological descriptors are in-
troduced. These are based on the width of the QRS complex, area under the curve
and an angle in the vectorcardiogramm. To classify the beats, subsequent deci-
sions are made based on the descriptors and predefined thresholds. The introduced
algorithms do not have to be trained.
A comparison of two approaches for classifying ventricular beats is made in [72]
by Millet et al. . The presented method can distinguish normal and ventricular beats
only. The first approach defines parameters only in the signal sequence between
the onset of the QRS complex and the offset of the QRS complex. The second ap-
proach defines a 150 ms window, in which a QRS complex lies, and calculates the
parameters from the signal inside the window. The parameters are mainly based
on area, QRS width and extrema of the signal sequence. A logistic regression is
applied to a statistical study which results from the training database. Two linear
discriminant functions result, one for each approach. The linear combination of
all features leads to the class of the corresponding beat. Millet et al. came to the
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conclusion that a previous calculation of QRS on- and offset is not necessary for
beat classification.
Maier et al. analysed two different strategies for non-supervised classification of
QRS complexes in [73]. The first approach uses a hierarchical cluster analysis.
This is based on three different feature sets of Fourier coefficients, discrete cosine
transform and coefficients of an Hermite series expansion. The beats are com-
bined in clusters, based on the distance in the feature space. Finally, the majority
of a cluster decides to which class the beats belong. The second approach is based
on cross-correlation of the beats. In a first step, single beats are defined as tem-
plates and are cross-correlated to the other beats. In a second correlation step, an
average template of the classes found in the first step is generated and again cross-
correlated to the beats. After the second correlation step, the beats are combined
into clusters. Again, the majority of a cluster decides to which class the beats be-
long. It has been concluded that the correlation based approach is superior to the
hierarchical cluster analysis. The set of FFT based coefficients seemed to be the
best choice in the first approach.
The separation into normal beats, PACs and PVCs is mostly based on both rhyth-
mical features and additionally morphology based features. While the rhythmical
features are very similar in most approaches, morphological features differ clearly
among the publications. The classification process itself is then done by very dif-
ferent approaches as seen in the publications above. Classification methods using
supervised and non-supervised learning strategies are very common in ECG beat
classification today. In [58], a detailed introduction on supervised and non super-
vised learning for ECG classification is given. A further compendium on different
classification strategies can be found in ’Advances in Cardiac Signal Processing’
[74].
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ECG Signal Processing

7.1 ECG Denoising

The recording of ECG signals on the humans body surface is corrupted by noise
and artefacts. These have to be suppressed during the analogue data acquisition
or afterwards in a digital signal preprocessing. This chapter shows methods which
were used to denoise ECG signals in the research projects of this work.
Depending on the task and thus the frequency characteristics, three digital filters
with different cut-off frequency ( fN) are available:

• High pass filter to reduce baseline wander fN < 0.3Hz
• Notch filter to suppress power line influence fN = 50Hz (European Union)
• Low pass filter to suppress high frequency noise in the signal fN > 80−120Hz

Depending on the quality of the ECG recording and the desired signal process-
ing, the cut-off frequencies of the filters can be set individually. The developed
BioSignal Analysis Toolbox BSAT described in Section 7.6 has a Graphical User
Interface (GUI) for an individual filter design. Based on the mathematical back-
ground, two classes of filters are available in the GUI. The first class uses the
Fast Fourier Transform (FFT), while the second class uses the Stationary Wavelet
Transformation (SWT). In both classes high, low and band pass filters are avail-
able.

7.1.1 Fourier Based Filter

Filter based on the Discrete Fourier Transformation (DFT) are commonly used
for off-line biosignal analysis, because of an easy implementation and the large
computing power available today. In signal processing, filters often have to be real-
time capable. In this case, a windowing is necessary. In case of an off-line analysis
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the method remains more simple, as a windowing is not necessary. In case of very
long ECG signals the windowing becomes important again. However, signals are
transformed by the DFT into the frequency domain. The utilized algorithm is the
FFT as described in Section 3.1.2.
To filter a one dimensional signal vector XXX with a length of N elements, a DFT
represented in Equation 7.1 is performed.

YYY (k) =
N−1

∑
n=0

XXX(n)e− j 2πkn
N k = 0, ...,N−1 (7.1)

This transformation leads to a complex vector YYY of length N. The items in this
vector represent the frequencies of the signal XXX . To design a filter, all coefficients
representing frequencies which need to be damped are decreased or set to zero.
As the spectrum in vector YYY is mirrored, each two boundaries have to be found
to design a low or high pass filter. Figure 7.1 illustrates the frequency bands for
the three types of filters. The attenuating band of a high pass filter is represented
by the zero values of the blue line, the ones of a notch filter by the zero values
of the red line and the ones of a low pass by the zero values of the green line. To
damp frequencies in the attenuating band of the filters, boundary frequencies in YYY
have to be calculated. Equation 7.2 shows the calculation for a value representing
a frequency in the left half of the spectrum, while the corresponding value in the
right half of YYY is given by 7.3.

bL =
⌈ fx ·N

fs

⌉
+1 (7.2)

bR = N−
⌈ fx ·N

fs

⌉
+2 (7.3)

With the knowledge of the indices of the cut-off frequency of the filter, the corre-
sponding values in the attenuating band can be set to zero. This can be realized by
a multiplication vector WWW . ỸYY is then the new complex spectrum:

ỸYY =WWW ·YYY (7.4)

In the last step of the filtering, the modified complex coefficients of the DFT ỸYY are
transformed by an inverse Discrete Fourier Transform (iDFT) (Equation 7.5) to
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the signal X̃XX in the time domain. For the computation, the algorithm of the inverse
Fast Fourier Transform (iFFT) is used.

X̃XX(n) =
N−1

∑
n=0

ỸYY (k)e j 2πkn
N (7.5)

Figure 7.2 shows an ECG signal and its Fourier spectrum before and after denois-
ing. FFT filters of high pass, low pass and a notch filter have been applied using
BSAT.
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Fig. 7.1. Examples of multiplier vectors for high, low and band pass FFT filters. The zero values of the
coloured lines illustrate values of ỸYY belonging to the attenuating bands of the filters. Blue: high pass filter,
red: notch filter and green: low pass filter. As the figure is for illustration purpose, the boundaries of the
filters do not represent an ideal ECG filter.

7.1.2 Wavelet Based Filter

The basics of wavelet based ECG filtering has been adapted from the work of
Khawaja [37]. The algorithm has been implemented in BSAT to be used during
signal pre-processing of ECG data. Only a short overview is given in this section,
further information can be found in [37] and [33].
The Discrete Wavelet Transform (DWT), introduced in Section 3.2, decomposes
the signal XXX into a set of signals representing a multi-scale filter bank. As men-
tioned in Section 3.2.2, approximation coefficients of level l can be split into detail
and approximation coefficients fo level l + 1. This results into a low pass filtered
signal for the approximation coefficients and a band pass filtered signal for the
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Fig. 7.2. ECG signal with strong power line noise (red) and the same signal after denoising with a 0.3 Hz
high pass, a 50 Hz notch filter and a low pass filter of 80 Hz. The corresponding frequency spectrum can be
seen on the right. The original spectrum (red) has a high peak at the 50 Hz position. In the filtered spectrum
the peak is missing (blue line). The spectrum above 80 Hz is zero in the filtered case (blue). The effects of
the high pass cannot be seen cause of the axes scaling.

detail coefficients. A modification of the detail and approximation coefficients and
the reconstruction afterwards, change the signal in the corresponding frequency
range. This is the basic idea of the wavelet filter approach. In this work the Sta-
tionary Wavelet Transform (SWT) is used, which preserves the length of the de-
composed signal in all detail and approximation coefficient signals.
Using this method, specific high and low pass filters can be created. Band pass
filters for ECG denoising using the DWT are not common. Normally power-line
influences are cancelled by notch filters in ECG signal processing. The frequency
bands of a wavelet filter bank are dependent on the sampling frequency. A small
band in the region of the power-line is normally not available. Detail coefficients
of level 3 e.g. of a signal sampled at 1000 Hz, represent a frequency band between
31,25 Hz to 62.5 Hz. 50 Hz power-line noise lies inside this band. Nevertheless,
important signal information of the ECG is also present in this band.
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Baseline Wander

The recorded ECG signal suffers normally from a variance in the baseline. This
variance is often generated during recording by unsymmetrical changes of the
impedance of the electrode-skin contact. However, this movement of the base-
line comes not from a physiological effect of the heart. Hence, it has to be filtered
out.
An example is given to elucidate the method of wavelet based high pass filtering
by the cancellation of baseline wander. To cancel low frequency noise in an ECG
signal XXX , sampled at 1000 Hz, a single-level one-dimensional wavelet decomposi-
tion up to level 11 is performed as described in Section 3.2. This results in detail
coefficients DDD11 and approximate coefficients AAA11. DDD11 involves information of
the frequency band 0.24 Hz to 0.49 Hz. AAA11 involves information below 0.24 Hz.
To get rid of the baseline wander, which is assumed to be below 0.24 Hz, the ap-
proximation coefficients AAA11 are set to zero and the signal is reconstructed. The
reconstruction of the signal is done by a iSWT.

High Frequency Noise

To cancel high frequency noise, the decomposition of the ECG signal is done by
the SWT to receive detail- and approximation coefficients. Frequency bands as-
sumed not to contain any biosignal can be deleted by setting all detail coefficients
to zero. In frequency bands involving both, signal- and noise information, all detail
coefficients DDDlll below a threshold Tr are set to zero. The threshold depends on the
filter design. Two different approaches for thresholding are common:

• Hard Thresholding: All values dl of detail coefficient vector DDDl below Tr are
set to zero.

d̃l =





dl, case|dl| ≥ Tr

0, case|dl|< Tr
(7.6)

• Soft Thresholding: All values dl of detail coefficient vector DDDl below Tr are set
to zero, while values above or equal Tr are set to the distance between dl and Tr.
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d̃l =





sign(dl)(|dl|−Tr), case|dl| ≥ Tr

0, case|dl|< Tr
(7.7)

Mother Wavelet

In BSAT, the type of mother wavelet can be chosen. Most of the mother wavelets
available in Matlab have been implemented. In [37] several mother wavelets have
been tested. The author of [37] recommends the Daubechies11 mother wavelet for
baseline wander cancellation and the Symlet2 mother wavelet for high frequency
noise.

7.2 Fiducial Point Detection

The decomposition of an ECG signal by the WT provides a reliable possibility to
delineate the QRS complex of the ECG. Today’s computational power allows the
real time calculation of this transformation even in on-line measurement systems
which makes it one of the most common methods [75].
To delineate QRS complexes and T waves in the ECG, the algorithm introduced
here detects the R peaks by analysing the detail coefficients of a SWT decomposi-
tion. The R peak detection using the SWT bases upon the ideas presented in [37].
Once the R peaks have been detected, QRS complexes can be marked by finding
corresponding Q- and S peaks. A classification of the QRS complexes by a Sup-
port Vector Machine (SVM) is used to distinguish between Premature Ventricular
Contraction (PVC), Premature Atrial Contraction (PAC) and normal heart beats.
The classification is described in Section 7.4. The T wave delineation is done by a
correlation based method described in Section 7.3. Figure 7.3 shows a schematic
diagram of the fiducial point detection process.

7.2.1 QRS Delineation

Pre-Filtering

The major frequencies of QRS complexes in an ECG lie in a frequency band be-
tween 2 Hz and 40 Hz. Hence it is beneficial to first filter the recorded ECG. A
high pass FFT filter of 2 Hz is used to suppress baseline wander in the signal. This
might change the shape of the P and T wave, but a significant modification of the
characteristic shape of the QRS complex is not observed. A low pass FFT filter
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Fig. 7.3. Schematic of Fiducial Point Detection

with a cut-off frequency of 45 Hz is used to suppress high frequency noise in the
signal. This might slightly round the peaks of the QRS complexes, but won’t influ-
ence the steep edges of the QRS complexes. Steep edges of the QRS complexes are
mainly responsible for the delineation process. Any undesired change in the wave-
form by using these filters for delineation can be turned back after delineation is
finished.

Wavelet Transformation

The original recorded ECG signal is decomposed by a SWT into several signals of
detail and approximation coefficients. In this chapter as mother wavelet the Haar-
wavelet is used. The detail coefficients DDD, used for R peak detection are dependent
on the sampling frequency fs of the recorded signal. Detail coefficients of every
level l involve frequencies of a frequency band between fN+ and fN−. For an ECG
signal recorded at fs = 1000 Hz, DDD6 represents the detail coefficients of the fre-
quency band involving fq = 15 Hz. The boundaries of the frequency band can be
calculated in dependency of the sampling frequency fs:

fN+(l) = fs
2 ·2−l (7.8)

fN−(l) =
fs
2 ·2−l+1 (7.9)
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For QRS delineation, a decomposition by the SWT has to be done up to the level
lq covering fq. The resulting signal of detail coefficients DDDlq is analysed to find
regions potentially involving a QRS complex. It turned out that the reliability of
the algorithm can in some cases be improved by analysing the differential signal of
DDDlq (dddDDDlq). dddDDDlq is computed and analysed equal to DDDlq . Computation time is quite
short for this step compared to the SWT decomposition and thus region analysis
of both signals can be done without a significant loss of time. Decision whether
the results based on DDDlq or dddDDDlq are used is made by analysing the returned RR
time series in a later step. The following explanations are given for DDDlq only, but
are similar for dddDDDlq .

QRS Region Detection

At the position of a QRS complex, a sharp peak is found in DDDlq . The Haar-wavelet
has a high correlation with the steep increasing and decreasing edges of the QRS
complexes. To find all potential regions of a QRS complex, areas in the signal
having values greater than a threshold need to be identified. Artefacts, noise and
strong baseline wander, as well as the amplification factor of the ECG device have
an influence on the signal. Thus, a threshold has to be adaptable to the current
shape of the ECG signal to ensure the finding of all potential QRS regions.
To adapt the threshold to the current signal shape, a Root Mean Square (RMS) of
the ECG signal in a sliding window of two seconds is performed (Equation 7.10).
In case of only few QRS complexes inside the siding window, the RMS-value ςi

is highly influenced by a change of the number of QRS complexes inside the win-
dow. As the number is heart rate dependent and cannot be calculated at this state, a
heart rate dependent window size is not possible. However, the window size should
be chosen to involve at least one QRS complex surely. An increased window size
leads to a decreased signal adaptivity. This can be a problem in case of motion
artefacts, e.g. as the adaptation of the threshold might be too slow. Keeping all this
in mind, it turned out that a window size of two seconds is a good compromise for
ECG signals of healthy subjects. Using this window size, at least one QRS com-
plex is inside the window. For heart rates below 60 bpm even two QRS complexes
are surely inside. Furthermore, changes due to artefacts should increase the RMS
within less than one second.
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ςςς(i) =

√√√√ 1
2 ·ws+1

·
i+ws

∑
n=i−ws

DDDN(i+n)2 (7.10)

In this equation, i represents the sample number of the current position in the ECG
signal and 2 ·ws+1 is equal to the number of samples inside the sliding window.
Calculation of ςςς in a high resolution Holter ECG signal leads to a significant in-
crease in computation time. For this reason, the algorithm does not calculate a real
RMS. The difference between the RMS-signal and a mean value filter of the abso-
lute values of the detail coefficients, as presented in Equation 10.1, are negligible.
As the threshold has to be adaptive, a multiplication factor M is introduced.

τττM(i) =
M

2 ·ws+1
·

i+ws

∑
n=i−ws

|DDDN(i+n)| (7.11)

Figure 7.4 shows a 500 Hz sampled ECG signal and the belonging detail coeffi-
cients D5. Further more ςςς , τττ1.75 and τττ7.5 are drawn. The difference of the τττ1.75 to
the ςςς is not crucial for the region detection.
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Fig. 7.4. ECG signal (black) and the corresponding detail coefficients of the level five, representing the
frequency band involving the frequency of 15Hz (dashed grey). The blue signal represents the absolute
value of the detail coefficients. Thresholds for QRS region detection can be seen in dashed green. As the
threshold is optimized during detection, the two dashed green threshold lines represent the highest and
lowest possible thresholds. Red line shows the threshold line calculated by ςςς . The differences between the
red and dashed green signal are marginal.



74 CHAPTER 7. ECG SIGNAL PROCESSING

Threshold Optimization

All parts of the ECG signal with values in DDDlq larger than τττM are identified as a
potential QRS region. Regions having a time distance smaller than 5 ms against
each other are combined. The time difference between the first values of two suc-
cessively detected regions is interpreted as a pseudo RR interval. The detected
pseudo RR intervals are combined in vector R̂RRRRR.
To improve the quality of the QRS region detection, the optimal multiplication
factor M for the threshold has to be found. On the one hand, regions belonging to
the P- or T wave are detected by mistake if the threshold is chosen too small. On
the other hand, QRS regions might be missed during region detection if the thresh-
old is chosen too high. Altogether, falsely detected or missed regions lead to leaps
in the pseudo RR interval vector. As the RR interval is not constant, analysing the
variance of R̂RRRRR is not feasible. Thus R̂RRRRR is low pass filtered by a mean value filter
with a window length of five pseudo RR intervals. The difference between R̂RRRRR and
the mean filtered R̂RRRRR has high values at any leaps in R̂RRRRR. Generating the sum of
the differences, leads to a value OV representing the amount of leaps in R̂RRRRR. OV
can be minimized to find the best multiplication factor for the threshold. Equation
7.12 represents the calculation of OVI .

OVI =
N

∑
i=1

∣∣∣∣∣R̂RI(i)−
1
5

i+2

∑
n=i−2

R̂RI(n)

∣∣∣∣∣ (7.12)

Figure 7.5 shows all pseudo RR interval time series R̂RRRRRI of an optimisation pro-
cess. R̂RRRRR4 of iteration 4 represents the best RR interval vector. The spikes in the
curves come from ectopic beats. These remain detectable which is very important.
Elimination of potential QRS complexes based on too short RR intervals often
leads to a cancellation of ectopic beats. This was the reason for developing a more
complex method based on optimizing the thresholds. Figure 7.6 shows a segment
of a R̂RRRRR signal, the mean filtered signal and the differences. The peaks in this figure
come from an ectopic beat.
OV -values are computed for both, DDDlq and dddDDDlq in all iterations. The decision
whether the regions of DDDlq or dddDDDlq are used is also made on the lowest OV -value.
Hence, the lowest OV -value indicates the best combination of multiplier and anal-
ysis signal.
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Fig. 7.5. Calculated pseudo RR interval time series coming out of changing the multiplication factor of
the threshold signal. It can be seen that for small multiplication factors (lines 1-3) the variance of the
signals is high. It decreases significantly by an increasing multiplication factor (line(4-6). Higher values
of the multiplication factor (line 7-10) lead to an increasing variance, as missing QRS complexes cause
high values in the pseudo RR intervals. The jitters in line 4-6 come from ectopic beats which successfully
remain in the QRS detection.

QRS Peak Detection

In every potential QRS region, a search for the R peak is made by analysing the
ECG signal. As in this step the correct position of R peak plays a major role, the
original ECG signal is FFT filtered by a low-pass of 2 Hz and a high pass of 70 Hz.
Detection of the exact position of R peak is done by classic curve sketching. Zero-
crossings of the differential ECG signal represent the local maxima and minima.
The maximum or minimum having the highest absolute value is assumed to be an
R peak. Biphasic QRS complexes might lead to an alteration between the positive
and negative peak of the QRS complex during R peak detection. To prevent this,
both positions are stored and the description whether the minimum or maximum
is used, is decided at the end for all heartbeats in total. The decision is made on
the number of occurrence.
Q peaks are found as an extrema of the signal as the last zero-crossing of the dif-
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ferential signal, before an R peak. The S peak is accordingly found by the first ex-
trema after an R peak. Figure 7.7 shows an example of the detection of the peaks
of a QRS complex.
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Fig. 7.7. QRS complex fiducial point detection after the delineation of the R peak. ECG signal in blue,
differential signal of the ECG signal in red. Green dots represent the zero-crossings of the differential
signal. Q and S peak can be detected by the zero-crossings of the differential signal.
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7.2.2 Quality of the QRS delineation

The quality of the presented QRS delineation algorithm has been tested using the
PVC-study. To quantitatively measure the quality, a correction rate was calculated:

CRQRS =

(
1− FN +FP

T P

)
·100% . (7.13)

In this equation, FP are erroneously detected beats, FN are all beats, which have
not been detected and T P are all correct detections. By using a majority decision,
the results of all leads were considered. It turned out that in case of the PVC-
study with 290149 beats in the reference annotation, 289895 beats were correctly
delineated (T P = 289895). 140 beats were wrongly detected (FP = 140), while
254 beats were missed (FN = 254). Additional values are presented together with
the results of the beat classification in Table 7.2 in Section 7.4.

7.2.3 Discussion

This section showed how the delineation of the QRS complexes of a surface ECG
can be performed using a wavelet based method as described in [37, 67]. One
major problem in the field of wavelet based QRS delineation is finding a appro-
priate threshold. ECG signals can vary between different leads, subjects or ECG
recorders. The decision of an adaptable threshold using a RMS-value is a first step
in getting independent from the ECG source. However, the limitation of an RMS
based threshold turns out by analysing ventricular ectopic beats. Fixed RMS based
thresholds can lead to short RR intervals by detecting large amplitude T waves by
mistake. One can think, this is not a problem, as RR intervals resulting from this
misclassification are very short. Hence, just neglecting the second QRS complex
of a very short RR interval can correct the mistake. In case of an ectopic beat, the
last RR interval before the ectopic beat, named coupling interval, can be as short
as the RR interval resulting from of the previously described misclassification.
Hence, just neglecting one of the QRS complexes of a very short RR interval can
also eliminate ectopic beats.
Thus, a reliable threshold has to be found, which assures the reliable detection
of all QRS complexes including ectopic beats, but also avoids the detection of
T waves as QRS complexes. The threshold has to be as low as possible (to detect
all QRS complexes) and additionally as high as necessary (to detect no T wave by
mistake). A satisfactory RMS based threshold for all ECG signals processed in
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this thesis was not found. Hence, the threshold had to be adapted to the underly-
ing ECG signal. The introduced optimization of the threshold makes an automatic
reliable QRS delineation algorithm possible.
The results of the presented QRS delineation algorithm is above average of other
QRS delineation algorithms [60]. The correct rate of the validation process was
best 99,8%. During the development of the threshold optimization, the algorithm
was completely new implement and embedded into BSAT.
The following section is focused on the delineation of the T wave.

7.3 T wave Delineation

Fully automatic delineation of the T wave is still in focus of today’s research. Espe-
cially T wave delineation in Holter ECG data is of increasing interest. The Amer-
ican Food and Drug Administration (FDA) calls for further research in automatic
Tend detection for thorough QT studies [76]. The task of detecting the boundaries
of the T wave in an ECG is difficult. The amplitude of the region of interest lies in
the near of the baseline and this results in a low signal to noise ratio [59].
The approach of T wave delineation in this work is based on a correlation between
the T wave regions in the recorded ECG signal and a set of templates, representing
a subject specific T wave. The position of the best correlation is stored and the
fiducial points of the template are projected onto the T wave. To be independent
of the heart rate, a set of stretched and squeezed templates has to be generated,
delineated and correlated to the signal.

T wave Filter

The T wave delineation process starts by an optimized filtering of the recorded
ECG signal. As the T wave has its main frequency band in a region below 40 Hz, a
high pass FFT filter with a cut-off frequency at 0.3 Hz and a low pass filter with a
cut-off frequency at 40 Hz filters the ECG as described in Section 7.1.1 . To get rid
of white noise in the T wave region, the signal is additionally filtered by a mean
value filter with a window length of 30 ms. In further examination, the signals are
named as EEE f 1 for the FFT filtered signal and EEEsm for the additionally smoothed
signal. Figure 7.8 shows an example of an ECG and both filtered signals. It can be
seen that the shape of the T wave is only slightly modified by the filtering, while
the shape of the QRS complex is significantly changed.
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Fig. 7.8. Original ECG signal (blue line) and the output signals after denoising by a FFT high pass filter of
0.3 Hz and a low pass filter of 40 Hz (red line). Black line represents the filtered signal after a further mean
value filter with a window length of 30 ms. A significant change in the P and T wave shape is not observed,
while the shape of the QRS complex is clearly modified.

7.3.1 Template Generation

To find the T wave in the surface ECG, a correlation with a patient specific T wave
template is made. Hence, the ECG signal has to be analysed to generate a tem-
plate. Out of a huge number of T waves, which ideally shouldn’t be influenced by
artefacts, baseline wander or unusual morphology (caused by Premature Ventric-
ular Contraction (PVC) for example), a patient specific template can be generated
by calculating a mean wave.
Therefore, all regions in the ECG supposed to involve a T wave have to be found.
Between two successive R peaks, detected in Section 7.2.1, a potential T wave
region is supposed. The region starts at RegStart , lying 100 ms behind a detected
R peak (Ri). Ri is the time stamp of the R peak of heart beat i. The end of the region
is calculated by:

RegEnd = Ri +
7
2
· (Ri+1−Ri) (7.14)

If the distance between the end of the region and Ri+1 is smaller than 150 ms,
RegEnd is set to Ri+1−150ms. Altogether, the length of the region has to be grater
than 200 ms. If this is not satisfied, the heart beat is skipped. In every T wave re-
gion found, the maximum amplitude (T̂Max) is searched. The ECG signal between
T̂Max± 160 ms is cut out and stored to the matrix ΘΘΘ Max. At this point of delineation,
the information whether the T wave is positive or negative is not available. Thus,
a second matrix ΘΘΘ Min is generated with the signals around the minimum T̂Min of



80 CHAPTER 7. ECG SIGNAL PROCESSING

every region.
Figure 7.9 shows ΘΘΘ Max for the example of a positive T wave. The high waves in
the three dimensional plot are caused by T waves of PVCs. These and artefacts
in the signal have to be detected, as they could lead to a faulty template. To de-

Fig. 7.9. 3D picture of the first 1000 extracted T wave regions used for template generation before outlier
detection. Higher waves in the picture come from PVC and need to be thrown out by a further outlier
detection. Only the first 1000 waves have been plotted for clarity reasons.

cide, whether the analysed T wave has a positive or a negative shape, templates are
calculated out of both ΘΘΘ Min and ΘΘΘ Max. The mean of all supposed T wave regions
represents the template. Two scenarios are possible:

• Positive T wave: The data in ΘΘΘ Min come from the region behind the T wave, as
the lowest signal point is supposed to lie behind the T waves. Hence, the data in
the matrix exists of baseline signal, maybe influenced by the end of the T waves
in the left half. Data in ΘΘΘ Max involve all T wave regions of the ECG.

• Negative T wave: Data in ΘΘΘ Min involve the regions of the negative T waves of
the ECG. As the highest signal point is supposed to lie behind the T wave, data
in ΘΘΘ Max inhabits the regions behind the T wave. The data in the matrix exist of
baseline signal, maybe left side influenced by the end of the T waves.

A decision whether the waves are positive or negative has to be made. A negative
T wave has a significantly higher amount of negative values. The decision is made
by the sum of negative values in ΘΘΘ Min (sMin) and the sum of positive values in
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ΘΘΘ Max (sMax). It has turned out that a reliable measure for the determination of
positive or negative T wave can be made by:

2 · |sMax| ≥ |sMin| ⇒ positive T wave (7.15)

2 · |sMax|< |sMin| ⇒ negative T wave (7.16)

Depending on the decision, further analysis is done on ΘΘΘ Min or ΘΘΘ Max. It is named
as ΘΘΘ from now on.

Outlier Detection

Outliers in the T wave regions of the matrix ΘΘΘ have to be detected. This is done
in two steps. First, all waves having a strong shape difference to the main class
are sorted out. For this purpose the sum of all sample values of each region is
calculated as given in Equation 7.17.

ϑϑϑ(i) =
1
N

N

∑
m=1

ΘΘΘ(i,m) (7.17)

To distinguish the outliers from ’normal’ waves, a threshold has to be found. The
used threshold is based on the mean (ϑ ) and the standard deviation (σϑ ) of the
time series ϑϑϑ .

ϑ =
1
M

M

∑
i=1

ϑϑϑ(i) (7.18)

σϑ =

√
1

M−1

M

∑
i=1

(
ϑϑϑ(i)−ϑ

)2
(7.19)

The time series calculated in 7.17 can be seen in Figure 7.10 as red dots. Based on
the two values ϑ and σϑ , a interval Iϑ , supposed to involve only ’normal’ waves,
can be found. Waves having a ϑ -value outside the interval are classified as outliers
and sorted out.

Iϑ :=
[
ϑ −σϑ ,ϑ +σϑ

]
(7.20)

Figure 7.11 shows the first 1000 T wave regions after the first outlier detection.
The high waves coming from PVCs, as seen in Figure 7.9, have been eliminated
from the ensemble. The variance between the waves is much smaller, but there are
still some waves having a deformed morphology which need to be detected and



82 CHAPTER 7. ECG SIGNAL PROCESSING

deleted. To detect the remaining outliers in the ensemble a Principal Component
Analysis (PCA) as introduced in Section 3.3, is performed on the rest of the data.
The PCA transforms data into a new space, where the axes are sorted by the data’s
variance. T waves with a shape similar to the mean of the whole dataset will have
small scores. Waves with a deformed shape have higher scores. This explains the
need of the first outlier detection. Keeping the variance small makes the results
more reliable.
To break the group between ’normal’ waves and outliers, a Hotelling’s T 2-value is
performed (see Section 3.3). Equation 7.21 shows the computation.

TTT 2 =
W

∑
w=1

Score2
w

EV 2
w

(7.21)

For every wave the value of T 2 is calculated. Waves having a value smaller than
the mean of all Hotelling’s TTT 2 values (T̄ 2) are classified as outliers and are sorted
out. Figure 7.12 shows the TTT 2-values and the threshold. The residual T waves are
used to calculate the patient specific T wave template. The variance between the
remaining waves is very small, as shown in Figure 7.13.
Outlier detection using a PCA and Hoteling’s T 2 measure might detect short or
long T waves as outliers. This effect is quested as the template should be generated
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Fig. 7.10. Illustration of the first threshold for outlier detection in T wave template generation. Red dots
representing the surface area under the T wave. Interval of T waves supposed to be normal is marked by
dashed blue lines. Black line represents the median of all surface area values.
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Fig. 7.11. Rest of first 1000 T wave regions after the first outlier detection step. High waves coming from
PVC cannot be found any more. Some deformed T waves still remain in the candidate group.

from an ensemble of more or less equal T waves. Differences in the T wave coming
from the variance of the heart rate will be considered by a squeezing and stretching
of the template in a later step.
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Fig. 7.12. Illustration of the PCA based thresholding for outlier detection in T wave template generation.
The detection is made using the Hotelling‘s TTT 2-values (red dots). All T waves having a T 2-value smaller
than the mean (blue line) can be used for template generation.
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Fig. 7.13. 3D picture of all T waves remaining for T wave template generation after complete outlier de-
tection. The variance of the T waves is small. Outliers from PVC or deformed T waves cannot be seen any
more.

The patient specific morphology of the T wave is represented by the remaining
T waves in ΘΘΘ , Θ̃ΘΘ . The template T̃TT is calculated as the mean of all remaining waves:

T̃TT (i) =
1
M̃

M̃

∑
m̃=1

Θ̃ΘΘ(m̃, i). (7.22)

The so far generated template T̃TT can be seen in Figure 7.15 as blue line.

Template Delineation

The previously generated template needs to be analysed regarding its fiducial
points. This involves the detection of the beginning Tonset , the peak Tpeak and the
end of the T wave Tend . The delineation process is part of this section. For the rea-
son of clarity, the process is described for positive T waves, while it is analogue for
negative ones. Figure 7.15 shows a T wave template with detected fiducial points.
The delineation process starts by generating a differential signal of the template
(dT̃TT ). In this signal the maximum and minimum is detected to get the inflexion
points of T̃TT . Maxima and minima of the signal dT̃TT represent the highest value of
the positive and negative gradient of T̃TT . Using the standard equation for a straight
line, all necessary parameter for a tangent through each of the inflexion points can
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be calculated. Equation 7.23 and 7.25 show the mathematical description of the
tangents for the inflexion points (ξ ) at position tξ ,1 and tξ ,2.

υυυ I(t) = dT̃TT (tξ ,1) · t +b1 (7.23)

b1 = T̃ (tξ ,1)−dT̃TT (tξ ,1) · tξ ,1 (7.24)

υυυ II(t) = dT̃TT (tξ ,2) · t +b2 (7.25)

b2 = T̃ (tξ ,2)−dT̃TT (tξ ,2) · tξ ,2 (7.26)

The crossing of υυυ I with the baseline is marked as the onset of the T wave, Tonset .
Similar, the end of the T wave, Tend is marked at the crossing of υυυ II and the base-
line. The peak of the wave, Tpeak is marked at the position of the maximum am-
plitude of the signal T̃TT . The detection of the fiducial points in case of a negative
T wave is analogue.
Figure 7.14 shows an example of a T wave template T̃TT , the differential signal dT̃TT
and its corresponding fiducial points and tangents.
As the template of the T wave is generated out of regions in the ECG signal, the
template might be longer as necessary. Hence, in the last step of delineation the
template is shortened to a new template TTT 0, starting maximal 20 ms before Tonset
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Fig. 7.14. Delineation of the T wave template. T wave (blue) and the differential signal (green). Diamonds
represent the position of the T wave’s inflexion points. Tangents through the inflexion points (black dashed
lines) are used for Tonset and Tend localisation. Fiducial points are marked as coloured triangles.
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and ending maximal 30 ms behind Tend . Figure 7.15 elucidates the shortening of
the marked template.
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Fig. 7.15. Main T wave template (blue) and the used template curve (red) with its marked fiducial points
after template delineation.

The use of the deflection points, tangents and zero crossings for finding Tonset ,
Tpeak and Tend is quite common. In case other methods are preferred in future they
can easily be applied to the template. Even a manual marking of Tonset , Tpeak and
Tend on the template might be used.

Set of T wave Templates

The generated, delineated and shortened template TTT 0 is a representative subject
specific T wave. However, the T wave morphology and duration is not necessarily
constant for a whole recording. The T wave is dependent on the heart rate as de-
scribed in Section 8.4. This is not yet considered in TTT 0. The signal processing with
its outlier detection leads to a T wave shape which represents only heart rates in a
small range. To get a heart rate dependent template, the static signal TTT 0 has to be
transformed into a heart rate dependent function TTT RR.
In a recorded stress ECG, as shown in Figure 7.16, the observed T wave changes
are mainly in height and length of the wave. The shape of the wave is nearly pre-
served. Altogether, the observed variance is comparatively small.
To satisfy both, minimal computational load and inclusion of changes of the
T wave caused by heart rate adaptation during the ECG recording, the template is
transferred into a set of nine templates. A transformation to a heart rate dependent
template is not made. Hysteresis loops between QT and RR can often be observed
in the ECG. A heart rate dependent T wave template needs to involve the subject
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Fig. 7.16. Heart beats of a stress test ECG aligned at the R peaks in 3D axes. A change in QT time over
heart beat number is observed. This is caused by an increasing heart rate due to the physical load. The
main shape of the T wave is not significantly changed, while height and length of the T wave change. This
can also be observed in the contour graph under the surface plot. ECG was recorded with BSAT-1012,
amplitude value of the ECG recorder not calibrated.

specific QT/RR coupling. Modelling those relations to adapt the template to the
signal is very difficult and not reliable. However, this is not necessary. The main
template TTT 0 is squeezed and stretched to a set of nine templates (TTT 1 to TTT 9). The
scale factors for squeezing and stretching are static: sc := [0.8,0.85, ...1.15,1.2].
Figure 7.17 shows a set of templates and the fiducial points which have to be found
for every template separately.

7.3.2 Correlation

Once a set of templates has been generated, the intrinsic fiducial point detection
of the T wave can start. For this, the previously filtered ECG signal EEE f 1 is used.
Starting at the first detected R peak (R1), a T wave region has to be defined to
search for a T wave. The boundaries of the region are named as a and b. The
region starts 50 ms behind an R peak, Ri. The end of the region is again calculated
by Equation 7.14.
The QT interval is in any case shorter than 600 ms. To prevent computing time to
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Fig. 7.17. Set of T wave templates. Subject specific template is squeezed and stretched between 0.8 and 1.2
to satisfy T wave variety coming out of heart rate adaptation. All nine templates are shown in this figure
with corresponding fiducial points.

enlarge unnecessarily, b is set to a+ 600ms in case of a region length ∆ab longer
than 600 ms. On the other hand, a region has to be grater than the largest template
T9. Thus, the region bound b is set to at least a plus length of T9 plus 50 ms.
Altogether the region needs to end before the next detected R peak (Ri+1) and the
heart rate is claimed to be smaller than 200 bpm. This limitation of maximum heart
rate is made, as a RR interval smaller 300 ms and thus a T wave region smaller
250 ms, might lead to a faulty detection. Clinical ECG signals normally do not
reach this limit and even if, this is caused by a tachycardia, which was not in
focus of the signal processing in this research work. Stress test ECG recordings,
as performed during this thesis, did not reach heart rates above 200 bpm.
Once a T wave region εεε i for heart beat i has been defined, a two step correlation
process starts. During the correlation process two parameters have to be optimized.
The position shift value sh and the template scale factor sc.
In the first step, the nine templates are cross-correlated with the region signal εεε i.
Equation 7.27 and 7.28 describe the cross correlation routine used in Matlab [77].

R̂RRxy(m) =
N−m−1

∑
n=0

xxx(n+m)yyy∗(n) m≥ 0 (7.27)

R̂RRxy(m) = R̂RR∗yx(−m) m < 0 (7.28)
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The input vectors have to be of size N, otherwise the shorter vector is lengthened to
N by adding zero values. In case of T wave delineation, templates are lengthened
as well. As the template is shifted over the T wave region εεε an output vector ψψψ

results. Elements of ψψψ for the current heart beat and template i are described in
Equation 7.29.

ψψψ i(m) = Rxyi(m−N), m = 1,2, · · · ,N−1 (7.29)

To get the position in the ECG signal the output vector has to be aligned cor-
rectly. Figure 7.18 shows the non zero part of ψψψ i for all templates aligned to the
corresponding ECG signal. A non scaled cross correlation was used. As the best
position of every template is searched separately, it is not necessary to scale the
output signal1. The position where a template TTT i fits best to the T wave region εεε i

is found by the maximum value of the output vector ψψψ i.
After this step, a shift vector with optimal shift value for each template exists. Fig-
ure 7.18 shows an example which illustrates results of such a correlation process.
In the upper part the ECG region of a T wave is drawn. In the lower part ψψψ is drawn
for all nine templates. The maxima of the signals are marked by yellow dots. These
represent the start positions of the templates (relating to the ECG signal) for their
optimal fit to the T wave region.

Next, the scale factor sc, as the second free parameter in correlation process, has
to be found. A linear correlation between the T wave region and each template at
the position of the best shift shbest is performed. To minimize the computational
time the correlation and parameter optimization process is split into two steps.
Linear or rank correlation which are comparable against each other are time con-
suming. Instead of testing all positions and templates, the maximum of the less
time consuming non scaled cross-correlation is searched and then the templates
are compared against each other at the optimal fit position, using the linear corre-
lation. The algorithm computes Pearson’s linear correlation coefficient to compare
the templates. In equation 7.30 the templates and the corresponding samples of
the T wave region are represented by the vectors xxx and yyy. The variables x and y
represent the mean of xxx and yyy.

1 The computational time is significantly increased for an equal but scaled correlation sequence.
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rxy =

n
∑

l=1
(xxx(l)− x)(yyy(l)− y)

√
n
∑

l=1
(xxx(l)− x)2 n

∑
l=1

(yyy(l)− y)2
(7.30)

The template TTT best , with the maximum linear correlation coefficient rxy, fits best
to the T wave region. The scale factor is set to the scale factor of this template.
To delineate the T wave of the current heart beat i the fiducial points of TTT best can be
projected onto the ECG signal. As the shift of the template and the fiducial points
of the template are known, the fiducial points of the T wave can be calculated by:

Tonset = Ri + shbest +Tonset,best , (7.31)

Tpeak = Ri + shbest +Tpeak,best , (7.32)

Tend = Ri + shbest +Tend,best . (7.33)

The value of shbest gives the position of the beginning of the best fitting template
at the position with the highest correlation in the total ECG segment. scbest and
shbest are valid for the specific heart beat they have been found for.
Large signal amplitudes have a higher impact on the correlation coefficient than
small amplitudes. Thus, a delineation of the T wave is focused on the peak of the
wave and not on the end of the T wave. In clinical routine, mostly the end of the
T wave is requested. So, the stronger weighting of the T wave peak in the correla-
tion is a drawback at the expense of the Tend delineation accuracy. To balance this
drawback a refinement is performed.

Refinement

The refinement is done by minimizing the difference D between the template
TTT best and the corresponding ECG sequence in a refinement interval of tre f = 10ms
around the position determined previously. To focus on the end of the T wave, a
multiplication vector wwwi of the length of TTT best is defined.

min
k

D(k) =
M

∑
m=1

wwwi(m)
(

EEEsm(shbest−
tre f

2
+m) ·TTT best(m)

)2
. (7.34)

Vector wwwi weights the differences between TTT best and the ECG signal. All values
before Tpeak (of TTT best) are multiplied by 0.5, while all values at, or behind Tpeak

are weighted with 1. The computation of DDD is done for every sample point in the
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Fig. 7.18. Correlation of the whole template set with a T wave region. Upper axes: ECG signal with all
templates positioned for best correlation. Lower Axes: cross correlation vector of all templates aligned to
the relating position in the ECG signal. Yellow dots mark the best correlation position for each template
separately.

refinement interval. Thus, for a signal with a sample rate of fs =1000 Hz, k is in
the interval between 1 and 10. The lowest value in DDD represents the refinement
shift of the T wave. This shift is added to the fiducial points of the current T wave.
The refinement is the last computation step for T wave delineation of heart beat i.
The fiducial point detection of the i+1-th T wave is started and done in the same
manner.
Once the T wave delineation process has been done for all detected heart beats in
the ECG signal, the results are stored in a fiducial point table. This table is the
basis for all further signal processing and time series generation as introduced in
Section 7.5. The ECG delineation process is completed at this point.

7.3.3 Results of the Delineation

The T wave delineation process described in this chapter was developed within
this research work. During the delineation process, every heart beat of the ECG
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is marked. A high reliability of the algorithm is reached because of the subject
specific template generation. This enables an extraction of clinically relevant in-
formation out of the ECG signal, for example by analysing time series involving
information of changes in wave morphology. The usage of mean values of ten
second intervals as commonly performed for QT interval analysis [78] is neither
necessarily nor recommended.
The developed T wave delineation with its Tend detection was tested in several
manners. A first validation was done on the MIT QT-Database [79]. This database
involves 105 short term ECG recordings having a manual expert annotation of
about 15 heart beats, per tape. In this work 92 recordings have been tested. The
other records have been excluded for technical reasons. In some cases the ECG
data could not be read in, in other cases expert annotation was not available or
readable. In total 3015 heart beats of 92 ECG recordings have been compared to
the experts annotations.

Annotation Comparison

A golden standard definition of the Tend position in the ECG does not exist. The
author choose the tangent method [69] as one of the most common methods for
Tend delineation. However, the absence of a golden standard leads to differences in
Tend detection. Those differences lead to a constant offset error. The offset makes
the comparison more complex, but not impossible. To be able to compare the ex-
pert annotation and the annotation of the automatic T wave delineation algorithm,
a range of permitted offsets have to be defined. All Tend-values having a difference
to the corresponding expert annotation smaller than Omax are counted as correctly
detected, (d+). All Tend-values having a lager difference to the corresponding ex-
pert annotation are counted as falsely detected (d−). A detection rate can be cal-
culated by Equation 7.35. In this, L is the total number of compared waves. As for
every detected R peak a T wave is found by the best correlation in a T wave region,
the calculation of sensitivity or specificity is not reasonable at this point. These
values are presented for the R peak detection in Section 7.4.5.

DRate =
d+
L
·100% (7.35)
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Results of Annotation Comparison

Table 7.1 and Figure 7.19 show the results in dependency of the permitted offset.
The mean error and the standard deviation of the detected waves are shown as
well. It can be observed that the detection rate increases by an increase of the
allowed offset. The mean error increases as well, mostly until Omax reaches 80 ms.
For Omax ≥ 80ms the mean error e remains approximately constant. As the mean
error is negative, the experts annotation is delayed in the signal compared to the
automatic annotation.
The standard deviation σ gives an overview on the variance of the differences. σ

increases with the detection rate. For a permitted offset of more than 100 ms σ is
less increasing. The increase of the standard deviation is a corollary of the increase
of the permitted offset. In summary, a permitted Omax-value grater than 100 ms
does not significantly increase the values of σ and e. A maximum permitted error
of 100 ms leads to a detection rate of 91.19%. The results of every single record
can be found in the Appendix. Table A.1 shows the results for OMax = 100ms for
all records.

Alternative Validation

Validation of fiducial point detection has to be made in comparison to manual ex-
pert annotation. However, this is a problem as also the manual annotation of ECG

Table 7.1. Results from the MIT BIH QT Database for the detection of Tend in dependence of the per-
mitted offset Omax. Comparison between experts manual annotations and the fully automatic delineation.
Detection rate DRate, mean error e and mean standard deviation σ are shown.

OMax [ms] DRate [%] e [ms] σ [ms]
10 33.23 -1.16 4.89
20 59.43 -4.99 8.40
30 69.23 -7.28 9.89
40 77.68 -9.55 11.83
50 80.30 -11.52 12.34
60 84.05 -12.59 13.50
70 85.95 -13.22 14.20
80 88.48 -14.02 14.84
90 89.75 -14.14 15.28
100 91.19 -14.14 15.86
110 91.93 -15.60 16.21
120 93.40 -14.45 16.72
130 94.20 -14.37 16.84
140 95.88 -14.43 17.15
150 96.75 -14.16 17.34
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Fig. 7.19. Detection rate in dependency of allowed error

signals is not 100% exact. All errors in manual annotations lead to a false delin-
eation result of the algorithm. This requires a validation in the scenario for which
the algorithm has been developed.
This work focuses on the T wave delineation of Holter ECG data to detect drug
induced repolarisation changes. To validate the algorithm in a further step, it was
used to detect the T wave in ECG data of the THEW tQT database I and II. An
introduction to the databases can be found in Section 5.3. The QT interval was ex-
tracted and heart rate corrected by the formula of Bazett [80]. A QT prolongation
of about 12 ms under the influence of Moxifloxacin has been observed. Khawaja et
al. in [78] and Couderc et al. in [81] came to similar results of QT prolongation by
analysing these THEW ECG studies. Figure 7.20 shows a boxplot2 of the QT pro-
longation for the THEW tQTII study. The introduced fully automatic delineation
algorithm can be used to detect even small drug induced QT prolongation in Holter
ECG data. A detailed explanation of drug induced QT prolongation and further re-
sults are presented in Chapter 8, ’Drug Induced Repolarisation Changes’.

7.3.4 Discussion

The introduced T wave delineation algorithm showed good performance and reli-
ability. The detection of the end of the T wave was possible, even under bad con-
ditions. A detection rate of 91.15% has been achieved for the MIT QT database

2 The information given by the boxplots used in this work is specified in Section 8.2.3
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Fig. 7.20. Boxplot of QT prolongation of THEW tQTII study. QTc is calculated using the correction for-
mula of Bazett. Interval length is 60 minutes. 57 subjects have been considered. Plasma concentration of the
drug Moxifloxacin is plotted in green. A high correlation of the plasma concentration of Moxifloxacin and
the QT-prolongation can be observed. ∆∆QTc is the difference between two recordings with once placebo
and once Moxifloxacin administered. Day to day variance is eliminated by setting QTc to zeros predose.

for a maximum permitted error of 100 ms. Moxifloxacin induced QT prolongation
of 12-14 ms could be detected by analysing the QT interval extracted from ECG’s
delineated by the method.
As a T wave is found for every detected heart beat, the T wave detection rate is
always 100%. To get a meaningful value for the detection quality, a maximum
permitted error has to be defined. As there is no rule for the value of a maximum
allowed error, the results have been computed for different values between 10 ms
and 150 ms. Calculation of sensitivity and specificity is not meaningful. As previ-
ously reported, the algorithm finds a T wave for every heart beat detected by the
QRS delineation. Hence, sensitivity and specificity are strongly depended on the
QRS delineation. Results of QRS detection and classification are presented in Sec-
tion 7.4.5. To analyse the quality of the T wave-delineation algorithm separately,
the detection rate as described before is the best choice.
The validation of the delineation algorithm via a comparison to manual annota-
tions has a major drawback. The manual experts annotations can have a variance
themselves. Noise, artefacts or baseline wander can cause this variance. Further
more, differences between ECG recordings within a study caused by different
wave morphologies in different leads might lead to a variance in manual anno-



96 CHAPTER 7. ECG SIGNAL PROCESSING

0 40 80 120 160 200 240 2800.1

0

0.1

0.2

0.3

0.4

0.5

Time [ms]

A
m

pl
itu

de
 [m

V
]

Fig. 7.21. Differences of manual annotations. Wave ave been aligned to their peaks. The red dashed lines
show the positions of the Tend annotations.

tations. Within a group of experts an individually related variance is also most
likely. Figure 7.21 shows an example of a manual annotation of 30 T waves made
by one expert within a single ECG recording. The T waves have been aligned on
Tpeak. The standard deviation of the Tend annotations is very high. Interestingly,
the standard deviation of the manual annotation after alignment is 19.1ms, and
thus larger than the maximum mean σ seen in Table 7.1 . Of course, a direct com-
parison of both values should not be made, but it illustrates the limitations of this
validation method.
Besides the validation using manual annotations, clinical data with a known infor-
mation can help to proof the quality of a delineation algorithm. The drug Mox-
ifloxacin is known to prolong the QT interval. If the algorithm reliably detects
small drug induced QT prolongation, a high delineation quality can be assumed.
The THEW tQTII study is very powerful for the validation of automatic delin-
eation algorithms. On the one hand, the drug Moxifloxacin is known for its impact
on the QT interval. On the other hand, a Moxifloxacin blood plasma concentra-
tion curve for all recordings is available. A strong correlation between the blood
plasma concentration and the QT prolongation measured by the algorithm makes
the validation results more reliable.
Indeed, QTc prolongation due to Moxifloxacin can be observed in ∆∆ -plots gen-
erated from the delineated ECG. As observed in Figure 7.20, ∆∆QTc increases
post dose, until about three hours after the drug was administered. A maximum
QTc prolongation of about 12 ms is ascertained. A strong correlation to the plasma
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concentration curve is observed. The boxplot shows the results of 57 subjects. QTc

values have been averaged in intervals of 1 hour.
A combination from both, comparison of manual expert annotation and testing
clinical issues in a well known dataset leads to a validation process which pro-
vides useful information on the quality of the delineation algorithm. The valida-
tion process for this T wave delineation algorithm turned out high reliability and
high quality for the correlation based method. In ’Comparison of three T-Wave
Delineation Algorithms based on Wavelet Filterbank, Correlation and PCA’ [5],
the author of this work implemented and tested two additional Tend-delineation al-
gorithms. It turned out that the correlation based method works most reliable and
leads to small delineation errors.

As any method, also T wave delineation by the correlation based algorithm has
some limitations. The introduced method is based on a subject specific template
generated from the recorded ECG. The generation of the template assumes a high
number of ’normal’ T waves in the ECG data, as they can be found in healthy sub-
jects. Subjects suffering from heart diseases which affect the morphology of the
T wave and change it significantly during recording time might be a challenge for
the delineation algorithm. Significant changes of the wave morphology can lead to
a wrong template and consequently to erroneous T wave delineation. As a rule of
thumb, the ECG should involve at least 70% ’normal’ heart beats.
The delineation of the template has been optimized for positive and negative
T waves. In all datasets used in this work, leads with either positive or negative
T waves have been found. In some ECG recordings bi-phasic T waves might be
found. In such case, a delineation by the algorithm is possible, even though the
delineation might be inexact. The T wave might be seen as positive or negative,
which leads to a delineation of either the first or the second half of the wave. An
update of the template delineation routine with an additional determination of bi-
phasic T waves could be possible. Biphasic T waves have not been considered and
thus a reliable delineation of ECG recordings inhabiting those waves is not recom-
mended yet. In an update, bipasic T waves could be considered and the template
delineation routine could be augmented. The correlation routine of the algorithm
needs not to be changed for this purpose.
Delineation of ECG data with T wave alternans has to be discussed in this context.
T wave alternans, found in the early years of the 20th century was considered as



98 CHAPTER 7. ECG SIGNAL PROCESSING

a seldom phenomena [82]. This T wave alternans is related to a significant mor-
phology variation which could also lead to problems in the T wave delineation
using the correlation based method. From the 1980s on, a computational analysis
of T wave alternans was possible and the phenomena of nonvisible (microvolt-
level) alternans was studied [83]. This alternans should not affect the delineation
process, as the variance between the beats is small. The template should not sig-
nificantly change and a reliable correlation process will be possible. A variance
of the maximum amplitude of the T wave is not problematic, as the best correla-
tion in a T wave region is not changed. An alternans in the duration of the T wave
can be compensated by the discriminative scaled templates. In summary, micro-
volt T wave alternas does not affect the delineation process. In the seldom case of
significant T wave alternas, a method based on one single template in general is
not recommended.

7.4 Beat Classification using a Support Vector Machine

The QRS complex in the surface ECG indicates ventricular depolarisation. This
important information can be used to analyse the heart rhythm of the patient.
Additional information whether e.g. a normal heart beat, a Premature Ventricu-
lar Contraction (PVC)3 or an Premature Atrial Contraction (PAC)4 was detected is
not available. A further analysis is necessary to classify all detected heart beats.
In this thesis three classes of beats have been distinguished:

• Normal heart beats coming from the sinus node in normal rhythm. These beats
are labelled as RN .

• Premature atrial contraction, arise in the atrium, but too early for the normal
rhythm. These beats are labelled as RA.

• Premature Ventricular Contraction, arise in the ventricles. They have different
morphology and appear before the next normal beat. These beats are labelled
as RV .

Figure 7.22 shows an ECG signal with a PAC, while Figure 7.23 shows a PVC
in the same ECG recording. To distinguish between normal beats, PVC and PAC,
rhythmical and morphological parameters of each QRS complex are computed and

3 PVC is also named: extrasystole, ventricular premature beat or ventricular premature contraction.
4 PAC is also named: atrial premature complexes or atrial premature beats
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analysed. A description of these parameters is provided in Section 7.4.1 and 7.4.2.
The classification of the beats is done with a Support Vector Machine (SVM).
The performance of the QRS detection and beat classification was validated on the
PVC-study introduced in Section 5.7. The results are presented in Section 7.4.5.
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Fig. 7.22. ECG signal segment of PVC-study subject 1 with PAC. RR interval before PAC is shorter than
previous RR intervals. RR interval after PAC is longer than the following RR intervals. The morphology of
the PAC is equal to those of normal beats.

7.4.1 Rhythmical Descriptors of the QRS Complexes

To distinguish normal beats from PVC or PAC, rhythmical features of the RR in-
tervals are analysed. In Figure 7.22 it can be seen that the RR interval before the
PAC is shorter than normal, while the following RR interval is longer than normal.
Similar observations can be made in Figure 7.23 for a PVC.
It is obvious to analyse rhythmical features to distinguish PVCs from normal heart
beats. The presented classifier uses 20 different rhythmical features in the classifi-
cation process. A detailed description of all rhythmical features is presented in the
supervised Student Research Project of Gustavo Lenis [4]. Here, a short overview
over the most important rhythmical features is given.
Equation 7.36 and 7.37 show the relationship of the R peak (as defined in Section
7.2.1) of a heart beat i to the corresponding RR interval (RRi) and the heart rate
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Fig. 7.23. ECG signal segment of PVC-study subject 1 with PVC. RR interval before PVC is shorter than
previous RR intervals. RR interval after PVC is longer than the following RR intervals. The morphology
of the PVC is clearly different to those of the normal beats.

(HRi).

RRi = Ri+1−Ri (7.36)

HRi =
60

RRi−1
(7.37)

As already mentioned, RR intervals before an ectopic beat are shorter than RR in-
tervals of normal beats, while the subsequent beat has a longer RR interval. Hence,
the first group of rhythmical features is based on the relationship between RRi and
RRi−1. So-called Poincaré plots are common to elucidate self-similarity in a pro-
cess. Figure 7.24(a) shows a Poincaré plot of RRi vs. RRi−1. During normal sinus
rhythm, RR interval lengths are supposed to lie in a cloud around the bisection of
the first quadrant, while PAC and PVC are supposed to lie above the bisection.
Related to Equation 7.36, for every feature generated from RR interval values a
corresponding feature generated from the values of the heart rate exists. The heart
rate based features are linear independent from the RR interval based features and
they should bring new information to the classification process.
The first feature introduced, is based on the difference of two successive RR in-
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Fig. 7.24. Poincaré plots of a) RRi vs. RRi−1 and b) HRi+1 vs. HRi of ECG signal 100 of the MIT-BIH
arrhythmia database. In a) the ectopic beats lie above the bisection. Beats below the bisection with a dis-
tance to the main cloud come from beats previous or subsequent an ectopic beat (the coupling interval or
the compensatory pause influences the position in the plot). In b) the results are mirrored.

tervals. Normal beats will have small values around zero, while ectopic beats will
have larger values. An example of the difference between two successive RR in-
tervals can be seen in Figure 7.25. Equations 7.38 and 7.39 show the calculation.

∆RRi = RRi−RRi−1 (7.38)

∆HRi = HRi−HRi+1 (7.39)

To scale down the cloud of normal beats, also the quotient of two successive
RR intervals and heart rates is calculated. Figure 7.24 elucidates this principle in
general. The inter-beat difference is small for normal beats and thus the quotient
of the length of two successive RR intervals is around one. Equation 7.40 and 7.41
show the calculation of two features using this fact:

qRRi =
RRi

RRi−1
(7.40)

qHRi =
HRi+1

HRi
. (7.41)

To increase the difference between normal- and ectopic beats, an additional ratio
is calculated, considering the RR intervals and heart rates of the last two beats.
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Fig. 7.25. Difference between two successive RR intervals (∆RR) over time. Differences of normal beats
lie near to zero, while PVC and PAC have significantly increased values.

QRRi =
qRRi

qRRi−1
=

RRi ·RRi−2

RR2
i−1

(7.42)

QHRi =
qHRi

qHRi−1
=

HRi+1 ·RRi−1

HR2
i

(7.43)

As the heart rate varies throughout the day, a mean heart rate and a mean RR
interval in a window of 11 beats is calculated to get a measure of the current heart
rate in the region of an ectopic beat. Equation 7.44 and 7.45 show the computation.
The value of the current heart beat i is neglected as it may be an ectopic beat.

RRi =
1

10

i+5

∑
j=i−5, j 6=5

RRi (7.44)

HRi =
1

10

i+5

∑
j=i−5, j 6=5

HRi (7.45)

Using RR and HR, additional descriptors can be generated. The following equa-
tions give an impression on some of the descriptors:
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qRRi =
RRi

RRi
(7.46)

qHRi =
HRi

HRi
(7.47)

∆qRRi = qRRi−
1

10

i+5

∑
j=i−5, j 6=5

qRR j (7.48)

∆qHRi =
1

10

i+5

∑
j=i−5, j 6=5

qHR j−qHRi (7.49)

QqRRi =
qRRi

1
10

i+5
∑

j=i−5, j 6=5
qRR j

(7.50)

QqHRi =
qHRi

1
10

i+5
∑

j=i−5, j 6=5
qHR j

. (7.51)

In total, 20 rhythmical descriptors are generated. These descriptors are labelled
RP1 to RP20 from now on. The rhythmical parameters are used in the SVM to
determine to which of the three classes a beat belongs. In Figure 7.24 the classifi-
cation seems to be very easy. All three types of beats can be clearly distinguished.
However, the differences in the pattern of the three classes are not always clearly
distinguishable. Figure 7.26 shows an ECG signal of the MIT-BIH arrhythmia
database. In this case the classes overlap, especially for both ectopic beat classes.
The PAC class and normal beats still have different rhythmical properties in Figure
7.26. For some of the PVCs, the rhythmical properties are quite similar to those
of normal beats. However, QRS complexes of PVCs have a different morphology
compared to normal beats and PACs. This can be seen in Figure 7.23. Thus it
can be concluded that an analysis of the QRS morphology delivers additional in-
formation that might ultimately help to improve the classification of the different
beats. In the next sections a short introduction on morphological features for beat
classification is given.

7.4.2 Morphological Descriptors of the QRS Complexes

Besides the different rhythmical properties that help to distinguish between normal-
and ectopic beats, the morphology of the QRS complexes of PVC differs as well.
PVCs that have very similar rhythmical features compared to normal beats, can be
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Fig. 7.26. Overlap of beat classes in a Poincaré plot showing RRi vs. RRi−1 of an ECG signal from MIT-
BIH arrhythmia database. Normal beats (blue dots) cannot be separated from ectopic beats (green and red
dots). The classes of PAC and PVC also overlap.

correctly classified by taking morphological descriptors into account. As the mor-
phology of the QRS complex of a PAC is similar to the QRS complex of a normal
beat, morphological descriptors can be used to separate PVCs from both, normal
beats and PACs.
In this section the morphological QRS descriptors are introduced. The first mor-
phological parameters are based on the amplitude of the QRS complex:

MP1 = max{sss} (7.52)

MP2 = min{sss} (7.53)

where sss represents a vector of amplitudes of a QRS complex. Generally speaking,
absolute amplitude based values in biosignal processing can be unreliable. How-
ever, the maximum and minimum amplitude of normal beats and PVCs can be
very different. A separation of the beat classes is often possible. To take the slope
of the QRS complexes into account, descriptors based on minima and maxima of
the first and second derivative of sss are used. The minima and maxima of those
signals are used.

MP3 = max{sss(i)− sss(i−1)} (7.54)

MP4 = min{sss(i)− sss(i−1)} (7.55)

MP5 = max{[sss(i)− sss(i−1)]− [sss(i+1)− sss(i)]} (7.56)

MP6 = min{[sss(i)− sss(i−1)]− [sss(i+1)− sss(i)]} (7.57)
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In addition to amplitude based descriptors, area based descriptors are used.

MP7 =
1
fs
·

N−1

∑
j=1

sss( j)+ sss( j+1)
2

(7.58)

in this equation fs represents the sample frequency. To calculate the positive and
negative area under the QRS complex two new signals are introduced:

sssp( j) =





sss( j), if sss( j)> 0

0, else
(7.59)

sssn( j) =





sss( j), if sss( j)< 0

0, else
(7.60)

Using sssp and sssn together with Equation 7.58, the positive and negative area of
the QRS complex is calculated as MP8 and MP9, respectively. The last area based
feature introduced here uses the square of the signal amplitude:

MP7 =
1
fs
·

N−1

∑
j=1

sss2( j)+ sss2( j+1)
2

(7.61)

Differences in the amplitude and area under the curve are based on the fact that
the signal spectrum of a PVC is different to the spectrum of a normal beat or PAC.
Hence some morphological descriptors are based on the FFT of the QRS complex.
The absolute value of the spectrum of the signal

|FFT{sss( j)}|= |S(k)| (7.62)

is divided into three intervals:

• F1 with the frequencies interval between 5 Hz and 10 Hz
• F2 with the frequencies interval between 10 Hz and 20 Hz
• F3 with the frequencies interval between 20 Hz and 50 Hz

The spectrum of PVCs is expected to have increased values compared to normal
beats and PACs in the interval F1. For both intervals F2 and F3 the values are
expected to be decreased for PVCs. Three parameters are generated:
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MP11 = max {|S( f )|} , f ∈ F1 (7.63)

MP12 = mean {|S( f )|} , f ∈ F2 (7.64)

MP13 = max {|S( f )|} , f ∈ F3 (7.65)

To describe the morphology of a QRS complex, Hermite basis functions can be
used. The parameters a1 to a3 of the Hermite basis functions are optimized for
an optimal fit of the corresponding QRS complex. Different morphologies of the
QRS complexes can be distinguished by comparing the parameters of the Hermite
basis functions. In this thesis a representation of Hermite functions as introduced
in Section 3.4 is used to approximate the QRS complexes.

sss( j)≈ a1 ·h1

(
j− τ

σ

)
+a2 ·h2

(
j− τ

σ

)
+a3 ·h3

(
j− τ

σ

)
(7.66)

In this equation τ is the centre of mass and σ is the variance. They are chosen in
dependency of the centre of mass and the variance of the actual QRS complex. h1

to h3 represent the Hermite functions of order 1 to 3. The parameters a1 to a3 are
used as MP18 to MP20. Figure 7.27(a) shows a three dimensional scatter plot of the
descriptors resulting from the approximation.
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Fig. 7.27. Three dimensional scatter plots of descriptors based on Hermite basis functions and PCA.

The last group of morphological descriptors introduced in this section is based on
a PCA. The PCA generates a new coordinate system with axes sorted according
to the variance of the data. Computing the PCA of a matrix of different QRS com-
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plex signals is assumed to return small eingevalues for QRS complexes of normal
beats and PACs, while the returned scores of the eigenvectors of the PVCs should
significantly differ. In Figure 7.28(a) a superposition of all QRS complex signals
of an ECG signal are shown. Figure 7.28(b) illustrates the resulting average QRS
complex signal, while Figure 7.28(c) to 7.28(f) present the first four eigenvectors
of a corresponding PCA. In addition to that a scatter plot of the scores of the first
three eigenvalues is presented in Figure 7.27(b). The group of PVCs is clearly
separated from the groups of normal beats and PACs. The scores of the first four
eigenvalues are used as morphology depicting descriptors MP29 to MP32.
Some more parameters based on the statistical properties of the QRS complexes
e.g. skewness or kurtosis are computed. They are described and discussed for the
T wave in Section 7.5. Further morphology based descriptors are generated by an
analysis of the Wavelet transform of the QRS segments [4]. For the reasons of
clarity these descriptors are not introduced here.

7.4.3 Template Generation

The computation of rhythmical and morphological descriptors can be used to clas-
sify heart beats into the groups: normal beats, PACs and PVCs. However, one
major problem for a classification algorithm is the definition of the boundaries
between the groups. Until now, the parameters differ clearly between the differ-
ent classes of beats within one ECG signal. Yet, the difference between different
subjects and different ECG leads was not considered so far. To get reliable classifi-
cation results using a trained classifier, the proposed descriptors have to be subject
independent. All features need to be normalized in the feature space to prevent the
classifier from misclassification because of inter subject differences.

Normalisation of Rhythmical Features

In order to detect normal heart beats which can be considered for the normalization
of the rhythmical features, the RR intervals in the Poincaré plot are in focus. The
RR intervals (Figure 7.29(a)) are transferred by a PCA based method (see Section
3.3) into a new space such that the cloud of normal beats lies in the centre. Thus,
the input data PPP (RRi and RRi+1 in Figure 7.29(a)) is transferred by the PCA into a
new space. The resulting scores SSS are a scaled and rotated version of the input data
PPP (see Figure 7.29(b)). To get the distances Z of each point to the origin of the new
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Fig. 7.28. PCA based descriptor generation.

space, spanned by PC1 and PC2, two distance vectors DDD1 and DDD2 are computed by:

DDD1(i) = Z2
PC1,i (7.67)

DDD2(i) = Z2
PC2,i . (7.68)

To extract normal heart beats, two thresholds are introduced. The thresholds are
based on the variance of the data in DDD111 and DDD222. It turned out that the empirical
determined thresholds:
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T1 = 1.1 ·
√

var(DDD1) (7.69)

T2 = 1.1 ·
√

var(DDD2) (7.70)

deliver good results. All scores with values below both thresholds are lying in the
’main’ cloud. They all are likely to be normal beats. As the method is iterative, all
candidates are used as input data in the next step and the procedure is repeated. The
remaining candidates in the ’main’ cloud of the 10-th iteration are assumed to be
normal and used for the normalisation. The resulting ’normal’ beats are illustrated
in red in Figure 7.29(c).
To normalize the rhythmical features, a mean value RPk and the standard deviation
R̃Pk is computed for every feature k from the beats previously classified as normal.
Equation 7.71 elucidates the normalisation.

RRRFFF ′k(i) =
RRRFFFk(i)−RPk

R̃Pk
. (7.71)

Figure 7.30 shows an example of normalized RR intervals for two ECG record-
ings of different subjects. It can be seen that the clouds match closely after the
normalisation.

Normalisation of Morphological Features

To normalize morphological features, it is obvious to use the differences to the
features of a subject specific template. However, a template as the mean of all
QRS complexes is not necessary a good representation of the QRS morphology
of a normal beat, as the influence of PVCs might significantly change the mean
template (see Figure 7.31(a)). Using the beats selected during the normalisation
process does not necessarily lead to an exclusion of all PVCs, as PVCs sometimes
have normal rhythmical features. A separation process is needed to erase poten-
tially remaining PVCs from the previously selected beats. Figure 7.31(a) shows an
example of an ECG recording with PVCs. The mean value of these signals would
neither represent normal beats, nor PVCs.
To get a reliable and clear template of the normal beats, the signals are analysed
using a PCA. The outlier detection is done based on a Hotelling’s T 2 statistic. All
beats with a T 2-value in the 80% quantile are considered for the calculation of a
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(a) Poincaré plot of RRi vs. RRi+1
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(b) Poincaré plot of PCA scores of PC1 vs. PC2
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Fig. 7.29. Illustration of the PCA based detection of normal heart beats.

mean template5. Referring to Figure 7.31(a), in Figure 7.31(b) all remaining QRS
complexes and the generated template are illustrated.

5 The outlier detection using PCA and Hotelling’s T 2 statistics is described in Section 3.3 and additional examples
can be found in Section 7.3.1 for the T wave.
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Fig. 7.30. Poincaré plot of RRi vs. RRi+1 for two different subjects prior and subsequent to normalisation.
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(a) QRS of normal beats, PVC and PAC
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(b) QRS of normal beats and PAC

Fig. 7.31. Template generation from QRS complexes of a ECG signal with a huge number of PVCs. a), all
detected QRS complexes in the signal. b) remaining QRS complexes used for template generation. Yellow
dashed line illustrates the template.

All morphological descriptors are generated for the resulting template (tMPl). Ad-
ditionally, out of all beats used to calculate the template, the standard deviation of
each morphological feature (M̃Pl) is calculated. To normalize all morphological
features (MPl) of all beats i, a similar approach is chosen as for the rhythmical
features:

MMMPPP′l(i) =
MMMPPPl(i)− tMPl

M̃Pk
. (7.72)
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Using the normalisation introduced here, it was possible to use the SVM-classifier
for different subjects, leads and recording systems without any adaptation.

7.4.4 Classification of the Beats

The classification of the heart beats is done using a Support Vector Machine
(SVM) (see Section 3.5). The SVM is a supervised learning method that gen-
erates an optimal linear classifier. Similar to many other automatic classification
methods, the SVM has to be trained. As the classes which have to be separated
by the SVM are not necessarily linearly separable, a kernel function is used to
map the input pattern into a new feature space. In this thesis the Gaussian Radial
Basis Function (RBF) has been used. For the computation, the algorithm libsvm
[84], implemented by the Department of Computer Science of the University of
Taiwan, was used. In this implementation the kernel function is defined by:

K(xxx,yyy) = exp(−γ · ||xxx− yyy||2), with: σ
2 =

1
2γ

(7.73)

the parameter γ has to be chosen manually. Also the parameter C (for the misclas-
sification error) has to be chosen manually during the training phase.
The range of the parameter values used to classify the heart beats are very dif-
ferent. Larger numeric values might dominate smaller numeric values of other
parameters. In addition to that, very large and very small values might cause com-
putational problems. To solve these problems all parameters were rescaled to an
interval of -1 to 1. The smallest numeric value was set to -1 while the largest value
was scaled to 1.
To find the best values for γ and C, all possible values had to be tested. To opti-
mize the parameter values γ and C, the training process ran in several iterations.
In each iteration the values were changed. The quality criteria of the optimization
was the Correct Rate (CR) (see Equation 7.74). In the first iterations the number of
QRS complexes was small and the span of the parameter values was large. In the
following iterations the number of QRS complexes increased. The range for the
parameter values of γ and C was set to the ranges with best results in the previous
iteration. This was done until the best possible correct rate was achieved.
To train the SVM in this research project the MIT-BIH arrhythmia database,
introduced in Section 5.6, was used. The first parameter intervals were set to
log10(γ)∈ [−3,−2,−1, . . .4,5] and log10(C)∈ [−3,−2,−1, . . .4,5]. The logarith-
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Fig. 7.32. Illustration of the iterative training procedure and adaptation of the free parameters.

mic scaling increase the analysed range. 5000 QRS complexes were considered
in the first iteration. Figure 7.32 shows the results of the optimization process.
In the next iteration the parameter intervals were chosen to log10(γ) ∈ [0;4] and
log10(C) ∈ [−1;1]. This was done until 50 % of all QRS complexes of the MIT-
BIH arrhythmia database were considered in the training set. Due to the large
number of heart beats in the training set, the training phase of the SVM took 14
days.
After the training phase, the SVM was used for classifying ECG data from the
MIT-BIH arrhythmia database and from the PVC-study. It turned out that a sig-
nificant number of normal heart beats were classified as ectopic beats. Visual ob-
servations of the misclassified beats showed that noise and artefacts had a high
impact on the classification. It became clear that the use of a filter was necessary
to further enhance the classification quality (especially for false positive beats).
The following three types of filters were tested to denoise the QRS complexes:

• Smoothing filter
• Gaussian filer
• Butterworth filter.

The filters were designed adaptively based on the signal energy in the spectrum.
Therefore the spectral distribution of the Fourier transform of the QRS complex
is computed. The frequency where 90 % of the total signal energy is included, is
set to the cut-off frequency of the filter. Best results have been achieved using the
Butterworth filter. Figure 7.33 illustrates the detection of the cut-off frequency.
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Fig. 7.33. Illustration of the adaptable cut-off frequency of the ECG filter for beat classification.

7.4.5 Results of the Classification

To validate the classification, annotated data from the PVC-study was used. As the
SVM was trained on a different dataset (MIT-BIH arrhythmia database) a realis-
tic classification result should be achieved. However, for validation purpose, the
following values were calculated:

• Correct Rate:

CR =
number of correctly classified beats

total number of beats
·100% (7.74)

• Sensitivity:

SE =
number of correctly classified ectopic beats

total number of ectopic beats
·100% (7.75)

• Positive Predicted Value:

PPV =
number of correctly classified ectopic beats
total number of beats classified as ectopic

·100% (7.76)

The correct rate is often used for validation, but in a dataset with only few ectopic
beats this value is very high if all beats are set to normal. The sensitivity is a good
measure for the classification quality of ectopic beats. However, if the number
of normal beats classified as ectopic is high, the sensitivity is not affected. The
positive predicted value is sensitive forwards this case. Normal beats detected as
ectopic lead to a decrease of the PPV.
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Besides the validation of the beat classification, the quality of the R peak detection
is important. Heart beats which have not been detected during the R peak detection
cannot be classified. To prevent the results from a decrease by probably missed or
wrong detected beats, only the classification of the correct detected beats were
considered for the validation. Additionally the results of the R peak detection are
presented. Table 7.2 shows the results for the classification and R peak detection of
the whole PVC-study. This study involving 56 subjects and encompasses 290149
heart beats in total. The ECGs have been recorded with eight leads. To improve
the classification results, the analysis of all eight channels was additionally tested.
All introduced delineation methods in this work are based on one ECG lead. This
is necessary, as multi-lead ECG data is not available in all cases6. Nevertheless,
using the information of all available leads is obvious and advantageous. A multi
lead majority decision was used for R peak detection and classification. The results
are shown in Table 7.2.

Table 7.2. Results of the QRS detection and beat classification

Channel Filter CRQRS [%] CR SVM
[%]

SE SVM
[%]

PPV SVM
[%]

2 off 99.087 98.314 90.562 44.268
4 off 97.454 98.321 92.164 46.945
6 off 99,752 98.397 90.848 46.873
2 on 99.087 98.797 88.737 51.249
4 on 97.454 98.759 90.930 53.003
6 on 99,752 98.979 92.658 58.972

multi on 99.864 98.386 86.382 77.245

7.4.6 Discussion

In this chapter a beat classification algorithm based on a SVM was introduced. The
classification was based on rhythmical and morphological features extracted from
every detected QRS complex. All features were normalized to prevent an adapta-
tion of the classifier due to differences related to heart rate, leads, signal quality
or inter subject variability. The SVM was trained using the MIT BIH arrhythmia
database. The presented results were achieved by analysing the PVC-study intro-
duced in Section 5.7. For an additional improvement of the classification, a multi-
lead analysis has been performed. To measure the quality of the classification,

6 For example the Myocarditis database used in this work has only one ECG lead.
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the values of correct rate, sensitivity and positive predicted value are presented.
It turned out that the values of CR and also for SE are satisfactory. The classifier
was able to detect most of the ectopic beats correctly. However, the PPV was quite
low first. Many normal beats were classified as ectopic. An improvement of falsely
classified normal beats could be reached by using an additional signal filter. PPV
was increased by about 5% to 12%. However, the best PPV result was still only at
58% and thus not satisfactory. Yet these results could be significantly improved by
using a multi-lead decision. PPV was increased to a value of approximately 77%.
The value of PPV is still relatively small in comparison to CR or SE. A compari-
son to other algorithms could not be presented, as this value is seldom published
for a beat classification algorithm. On the other hand, it has to be reasoned that
this value only considers ectopic beats. Small numbers of ectopic beats in a signal
can lead to a low PPV-value even for a small number of misclassifications. How-
ever, the total number of missed ectopic beats is small and to train a new SVM
could help to further enhance the results. In fact, the SVM was only trained on the
MIT-BIH arrhythmia database. A new SVM trained on data of several different
clinical studies is envisioned. Additionally, some modifications in the algorithm,
e.g. in the normalisation routines, were recently made. These modifications have
not been considered during the training phase. The very time consuming training
phase of several weeks made a new training for every change in the algorithm im-
possible.
To further increase the quality of the classification, the use of additional informa-
tion based on the P- and the T wave might be considered in the future. The missing
of a P wave might be an additional hint for a PAC. The analysis of a subsequent
T wave might help to decide whether a normal beat or a PVC was detected. How-
ever, at this stage, no P- and T wave information has been included. The T wave
delineation algorithm described in Section 7.3 is completely independent from the
beat classification. This provides the possibility to use information such as e.g.
QT interval length or correlation coefficients of the current heart beat, for the beat
classification.
Table 7.2 provides also the results of the validation of the QRS detection algo-
rithm. A reliable detection of the R peak for both, single lead and multi lead de-
tection was achieved. The correct rate of 99,86% for multi lead detection is above
average [60].
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7.5 Time Series Generation and Wave Extraction for Advanced
Signal Processing

ECG delineation, as described in previous sections, is the precondition for the
analysis of clinical aspects out of the surface ECG. Points in time, provided by the
fiducial point detection, have to be transferred into time series to extract the under-
lying information. In this work, a framework has been developed to handle time
series of the surface ECG. The time series involve either time based information or
information on the wave morphology. Additionally, signal parts including whole
heart beats or a specific part of the heart beat, e.g. the T wave can be extracted for
every beat of the ECG signal.

7.5.1 Time Series Generation

The generation of time series out of the ECG data is an important step for the
analysis of ECG data. Time series involve information extracted out of every sin-
gle heart beat which are written into a vector. In every element of the vector, the
descriptor value of the corresponding heart beat is stored. Most common time se-
ries out of the ECG is the heart rate, e.g. in terms of a series of RR intervals.
In this work, time series out of the ECG are spread into two groups:

• Time based: Data out of time based descriptors like e.g. the RR- or the QT
interval.

• Morphology based: Data out of descriptors describing the morphology of a
wave of the ECG.
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7.5.1.1 Time Based Descriptors

Time based descriptors used in this work are:

RR RR intervals, in milliseconds
QT QT intervals, in milliseconds
RT RT intervals, in milliseconds
QTcB QT intervals, corrected with formula of Bazett
QTcF QT intervals, corrected with formula of Fridericia
δI−III Time intervals of the T wave

The RR interval of heart beat i is calculated by:

RRRRRR(i) = Ri+1−Ri (7.77)

The QT interval of heart beat i in this work is given by7:

QQQTTT (i) = Tend,i−Qpeak,i (7.78)

Similar to the QT interval, the RT interval (RT ) can be defined as:

RRRTTT (i) = Tend,i−Ri (7.79)

As described in Chapter 8.2.1, the QT interval has to be heart rate corrected. Two
standard correction formulas (Bazett and Fridericia) have been used to generate
time series:

QQQTTT cB(i) =
QQQTTT (i)√
1

1000 ·RRRRRR(i)
(7.80)

QQQTTT cF(i) =
QQQTTT (i)

3
√

1
1000 ·RRRRRR(i)

(7.81)

Both, formula of Bazett [80], Equation 7.80, and formula of Fridericia [86], Equa-
tion 7.81, need to have RR interval values in seconds. As all time based values are
computed with the unit milliseconds, the RR value has to be multiplied by 1

1000 .
7 In some works the QT interval i is related to the RR interval i−1, [85]
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Used T wave time intervals δI to δIII can be seen in Figure 7.34. The computation
is done by:

δδδ I(i) = Tend,i−Tpeak,i (7.82)

δδδ II(i) = Tend,i−Tonset,i (7.83)

δδδ III(i) = Tξ2,i−Tξ1,i with the inflexion point Tξ (7.84)

All descriptor values are computed for every single heart beat in the ECG signal.

!III

"I "IITOnset

TPeak

TEnd

!I

!II

#1 #2

Mittwoch, 29. Februar 2012

Fig. 7.34. Illustration of time and area based T wave descriptors. The left half of the T wave is represented
by ΛI , the right half of the T wave is represented by ΛII , while the sum of both is represented by ΛIII . The
baseline is illustrated by the red dashed line. Time intervals are shown as arrows under the plot.

7.5.1.2 Morphological Based Descriptors

Morphological descriptors used in this work:

Ψ Normalisation factor for the T wave
µ ′ Expected value of the T wave
σ ′ Standard deviation of the T wave
γ ′1 Skewness of the T wave
β ′2 Kurtosis of the T wave
α ′I/II Gradients at the inflexion points of the T wave

ν Difference between baseline and maximum of the T wave
ΛI−IIIArea under the T wave (time integral)

These morphological descriptors have been developed for the T wave only. In
many standard leads of the surface ECG, the T wave has a shape similar to a Gaus-
sian function. Gaussian functions are well known in probability theory and statis-



120 CHAPTER 7. ECG SIGNAL PROCESSING

tics. A description by expected value, standard deviation and central moments is
common. Thus, a description of the T wave using the equations of statistics is self-
evident.
The T wave values, T(t) are interpreted as a density function for all following
descriptors. The names of those descriptors are signed by an additional dash. A
normalisation of the vector T has to be done to compute the statistical values. The
normalisation is mathematically described in Equation 7.86. In this equation T(t)
is time dependent. The values of t are the time stamps starting from t1 and ending
at te.

Ψ ·
te

∑
t=t1

T(t) !
= 1 (7.85)

T′ =Ψ ·T(t) (7.86)

The normalisation factor is unitless. Out of the normalized T wave T′, an expected
value can be calculated by:

µ
′ =

te

∑
t=t1

t ·T′(t) (7.87)

The expected value is a measure of the centroid of the T wave. The value is time
based, thus unit is milliseconds. Out of the expected value, the standard deviation
(σ ′) is calculated:

σ
′ =

√√√√
te

∑
t=t1

(t−µ ′)2 ·T′(t) (7.88)

σ ′ is a measure for the variance of the T wave samples around the expected value.
The unit is again time based, (milliseconds).
The third central moment, the skewness (γ ′1) is mathematically described for the
T wave in Equation 7.89

γ
′
1 =

te
∑

t=t1
(t−µ ′)3 ·T′(t)

σ ′3
(7.89)
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Skewness is a measure of the asymmetry of the wave. The value of γ ′1 lies around
zero. This descriptor is unitless. The last descriptor out of the statistics is the fourth
central moment, kurtosis (β2).

β
′
2 =

te
∑

t=t1
(t−µ ′)4 ·T′(t)

σ ′4
(7.90)

Kurtosis is a measure of the ’peakedness’ of a function. The descriptor is unitless.
Its values are spread around three.
Two further descriptors α ′1 and α ′2 showing the gradient at the inflexion points ξ1

and ξ2 of the first and second half of the normalized T wave are introduced. These
parameters do not come from the statistics, but as they have been calculated on the
normalized wave they have been also marked by an additional dash.

α
′
I =

T′(ξ1)−T′(ξ1−1)
t(ξ1)− t(ξ1−1)

(7.91)

α
′
II =

T′(ξ2)−T′(ξ2−1)
t(ξ2)− t(ξ2−1)

(7.92)

The following descriptors are extracted from the original (not normalized) waves.
A standard descriptor is the height of the wave ν . The definition is quite simple,
the difference between the baseline and the maximum of the wave.
The last analysed morphological descriptors are values representing an area un-
der the curve. Three different curve intervals have been generated to calculate
areas under the curve. Figure 7.34 illustrates the three areas. The descriptors are
named as ΛI−III . The computation is described in Equation 7.93. The correspond-
ing boundary values ta and tb can be found in Figure 7.34.

Λ = ∆ t ·
tb−1

∑
t=ta

T(t)+T(t +1)
2

∆ t =
1
fs

(7.93)

As the descriptors are computed for every single heart beat and T wave respec-
tively, a vector can be generated out of the descriptor values. Every vector can be
seen as a time series.
All generated time series are not equidistant in time. The duration between two
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heart cycles, changes for every heart beat and thus the time distance between each
value is varying. This can be important in a further signal processing, as it was
done in Chapter 9. Hence, a vector tttT S is defined involving the time stamps of
the time series values. The time stamp is equal for all descriptors. Date of the
corresponding R peak in the ECG signal is used.

tttT S(i) = Ri (7.94)

The time stamps are extracted in milliseconds.

7.5.2 ECG Wave Extraction

To analyse the morphology of ECG cycles, whole heart beats, QRS complexes and
T waves can be extracted. The waves are cut out of the ECG signal and are written
into a matrix Θ . All waves have to be aligned against each other.

7.5.2.1 Whole Heart Beat

For whole heart beats the signals are aligned according to their R peak. Figure 7.16
shows a visualisation of a matrix involving whole heart beats of an ECG. In every
line j of the matrix ΘΘΘ HB, the amplitude values of the ECG signal of one heart beat
is listed. The signal parts are all of equal length.

ΘΘΘ HB( j) =[EEECCCGGG(Ri−n1),EEECCCGGG(Ri−n1 +1), . . .

,EEECCCGGG(Ri +n2−1),EEECCCGGG(Ri +n2)]
(7.95)

Where n1 is the time before Ri and n2 is the time distance behind Ri. Figure 7.16
shows a matrix with exported heart beats.

7.5.2.2 QRS Complex

The QRS complex can be extracted to matrix ΘΘΘ QRS by shortening the length of n1

and n2 in Equation 7.95. Figure 7.35 shows a visualisation of the extracted QRS
complexes of a Holter ECG signal.
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Fig. 7.35. Visualisation of QRS complexes in matrix ΘΘΘ QRS

7.5.2.3 T wave

The T wave matrix ΘΘΘ T has to be generated by aligning the T waves at Tpeak. This is
not as easy as in case of the QRS complexes. The peak of the T wave is smoother
than the R peak. Noise on the wave might lead to a wrong alignment, if exactly the
highest point is used. To prevent the waves from small dislocations, the maximum
of the smoothed waves has been used. A further improvement was reached by a
correlation alignment algorithm.

Refinement of T wave alignment

A mean T wave TTT 0, out of the smoothed and aligned T waves ΘΘΘ T is generated.
This mean wave is then cross correlated with every single wave in a small region
around Tpeak. The waves are aligned to the position with the highest cross correla-
tion coefficient.
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After the refinement, a matrix Θ̂ΘΘ T results with best possible alignment of the
waves. Figure 7.36 illustrates a matrix of aligned T waves.

Fig. 7.36. Visualisation of T waves in matrix Θ̂ΘΘ T

Outlier Detection

Holter ECG signals are often disturbed by noise and artefacts. The T wave is prone
for significant morphology changes due to noise and artefacts. Hence, it is neces-
sary to detect outlier waves.
In Section 7.3.1 an outlier detection routine has already been described. This out-
lier detection was designed with very hard thresholds, as in the context of template
generation, even small outliers have to be detected. The relative high number of
T waves and the fact of computing a template as a mean of the remaining T waves,
made this a good choice. In the particular case, the number of outliers has to be
as small as possible. Only waves touched by noise and artefacts have to be thrown
out. Waves influenced by changes of the heart rate or any physiological reasons
need to remain.
The outlier detection is made in two steps. First, a mean wave T̂TT 0 out of Θ̂ΘΘ T is gen-
erated. For every T wave in matrix Θ̂ΘΘ T a Pearson correlation coefficient according
to Equation 7.28 is computed. All waves having a correlation coefficient smaller
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than 0.9 are classified as outliers. Mainly T waves disturbed by artefacts should be
detected. A new matrix Θ̂ΘΘ

′
T results.

Next, T waves influenced by noise and signal jitters are in focus. To detect those
waves, the mean wave of Θ̂ΘΘ

′
T , T̂TT

′
0 is subtracted from all waves. The sum of all abso-

lute values of the signal minus T̂TT
′
0 is calculated. To be independent of the sampling

frequency, the result is divided by the number of sample points N. Equation 7.96
shows the computation for T wave j of the matrix.

kkk( j) =
1
N

N

∑
n=1

∣∣∣TTT j(n)− T̂TT
′
0(n)

∣∣∣ (7.96)

All T waves having a k-value higher than fife times the mean of all k-values, are
also classified as outliers and withdrawn from Θ̂ΘΘ

′
T . A matrix Θ̂ΘΘ

′′
T results finally.

Interval Analysis

Until now, all values and waves are considered for every single heart beat. Hence,
even beat to beat changes in the ECG data are observable.
To analyse slow variations in the ECG, as they can be caused by a medication,
analysing mean values out of time intervals is more beneficial than a beat to beat
observation. Additionally, using intervals the influence of short episodes of low
quality ECG can be reduced. Thus, a more reliable analysis is possible.
In this work, intervals have been generated for all time based parameters of the
ECG and the descriptors based on the T wave morphology. In case of RR, QT and
QTc, simply the mean of all parameter values inside the interval was calculated.
An example for the I-th interval of the time series RRRRRR is presented in Equation
7.97.

RRRRRR(I) =
1

l2,I− l1,I
·

l2,I

∑
j=l1,I

RRRRRR( j) (7.97)

In Equation 7.97, l1,I represent the number of the first and l2,I the number of the
last wave of the interval I.
In case of the morphology based descriptors, a template as the mean of all T waves
inside the interval is generated. The corresponding parameter values are calcu-
lated using this template. Computation of the template’s parameters is equal to
the computation of the parameters of a single T wave. Equation 7.98 shows the
computation of the template for interval I.
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TTT I =
1

l2,I− l1,I
·

l2,I

∑
j=l1,I

Θ̂ΘΘ
′′
T ( j) (7.98)

(7.99)

Time series and matrices, representing the mean values of all intervals are labelled
with a bar on top to distinguish them to time series and matrices of single beat
values. The matrix involving the mean waves of all intervals is named as ΘΘΘ T .

7.5.3 Export Structure

Analysing Holter ECG data in clinical studies leads to a huge amount of differ-
ent data. Every patient in the study can have some personal information such as
age, sex, or findings. Several time series can be generated from the ECG data after
fiducial point detection as described in Section 7.5.1. Beside the one dimensional
time series vectors, matrices with ECG signal segments such as T waves or QRS
complexes, can be extracted.
To handle these different types of data, a Matlab structure has been developed
which contains all signals and information. This export structure called file has
equal structure for all participants of an ECG study. Thus, automatic processing of
complete study data is possible.
Figure 7.37 shows a schematic of the export structure. In the last column an ex-
ample or description of the data is given. The structure cannot be modified, but
entries, not available for a patient, must not exist. For automatic analysis of sev-
eral subjects, only the existence of the data which is in focus has to be proofed
by an algorithm. Values shown in Figure 7.37 are the basic values which can be
found in every export structure. Additional patient related information stored in a
unisens.xml file of a record are automatically added.
For all parameters and waves, a time vector can be found in the structure to get the
corresponding time in the ECG signal. Time stamps are set to the time of R peak
(Ri) of the corresponding heart beat.
All time series are generated during the export and not during fiducial point detec-
tion.
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Layer I Layer II Layer III Layer IV Layer V Values
Record Information Table String Data (Cell, N x 5)

Fiducial Point Table Data Matrix M x 16

Colom String String Data (Cell, 16 x 1)

Beat Type String String Data (Cell, 2 x 20)

Name Tobias Baas 01

Export Date 01-Dec-1980 07:26:00

Patient Study IBT 01

Clinical Research No C001

Date of Record 01-Dec-1980 

Starttime 08:00

Patient Name Tobias Baas

Patient Age 31

Patient Sex Male

Analyte none

Findings none

Others none

ECG Time Series (ts) RR Time Vector (1 x M)

RR Data Vector (1 x M)

HR Data Vector (1 x M)

RT Time Vector (1 x M)

Data Vector (1 x M)

QT Time Vector (1 x M)

Data Vector (1 x M)

RR Data Vector (1 x M)

HR Data Vector (1 x M)

QTc Bazett Data Vector (1 x M)

QTc Fridericia Data Vector (1 x M)

Waves QRS Complex Time Vector (1 x M)

Data Vector (L x M)

Signal Information String Data (Cell, 13 x 1)

Lead Number Number

Lead Name String

File Name String

Heart Beat (HB) Time Vector (1 x M)

Data Vector (L x M)

Signal Information String Data (Cell, 13 x 1)

Lead Number Number

Lead Name String

File Name String

T wave Time Vector (1 x M)

Data Vector (L x M)

Data Normalized Vector (1 x M)

Signal Information String Data (Cell, 13 x 1)

Lead Number Number

Lead Name String

File Name String

Different Morph. Descritors Each, Vector (1 x M)

Intervals Start Time of Interval Vector (1 x I)

Data Vector (L x I)

Data Normalized Vector (1 x I)

Different Morph. Descritors Each, Vector (1 x I)

Fig. 7.37. Schematic of the export structure of BSAT



128 CHAPTER 7. ECG SIGNAL PROCESSING

7.6 BioSignal Analysis Toolbox BSAT

BSAT is a software toolbox which was developed during this research work. The
software helps to analyse ECG and blood pressure data. It provides a number of
classical analysis tools, such as adjustable signal filter or ECG delineation algo-
rithms. The software is developed for evaluation of ECG and Blood pressure data.
It provides an information management system to store clinical relevant informa-
tion at any position in the data. The graphical user interface provides a fast and
detailed signal display, which allows manual analysis of any signal part regardless
of sample rate or resolution.
Figure 7.38 shows a eight lead Holter ECG in BSAT. The automatically detected
fiducial points can be seen as vertical lines. The software was developed to view

Fig. 7.38. Screenshot of the Main-GUI of the software toolbox BSAT.
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and visually analyse ECG and blood pressure data. Any part of a signal can be
shown by a simple mouse click, regardless of resolution, number of leads or sam-
ple rate. Information of the patient and recording are easily available. New infor-
mation and supplementary notes can to be stored, viewed and changed by any user
of the program.
To evaluate clinical studies, the software has a batch processing routine. The op-
portunity to save settings which are reloaded during the batch processing makes
the work on complete studies possible. An export of information, signals and re-
sults is implemented for advanced signal analysis.
The software was used for all investigations in this research work.
Main features of BSAT summarised:

• Denoising
• Fiducial point detection
• Beat classification
• Time series generation
• Data and signal export
• Batch processing
• Information system
• Unisens 2.0 compatible

Data Handling

To open files in BSAT a signal in Unisens 2.0 [49] format is needed. Unisens 2.0
file format is able to handle a various amount of signal data in one folder. This
makes the data handling easy. Additional personal information on the patient, the
recording system, dates and times can be stored in the xml file of the Unisens file
folder.
New data can be read into BSAT by generating a Unisens 2.0 folder. To do so,
either the data available as .mat file or raw ECG data out of the recording system
BSAT-1012 are required. The import can be done using the import assistant in the
BSAT software.

Filtermask

The filter described in 7.1 can be set up over a filter mask in BSAT. Figure 7.39
shows the GUI to setup the filter. A storage system is available to save the filter
setup. During a batch processing the stored setup can be reloaded.
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!Fig. 7.39. Screenshot of the filter settings mask of BSAT. The filter mask is classified into Fourier and
Wavelet based filters.

Information Management System

In the information management system, information related to the recordings can
be stored. These measurement related information is always based on a time point
in the signal. All information related to a signal point can be stored in the notes.
An example are the measurement results of drug blood plasma concentrations
measured at some points during an ECG measurement. The times of eating and
drinking can be registered. Comments from a physician which might be interest-
ing for an engineer could also be stored in the information notes. Hence an easy
way of information exchange is provided by the information management system
of BSAT.
Figure 7.40 shows information notes of BSAT with listed events of PVC. A visu-
alisation of a PVC event in the ECG signal is available.

Batch Processing

The processing of complete datasets is necessary to evaluate clinical data. BSAT
provides batch processing for denoising, fiducial point detection, beat classifica-
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!

!Fig. 7.40. Screenshot of the information management system of BSAT. The list involves detected PVCs.
Below the list, additional information can be seen. The entries of the list can be shown in the signals
diagram.

tion and the export of signals and time series.
During the batch processing a stored setting is used and all recordings are pro-
cessed in the same manner.





Part III

Investigations





8

Drug Induced Repolarisation Changes

8.1 Introduction

In the last two decades, several drugs have been withdrawn from the market as
reports of sudden cardiac death associated with the drug have been published
[87, 88]. The genesis of antiarrhythmia resulting into a potentially fatal ventric-
ular tachyarrhythmia, known as Torsade de Points (TdP), is associated with the
prolongation of the QT interval [89]. Hence, the QT interval, representing the du-
ration of the systolic interval, is in focus as a potential risk factor for humans
in drug safety studies [88]. Not only antiarrhythmic drugs have been associated
with TdP, also non cardiac drugs arouse suspicion to be responsible for TdP. Some
few reports on cardiotoxicity of anti-psychotics and first generation histamine H1-
receptor antagonists in the 1960s and 1970s can be found. In this time, the ability
of non cardiac drugs to prolong the QT interval was seen as a pharmacological
’curiosity’ of incalculable clinical relevance [87].
Until today, the relationship between QT prolongation and proarrhythmic effects
of drugs is not fully understood. The prolongation of the QT interval is often ob-
served in clinical studies, while the observation of TdP is very seldom. This might
be caused by the relative small number of participants in clinical trial studies I to
III [87].
Preclinical studies can give an indication for ’proarrhythmical danger’. However,
the information out of preclinical studies is only poorly understood, which might
be reasoned by the non uniform methodology of those studies [90].
Until now, most important risk factor for drug safety studies is the heart rate cor-
rected QT interval. Thus, pharmaceutical companies and the Food and Drug Ad-
ministration (FDA) responsible for drug approval, are focused on the QT interval
evaluation of clinical trial studies.
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On the International Conference for Harmonization (ICH), E14 guidance [91],
which recommends a thorough QT (tQT) study in clinical development to de-
tect an arrhythmogenic potential, was introduced. The focus of those studies is on
clinically relevant drug induced QT prolongation. The analysis of the difference
between the QT intervals of a subject under the influence of a drug, relative to
placebo can be one example. [92]
In the E14 guideline, hard thresholds for evaluating thorough QT/QTc studies are
presented. The result of a thorough QT study gives direction on the amount of
information to be collected in the following development steps of the compound.
Subsequent definitions are made in [91]:

• A negative ’thorough QT/QTc study’ will almost always allow the collection of
on-therapy ECGs in accordance with the current practices in each therapeutic
area to constitute sufficient evaluation during subsequent stages of drug devel-
opment.

• A positive ’thorough QT/QTc study’ will almost always call for an expanded
ECG safety evaluation during later stages of drug development.

The regulations regarding to a prolonged QT c interval, have one main criterion:
’Drugs that prolong the mean QT/QTc interval by around five milliseconds or less
do not appear to cause TdP. ... A negative thorough QT/QTc study is one in which
the upper bound of the 95% one-sided confidence interval for the largest time-
matched mean effect of the drug on the QTc interval excludes 10 ms’ [91].
Only a short section is focused on morphology analysis in the FDA regulatory
guideline. There are no special advices, requested information or any work flows,
which have to be considered yet. However, the analysis of morphological features
of ECG waves is desirable, since the QT interval alone is not a reliable marker for
drug induced arrhythmias [93].

8.2 Drug Induced QT Prolongation

The focus of this section is on drug induced prolongation of the heart rate corrected
QT interval. The prolongation of QTc due to Moxifloxacin and an unknown com-
pound (UnC) are analysed on two studies from THEW, named tQTI- and tQTII-
study.
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8.2.1 QT Correction

To analyse the effects of drug induced QT prolongation, the heart rate dependent
QT interval has to be corrected. Most common heart rate correction formula in
clinical routine is the formula of Bazett (Equation: 7.80) [89, 90]. Bazett divided
the QT interval of a heart cycle by the square root of the RR interval [80]. The
formula of Bazett standardizes the measured QT interval to a heart rate of 60 bpm.
The formula of Bazett is highly controversial, as it has been identified to artifi-
cially prolong the corrected QT interval QTc for heart rates above 60 bpm and
shorten QTc for heart rates below 60 bpm [94]. Hence, a various number of QT
correction formulas has been developed. They can be divided into two groups:

• The first group, to which Bazett’s formula belongs, uses the current heart cycle
to calculate a corrected QTc. A time lag between the adaptation of the QT in-
terval to an increased or decreased RR interval (QT/RR hysteresis) [95], is not
considered by those correction formulas. Tabo in [96] compares several com-
mon correction formulas and analyses their ability to show the effect of drug
induced QT prolongation in dogs.

• The second group considers the QT/RR hysteresis and its time lag. Several dif-
ferent approaches have been made for dynamic modelling of the QT/RR cou-
pling. To analyse the RR- and QT interval, windowing is very common. Pueyo
et al. in [97] compare several window-based correction formulas. In this and
other works, the QT interval of the ith heart beat is related to a history of previ-
ous weighted RR intervals.

Other approaches are based on a Transfer Function (TRF) formalism to describe
the static and dynamic coupling of the QT/RR relationship [98].
In 2008, several dynamic models based on heart cell measurements and simula-
tions have been introduced by the author [99]. To develop the models, heart cell
measurements have been made at Pfizer Research and Development, Sandwich
UK. The same stimulation protocols have been used to simulate action poten-
tials of heart cells at the Institute of Biomedical Engineering (IBT) Karlsruhe,
Germany. The relationship of Action Potential Duration (APD) and Basic Cycle
Length (BCL) was used to develop the models. Some of the introduced models
used Bazett’s formula as a static relationship and added a dynamic relationship on
top [100]. A detailed report on the work can be found in [101].
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The introduced publications in the field of QT/RR coupling are just a small sample.
Various other models and correction formulas can be found in literature. However,
a golden standard has not been found yet. Every approach has disadvantages and
none of them can be used in every clinical field. Moreover, QT/RR relationship
seems to be highly individual even among healthy subjects. Malik in [102] draws
the conclusion: ’For detailed precise studies of the QTc interval (for example, drug
induced QT interval prolongation), the individual QT/RR relation has to be taken
into account.’.
To evaluate thorough QT studies of the telemetric and Holter ECG Warehouse
(THEW), subject specific QT/RR relation was not available. Finding a QT correc-
tion method satisfying all points described above was not part of this work. The
author decided to use the formula of Bazett with its long tradition in the clinical
trial evaluation.

8.2.2 Methods

Holter ECG data of both THEW studies, tQTI and tQTII has been delineated by
the methods introduced in Section 7.2. The delineated ECG data was used to gen-
erate time series of QT and RR intervals as described in Section 7.5. The data of
every ECG recording was divided into intervals of 30 minutes for tQTI-study and
intervals of one hour for tQTII-study. For each time interval and recording a, rep-
resentative corrected QT interval was calculated as the mean of all corrected QT
intervals, as described in Section 7.5.2.3, Equation 7.97.
Measurement data of every participant exists of two different measurements with
equal ”environmental” parameter like for example length of recording or daytime
of the beginning. In one measurement a drug and in the other a placebo was admin-
istered at a fix time after the recording was started. The sequential arrangement of
drug- and placebo recording was random and unknown for both, participants and
physicians.
To prevent the influence from any environmental factors, the measurement process
has been standardised. Factors like starting time, lunch- and dinner time have been
kept fixed for all measurements. To detect the influence of the drug, a compari-
son of corresponding time intervals of both recordings, aligned with dose time1 is
reasonable.

1 In this work, time of drug or placebo administration is named as ”dose time” or ”time of dose”. Moreover, ”pre dose”
represents the time before drug administration and ”post dose” accordingly the time after drug adminsitration.
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To prevent inter-day variability, the values resulting out of the last interval pre dose
have been subtracted from all intervals of the measurements. Since two differences
are calculated, once between the time intervals of both measurement days and once
between the dose interval and all other intervals, the results are labelled as ∆∆

(double delta). The calculation is explained in Section 8.2.3 for a pseudo descriptor
χ .

8.2.3 Calculation of ∆∆ -values

At this point, the workflow of calculating ∆∆ -values is shortly explained. The
mathematical formulation is valid for all descriptors. Equation 8.1 and 8.2 show
the calculation for a pseudo descriptor χ for ∆ and ∆∆ analysis, as they have been
used in this work. The values of an interval k for one subject are introduced. χχχMox

refers to the mean values from a Moxifloxacin recording, accordingly χχχPlo repre-
sents the corresponding mean values of a placebo measurement. The calculation
of the mean values was shown in Section 7.5.2.3. The mean value of the last pre
dose interval is labelled as χMox−PD and χPlo−PD, respectively.

∆ χχχ(k) = χχχMox(k)−χχχPlo(k) (8.1)

∆∆ χχχ(k) = (χχχMox(k)−χMox−PD)− (χχχPlo(k)−χPlo−PD) (8.2)

All ∆∆ -values returned by Equation 8.2 are grouped for corresponding intervals
of all subjects. Hence, the boxplots represent the distribution of the ∆∆ -values of
all subjects of the study in one time interval.

Boxplots

Figure 8.1 illustrates the information readable from the boxplots presented in this
work. Outliers have not been shown in the boxplots for clearness reasons.
Triangles in the boxplots mark compare intervals. Compare intervals can be used
as a visual significance test. If the compare intervals between the two triangles in
a box do not overlap within two groups, it can be assumed that both groups have
different medians by a significance level of at least 5 %.

8.2.4 Results

To illustrate the prolongation of the QTc interval, boxplots are shown. In every
time interval, the QTc-values of every participant of the study is combined and
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Fig. 8.1. Information indicated in a boxplot

statistically evaluated. These statistics can be seen in the boxplots. The formula of
Bazett [80] was used for heart rate correction.
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Fig. 8.2. QT prolongation due to Moxifloxacin in the clinical trial tQTII-study. The boxplot includes the
data of 57 evaluated participants of the study. A significant increase in the corrected QT interval of about
12 ms can be observed after the administration of Moxifloxacin. The blood plasma concentration of the
medication is shown in green.

At first, the focus is on the THEW tQTII-study. These measurements involve infor-
mation on the blood plasma concentration of the drug Moxifloxacin. 57 subjects
of the study have been taken into account. Some more information on both THEW
studies are presented in Section 5.3.
Within the first three hours post dose, the values of ∆∆QTc increase, as shown in
Figure 8.2. This is highly correlated to the increasing blood plasma curve which
is drawn in green in Figure 8.2. A slow decrease in ∆∆QTc follows during the
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next four to five hours. However, the curve remains elevated during the rest of the
measurement. It can also be seen, that the plasma concentration albeit decreasing
continuously, does not reach the baseline until the end of the measurement. In
total, a prolongation of the corrected QT interval by Moxifloxacin of about 12 ms
can be observed after the administration of Moxifloxacin in THEW tQTII-study. A
high correlation between QT prolongation and the blood plasma concentration is
seen.
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(a) QT prolongation THEW tQTI study (Moxifloxacin)
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(b) QT prolongation THEW tQTI study (unknown compound)

Fig. 8.3. QT prolongation due to Moxifloxacin and an unknown compound in the clinical trial THEW
tQTI-study. The boxplot include data of 34 evaluated participants of the study. For both, Moxifloxacin and
the unknown compound, a significant increase in the corrected QT interval can be observed post dose.
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Figure 8.3(a) shows the prolongation of the corrected QT interval in THEW tQTI-
study due to Moxifloxacin. The study is designed with three measurements for
each of the 35 participants. One with a placebo, one with Moxifloxacin and one
with an unknown compound. The data were evaluated until four and a half hour
post dose. 34 participants of the study have been taken into account in this research
project.
The time course of ∆∆QTc is more or less constant pre dose. In the first two hours
post dose, a strong increase can be observed, while the time course of ∆∆QTc is
more or less constant for the next hours. The maximum prolongation of the cor-
rected QT interval due to Moxifloxacin is again about 12 ms. As expected, effects
of Moxifloxacin induced QT prolongation are quite similar for both THEW stud-
ies.
Figure 8.3(b) shows the prolongation of QTc by an unknown compound. The char-
acteristics of the boxplot are similar to the one for Moxifloxacin. A significant
difference is observed for the amount of prolongation. The unknown compound
increases the corrected QT interval up to about 23 ms.

8.2.5 Discussion

The work flow of delineating ECG data in the way described in Chapter 7 leads to
information, which can be used to detect small drug induced QTc prolongations in
Holter ECG data. The drug induced prolongations seen in the THEW QTI study
are highly correlated to the course of the blood plasma concentration. Thus, a clear
relationship between the prolongation and the medication can be assumed. Alto-
gether, QTc prolongation of both Moxifloxacin studies and also for the UnC study
showed similar results as reported in the literature regarding course and maximum
mean values [78, 81].
Based on the same data, Darpo et al. [81] show ways to improve the accuracy
of precise QT interval measurements in their report, ”Improving the precision of
QT measurements”. The output values of mean QTc prolongation are very similar
to the ones presented in this research work. However, they used the formula of
Fridericia to correct QT and the number of participants in tQTII-study is different.
The way of data analysis differs, as in [81], only parts of the signal were evaluated,
while in this work the whole Holter ECG recordings have been taken into account.
The focus of this work is on a general improvement of QT measurements by en-
hancing the method of T wave end detection. A total delineation has been made
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and every single QT interval in the ECG has been taken into account. This seems
to increase the variance of the results, but guarantees that the QT interval detec-
tion has a reliable quality, which is high enough to detect even very small QTc

prolongation. To decrease the standard deviation of the output, an approach based
on windowing, beat selection and manual review by an ECG analyst as described
in [81] should be used. Nevertheless, concentrating on short parts of the ECG is
not reasonable to test the quality of T wave end delineation.

8.3 Drug Induced Morphology Changes of the T Wave

Although a drug induced QT prolongation has been identified, an arrhythmogenic
modification of the repolarisation process in the heart is not assured. TdP have
been identified to be in some way related to a prolongation of the QT interval, but
only few patients with prolonged QT interval suffered from tachyarrhythmias or
even TdP. However, a qualitative relationship between the risk of TdP and a QTc

prolongation is obvious [91].
The genesis of the T wave is the result of a gradient of action potentials (AP) of
cardiac cells. This gradient comes from the heterogeneity of the AP morphologies
and the activation sequences of the cells across entire the heart [103, 104, 105].
Keeping this in mind, an analysis of the T wave morphology to detect changes in
the repolarisation process is reasonable. This should also provide new information
on the effects of drugs on the complex repolarisation process of the heart.
In this research work, several descriptors based on the T wave morphology have
been analysed regarding their sensibility to drug related changes. For this purpose,
ECG data of THEW studies tQTI and tQTII has been investigated. The descriptors
have already been introduced in Section 7.5.1.2.

8.3.1 Methods

The ECG data has been delineated and time series have been generated using
BSAT. To visualize drug induced repolarisation changes, the morphology of the
T wave is analysed. The effects caused by drugs can be observed within several
minutes or hours. Thus, instead of applying beat to beat analysis, the observation
of longer intervals is reasonable. For Moxifloxacin studies, intervals of 10 minutes
have been chosen. This seemed to be a good compromise between having a satis-
factory number of T waves and a relative constant drug influence for all waves in
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the interval. Signal processing as described in Section 7.5.2.3 was done to get a
representative T wave of the interval. The mean value determination leads to a re-
duction of white noise on the wave. Artefacts, not detected in the outlier detection
routine, will have a small impact on the resulting mean wave.
All descriptors are computed for each mean wave. The intervals of both recordings
(drug and placebo) were synchronised with dose time and thus the recordings can
easily be compared. A ∆∆ analysis is performed and the values of all descriptors
are compared in the same way as described in Section 8.2.2 for the QTc intervals.

8.3.2 Results of THEW tQTII-Study

To evaluate the influence of the drug Moxifloxacin, 57 subjects of the tQTII-study
have been analysed. The results can be seen in the boxplots of the following fig-
ures.
Regardless of the official numbering of the THEW studies, this section begins
with tQTII-study because of the blood plasma concentration measurement. This
measurement is only available in the THEW tQTII-study. The author suggests that
a comparison to the blood plasma concentration helps to understand the course of
the descriptors and allows a more intuitive interpretation of the results.

Descriptors based on Statistical Values

In Figure 8.4(a), expected value µ ′ of the T wave is shown. The value of µ ′ seems
to be unaffected by the drug contrary to standard deviation σ ′, which is increased
by a maximum of about 1 ms, three hours post dose. This is illustrated in Fig-
ure 8.4(b). The increase is correlated to the blood plasma concentration of Moxi-
floxacin in the first hours, but remains at a relative high level until the end of the
recording. An increased standard deviation represents a broadened T wave.
In Figure 8.5, the statistical values of skewness γ ′1 and kurtosis β ′2 are shown.
Skewness and kurtosis are both affected by the drug. While the values of γ ′1 are
increased post dose, the values of β ′2 are decreased post dose. The values of both
descriptors are significantly changed post dose in relation to pre dose baseline. The
variance of the descriptors within one time interval is increased 5 to 14 hours post
dose. A lower value of β ′2 is again an indicator for a broader T wave. Increased
values of γ ′1 represent a change in the symmetry of the wave.
Summarizing, a correlation between the statistical values of the T wave, except µ ′

and the blood plasma concentration of Moxifloxacin is observed.
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(a) Expected Value
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Fig. 8.4. Moxifloxacin induced changes of a) expected value and b) standard deviation of 57 subjects of
THEW tQTII study. Interval length is 10 minutes. Only the first interval of every hour is shown. Time course
of the mean blood plasma concentration is shown in green. Time of dose is marked as D.

Descriptors Based on the Slope of the T wave

The drug induced influence on the T wave descriptors α ′I , α ′II and height ν are
content of Figure 8.6. The maximum gradient on the left half of the T wave, α ′1
is shown in Figure 8.6(a). This descriptor is increased by Moxifloxacin, which
indicates a steeper slope. In Figure 8.6(b) the values of α ′2 are decreased, which
indicates a steeper slope for the falling edge2.
Differences of the height of the T wave ν are shown in the lower plot of Figure
8.6(c) as percentage deviation of the T wave amplitude at dose time. Two hours
post dose, the values are decreased. Only a small correlation to the plasma con-

2 The falling wave has negative gradient. Thus, a steeper slope leads to an increase in the ∆∆ -plot.
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Fig. 8.5. Moxifloxacin induced changes of a) skewness and b) kurtosis of 57 subjects of THEW tQTII study.
Interval length is 10 minutes. Only the first interval of every hour is shown. Time course of the mean blood
plasma concentration is pictured in green. Time of dose is marked as D.

centration can be observed in this study. However, a step in the ∆∆ -plot is clearly
seen post dose.

Time Based Descriptors

Content of Figure 8.7 are three time dependent values of the T wave. The descrip-
tors are described in Equation 7.82 to 7.84. Figure 7.34 illustrates the time intervals
of the T wave.
δI in Figure 8.7(a), describing the length of the right half of the T wave, is in-
creased by Moxifloxacin with a maximum of about 4 ms. The time, the T wave
is decreasing, is longer under the influence of Moxifloxacin. Also the duration of
the whole T wave is increased by Moxifloxacin as shown in Figure 8.7(b). The
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Fig. 8.6. Moxifloxacin induced changes of a) slope onset, b) slope offset and c) amplitude of 57 subjects of
THEW tQTII study. Interval length is 10 minutes. Only the first interval of every hour is shown. Time course
of the mean blood plasma concentration is pictured in green. Time of dose is marked as D. Amplitude values
are presented as percentage deviation to the T wave amplitude at dose time.

maximum median value lies at about 5 ms. The time between the inflexion points
of the T wave increases by on average 2.5 ms due to the medication. For all three
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values, a high correlation to the blood plasma concentration of the compound can
be observed.
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(b) TimeII (Tonset to Tend)
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(c) TimeIII (TRPI to TRPII )

Fig. 8.7. Moxifloxacin induced changes of three time intervals of 57 subjects of THEW tQTII study. Interval
length is 10 minutes. Only the first interval of every hour is shown. Time course of the mean blood plasma
concentration is pictured in green. Time of dose is marked as D.
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Area Based Descriptors

The last set of descriptors of the T wave, which have been investigated in this re-
search, are based on the area of the T wave. These descriptors have been calculated
by Equation 7.93. An illustration can be found in Figure 7.34.
Figure 8.8 shows the results of this area based descriptors. The impact of Moxi-
floxacin on all of the three descriptors seems to be small in relation to their vari-
ance. Compared to the boxplots of previously shown descriptors, the effect is not
significant. Nevertheless, a small decrease in all values about 3.5 hours post dose
is discernible.

8.3.3 Results of THEW tQTI-Study

Moxifloxacin

The ECG data of THEW tQTI-study has been analysed four hours post dose. Same
descriptors as previously shown for study II have been investigated. For clarity
reasons, only the boxplots of THEW tQTII-study have been shown in this section.
The boxplots of all descriptors for THEW tQTI-study can be found in the Ap-
pendix A.2. Figure A.1 to A.13 show the influence of Moxifloxacin, while Figure
A.14 to A.26 show the effects of an unknown compound.
The effects caused by Moxifloxacin in THEW tQTI-study and the results of THEW
tQTII-study are alike. Only a small variance can be observed for the height of the
T wave. While the decrease in ν in THEW tQTII-study was small, a reduction of
the descriptor ν in THEW tQTI-study is hardly observed.
Time dependent parameters are changed in THEW tQTII-study with a maximum
median of less than 5 ms. In THEW tQTI-study, the prolongation of the time inter-
vals can only be sensed. Caused by the smaller sample rate of THEW tQTI-study,
the values can only change in discrete multiples of 5 ms. However, a Moxifloxacin
induced prolongation can be assumed.
Again, all area based values seem to be unaffected by Moxifloxacin.

Unknown Compound

Beside Moxifloxacin, an unknown compound was administered to all subjects in
THEW tQTI-study. Changes of the T wave descriptors due to the unknown com-
pound can be seen in Figure A.14 to A.26. The results are similar to those of Mox-
ifloxacin, but with more pronounced changes. The unknown compound seems to
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(c) AreaIII (Tonset to Tend)

Fig. 8.8. Moxifloxacin induced changes of wave areas I to III of 57 subjects of THEW tQTII study. Interval
length is 10 minutes. Only the first interval of every hour is shown. Time course of the mean blood plasma
concentration (green). Time of dose is marked as D.

influence the T wave in a similar way as Moxifloxacin. While the trend for all de-
scriptors is similar, the effects seems to be amplified by the unknown compound,
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compared to Moxifloxacin. Table 8.1 shows the maximum median values for both
studies and both compounds. Altogether, descriptors showed the same trend in all
studies. The unknown compound seems to alter the T wave’s height and all area
based descriptors, which was not as clearly seen in case of Moxifloxacin. Never-
theless, the difference is quite small and the modifications of the descriptors are
not as pronounced as in case of e.g. γ1 or β2.

Table 8.1. Maximum Median values of all Descriptors within the first 4.5 hours post dose. Unknown
compound (UnC), Moxifloxacin (Mox.)

Descriptor THEW tQTI THEW tQTII

UnC Time
[Min]

Mox. Time
[Min]

Mox. Time
[Min]

QTcBazett 23.11 ms 120 12.72 ms 270 13.06 ms 240

µ ′ 0.49 ms 10 0.53 ms 230 0.26 ms 240

σ ′ 2.56 ms 180 1.17 ms 120 1.04 ms 180

γ ′1 0.1 110 0.06 230 0.03 180

β ′2 -0.17 120 -0.08 240 -0.05 240

α ′I -0.14 µV
ms 160 -0.07 µV

ms 160 -0.03 µV
ms 180

α ′II 0.19 µV
ms 100 0.11 µV

ms 230 0.06 µV
ms 180

ν -11.38 % 170 -8.82 % 220 -9.09 % 240

δI 5 ms 70 5 ms 110 4 ms 240

δII 10 ms 100 5 ms 100 5 ms 180

δIII 7.5 ms 140 5 ms 100 3 ms 180

ΛI 13.78 % 210 6.79 % 120 -4.96 % 240

ΛII 0.81 % 210 0.45 % 80 -0.93 % 240

ΛIII 2.55 % 210 1.05 % 250 -1.7 % 240

8.3.4 Drug Induced T Wave Modification

Figure 8.9 illustrates the modification of the T waves of one participant of the
THEW tQTI-study. Mean T waves of the first 10 minute interval of every hour
have been displayed for placebo 8.9(a) and Moxifloxacin 8.9(b). The colour of the
wave indicates the time when the wave was recorded, starting from the beginning
of the record. T waves of both recording days show a moderate variance during
the day. Significant differences cannot be observed. To illustrate changes, differ-
ences between the waves of both days have been calculated in Figure 8.9(c). To
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Fig. 8.9. Changes of the T wave due to Moxifloxacin in one participant. a) Alteration of the T wave during a
day with placebo. A clear modification can be seen in the area of Tonset and at the increasing and decreasing
slope of the wave. b) Alteration of the T wave during a day with a 400 mg Moxifloxacin dose. Changes are
similar to those of the placebo day. c) Difference between a) and b). The T wave differences at the dose time
have been subtracted. d) Comparison of the T wave at the beginning of the record (green) and 3.5 hours
post dose (red). The dashed lines belong to the placebo record. Broadening of the T wave can be observed
3.5 hours after the dose of Moxifloxacin. All waves are aligned with Tpeak.

prevent inter-day variabilities, the last wave pre dose has been subtracted from all
waves of the corresponding day. It can be observed, that changes in the first half
of the T wave are more pronounced than those at the right half of the wave. Taking
colours into account, an increase in the differences can be identified post dose. In
the last few hours of the recording, the differences decrease again (dark blue lines).
Taking a look at the wave at the beginning of both recordings and 3.5 hours post
dose, as shown in Figure 8.9(d), a clear broadening of the T wave can be observed
(green and red solid line). T waves at the beginning of the recording (green and
red dashed lines) are very similar to the 3.5 hour post dose wave of the placebo
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recording (green solid line). Major changes can be observed during the first half
of the T wave.

8.3.5 Statistical Evaluation

To test the statistical significance of the parameters of THEW-studies tQTI and
tQTII , three statistical tests have been performed. The samples of the tests contain
values of one 10 minutes interval each. Always two sample populations, taken
from corresponding 10 minutes interval of placebo and compound measurement,
have been tested against equal means. To eliminate the effects of changes between
both measurement days, values of descriptors at dose time have been subtracted
from all intervals, (equal to the ∆∆ analysis).
Tests have been made for all intervals, but for clarity reasons only three represen-
tative time intervals have been selected to be presented in the table. To be able to
compare all THEW studies and compounds, equal time intervals have been cho-
sen. First group comprise data of the interval 10 minutes pre dose. Group two
and three consists of data of intervals 90- and 210 minutes post dose. All tables
present p-values as percentage, showing the probability of making a mistake if the
null hypothesis H0 of the statistical test is rejected.
The first column of each tested interval group shows the ps-values of a sign test.
Second column results from a Wilcoxon signed-rank test. Values are named as pw.
Third column represents pt-values returned by a statistical t-test.
All performed statistical tests, investigate the null hypothesis of equal mean or
medians between both samples. The null hypothesis is rejected, if a significance
level of α0.05 is reached3. To get a direct impression of the test results, all cells
containing p-values lying below significance level have been coloured green.

THEW tQTII-study, Moxifloxacin

Table 8.2 shows the results of the THEW tQTII-study. Pre dose, significant differ-
ences between the samples cannot be observed in any of the descriptors. Post dose,
several parameters have significantly been changed. The descriptors seem to be af-
fected by Moxifloxacin, since their values change over time. While many p values
are below significance level 90 minutes post dose, the same descriptors have even
smaller p-values 210 minutes post dose. As seen in the boxplots, modifications of
the T wave caused by Moxifloxacin take some hours to fully develop. This leads
to decreasing p-values over time.

3 p-values lying below 5%.
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Table 8.2. p-values of different significance tests for all descriptors in THEW tttQQQTTT IIIIII-study for Moxi-
floxacin. Significance was tested for three 10 minute intervals, one pre dose, one 90 and one 210 minutes
post dose. p-values represent the error probability if the null-hypothesis of equal mean or median is re-
jected. ps are the p-values of a signum test, pw are the p-values of a Wilcoxon signed rank test and pt
represent the p-values of a student t-test.

Descriptor Pre Dose (-10 Min) Post Dose I (+90 Min) Post Dose II (+210 Min)

ps [%] pw
[%]

pt [%] ps [%] pw
[%]

pt [%] ps [%] pw
[%]

pt [%]

µ 28.9 24.4 33.5 100 97.8 95.1 59.7 87.7 95

σ ‘ 79.1 64.8 41.4 0.8 0.1 1.6 < 0.1 < 0.1 < 0.1

γ1‘ 6.3 21.1 81.6 3.3 0.6 2.2 < 0.1 < 0.1 0.4

β2‘ 79.1 38 93.6 1.6 2.2 2.2 0.1 < 0.1 0.1

αI 42.7 82.7 48.3 0.8 0.1 6 < 0.1 < 0.1 0.1

αII 59.7 47.2 78.5 < 0.1 < 0.1 1.6 < 0.1 < 0.1 < 0.1

ν 100 85.2 73.7 42.7 16.8 64 11.1 3.8 5.5

δI 88 91.1 41.6 0.5 0.2 68.3 < 0.1 < 0.1 0.5

δII 64.4 50.6 46 0.2 0.2 3.7 < 0.1 < 0.1 < 0.1

δIII 65.2 38.5 58.5 0.1 < 0.1 < 0.1 < 0.1 < 0.1 < 0.1

ΛI 59.7 95.2 76.6 42.7 71.2 50.4 79.1 74.8 17.6

ΛII 59.7 49.7 40.6 100 97.8 65.9 11.1 58.1 39.3

ΛIII 42.7 88.9 61.3 100 98.4 54.6 79.1 90.8 22.5

Significantly changed indicators of a Moxifloxacin induced T wave modification
seem to be statistical values like σ ′, γ ′1 and β ′2. Further on, gradients in the inflexion
points α ′I and α ′II , as well as all time based descriptors δ also show statistical
significance.
However, expected value, amplitude and area based descriptors show no signif-
icant change post dose. Large differences between the tests cannot be observed.
As expected, t-test is more conservative than sign and Wilcoxon test. 210 minutes
post dose all tests present similar results.
To get an impression of the test results of all 10 minute intervals of the THEW
tQTII-study, Figure 8.10 shows a bar diagram of the results of the t-test for some of
the descriptors. Red bars indicate intervals having a test result above significance
level, while green bars indicate intervals with test results below significance level.
In case of statistical significance, the length of the bar indicates the value of the
test. Not significant intervals have been drawn with constant length regardless of
the value for clarity reasons.
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Pre dose, nearly all intervals have red bars. A significant change of the descriptors
pre dose is not observed. Post dose, several descriptors show notably significant
changes. Specially between two and four hours post dose, most intervals are sig-
nificantly changed. Influence of the compound seems to be different in duration for
the descriptors. Some of them show low p-values during the entire measurement,
as e.g. δIII , while others, like e.g. β ′2, have significantly changed intervals mainly
few hours post dose.
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Fig. 8.10. Results of student’s t-test for the Moxifloxacin study THEW tttQQQTTT IIIIII . Red bars illustrate p-
values of the t-test higher than significance level of 0.05. Green bars show p-values below significance
level of 0.05. It can be seen that pre dose nearly all descriptors show no statistical significance for the
difference between placebo and Moxifloxacin day. Post dose, a significant difference can be observed for
all descriptors. The number of intervals having a significant difference between both recordings varies. It
can be observed that in the interval between 2 to 4 hours post dose, most intervals have a significance below
5%.

THEW tQTI-study, Moxifloxacin

In Table 8.3, the results of the test for the THEW tQTI-study and the compound
Moxifloxacin are presented. Time intervals are equal to Table 8.2. All descriptors
show no significant change pre dose. 90 minutes post dose, Moxifloxacin leads to
no significant changes for expected values, amplitude and area based descriptors
of the T wave. Results for descriptor δI are different to THEW tQTII-study, as all
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Table 8.3. p-values of different significance tests for all descriptors of the THEW tttQQQTTT III-study for Moxi-
floxacin. Significance was tested for three 10 minute intervals, one pre dose, one 90 and one 210 minutes
post dose. p-values represent the error probability if the null-hypothesis of equal mean or median is re-
jected. ps are the p-values of a signum test, pw are the p-values of a Wilcoxon signed rank test and pt
represent the p-values of a student t-test.

Descriptor Pre Dose (-10 Min) Post Dose I (+90 Min) Post Dose II (+210 Min)

ps [%] pw
[%]

pt [%] ps [%] pw
[%]

pt [%] ps [%] pw
[%]

pt [%]

µ 39.2 71.3 96.2 60.8 57.8 32.6 86.4 81.7 40.4

σ ‘ 86.4 72.6 41.4 0.3 0.1 0.2 0.1 < 0.1 0.1

γ1‘ 39.2 44.7 79.5 0.9 2.7 10.9 2.4 1.9 4.1

β2‘ 86.4 52.1 50.3 12.1 2.1 1.8 0.3 0.1 0.2

αI 39.2 31.7 51.2 0.1 < 0.1 0.1 0.1 < 0.1 < 0.1

αII 86.4 59 50.6 0.1 0.1 0.1 < 0.1 < 0.1 < 0.1

ν 39.2 83.1 75.6 86.4 62.6 52.2 60.8 36 31.6

δI 18 33.7 23.1 13.4 22.4 21.4 0.1 0.2 0.1

δII 26.7 22.7 16 3.5 2.5 6.5 0.2 0.3 1.9

δIII 52.3 40 37 3.5 3.6 16.7 < 0.1 0.1 0.8

ΛI 22.9 61.4 86.6 12.1 20.3 29.8 60.8 61.4 37.4

ΛII 86.4 85.8 59.5 86.4 83.1 92.8 86.4 75.2 73.7

ΛIII 39.2 71.3 91.5 39.2 43.7 48.1 86.4 73.9 48.2

p-values lie above significance level of 5%. t-test of the time dependent descriptors
δII and δIII also fails.
Third group 210 minutes post dose shows similar results as in the tQTII-study.

THEW tQTI-study, Unknown Compound

Table 8.3.5 represents the results of the tQTI-study for an unknown compound.
Again no significant changes in the descriptors can be observed pre dose. Post
dose, no significance can be seen for changes in expected values and T wave am-
plitude. Changes of all time dependent descriptors are significant in all three tests.
Contrary to Moxifloxacin, the unknown compound changes the area based de-
scriptors significantly within 210 minutes post dose. ΛI seams to be significantly
changed already 90 minutes post dose.
In contrast to all results of Moxifloxacin, t-test shows no significant change for
the standard deviation and kurtosis of the T wave. Sign and Wilcoxon signed rank
test return results of high significance 90 and 210 minutes post dose for these
descriptors.
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Table 8.4. p-values of different significance tests for all descriptors of the THEW tttQQQTTT III-study for the
unknown compound. Significance was tested for three 10 minute intervals, one pre dose, one 90 and one
210 minutes post dose. p-values represent the error probability if the null-hypothesis of equal mean or
median is rejected. ps are the p-values of a signum test, pw are the p-values of a Wilcoxon signed rank test
and pt represent the p-values of a student t-test.

Descriptor Pre Dose (-10 Min) Post Dose I (+90 Min) Post Dose II (+210 Min)

ps [%] pw
[%]

pt [%] ps [%] pw
[%]

pt [%] ps [%] pw
[%]

pt [%]

µ 39.2 81.7 33.4 39.2 43.7 38.9 86.4 60.2 32.5

σ ‘ 60.8 65.1 32.4 < 0.1 < 0.1 28.6 < 0.1 < 0.1 29.3

γ1‘ 100 62.6 28.8 < 0.1 < 0.1 < 0.1 < 0.1 < 0.1 < 0.1

β2‘ 60.8 68.8 24.7 < 0.1 < 0.1 57.9 < 0.1 < 0.1 92.4

αI 39.2 93.9 37.8 < 0.1 < 0.1 < 0.1 < 0.1 < 0.1 < 0.1

αII 39.2 25.6 25.9 < 0.1 < 0.1 < 0.1 < 0.1 < 0.1 < 0.1

ν 12.1 87.1 34.4 60.8 9.9 55 86.4 88.4 36.7

δI 79.1 79.1 60.1 < 0.1 < 0.1 < 0.1 < 0.1 < 0.1 < 0.1

δII 48.1 24.5 100 < 0.1 0.1 1.2 < 0.1 0.1 0.7

δIII 35.9 27.7 94.3 < 0.1 < 0.1 0.3 < 0.1 < 0.1 0.1

ΛI 86.4 80.4 48.2 5.8 2.2 4.1 0.3 < 0.1 0.3

ΛII 12.1 72.6 39.5 39.2 43.7 21.3 5.8 1.3 2.6

ΛIII 39.2 87.1 44.9 22.9 7.1 7.9 0.9 0.1 0.6

Summarizing, p-values of descriptors affected by the unknown compound are
smaller compared to p-values of descriptors affected by Moxifloxacin.

8.3.6 Discussion

In this investigation, drug induced repolarisation changes have been analysed us-
ing Holter ECG data. New methods of analysing the repolarisation using ECG
data and specially considering the T wave, have been applied to two thorough QT
studies as they are claimed by the FDA for drug approval [91]. The repolarisation
analysis is focused on T wave morphology determining descriptors. These have
been compared using ECG measurements of healthy subjects, who were adminis-
tered either a drug or a placebo.
Results of the ∆∆ -analysis showed a significant change of several T wave mor-
phology describing parameters. T wave has been changed in duration, skewness
and width. Also changes of the maximal gradient of the normalized T waves could
be observed and can be ascribed to the drug. To assure the change of the descrip-
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tors, three different statistical tests, which showed significant changes of those
parameters, have been carried out.
A drug induced change of the amplitude of the T wave (ν) was not identified in
these studies. The T wave amplitude varies, but a trend which could be assigned to
the drug was not observed. This might also be a reason for the poor results of all
area based descriptors. A reliable change due to Moxifloxacin was not observed. In
case of the unknown compound, the values were significantly changed 210 min-
utes post dose, while the T wave amplitude showed no significant changes. But,
this drug caused a more pronounced modification of all parameters compared to
Moxifloxacin. It is conceivable that changes of the T wave morphology exceed the
impact of the variance of the amplitude on the area based descriptors. Significant
changes of the descriptors αI , αII and δI to δII can be observed for the unknown
compound.
Nevertheless, area based descriptors should not be the first choice for the analysis
of the repolarisation process in the heart using surface ECG data.
Time dependent values of the T wave have been considered for all studies of this
work. The values of THEW tQTII have a resolution of 1 ms, as the sample rate
of the recordings was 1 kHz. For the recordings of THEW tQTI-study, sample
rate was 200 Hz and thus the smallest observable changes is 5 ms. The signals
were not sampled up, but this might improve the results for all studies. As the
entire analysis involves every heart beat of all ECG recordings, the process of
up-sampling leads to a huge increase in computing time. A solution for some of
the descriptors, especially time dependent ones, is planned for further research
projects.
This discussion is based on the values of the THEW tQTII-study. The results of
THEW study tQTI seem to confirm the former ones, even though they are not as
clear owing to the reported sample rate issue.
The time dependent value δI gives information on the change of the duration of the
Tpeak to Tend region of the T wave. This region seems to be prolonged in maximum
about 4 ms for Moxifloxacin. This is not surprising, as an increased QTc leads to
the assumption of a prolonged T wave. On the other hand, the pure change of QTc

does not necessarily lead to a prolonged T wave. If the heterogeneities of the cells
in the heart would not be affected, the T wave would probably stay constant in
morphology and solely move. The prolongation of δI is moreover an indicator that
the falling edge of the wave is affected by the drug.
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The second time dependent value δII is a measure of the total duration of the
T wave. This value is based on the measurement of Tonset , which is less reliable
than Tend or Tpeak. Changes in the gradient of the Tonset to Tpeak region affect the
detection of Tonset . As the gradient in this region is often smaller than the one of the
falling edge of the T wave, a variance of this value should be in mind. Nevertheless,
a prolongation of the duration of the T wave is clearly seen post dose.
δIII gives information on the slip of the inflexion points of the curve. Information
on the shift of every single point is not given. Only changes in distance are mea-
sured. The values seem to be prolonged by Moxifloxacin. This is an indicator for a
broader T wave. This value returns similar information as the parameter σ ′, but is,
as all time dependent parameters, not affected by the normalisation of the wave.
Two more powerful descriptors for drug induced repolarisation changes are α ′I
and α ′II . These descriptors are very similar to αL and αR described in the work
of Couderc [106], but they differ in the normalisation. In this work, the effects of
the variation of the amplitude have been reduced by normalisation. This was also
done for the parameters α ′I and α ′II . The unit used in this work is equal to the one
of αL and αR, but the values are different4.
Both parameters were significantly changed in all studies and both compounds
post dose. The values of α ′I decreased. This means a smaller gradient post dose for
the rising slope of the wave. Figure 8.9(d) visualizes that the broader wave causes
a slightly decreased gradient between the red and the green curve.
Values of α ′II are elevated post dose. This is again due to the broader wave, but
because of the negative gradient, the ∆∆ values of α ′II are increased.
All values used to describe the T wave’s morphology resulting from the statistics,
have been calculated using the normalised T wave. This is a necessary and im-
portant step, which allows the usage of those parameters. In addition, changes in
amplitude, which can occur during Holter ECG recordings due to chemical inter-
actions of the electrode-skin coupling or because of a loosening of the electrodes,
do not affect those parameters. This makes the results more reliable in clinical
praxis. A damping of the values is conceivable, but the results of both studies
show, that the effects of Moxifloxacin were not annihilated.
µ ′ is a parameter, which was not affected by the drugs. This was not surprising, as
the T waves have been aligned against each other. Moreover, a static value might

4 During the normalisation process, the amplitude of the wave is changed. Thus α ′I and α ′II show the gradient change
of the normalized wave. The values are not equal to the maximum gradients of the not normalized wave, but they
still describe a change of voltage per time.
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be an indicator of high quality data. Changes in the expected value should be
moderate, so that they can be related to small changes of the T wave, as e.g. a
small drug induced increase at the beginning of the T wave.
The values of σ ′ increased in good correlation to the blood plasma concentration
of Moxifloxacin. This is an indicator that the T wave is broadened by the drug.
Couderc et al. came to similar conclusions in several works, as e.g. [106].
If the width of the T wave is increased, the values of kurtosis should decrease, as
the wave is expected to get less peaked. The values of β ′2 in both THEW studies
were decreased post dose. This is congruent to the expectations, but might lead to
the conclusion that calculating this value is obvious, as it gives equal information
as the standard deviation in this context. The values of kurtosis are more sensitive
to changes in the region around the maximum of the wave.
The values of skewness γ ′1 were also significantly increased due to Moxifloxacin
and the unknown compound. It gives the impression of a smaller decrease of the
T wave (for positive T waves) and thus a longer left part of the wave. This could
not be observed. Rethinking the measure of skewness leads to the following state-
ments:

• Skewness is a measure of the symmetry of a distribution. The Gaussian distri-
bution has the value zero, as it is symmetrical.

• For positive skewness, values smaller than the distribution’s mean value are
observed more often than values higher than the mean.

• The peak of the distribution curve is on the left side from distribution’s mean
value for positive skewness.

Values at the beginning (left side) of the wave are affected by the drug and do not
necessarily start at zero. This is different to most distributions, which normally be-
gin and end with values near zero. An increase in values smaller than the expected
value leads to a positive skewness as heard before. An increase of the Tonset to
Tpeak region as observed in Figure 8.9(d) leads to positive values of γ ′1. This value
can give information on the modification of the balance between Tonset to Tpeak

region and Tpeak to Tend region. Hence, skewness is a powerful parameter for drug
induced repolarisation changes.
The reliability of the descriptors was proved and introduced in this section. Depen-
dency on the heart rate of the descriptors was not analysed. To be sure to ascribe
the modifications to the compound, without having effects of the heart rate, as in
case of the QT interval, a detailed analysis of the effects of the heart rate on the
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T wave describing parameters has to be carried out. This is part of the investiga-
tions in the following section.

8.4 Heart Rate Dependency

One of the major drawback of analysing the QT interval in ECG data is the fact
of heart rate dependency [96, 97, 100, 107]. The dynamics between QT and RR
is still in focus of research and a general solution for a mathematical description
of the QT/RR relationship in human is not possible, if high accuracy is claimed
[102]. Several parameters describing the morphology of the T wave and thus the
repolarisation of the heart, have been introduced in previous sections of this work.
Heart rate dependency of those descriptors was not in focus yet. In this section, a
research work on heart rate dependency of the introduced descriptors is presented.

8.4.1 Methods

To test parameters for heart rate dependency, IBT-Exercise-study has been used.
This study involves 10 participants, who underwent a stress test on a bicycle er-
gometer to change the heart rate in a wide range. ECGs have been recorded with
BSAT-1012. A detailed description of the data is given in Section 5.5.
Descriptors, which have been identified to significantly change due to Moxi-
floxacin in both THEW studies, were tested for heart rate dependency. For clarity
reasons, area based values are not described here, as a drug induced change has
not been observed.
During sporting activity, very fast changes of the heart rate can be observed. A
representative T wave resulting from several T waves in a 10 minute interval as
used for analysing ECG data of both THEW studies is not reasonable. Hence,
parameters have been calculated for every single beat in this test. The values have
been compared to the RR interval length of the corresponding heart beat. Signal
processing and data export has been carried out as described in Chapter 7.

8.4.2 Results

To illustrate the influence of the heart rate on the descriptors, scatter plots have
been drawn from all recordings and all descriptors. Results of two different partic-
ipants are representatively shown in this section. Figure 8.11 visualizes the mea-
sured QT intervals depending on the heart rate of participant P1 and P2, respec-
tively. In both figures, often described QT/RR hysteresis [95, 108, 109] is clearly
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seen. Referring to those images, RR dependency of other descriptors can be com-
pared. Even though both scatter plots of Figure 8.11 show clear hysteresis loops,
small distinctions in QT/RR coupling are obvious. Even within one recording, the
QT/RR coupling seems to alter.
To illustrate the chronological sequence, markers have been coloured. Starting at
dark blue over green, yellow to red, an impression of the time throughout the
recording is given. Taking colours into account, time can be considered and small
modifications of the hysteresis loops can be seen.
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Fig. 8.11. Scatter plot: QT- vs. RR interval of participant P1 and P2 during stress test. Clear hysteresis in
QT/RR coupling can be observed. QT interval for heart rates of about 60 bpm (1000 ms RR interval) lies in
the healthy range between 325 ms and 450 ms. Time during recording is illustrated by the colours.

Figure 8.12 and 8.13 show RR interval dependency of 10 descriptors for P1 and
P2. For all descriptors in both subjects, a clear change of the parameter can be
observed for RR intervals below ∼700 ms (∼86 bpm). Above 700 ms RR interval
parameters remain more or less stable.
Taking the colours into account, it can be seen that changes often start for short
RR intervals (high heart rates) and take some more time to get back to baseline
compared to the RR intervals. Hence, small hysteresis loops can be observed. The
effects slightly differ between the subjects and throughout the parameters. Hys-
teresis loops of e.g. α ′I and α ′II are more pronounced in Figure 8.12 and 8.13 than
those of time based parameters δI to δIII . σ ′ and β ′2 show very similar behaviour. γ ′1
has only a small hysteresis for high heart rates. Amplitude seems to have strongest
dependency on the heart rate, especially for low heart rates (RR intervals above
700 ms). There, no heart rate dependency was observed for most parameters.
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Fig. 8.12. Heart rate dependency of T wave morphology descriptors during stress test of participant P1.
Parameters resulting from statistical measurements as µ‘, σ ′, γ ′1 and β ′2 seem to stay stable for RR intervals
above 700 ms (86 bpm). Below, a change of the values can be observed. Similar behaviour can be seen
for time intervals δI−III . A moderate dependency of the amplitude of the T wave, ν can be observed for
longer RR intervals, while a significant change of the amplitude with genesis of a hysteresis loop is visible
for short RR intervals. Slope on αI and slope off αII show a moderate dependency on the heart rate in an
interval between 700 ms and 800 ms RR interval. Below 700 ms RR interval values alter significantly and
hysteresis loops can be observed. However, the variance seems to be small for heart rates above 800 ms.
Colours of the cycles show time during recording, as illustrated in Figure 8.11.
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Fig. 8.13. Heart rate dependency of T wave morphology descriptors during stress test of participant P2.
Observations are similar to those of Figure 8.12

Figure 8.14 shows the change of the T waves of P1 for RR intervals between 400 ms
and 1100 ms in an 3D illustration. The plotted waves are generated by calculating
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Fig. 8.14. 3D plot of mean T waves for different RR interval lengths

a mean wave of all T waves with similar RR interval length. RR intervals have
been binned in intervals of 25 ms. Starting at 400 ms, T waves of all heart beats
with an RR interval length between 400 ms and 425 ms have been grouped and the
mean wave was calculated for the first wave. Same procedure was carried out for
all other RR interval groups.
It is conspicuous that the amplitude is significantly decreased at high heart rates
in Figure 8.14. Additionally, a clear decrease at the beginning of the wave can be
observed (Figure 8.14(a)). Thus, highest heart rates also have a significant effect
on the ST segment in the ECG [110].

8.4.3 Discussion

In this investigation, heart rate dependency of repolarisation describing parame-
ters has been analysed. The influence of 10 of the previously introduced descrip-
tors, depicting the morphology of T wave, have been reviewed on the influence of
heart rate. It has been seen, that heart rate changes in a range below about 86 bpm
(700 ms RR interval length and more) do not lead to significant changes, whereas a
high load due to sporting activity resulting in high heart rates change the descriptor
values significantly. This effect is not surprising, as very short RR intervals are in-
tuitively expected to lead to shorter T waves. Values resulting from of the standard
deviation or kurtosis as, e.g. σ and β2, will inevitably change. As well as σ and
β2, time depended parameters δI to δIII are constant for heart rates below 86 bpm
and decrease for high heart rates.
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Expected values and skewness change only for high heart rates. It seems that also
the symmetry of the T wave changes under fast heart activity. On the other hand, it
can be seen in Figure 8.14 that especially the ST segment of the ECG is changed
for high heart rates. This was also assumed to be the reason for changing γ ′1 in both
THEW studies. Hence, skewness is a marker also for the ST segment change and
highest heart rates affect the ST segment.
A decrease at the left part of the T wave necessarily leads to an increase in the ex-
pected value, as the T waves have been aligned against each other by minimising a
correlation coefficient to a generated mean T wave. Expected value is a parameter,
which has to be calculated to be able to derive other parameters as skewness and
kurtosis, but it is not as easy to interpret. It is expected to stay stable, if waves have
been aligned correctly, but is not independent of changes of the ST segment. The
change of µ‘ becomes comprehensible after viewing Figure 8.14.
γ ′1 changes for high heart rates. A change of the increasing or decreasing edge of
the T wave is assumed to cause the change . In Figure 8.14 can be seen that indeed
the beginning of the T wave is changed for high heart rates. For RR intervals longer
than 700 ms, the beginning of the T wave does not significantly alter.
The T wave amplitude seems to be heart rate dependent. Especially in Figure 8.12
related to P1, a decrease is observed for the dark blue markers. A clear distinct
loop can be observed. The T wave amplitude decreases for increased heart rates,
which was also observed by Couderc et al. in [111] and Anderson et al. in [112].
In Figure 8.11 a reduction of the QT intervals for decreasing RR intervals can be
observed. The decrease of QT rises significantly for RR intervals below 700 ms.
This corresponds to the scatter plots of ν . Heterogeneities seem to decrease in the
heart muscle for highest heart rates, which leads to a smaller T wave.
Changes in amplitude necessarily lead to changes of all area based descriptors. A
heart rate dependent T wave might be the reason for the high individual values of
amplitude and area based descriptors in both THEW studies introduced in Sec-
tion 8.2. The authors of [111] and [112] come to equal conclusion for area based
descriptors of the T wave.
Recapitulatory, morphology based descriptors of the T wave are heart rate depen-
dent for high heart rates above 86 bpm (RR intervals below 700 ms). For lower
heart rates, a significant influence of the heart rate was not confirmed. The only
parameter with a light tendency to heart rate dependency was the amplitude. As
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drug safety studies are mostly based on Holter ECG data without any activity tests,
a correction of the morphology describing parameters is not necessary.
On the other hand, information on the relationship between some of the parameters
and the heart rate might be interesting for clinical research. Stress test ECG is often
used for patients suffering or supposed to suffer from coronary artery disease.
Therefore, the relationship between RR and the morphology of the T wave might
lead to new and more reliable information on the patients’ state of health. J point
and ST segment of the ECG are in focus of exercise testing [110]. Changes in
these ECG regions will have an effect on the T wave morphology and should be
involved for analysis of the repolarisation.

8.5 Conclusion

The observations made in this research let the author come to the conclusion that
drug induced repolarisation changes are detectable using the introduced methods.
Analysing the morphology of the T wave in the ECG gives more detailed informa-
tion on the repolarisation process of the ventricles.
Quality of mobile ECG acquisition was significantly improved in the last decades.
But a huge amount of information contained in the Holter ECG is not used today,
because most signal processing is focused on heart rate variability. This is not nec-
essary, as the quality of the recording is by far good enough for a reliable signal
processing on the morphology of the T wave. Holter systems exists in a various
number of types, which can be used during the day and even during sporting activ-
ities. Using information from those recordings can lead to a significant increase in
quality of life for people at high risk for heart attacks. During sporting activity, an
analysis of the repolarisation might help to predict a sudden cardiac death within
minutes before occurrence. This could help to prevent people from sudden cardiac
death in sports.
The analysis of the repolarisation using the ECG might provide new approaches in
research to improve therapies and prevention. This additional information of the
repolarisation process of the ventricles might also give information on the health
state of a person, or help to dose medications in the clinical routine and at home.





9

Analysis of QT/RR Coupling using MVAR-Model
Estimation

The QT interval is the most common biomarker used to analyse the ventricular
repolarisation based on the surface ECG as reported in Chapter 8. An increase
of the heart rate corrected QT interval is assumed to cause arrhythmias such as
e.g. TdP. To improve the heart rate correction of the QT interval, the coupling
between QT and RR has been widely analysed. QT/RR dynamics seems to be
highly different even among healthy people [102]. Therefore, a golden standard
for heart rate correction of the QT interval was not found yet [90, 113].
However, changes of the heart leading to modifications of the repolarisation pro-
cess might also affect the coupling between QT and RR. Hence, analysing the
coupling might provide information on the state of the heart. These information
might help to asses heart diseases, stress or effects of a medication.
In this chapter, an introduction to the analysis of QT/RR dynamics using a Multi-
Variate AutoRegressive model (MVAR) with time series of RR- and QT intervals,
is presented.

9.1 Introduction

The use of MVAR models provides new methods for analysing ECG data. The
results might help to get information on the physical state of a subject or on dose-
effects of drugs.
A two dimensional model is used for estimating parameters describing the rela-
tionship between time series of QT and RR. Results are just a sample; some other
model settings have been investigated in [10]. However, a clear trend for a model
setting was not found. Thus, only one well working model setting is presented for
clarity reasons in this chapter.
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Fig. 9.1. Response of the action potential duration of a heart cell to a step in stimulation frequency.

9.1.1 QT-RR relationship

The dynamics between QT and RR is often discussed, mostly in relation to a heart
rate correction formula. The results are quite different, even though step response
seems to be similar among different subjects. In 2007 Halamek et al. introduced
a publication on the dynamic QT/RR coupling in patients with pacemakers [114].
In this work, participants are stimulated by a special protocol, allowing the heart
rate to suddenly change in a significant step. This sudden step of the heart rate was
answered by an exponential function of the QT interval. This means, after the step
of the heart rate, an adaptation is started to a new QT interval length corresponding
to the new RR interval length. This adaptation takes several heart beats and follows
an exponential function.
In 2008, the author of this work observed a similar behaviour in myocyte mea-
surements [99, 100, 101]. Myocytes have been stimulated and the action potential
duration (APD90) was measured. The dynamics between the basic cycle length
(BCL) and the APD90 after a step in BCL was similar to the behaviour shown in
[114]. Figure 9.1 shows an example of the APD90 response after changing BCL in
a myocyte measurement.
Of cause, there is a fundamental difference between RR intervals and BCL as
well as between the APD90 and the QT interval. However, the dynamics should be
similar, as the QT interval is a response of all myocytes in the ventricles.
The immediate step of the APD90, following the step of the BCL was not described
in [114]. Thus, and to keep the model small, the introduced model does not cover
the immediate step of the APD90 in this investigations.
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The exponential adaptation of the QT interval length to a new RR interval length
was the motivation to use a first order MVAR model to estimate parameters de-
scribing the dynamics between QT and RR.

9.1.2 Mathematical Description

In this section, some mathematical assumptions on the dependency of a QT in-
terval on previous RR- and QT intervals are made. A step in a RR interval time
series, RRRRRR, is given by a change from RRA to RRB. Accordingly, the response of
the QT time series QQQTTT is from QTA to QTB. But, the step in RRRRRR is answered by an
exponential adaptation of QQQTTT , as explained before. The adaptation from the ’old’
value QTA to the new value QTB after a step in RRRRRR can be described as:

QQQTTT (i) = QTB− (QTB−QTA)e−λ iT (9.1)

with i being the beat number after the step in RRRRRR and λ being the rate constant of
the adaptation to the new value QTB. T is the time between two successive heart
beats. In these explanations, the time T is constant after the step in RRRRRR, as RRRRRR
remains stable on RRB.
The dependency of a QT interval at heart beat i on a new QT interval at heart beat
i+1 is now analysed:

∆QQQTTT (i) = QQQTTT (i+1)−QQQTTT (i) (9.2)

= QTB− (QTB−QTA)e−λ (i+1)T −QTB +(QTB−QTA)e−λ iT (9.3)

= (QTB−QTA) · (1− e−λT )e−λ iT (9.4)

The expression QTB−QTA can be replaced according to Equation 9.1 by:

QTB−QTA =
QTB−QQQTTT (i)

e−λ iT (9.5)

which leads to:

QQQTTT (i+1) =
QTB−QQQTTT (i)

e−λ iT · (1− e−λT )e−λ iT +QQQTTT (i) (9.6)

= (QTB−QQQTTT (i)) · (1− e−λT )+QQQTTT (i) (9.7)

= QTB(1− e−λT )+ e−λT ·QQQTTT (i) (9.8)
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In this equation, a new QQQTTT (i+ 1) depends on the old QQQTTT (i). The first term in
Equation 9.8 includes the value to which QT adapts, QTB. As this value is depen-
dent on RR, as every correction formula in any way assumes, the new QT interval
is dependent on both, QT and RR.
An example using correction formula of Bazett follows:

QTc =
QT√

RR
(9.9)

(9.10)

With the assumption that formula of Bazett is valid after full adaptation of QT:

QTB = QTc ·
√

RRB (9.11)

Equation 9.8 can be written as:

QQQTTT (i+1) = QTc(1− e−λT )
√

RRB + e−λT ·QQQTTT (i) (9.12)

In this equation, the dependency of QQQTTT (i+1) on QQQTTT (i) and RRB can be seen. This
equation motivates using an autoregressive process (AR process) to describe the
dynamics between QT and RR.

9.2 MVAR-Model Estimation

9.2.1 Time Series Preconditioning

ECG data have been processed, using methods described in Chapter 7. The time
series exported out of BSAT do not represent a time series with equidistant data
points. This is a problem, as the estimation of the model parameters is time depen-
dent. Hence, a preprocessing is necessary to transform the time series of QT- and
RR interval data into time series with equidistant data points [115].
The non equidistant time series RRRRRR and QQQTTT have been up-sampled to a time series
with a sample frequency of 10 Hz using a linear interpolation in Matlab. 10 Hz is a
compromise between having enough data points to get a well representation of the
original time series (with only small error) and keeping the estimation data as small
as possible. The interpolated time series is afterwards filtered by a mean value
filter. The linear interpolation leads to discontinuities in the time series, which are
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banned by the filtering. The mean value filter has a window length of 5 samples.
The resulting time series are named as R̃RRRRR and Q̃QQTTT , respectively.

9.2.2 AR Model

In statistical analysis and signal processing, an AR model is a random process,
which is used to describe a physical appearance. It can be used to describe a cou-
pling between input data or to predict new data. The output of the model is based
on the previous inputs. Equation 9.13 shows the basic description of a first order
AR model.

XXX(t) = c+
P

∑
p=1

αp ·XXX(t− i)+ ε(t) (9.13)

where XXX t is the t-th sample of the time series XXX . The value P represents the order
of the model and αp are the model parameters. The value c is a constant which can
be set to zero, while εt represents the white noise of the process.
By incorporating multiple time series, a more complex MVAR model is required.

XXX t = BBBZZZt + ε(t) (9.14)

with:

XXX t =




xxx1
...

xxxn


 , BBB = [AAA1 . . .AAAp], ZZZ =




xxx(t−1)
...

xxx(t−P)


 (9.15)

AAAp =




α
p
1,1 . . . α

p
1,n

... . . . ...
α

p
n,1 . . . α

p
n,n


 (9.16)

To describe QT/RR coupling, a first order two dimensional MVAR model is in-
troduced. The constant c is omitted for simplicity in all further considerations.
White noise, εt , is also neglected in this process. Equation 9.17 shows the basic
mathematical description in vector notation.

[
R̃RRRRR
Q̃QQTTT

]

t

=

[
α1,1 α1,2

α2,1 α2,2

]
·
[

R̃RRRRR
Q̃QQTTT

]

t−1

(9.17)

The corresponding difference equation is given by:
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R̃RRRRR(t) = α1,1 · R̃RRRRR(t−1)+α1,2 · Q̃QQTTT (t−1) (9.18)

Q̃QQTTT (t) = α2,1 · R̃RRRRR(t−1)+α2,2 · Q̃QQTTT (t−1) (9.19)

In this model, four parameters, α1,1 to α2,2, have to be estimated. The parameters
give information on the dependency between the time series. All coefficients α are
found using maximum likelihood estimation [116].

9.2.3 Model Validation Using Artificial Time Series of QT and RR

To test the behaviour of the model estimation of time series from RR- and QT in-
tervals, artificial time series have been generated. In the time series, RR is changed
in a step and the adaptation of QT follows an exponential function according to
Section 9.1.2.
If the model describes the coupling between both input time series, the exponential
rate constant λ can be returned by the model parameters. Equation 9.20 shows the
calculation of λ out of the coefficient α2,2.

λ =
−ln(α2,2)

T
(9.20)

Rate constant λ of several different artificial time series have been successfully
reconstructed during periods with no change in R̃RRRRR. A change in R̃RRRRR has led to a
change in the model coefficients and a successful reconstruction was not possible.
Nevertheless, the model describes the relationship between QT and RR success-
fully.
To check the quality of the estimated model, it has been used to predict Q̃QQTTT after a
step in R̃RRRRR. Figure 9.2 shows the artificial time series of R̃RRRRR and Q̃QQTTT . The sequence
is split into two sections. The time between heart beat 150 and 190 was used to
estimate the model parameters. Then, the following QT-values have been predicted
using the previously estimated model parameters. The blue curve in Figure 9.2(a)
shows the prediction of the QT-values. Until the step in R̃RRRRR at heart beat 200, the
forecast follows Q̃QQTTT with only small error. After the step in R̃RRRRR, the forecast fails.
The change in R̃RRRRR does not lead to a change of the curve of predicted QT-values.
The model describes the dynamics of the system, but does not incorporate external
influence.
To incorporate changes, the system needs to be enhanced by an innovation matrix,
describing the external changes:
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(a) Predicted time series without using innovations
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Fig. 9.2. Artificial QT time series prediction with and without consideration of innovations.

[
R̃RRRRR
Q̃QQTTT

]

i

=

[
α1,1 α1,2

α2,1 α2,2

]
·
[

R̃RRRRR
Q̃QQTTT

]

i−1

+

[
IIIRR

IIIQT

]

i

(9.21)

The changes in Q̃QQTTT come from changes in R̃RRRRR. Hence, the innovation process is
only dependent on the time series of RR. The innovation time series of QT is set
to zero. [

IIIRR

0

]
(9.22)

Using this system with innovations led by R̃RRRRR, a successful prediction after a step
in R̃RRRRR is possible. Figure 9.2(b) shows the result.
The introduced model can describe the dynamics between two time series, which
have been artificially generated and are coupled by an exponential function. Next,
time series resulting from real ECG data have been analysed according to the cou-
pling of QT and RR. The results are presented in the next section.

9.3 Heart Rate Dependency of Model Coefficients

To evaluate the QT/RR coupling in healthy subjects over a wide heart rate range,
all 10 recordings of IBT-Exercise-study have been used to estimate model coef-
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ficients. A first order MVAR model was used. The window size has been 500
samples, while the shift between two successive estimations was 50 samples. A
time lag of 20 samples has been used. Input data were time series R̃RRRRR and Q̃QQRRR,
which have been preprocessed as described in Section 9.2.1 .
As the QT interval is adapted to the RR interval and not vice versa, analysis of the
coefficients α1,1 and α2,1 is not reasonable. Hence, the focus is on the coefficients
α2,1 and α2,2 in this section.
In Figure 9.3 and 9.4, the coefficients are presented depending on the correspond-
ing mean RR interval length of the estimation window, for two different partici-
pants. It can be observed that α2,1 lies constantly at about zero for RR intervals
above 700 ms, while α2,2 lies constantly at about one. This could be observed in
all subjects of the study.
For RR interval lengths below 700 ms, the coefficients start to change. While α2,1

increases to values around one, α2,2 decreases to values near zero for high heart
rates.
Hence, the QT interval of a heart beat i is strongly coupled to the previous QT
interval of heart beat i− 1 for low heart rates (RR intervals above 700 ms). The
influence of the last RR interval is small. For high heart rates, the QT interval is
starting to get more and more dependent on the previous RR intervals. While the
influence of RR increases during sporting activity, the influence of previous QT
intervals decreases.
Changes in the parameters are coupled to the load of the heart. It can be assumed,
that the relationship between QT and RR is changed during sporting activity. In
Section 8.4, a change of the T wave was detected on the same data. Changes in
the T wave are assumed to be related to a modified repolarisation. This change of
repolarisation might also affect the QT/RR coupling, which can be observed by
analysing the coefficients of the MVAR model.

9.4 Course of Disease Analysis Using MVAR Model Estimation

To analyse the course of disease of a myocarditis, eight ECG recordings of about
45 minutes duration from one subject have been analysed. The ECGs have been
recorded at intervals of one week. The recordings are named A to H. The first
recording (A) has been made at hospitalisation.
Again, the ECG signals have been processed by the methods described in Section
7. The resulting time series of QT- and RR intervals have been preprocessed as
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described in Section 9.2.1. A first order MVAR model with time lag of 20 sam-
ples has been used. The estimation window had a size of 500 sample points. The
window was shifted after each estimation by 50 samples.
Figure 9.5 and 9.6 show the estimated model parameters α2,1 and α2,2

1 for all
recordings in relation to the mean heart rate of the estimation window. A clear
dependency between heart rates and the values of the coefficients is not observed.
It can be seen that the variance of both coefficients is widely spread for all heart
rates in the recordings A to F. While α2,1 is mostly concentrated between 0 and
0.5, α2,2 is spread between 0 and 1.

1 As previously described, α2,1 and α2,1 describe the physiologically meaningful relations between QT and RR.
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Fig. 9.3. Heart rate dependency of MVAR model parameters for participant P1. Input data, RR and QT have
been up-sampled to equidistant time series with sample frequency of fS=10 Hz. Time lag of the model was
set to 20 values (2 sec), window size was set to 500 values, shift between estimations was 50 values. Colour
of the cycles represent the time during the recording.
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Fig. 9.4. Heart rate dependency of MVAR model parameters for participant P2. Input data, RR and QT have
been up-sampled to equidistant time series with sample frequency of fS=10 Hz. Time lag of the model was
set to 20 values (2 sec), window size was set to 500 values, shift between estimations was 50 values. Colour
of the cycles represent the time during the recording.

In the last two recordings H and G, the variance of the parameters gets smaller.
While α2,1 turns to 0, α2,2 turns to 1. A heart rate dependency is neither seen. To
get a better impression of the median values and the variance, Figure 9.7 shows
boxplots of all eight recordings. A decrease in the variance of the last two record-
ings is clearly visible for both parameters. The variance in recording F is not as
small as in recording G and H, but smaller than in the previous recordings.
The median values of α2,1 seem to be decreased for the last three recordings, while
the median values of α2,2 are clearly increased in recordings F to H.
The values of recording E differ clearly from all others. The highest variance for
both parameters can be observed for recording E.
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To analyse the coupling between QT and RR in different states of the course of the
disease, the behaviour of the coefficients was analysed using the spectrum of the
estimated coefficients.

Coefficient Spectrum

The time series of model coefficients α2,1 and α2,2 for each recording have been
Fourier transformed and the absolute value of the Fourier transform has been ob-
served. The FFT spectrum of the coefficients gives information on how fast the
coefficients change. Fast changes of the model parameters lead to an increase of
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Fig. 9.5. Estimated MVAR model parameter over history of disease in dependence of heart rate (recording
A-D).
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Fig. 9.6. Estimated MVAR model parameters over history of disease depending on the heart rate (recording
E-H).

the values at the centre of the FFT spectrum, while slow changes lead to increased
values at the beginning and end of the spectrum. Constant coefficients do not cause
a decrease in the spectrum.
Figure 9.8 shows the result of all recordings and both parameters as an image
graphic plot. In this plot, all areas are coloured corresponding to the matrix value.
Low values of the spectrum are visualized in blue, while high values are visualized
in red. It can be observed that the activity of the model parameters seems to be
higher in the first recordings A to F. Orange, red and dark red areas are more often
observed in these recordings. Recording G and H seem to have a lower activity.
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Again, activity of both parameters is lowest in recording H. Recording E is the
recording with highest activity of both parameters.
The activity of the parameters applies to the results taken from the boxplots.
Recording F has a lot of outliers in the boxplot. These might be responsible for
the high activity of both parameters.
Altogether, a clear difference in the QT/RR coupling between the first and the
last two recordings can be observed. As the recordings have been made during the
course of the disease, the healing of myocarditis might be related to the results. The
investigations in Section 9.3 showed that model parameters of healthy subjects are
more or less constant for heart rates below 86 bpm (700 ms RR interval length).
The heart rate in all eight recordings (A to H) of the Myocarditis-study have been
mostly under the limit of 86 bpm. Only results of recording G and H are very
similar to those of the healthy subjects in IBT-Exercise-study, whereas recording
G fits best those results. Recording A to F do not fit to the results of Section 9.3. As
the recording show a history of the disease the more stable coefficients in recording
G and H might be related to a recovery from disease.
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Fig. 9.7. Boxplot of MVAR parameter estimation over history of disease.
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Fig. 9.8. FFT spectrum of estimated MVAR model coefficients during the course of myocarditis.

9.5 Discussion

In this chapter, the focus was on the analysis of the QT/RR relationship by an
MVAR model. The analysis of the ventricular repolarisation in the surface ECG is
often related to the QT interval and the coupling between QT and RR. The method
described in this chapter provides a way of analysing the coupling between QT
and RR, to get new information on the repolarisation process. The information was
obtained by analysing model coefficients of a MVAR model. Changes in the repo-
larisation process should affect the QT/RR coupling and this results in a change of
the model parameters.
The ECG data of the IBT-Exercise-study has been analysed using an MVAR
model. It turned out that heavy physical load leads to a change in the model pa-
rameters, while the coefficients stay more or less constant at rest. The relationship
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between QT and RR seems to be dynamic and is affected by heavy sporting ac-
tivity. Changes in the repolarisation have also been identified in Section 8.4 by
analysing the morphology of the T wave. Although the number of subjects was
small in this investigation, a trend was seen. Further investigations using a higher
number of subjects with additional repeated recording of each subject is recom-
mended to confirm the results.
The heart is assumed to be in a stationary state during one estimation. As the esti-
mation window was 500 samples (50 seconds), the stationarity might be disturbed
for very high heart rates and thus the parameters change so significantly. However,
the steady state for heart rates above 85 bpm (700 ms RR interval length and more)
should be given.
The settings of the model should be investigated in further research. In [10] several
investigations with different settings have been made on the same dataset. It turned
out that the results are dependent on the length of the analysing window, the lag
and the order of the model.
The course of a disease was analysed using ECG data of one patient suffering
from myocarditis. ECG recordings of eight weeks have been analysed. Modifica-
tions in the model parameters have been observed between the first weeks after
hospitalisation and the seventh and eighth week. The model coefficients changed
in variance, activity and median values. However, a clear evidence of describing
the healthy state of the subject cannot be made, as the number of one analysed
subject is by far not enough. For this subject, good results have been obtained.
Thus, a study with more patients should be carried out in near future to confirm
these results.
The way of getting new information out of ECG time series using MVAR models
is promising. The returned model coefficients represent subject specific parame-
ters of the state of the heart, as Malik claims in [117]. Using other time series, as
e.g. related to the T wave morphology, could help to improve the detection of re-
polarisation changes. Therefore, analysing estimated model parameters of MVAR
models is recommended for the investigation of heart diseases.
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Influence of Ectopic Beats on the Repolarisation

In this chapter an investigation on the influence of ectopic beats on the repolar-
isation sequence of the ventricles is presented. ECG recordings from the PVC-
study and additionally one continuous 10 day ECG recording were analysed. The
recordings with different numbers of PVC and PAC were delineated and the beats
classified as described in Chapter 7. A Heart Rate Turbulence analysis (HRT) has
been performed on all PVCs fulfilling the rules of the HRT as they are defined
in [118]. To detect the influence of the PVC on the repolarisation sequence, the
T wave has been analysed regarding morphology changes. Descriptors introduced
in Section 7.5.1.2 have been used to detect these T wave changes and thereby the
underlying modifications of the ventricular repolarisation.

10.1 Heart Rate Turbulence

The heart rate turbulence analysis was introduced by Schmidt et. al [119]. In this
method the fluctuation of the sinus rhythm after a PVC is described by two pa-
rameters. The absence of this fluctuation seems to be a risk predictor for sudden
cardiac death after a myocardial infarction. In several studies the combination of
both parameters turned out to be the strongest univariate risk predictor [118]. The
HRT is independent from other known post-infarction risk stratifiers [119].

HRT-Parameters

The first parameter of the HRT is named ’Turbulence Onset’ (TO). It describes the
difference between the mean of the first two RR intervals after the Compensatory
Pause (CP) that follows a PVC and the mean of the last two RR intervals before
the Coupling Interval (CI) of a PVC. The value is expressed as percentage of the
difference to the post PVC mean RR intervals.
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TO =
(RR(i+1)+RR(i+2))− (RR(i−3)+RR(i−2))

(RR(i−3)+RR(i−2))
·100% (10.1)

in this equation RR(i) represents the compensatory pause and RR(i− 1) the cou-
pling interval.
The second HRT parameter is named ’Turbulence Slope’ (T S). It describes the
maximum positive slope of five subsequent RR intervals within the first 20
RR intervals that follow a PVC. The value of TS is expressed in milliseconds per
RR interval. The calculation is done by a regression of five RR intervals. Figure
10.1 illustrates the HRT parameters TO and T S.

Fig. 10.1. Illustration of the Heart rate turbulence parameter. Mean values come from 590 PVCs in a 10
day Holter ECG recording. Coupling interval labelled as CI, compensatory pause labelled as CP.

PVC Filter

The computation of the HRT parameter can only deliver usable results, if all in-
volved PVCs have been correctly classified. If artefacts or large amplitude T waves
are considered due to misclassification, the method fails. Therefore, rules have
been introduced which must be fulfilled to take a PVC into account for the HRT
analysis. First of all, five normal beats before the coupling interval of a PVC and
20 normal beats after the compensatory pause are claimed. All beats in this interval
have to fulfil the following rules:

• RRn > 300ms
• RRn < 2000ms
• |RRn−RRn−1|> 200ms
• RRn ≤ 0.8 ·RRn, or RRn ≥ 1.2 ·RRn, with: RRn =

1
5 ·∑5

j=1 RRn− j .
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Otherwise the PVC cannot be considered in the HRT analysis. Additionally the
PVC itself needs to fulfil the following rules:

• Coupling interval needs to be smaller than 80% of the corresponding RR
• Compensatory pause must be at least 20% larger than the corresponding RR

Further information on the computation of the HRT parameters can be found in
[120, 121].

Clinical Interpretation of the HRT

For the interpretation of TO and T S, both values can be used as separate clinical
variables or in combination [120]. The values of TO is interpreted in most clinical
studies as normal for TO < 0%. Accordingly T S is interpreted as normal for T S <

2.5 ms
RR interval . Three classes are ordinarily used for classification of both variables

in common:

• HRT category 0: TO and T S are normal1.
• HRT category 1: One of the variables TO or T S is abnormal.
• HRT category 2: Both variables TO and T S are abnormal.

HRT Results

The HRT of several subjects in the PVC-study have been calculated. Besides the
PVC study, a 10 day Holter ECG recording of one subject has been analysed. The
recording is named H-10D. Figure 10.2 shows the HRT of the H-10D recording.
A classical HRT slope can be seen.
A validation of the HRT results was not possible because of the lack of patient
information in PVC-study. However, the computation of the HRT parameter was
successful done for all patients with more than 15 suitable PVCs. Table 10.1 shows
the resulting HRT parameters TO and T S. These parameters have been calculated
twice, once separated for each time series in the recording with a subsequent cal-
culation of the mean value of all resultant parameters of the recording and once,
by calculating an average RR interval series of the recording and subsequent cal-
culation of the HRT parameters on this averaged time series. The results of TO
are quite equal for both methods, while the results for T S were different. In [120]
similar results have been reported and it is recommended to calculate an average
RR time series to calculate T S.

1 In case of too few suitable PVCs in the recording, but normal sinusrhythem in the rest of the signal, the recording is
also category 0.
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Table 10.1. Results of HRT analysis. The values were calculated by the mean of HRT values (TO,T S) and
by calculating a mean RR time series and consequential calculation of the HRT parameters (TORR,T SRR).
The categories are related on TORR and T SRR

Patient No. PVC TO T S TORR T SRR Category

P-1 80 -1,17 5,48 -1,23 2,58 0

P-21 25 0,92 10,93 0,91 5,42 1

P-22 26 -4,76 11,54 -4,93 5,52 0

P-23 35 0,09 6,94 -0,02 3,46 0

P-24 21 -0,59 3,64 -0,71 0,89 1

P-29 15 1,10 2,36 1,11 1,12 2

P-49 33 -0,18 7,37 -0,19 3,46 0

P-50 42 -1,58 10,27 -1,65 5,47 0

H-10D 590 -2,35 10,83 -2,38 6,23 0
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Fig. 10.2. Heart rate turbulence in a 10 day Holter ECG recording. The values were normalized to 1000 ms
for the last normal heart beat before the PVCs. A total of 590 PVCs have been considered. The yellow line
shows the resulting average HRT slope.

The results of the PVC-study have to be seen in the context of a short recording
time of only one hour. In order to get a meaningful number of suitable PVCs,
normally 24h-Holter ECG recordings are used for HRT analyses.
The HRT considers the variation of the RR intervals following a PVC. The change
of the RR intervals due to the PVC is assumed to be a reaction of the autonomic
nerve system. It is supposed that the blood pressure plays a major role. However,
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the influence of a PVC to the de- and repolarisation sequences of subsequent heart
beats is not yet considered, but might also be an interesting maker.

10.2 Morphological Descriptors of the T-Wave

To analyse potential repolarisation changes of heart beats following a PVC, all
morphological descriptors introduced in Section 7.5.1.2 have been computed for
5 heart beats before the coupling interval and 15 heart beats that follow the com-
pensatory pause. For reasons of clarity 6 morphology based descriptors have been
chosen to be presented here.

Results

Figure 10.3 shows the results of subject P1 of the PVC-study, while Figure 10.4
shows the result for 150 consecutive PVCs out of the 10 day recording H-10D.
In both Figures the curve of the RR intervals following the PVC has a typical

shape. The QT interval in Figure 10.3 is only changed during the compensatory
pause, which is related to the different shape of the T wave in this interval. The first
two beats after the compensatory pause might be slightly affected. In Figure 10.4
an increase of the QT interval with a decrease to the old values might be sensed.
However, a clear trend cannot be deduced for the QT interval.
In addition to the RR- and QT interval, morphology depicting descriptors are
shown in Figure 10.3 and 10.4. It can be seen that the T wave one beat after the
PVC is clearly changed. Nearly all parameters show a modification compared to
the values before the PVC and some beats later. Later following beats show only a
small difference compared to the baseline. The return to the baseline values is very
fast in this subject. The amplitude of the T wave seems to take 3 to 4 heart beats
to get stable again. Altogether the influence of the PVC to T waves of subsequent
heart beats is high for the first beat and decreases very fast to zero within the next
2 or 3 heart beats.
In Figure 10.4 the influence of the PVC on the repolarisation of the subsequent
heart beats seems to be enlarged. A PVC modifies the T waves describing param-
eters for up to 7 heart beats. Interestingly the return to the baseline values can be
clearly seen as a characteristic slope.
During the analysis of all morphology based descriptors the time dependent values
δI to δIII showed only little modifications after a PVC. The values of the area based
descriptors ΛI to ΛIII showed similar behaviour as the amplitude value ν . This is
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Fig. 10.3. Behaviour of RR-, QT interval and T wave morphology depicting descriptor after the appearance
of a PVC in subject 1. Values of the PVC have been neglected. 42 PVCs have been considered.

not surprising, as the amplitude is changed and this significantly influences the area
based values. Figure 10.5 shows a 3D plot of mean T waves for the analysed heart
beats around the PVCs. The mean T waves were computed from the corresponding
waves of the 590 PVCs in the 10 day recording.
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Fig. 10.4. Behaviour of RR-, QT interval and T wave morphology depicting descriptor after the appearance
of a PVC in subject 2. The values of the PVC have been neglected. 150 PVCs have been considered.

Influence of the Length of the Coupling Interval and the Length of the
Compensatory Pause

To investigate, whether the length of the coupling interval or the length of the
compensatory pause influences the results, the PVCs of the 10 day recording H-
10D have been classified accordingly. Nine classes have been defined out of the
combinations of: three classes divided from the coupling interval and three classes
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Fig. 10.5. 3D plot of the mean T waves of an assembly around all PVCs in a 10 day Holter ECG recording.
ST-side of the T wave on the left, Tend-side on the right. Mean PVC-wave has been blanked. The last T wave
before the PVC is decreased at the end. This is due to the influence of the PVC directly behind the T wave
of the last heart beat before the PVC.

divided from compensatory pause. Figure 10.6 shows the results for the amplitude
in the recording H-10D. In X-direction, a separation on the Coupling Interval (CI)
is made, while in Y direction a separation on the Compensatory Pause (CP) is
made.
As already mentioned, the amplitude of the T wave is decreased during the PVC
and subsequent 5 to 7 successive heart beats. This can be seen in nearly all axes
of the Figure 10.6. A significant difference between the classes is not noticeable.
Additionally, it has to be considered that the number of the PVCs is very different
among the axes. Observed variance in the parameters might be related to this fact.
However, a clear result is not observed.
All of the T wave describing parameters that have been introduced in Section
7.5.1.2 have been investigated in the same manner as the T wave amplitude. A
clear trend was not discovered in any of the parameters.

10.3 Discussion

In this chapter the HRT analysis was made for the data of the PVC-study. It has
been confirmed that RR intervals following a PVC react in a typical manner. The
HRT parameters have been calculated for all recordings in the PVC-study which
had at least 15 PVCs fulfilling the rules of the HRT analysis. Additionally the HRT
analysis was used for a 10 day Holter ECG recording. A validation of the HRT
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results was not possible, because of the missing medical history of the subjects
from which the ECG data was available.
To analyse the influence of a PVC on the repolarisation process of the human
heart, T wave describing parameters have been analysed for T waves that followed
a PVC. It was shown that a PVC can change the T wave for up to 7 heart beats.
Analysing the amplitude of the T wave seems to be most promising. Nevertheless,
other T wave morphology depicting parameters have been affected by the PVC as
well. However, it turned out that the effects of a PVC on subsequent T waves is
different between the subjects. For instance the number of affected T waves was
different between different recordings. It should be kept in mind that also the num-
ber of ectopic beats was different. Although the 10 day Holter ECG involves most
PVCs of all recordings with 590 PVCs, the mean difference between two succes-
sive PVCs is larger than in most other recordings. Unfortunately, the absence of
the medical history makes the interpretation of the results difficult. However, the
analysis of PVC induced repolarisation changes was possible and might help to
further understand the consequences of PVC with respect to cardiac health.
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Fig. 10.6. Behaviour of the T wave amplitude after a PVC, classified by the length of both, coupling interval
and compensatory pause. The yellow dots represent the parameter values calculated from an average T wave
out of the T waves in the corresponding interval. A high correlation between the median values in the
boxplot and the parameter values from the averaged waves can be observed.
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Conclusions and Outlook

11.1 Conclusions

The presented thesis focuses on the ECG based investigation of the ventricular
repolarisation in the human heart. Therefore, new methods in the field of ECG
signal processing are introduced. A wavelet based delineation of the QRS com-
plex was improved by a signal specific threshold optimisation routine to reliably
detect all QRS complexes including QRS complexes of ectopic beats. The delin-
eation of the T wave boundaries was introduced by a newly developed correlation
based method. A patient specific T wave template, generated during the delineation
process, makes the precise and reliable delineation of the T waves possible. The
high accuracy delineation of the QRS- and T wave boundaries is the basis for the
subsequent analysis of the ventricular repolarisation.
Beside the delineation of the ECG waveforms, a beat classification algorithm
based on a support vector machine was introduced. The detection of ectopic beats,
separated into premature atrial contraction and premature ventricular contraction
was possible in two independent studies. The correct rate of the beat classifica-
tion for multi lead delineation was 98.39% (SE 86.38%, PPV 77.25%). Based on
the beat classification, a heart rate turbulence analysis (HRT) was performed on
several ECG recordings.
The delineation of the ECG waveform and the beat classification have been used
to generate time series. The time series can be divided into two classes. The first
group comprises time based values, as e.g. RR- and QT interval, the second one
comprises T wave morphology depicting parameters as e.g. T wave amplitude,
skewness or kurtosis.
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The whole ECG signal processing has been embedded into a software toolbox
named BSAT. Using this toolbox, the introduced signal processing was performed
to analyse the ventricular repolarisation.
In a first step, drug induced QT prolongation of some milliseconds could be de-
tected in different drug safety studies for different compounds. Next, the analysis
of the QT interval, claimed by the FDA as major risk stratifier in drug approval,
has been extended by a detailed investigation of the morphology of the T wave.
It turned out that both analysed compounds significantly changed several mor-
phology depicting parameters in both studies. The significance has been tested by
three statistical tests. Additionally, the blood plasma concentration, available in
one study, showed good time based correlation to the change of most parameters.
To investigate the heart rate dependency of the morphology depicting parameters,
an ECG exercise test study has been recorded. The study incorporates 10 healthy
subjects. The recordings have been made using the ECG recorder BSAT-1012
which has been developed and introduced especially for this purpose. It turned
out that the T wave stays comparably stable for heart rates below about 85 bpm.
Under heavy load in the exercise test, the T wave morphology was significantly
altered, which could be observed as a change of the descriptors. However, the de-
scriptors showed to remain stable at rest, which is a precondition for the analysis
of drug safety studies.
Using the beat classification, an investigation of the modification of the ventricular
repolarisation of heart beats subsequent to a premature ventricular contraction was
performed. Although the number of analysed subjects was small and the medical
history was missing, the results are promising. A change within up to 7 subsequent
heart beats could be observed in one subject.
In another project of this thesis, the QT/RR coupling was in focus. The model pa-
rameters of a multivariate autoregressive model have been estimated and analysed.
It turned out that under rest, the model parameters remained stable, while heavy
load, due to sporting activity, led to a modification of the parameters. It seemed
that the coupling was changed due to the loading and the high heart rate. Addition-
ally, a subject suffering from myocarditis was analysed over the time of recovery,
using the same MVAR model. A stabilisation of the estimated model parameters
during recovery has been observed. Although only one patient was investigated,
the results seemed to be promising.
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11.2 Outlook

The analysis of the ventricular repolarisation using a set of parameters depicting
the morphology of the T wave is recommended for drug safety studies by the au-
thor. The presented parameters seem to reliably describe different changes in the
T wave morphology. A more detailed analysis of the changes of the ST-segment
might improve the methods and provide additional information.
Using computer models of the heart, as they are presented in e.g. [19, 104], to
simulate drug induced repolarisation sequences might help to better understand
the underlying effects causing the observed T wave modification.
T wave morphology based descriptors could be used to investigate the ventricular
repolarisation under the influence of heart diseases or psychological stress. This
might eventually provide new diagnostic information. However, these studies re-
quire long term ECG data with detailed medical history of the investigated subjects
to provide reliable results.
The detection of PAC and PVC in Holter ECG signals provides the opportunity to
investigate effects of these beats on the excitation system of the heart. The meaning
of the length of the coupling interval and the length of the compensatory pause
should be further analysed, even though the results presented in this thesis showed
no correlation. However, the number of analysed records was too small and the
missing medical history limits the significance. Hence, an analysis using a clinical
study with detailed medical history should be carried out in the near future. Again,
computer models might help to better understand the underlying processes and
should be considered in further projects.
The presented methods for delineating and analysing the T wave should be adapted
to the P wave. This might help to diagnose atrial diseases and additionally give new
information, which can help to improve the beat classification.
The estimation and analysis of MVAR model parameters, as exemplary shown
in this thesis for one subject suffering from myocarditis, might help to analyse
the condition of the heart and provide relevant diagnostic information in case of
cardiac diseases. Extending the MVAR model to additional time series, as e.g.
some of the introduced morphology based descriptors, will increase the model
complexity, but might also provide new information on changes of the ventricular
repolarisation sequence caused by a disease. This information might also be di-
agnostically relevant. Summing up, information resulting from estimated MVAR
model parameters might help to dose medication in the clinical routine and get
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new information on the health condition during the recovery of a cardiac disease.
Again, special Holter ECG data is necessary to prove the power of this new method
and its clinical relevance.
It can be concluded that the methods introduced in this thesis should be tested
on a higher number of clinically relevant ECG data. T wave morphology based
descriptors should be used in clinical routine in the future.
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Appendix

A.1 Results of Tend Delineation in MIT BIH QT Database

Table A.1. Results from the MIT BIH QT Database for the detection of Tend . Comparison between experts
manual annotations against the fully automatic delineation of BSAT. The allowed maximum error was
100 ms.

Name Beats DRate [%] M [ms] ST D [ms] Lead Name Beats DRate [%] M [ms] ST D [ms] Lead

sel100 30 100 -15.47 17.63 1 sel47 30 96.67 -24 16.84 1
sel102 63 100 -32.32 16.4 2 sel48 30 100 -72.67 12.65 2
sel103 30 100 -20.53 16.7 1 sel49 30 100 -16.13 13.95 1
sel104 45 77.78 9.94 36.07 2 sel50 31 96.77 19.2 16.42 1
sel114 49 100 -23.02 23.01 1 sel51 30 76.67 -68 16.14 1
sel116 50 100 -18.64 17.86 1 sel52 30 100 6.67 7.81 1
sel117 30 100 -23.6 15.09 1 sel803 30 100 -12.27 12.43 1
sel123 30 100 -14.67 10.04 1 sel808 30 100 17.87 19.22 1

sel16265 30 100 -16.67 16.04 2 sel811 30 100 -10.93 12.82 1
sel16272 30 100 0.93 10.7 1 sel840 70 100 -2.34 16.02 1
sel16273 30 100 1.73 10.28 1 sel871 70 100 -10.23 18.98 2
sel16420 30 100 4 10.18 1 sel872 30 100 -7.73 11.11 1
sel16483 30 100 -10.4 8.76 1 sel873 33 100 7.15 16.61 2
sel16539 30 100 -1.6 12.41 1 sele0104 30 73.33 -62.91 27.11 2
sel16773 30 100 -3.33 11.17 1 sele0106 30 100 -47.87 15.53 1
sel16786 30 100 -4.67 10.92 1 sele0107 34 100 -44.71 15.83 1
sel16795 30 100 -14.4 12.23 1 sele0110 30 96.67 -8.97 21.8 2
sel17152 30 100 -9.47 16.49 1 sele0111 30 100 -63.87 10.16 1
sel17453 30 100 2.27 20.2 1 sele0112 50 100 -21.76 9.5 2
sel213 60 98.33 -15.46 21.47 2 sele0114 30 100 -0.8 9.54 2
sel221 29 93.1 -20.15 19.8 2 sele0116 30 100 -25.07 23.16 1
sel223 31 70.97 -73.27 16.16 2 sele0121 30 100 -3.47 8.25 1
sel230 50 100 -4.08 17.38 2 sele0122 30 100 -1.33 5.79 1
sel231 50 100 -6.4 17.76 1 sele0124 50 100 -10.64 21.22 1
sel233 30 100 -8 13.78 1 sele0126 30 100 0.67 6.57 1
sel301 30 6.67 -96 5.66 2 sele0129 30 100 -28.67 11.56 2
sel302 30 100 -9.6 9.07 1 sele0133 30 100 -22.13 9.44 2



202 APPENDIX A. APPENDIX

Name Beats DRate [%] M [ms] ST D [ms] Lead Name Beats DRate [%] M [ms] ST D [ms] Lead

sel306 36 100 1.89 10.88 1 sele0136 30 96.67 -56.97 34.44 1
sel307 30 96.67 -5.24 17.07 1 sele0166 36 100 -31.33 17.9 1
sel308 28 96.43 -13.63 16.69 2 sele0170 30 100 -26.67 16.05 1
sel30 30 100 -18.67 12.35 1 sele0203 30 100 1.73 8.12 1
sel310 30 100 -7.87 8.63 1 sele0210 30 100 -12.93 13.23 1
sel31 30 80 39.17 47.34 2 sele0211 30 100 -4.8 10.73 1
sel32 30 100 -6.4 14.95 1 sele0303 30 0 ∼ ∼ 1
sel33 30 96.67 -12.55 42.57 2 sele0405 30 100 -11.87 8.82 1
sel34 30 100 -11.87 10.63 1 sele0406 31 100 -17.16 12.57 1
sel36 31 0 ∼ ∼ 1 sele0409 30 100 -28.53 9.55 1
sel38 15 6.67 96 ∼ 2 sele0411 30 100 -15.47 10.9 1
sel39 30 66.67 54.4 24.47 2 sele0509 30 100 -5.87 9.2 1
sel40 30 100 -1.6 17.15 1 sele0603 30 100 -10.4 10.32 1
sel41 30 13.33 -44 16.97 2 sele0604 30 100 2.27 9.08 1
sel42 30 100 -23.07 21.72 2 sele0606 30 100 -4.4 14.49 1
sel43 30 100 -1.87 8.65 2 sele0607 30 100 -30.93 10.02 1
sel44 22 54.55 -6.33 50.03 1 sele0609 30 60 -80 16.29 2
sel45 30 50 40.53 46.69 2 sele0612 30 100 -12.93 16.53 1
sel46 27 85.19 -66.43 23.13 1 sele0704 30 100 -0.93 9.67 1
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A.2 Drug induced Repolarisation Change

A.2.1 THEW tQTI-Study Moxifloxacin

Moxifloxacin induced changes of T wave morphology depicting descriptors of 34
subjects of THEW tQTI-study. Interval length is 10 minutes. Only the first interval
of every hour is shown. Time of dose is marked as D.

ï1h D 1h 2h 3h 4h
ï4

ï3

ï2

ï1

0

1

2

3

∆
∆

µ
‘
[m

s]

Fig. A.1. Boxplot of expected value, THEW tQTI-study, Moxifloxacin
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Fig. A.2. Standard Deviation, THEW tQTI-study, Moxifloxacin
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Fig. A.3. Boxplot of skewness, THEW tQTI-study, Moxifloxacin
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Fig. A.4. Boxplot of kurtosis, THEW tQTI-study, Moxifloxacin
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Fig. A.5. Boxplot of slope onset, THEW tQTI-study, Moxifloxacin
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Fig. A.6. Boxplot of slope offset, THEW tQTI-study, Moxifloxacin
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Fig. A.7. Boxplot of amplitude, THEW tQTI-study, Moxifloxacin
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Fig. A.8. Boxplot of timeI (Tpeak to Tend , THEW tQTI-study, Moxifloxacin)
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Fig. A.9. Boxplot of timeII (Tonset to Tend , THEW tQTI-study, Moxifloxacin)
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Fig. A.10. Boxplot of timeIII (TRPI to TRPII , THEW tQTI-study, Moxifloxacin)
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Fig. A.11. Boxplot of areaI (Tonset to Tpeak), THEW tQTI-study, Moxifloxacin
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Fig. A.12. Boxplot of areaII (Tpeak to Tend), THEW tQTI-study, Moxifloxacin
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Fig. A.13. Boxplot of areaIII (Tonset to Tend), THEW tQTI-study, Moxifloxacin
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A.2.2 THEW tQTII-Study Unknown Compound

Drug induced changes of T wave morphology depicting descriptors of 34 Subjects
of THEW tQTI-study. Interval length is 10 minutes. Time of dose is marked as D.
The name of the compound is unknown in this study.
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Fig. A.14. Boxplot of expected value, THEW tQTI-study, unknown compound
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Fig. A.15. Standard Deviation, THEW tQTI-study, unknown compound
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Fig. A.16. Boxplot of skewness, THEW tQTI-study, unknown compound
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Fig. A.17. Boxplot of kurtosis, THEW tQTI-study, unknown compound
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Fig. A.18. Boxplot of slope onset, THEW tQTI-study, unknown compound
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Fig. A.19. Boxplot of slope offset, THEW tQTI-study, unknown compound
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Fig. A.20. Boxplot of amplitude, THEW tQTI-study, unknown compound
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Fig. A.21. Boxplot of timeI (Tpeak to Tend , THEW tQTI-study,unknown compound)
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Fig. A.22. Boxplot of timeII (Tonset to Tend), THEW tQTI-study, unknown compound
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Fig. A.23. Boxplot of timeIII (TRPI to TRPII ), THEW tQTI-study, unknown compound
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Fig. A.24. Boxplot of areaI (Tonset to Tpeak), THEW tQTI-study, unknown compound
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Fig. A.25. Boxplot of areaII (Tpeak to Tend), THEW tQTI-study, unknown compound
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Fig. A.26. Boxplot of areaIII (Tonset to Tend), THEW tQTI-study, unknown compound
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• Heidrun Köhler, ’Entwicklung eines multivariaten autoregressiven Modells zur

Identifizierung von Myokarditis Erkrankungen,’ Diploma Thesis, Institute of

Biomedical Engineering, Karlsruhe Institute of Technology (KIT), 2010

• Gustavo Lenis Parra, ’Automatic detection and classification of ectopic beats in

the ECG using a support vector machine’. Student Research Project, Institute

of Biomedical Engineering, Karlsruhe Institute of Technology (KIT), 2010
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