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Abstract—With the advent of social services on the Internet
that encourage the disclosure of more and more personal
information, it has become increasingly difficult to find out
where and for which purpose personal data is collected and
stored. The potential for misuse of such data will increase &
well, e.g., due to the ongoing extension of social sites with
new features that make it more appealing to reveal personal
details. One reason is the progress of technologies, anothane
is the ongoing extension of social sites with new features ah
make it more appealing to reveal personal details. In order @
research and develop approaches that give way to privacy on
the Internet, it is important to know which kind of informati on
can be found, who has been responsible for publishing it, the
age of the information etc.

This paper describes a user study about the personal
information available about Digital Natives, i.e., young ople
who have grown up with the Internet. In particular, we
have guided 65 undergraduate students to search the web for
personal information on themselves by using various search
engines. Our students have completed 302 questionnaire ge
altogether. We have analyzed the questionnaires by means of
statistical significance tests, cluster analysis and assation-
rule mining. As a part of our results, we have found out that
today’s personal search engines like 123people.com do natdi
much more information than general-purpose search engines
like google, and that today’s Digital Natives are surprisirgly
aware of the information they are willing to disclose.

I. INTRODUCTION

search engines liké?>Peoplé or Yasn? are tailored to
search for personal details, e.g., from web forums, social
network sites or commercial portals. With the ongoing
sophistication of face recognition, voice recognition and
related technologies, even more personal details can be
indexed and will be accessible by search engines.

In this article we investigate which personal information
is typically available on the Internet. We study who has
published this information and how our participants assess
the impact of its availability on their privacy. From reldte
research (see Section Il) and privacy issues on public media
we have developed four classes of research questions:

Al: Information characteristics This class subsumes the
extent of personal data available on the Internet, the
age of the data and parties who have uploaded it.
Search characteristics This class covers the influence

of the search engine and the search terms on the search
result, and the amount of ambiguous information.

A3: Impact on privacy This class considers if people are
content with the fact that the personal information they
have found on themselves has been uploaded and is
available on the Internet, and how sensitive they deem
this information.

Patterns and rules The fourth class addresses rela-
tionships between the characteristics of the information.
For instance, we look for rules like “If one discloses
A, she is likely to disclose B”.

A2:

A4

At this moment, more than 200 social networking sitéS e have conducted a user study with educated Digital
exist [1] that encourage the disclosure of personal 'nfermaNatives, i.e., with people grown up with the Internet. Didit

tion about the daily life, hobbies and interests, work#da  Natives are relevant for our study, because those people
information etc. Furthermore, more and more classical welye integrated the Internet into their daily life. A very
forums, photo-sharmg portals, news portals and othes S'telarge share of the adolescents and young adults belong
offer “social” features, e.g., allow to share and comment, this group. We have decided in favor of a qualitative
digital objects of interest. In consequence, it has becomey,qy, je. a very detailed questionnaire and an intensive
more and more tempting for individuals to disclose persona servision of the study participants. Over a period oféhre

details, with unpredictable consequences for privacy.

years we have guided 65 undergraduate students of computer

The potential for misuse of such data depends on how
it can be found. While general-purpose search engines like 1nyp://123people.com

Google or Bing search for any kind of information, people-

http://yasni.de



science to search for personal information about themselveeCommerce Privacy studies on customer data in eCom-
by using various search engines. We have asked them to merce focus on the relationship between privacy and
state who has uploaded this information, the age of the sales. A customer cannot observe if an online dealer fol-
data, who would be able to find it etc. We have obtained lows the privacy policy on the shopping web site. Thus,
302 questionnaire sheets, one for each distinct search,resu a study [8] investigates the trust of the consumers in the
which we have analyzed by means of statistical significance  willingness and ability of the dealer to handle personal
tests, cluster analysis and association rule mining aaogrd data with care. This is important, as trust is known to
to our research questions. be a success factor for online marketplaces [9].

As a part of our results, we have found out that today’sPersonalization Many commercial web sites generate cus-
Digital Natives are very aware of the information they are tomer loyalty by personalization. This requires the cus-
willing to disclose. Nevertheless, despite the fact thahes tomer to reveal personal details. The tradeoff between
can be ambiguous (“John Smith”), all of our participants personalization and privacy is known as the online
found at least some information about themselves on the consumer’s dilemma, which has been studied according
Internet, and they disagreed or strongly disagreed with the  to user value [10], transparency and willingness [4],
availability of about one fourth of this information. trust [11] and other impact factors [4].

Paper StructureThe next section reviews related work. ~ The studies show that users tend to reveal information
Section IIl describes our study methodology. The study isPnly if they see a direct use for it. For example, customers of
presented in Section 1V, followed by a discussion of the@ web shop do not disclose religious information [11]. This
study results in Section V. Section VI concludes the paper.is important for our survey, because it shows that Internet

users do not publish information indiscriminately.
Il. RELATED WORK Privacy Behavior and Privacy Perception:Sur-
veys [12] about privacy behavior investigate the relatims

In this section we explain the privacy paradox, we outlinebetween the perception of risks [13], e.g., identity thafig
studies on Internet privacy in different use cases, and wehe use of privacy-enhancing technologies. Related studie
discuss privacy perception and user categories. search for impact factors on risk perception [14]. Examples

Privacy Paradox: Our survey is motivated by the of such factors are the web-site layout or the attitude of
privacy paradox [2]: This paradox means that the attitudehe individual. The studies show that the perception of
towards privacy and the daily behavior of individuals is privacy risks varies widely, but privacy behavior has been
inconsistent in many cases. For example, a study abowlomparable among all participants.
anonymous and personalized gift cards [3] shows that people  Categories of UsersWe are interested in identifying
tend to assign a high price to the protection of a certairuser groups that differ with respect to the personal inferma
information, but in fact accept a much lower price to actuall tion available on the Internet. A meta-analysis [15] desive
sell the same information. A comparison of similar studieseight categories of users from 22 different studies. Among
can be found in [3] as well. In contrast, we want to find outthe users of social network sites, the analysis identifies
if there is a discrepancy between the personal informatiofiSocializers” with a share of 25% and “Debaters” with 11%,
Digital Natives have explicitly published and the informoat ~ who might be likely to publish a large number of personal
they would tolerate to be disclosed. The privacy paradoxetails. An email survey of Internet users [16] has computed
can be modeled as a function of costs and benefits, which score for privacy concerns on the Internet from questions
is maximized by each individual [4]. The costs include about typical situations, e.g., if an individual registéos
the risks of identity theft, marketing, stalking or negativ a company web site when receiving an unsolicited email
reputation. Benefits include social aspects like relatigpes ~ about a new product. The survey has identified the categories
collaborations, friendships or positive reputation in gth. ~ “unconcerned user” (16%), “circumspect user” (38%), “wary
Related to the privacy paradox is the privacy awarenesgjser” (43%) and “alarmed user” (3%). Studies that directly
i.e., the individual attention and motivation regarding th inquire the privacy behavior from the users are prone to the
whereabouts of personal data. Privacy awareness influencpsivacy paradox. Our study in turn looks at this problem

individual decisions about publishing data [5]. from a different perspective: We analyze personal informa-
Studies on Internet PrivacyComparative privacy stud- tion disclosed on the Internet.
ies consider different use cases on the Internet: I1l. M ETHODOLOGY

Soma! Networks A .StUdy on information disclosure in so- In this section, we compile concrete research questions
qal networks I|ke_Facebook or Myspace relates eXPe-nd we describe our study methodology.

rience and behavior of users to the amount of private

information that is disclosed [6]. Another study focusesA- Research Questions

on the privacy settings that control which information We want to find out which kind of information is avail-

from the personal profile is shown to others [7]. able on the Internet, and we want to find out how much



impact this information has on the privacy of the individdial first step of each tranche, we have described the purpose of
concerned, from their perspective. Furthermore, we want tohe study to our participants. Furthermore, we have handed
observe the influence of the search process, and if there acait a guideline how to search for personal details on the
rules like “If one discloses A, she is likely to disclose B”. Internet by using different search engines, and by refining
For this purpose, we have come up with specific researcthe search term if a search returns only results that do not

guestions, as follows: have any relationship to the searcher.

Al: Information characteristics In a second step, we have handed out a number of
« How much personal information is available? identical questionnaires to each participant. We haveeglid
« How old is the information? our participants to search for personal information, i.e.,
« Who has made the information available? we have provided hints and support if necessary. We have

A2: Search characteristics asked our participants to answer one questionnaire sheet

« Which search terms have yielded most information? for each distinct search result, i.e., each answer sheet has
« How much does the search result depend on the seardeen obtained using a different set of search terms and/or

engine? a different search engine. To avoid erroneous data, we have
A3: Impact on privacy told our participants to omit questions when they do not feel
« Have our participants been surprised to find a particulagomfortable to provide us with correct answers. Guideline
piece of information? and questionnaire (in German) can be found in the appendix
« Had our participants given permission to upload theof this paper.
information?
« How sensitive do the participants deem the informationD- Questionnaire
they have found? In this subsection, we briefly introduce our questions and
« Do the participants approve that this information isthe categories of answers we had allowed for each question.
available on the Internet? Our questionnaire consisted of 13 questions. We have refined
« Who is able to find which kind of information? it after the first tranche. All questionnaires contained the
A4: Patterns and rules following questions:
« Do groups of individuals with different privacy percep- Q1 Which search engine did you us¢predefined search
tion and behavior exist? engines and free-text)
« Are there correlations between different aspects 0fQ2 Which search terms did you us@fredefined categories
privacy? of terms and free text)
Note that the sensitivity of a piece of information and the Q3 which people know the search terms us@u2defined
approval of its availability on the Internet are orthogonal categories of people)

to each other. For example, one might wish to publishgs poes the search term itself contain private information?
her religious beliefs, but deem this information sensitive (five-point Likert scale)

nevertheless, with the consequences that this informatiopys \which kind of information is on display on the first
should be correct, be displayed in a suitable context etc. 20 hits of the search results?predefined information

B. Study Participants categories and free-text)

We have tested our research questions on educated Dlglt96 ch.)w mL.JChL.IEfOI‘matllon about yourself is displayed?
Natives, i.e., on people who have grown up with the InternetQ7 élve-plcanjt t;] eTt fsca e)t' foundami d
for two reasons. First, these individuals use the Intenreet f ow old is the information found@nin. age and max.

quently, and they are aware of the social benefits of sharin age in years) _ . ,

personal information, e.g., to keep contact with friendd an %8 Wh(_) has uploaded the informatior{predefined cate-
relatives, or to find individuals with similar interests and gories of people) . . o .
attitudes. Second, Digital Natives can be assumed to be ab%9 E?;g‘f;i;g sensitivity of the informatiofiive-point

to develop strategies, e.g., using different pseudonynds an . o .

email addresses for different purposes, to prevent someor%10 D_O you approve that tthis information is available?
from learning personal details which are not for the eyes (five-point L|I_<ert scale) . .
of others. We have conducted our study with 65 Germar;rhree new questions have *?ee” askgd in 2.01.0 and 29119'
undergraduate students of computer science. Since we h 1 (?\?gepo)ilgtuLika?tnss:Irep;nsed to find this information?

announced an anonymous study and demographic data is a i I hat this inf . blished?
quasi identifier [17], we did not collect such information. le(}%yzg; allow that this information was published

C. Study Procedure Q13 What is shown on the images in the search results?
We have conducted our study in three tranches with (predefined categories)
different participants over a period of three years. In the We explain these questions in detail in the next section.
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IV. STubDY 120 B Text
‘ 100 B Images
Question Number 80
Q6 How much information about yourself is displayed? 123
Q9 Estimate the sensitivity of the information. 65 60
Q10 | Do you approve that this information is available 60 40 —
Q12 | Did you allow that this information was published? 49 20 —
Q11 | Were you surprised to find this information? 44 0
Q3 Which people know the search terms used? 11 v w w w w B e @ by
K=" &y o o g L o O =) 5]
Table | s £ E 2 2 5 g2 58 = g
TOP-6 OF THE QUESTIONS THAT HAVE REMAINED UNANSWERED E E ~ 3 § ] > = -
£ 3 < e
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. We have Obtaineq 58 qUEStionnaireS fror.nllo par_ticipants Figure 1. Which and how much personal information is found?

in 2009, 137 questionnaires from 21 participants in 2010

and 107 questionnaires from 34 participants in 2011. Thus, [ Year of the Study] 2009 2010 2011

65 participants provided us with 302 questionnaires, and Minimal Age 2-37 El-ggg ;-ég EZ-gﬁg é-5g glg
: : : ; ; : Average Age| 2.07 (1. . 1.85 1 1

each questionnaire cont_alns |_nf0rmat|0n_ about one distinc Maximal Age | 3.18 (1.80) | 3.01 (2.74)| 4.65 (2.50)

search result. 150 questionnaires were filled out completel -

. . . . a e

152 questionnaires contained one or more guestions that AGE OF THE INFORMATION

have not been answered. 51 participants always answered

all questions on each questionnaire. Table | shows the top-6

of questions that have not been answered, and the number of

questionnaires where the question has been left unansweredmost all categories we have provided. Only hobbies seem

Note thatQ11 andQ12were not part of questionnaires from to be over- and friends underrepresented. Besides our ques-

20009. tionnaires, we asked our participants where this inforomati
_ ) o has come from. Important sources of information were
Al: Information Characteristics student-research papers (recall that our participantse wer

How much personal information is available on the students), web sites of schools and sport clubs that publish
Internet?: We have asked our participants to categorize theawards, placements and team lists, and private homepages.
information that was on display on the first page of the How old is the information?Since we were interested
search results or within the first 20 hitQ%). We have to find out if the information found might be out of date,
provided the following categories: “Memberships” meanswe have asked our participants to write down the range of
that the search results indicate that the person concesnedthe age of the information displayed on the first page of the
a member of an online community or a social network, e.g.query result Q7). Table Il shows the minimal, average and
Facebook. The class “Postings” refers to content generatedaximal age of the information found, together with the
by the person, e.g., a product review on Amazon or a post istandard deviation (in parentheses). The table shows that,
a newsgroup. “Photos” means that the search result contairicom year to year, the oldest information in the search tesul
pictures showing or made by the searcher. “Locations” sefergets older. We speculate that publishing personal infaonat
to places related to the searcher, e.g., the place of livingegarding our participants at a large scale might haveestart
or a vacation. “Addresses” means telephone numbers, emaitound 2007, e.g., as a result of online communities like
addresses, Skype contact information etc. “Hobbies” andracebook becoming more and more popular.
“Employment” indicates leisure and professional actsti Who has made the information availableR:is im-
and “Friends” refers to information about social contacts.portant to know who has been responsible for uploading
For the years 2010 and 2011 we have also asked for theersonal information. From a privacy perspective, it is
content of images in the search resu@l@). For this ques- different if the individual concerned or someone else has
tion, we have re-used the categories “Locations”, “Hobhies uploaded the information. We have asked our participants
“Employment”, “Friends” and “Others”. Furthermore, we which category of people might have been responsible for
have added the category “Living” for living conditions, .9 uploading Q8).
photos of the apartment or from a holiday trip. “Myself” means that our study participant has uploaded

Figure 1 shows that the majority of the textual informationthe information she has found. “Friends” subsumes friends,
available on the Internet refers to hobbies, followed byacquaintances and relatives. “Colleagues” means thahthe i
employment, locations and memberships. The distributfon oformation has been uploaded with a relation to professional
the information categories found on images is similar to theactivities, e.g., education, employment or studying. &dhl
textual results. The information found is well balancedrove reveals that most of the information our participants have



Uploader | Myself | Friends | Colleagues| Unknown
Number 170 59 o1 1z _How much do_e_s the search result depend on the search
Percent | 45% 16% 27% 12% engine?: Our participants were free to use various search
Table 1iI engines. However, in order to provide a starting point
UPLOADER we have suggested the popular search engines Google.de

(general purpose search), Images.Google.de (image $earch
Yasni.de and 123People.com (person search).

found on the Internet has been uploaded by themselves 90
Furthermore, a lot of information has been uploaded from 80 B
colleagues. This observation complements Figure 1, which 70
tells us that “Employment” is the second most-frequent cat- 60
egory of information found. A small part of the information 50 7

has been uploaded by unknown parties. 40
30
A2: Search Characteristics 20 -

Which search terms have yielded the most informa- 10 —
tion?: Our participants have searched for personal details by 0

using various search terms. In particular, we have encour- Google Images.Google Yasni  123People  Other
aged them to search for combinations of the following terms: B Memberships B Postings [J Photos

first name, last name, parts of the postal address of thei M Locations B Addresses [ Hobbies
home and workplace, employment details, email addresse: B Employment [ Friends M Other

and login names used for instant messaging services or
online communities. Note that our participants have filled
out questionnaires only for combinations of search terras th
have returned at least some personal information. Thus, tqﬁ
distribution of search terms among all questionnairescesfle
which terms find personal data, but we have not collecte
information about inconclusive searches.

Figure 3. Search engines and information found

Figure 3 shows which search engines have found which
formation. In contrast to general-purpose engines,quers
earch engines should produce more personal results, since
hey are able to search for semantic information in strectur
databases, e.g., address registers, indexes of socianetw

100 and in electronic market places like Amazon.com or eBay.
90 7 I Thus, we have expected that person-search engines would be
80 heavily used during our study. However, we have observed
28 | the opposite: Provided with the search term “first name last
50 | | name” (cf. Figure 2), Google has found more information

40 — than person-search engines. Only one participant did not
30 find any personal information with Google, but with a

?8* | person-search engine. The search results of the person-
0 I H'i i i;i I E ETE]; search engines Yasni and 123People were strikingly similar

Last Name Employment Login
First Name Locations Email Other =
2 V Yasni
B Memberships B Postings [] Photos = e . A 123People
B Locations B Addresses [ Hobbies §7 ® Images.G-
B Employment [ Friends B Other e oogle
g - BR S .. u B Google Y
Figure 2. Search terms and information found E
. §7 [ ] u ] v A A
Figure 2 shows components of the search term together ;
with the category of information returned. The figure in- S| mey s ¥ A
: . . 747—'—7—9 =
dicates that search terms including at least a part of the ! ‘ ‘ ‘ ‘
real name find most personal details, i.e., user pseudonyms, 0 ! 23 AZe S0 7 89
nicknames, login names etc. play a less important role.
However, knowing the login name of a person might be Figure 4. Search engines and information accuracy

helpful to obtain information related to hobbies, online
community memberships and online forum postings which In order to find out if the choice of the search engine
might not be associated with his or her real name. has an impact on the accuracy or the age of the information



found, we have generated a scatterplot (Figure 4). It costai our participants were at least surprised about 20% of the
a marking for each of the 65 questionnaires that havénformation found.
answered botfQ6 (How much information about yourself

is displayed?) andQ7 (Age of the information?). The ggfg With Perm'ssr:%n N“Eber Perfg};age
dimension “Age” of the plot displays the average between yes 84 85%
the minimum age and the maximum age prompted Xy 2011 none 20 21%
The dimension “Accuracy” shows the answersQé on a few - 4 4%

. . ) o average 11 11%
five-point Likert scale. For better visibility, we have adde many 13 14%

a random number betweénand0.025 to each value. all 48 50%

Figure 4 indicates that there is no clear dependency Table IV
between the search engine and the accuracy or the age of the UPLOAD WITH PERMISSION

information. No search engine was able to distinguish with

a very high accuracy between information that belongs to

one individual and “false positives” that belong to another ~ How sensitive do the participants deem the information
one. Furthermore, most information found had an averagthey have found?in order to estimate the impact of the

age of less than three years, in line with Table II. information available, we have asked our participants abou
_ the sensitivity of the information they have four@@9). This
A3: Privacy Issues question was answered on 237 questionnaires. As Figure 6

Have our participants been surprised to find a partic- shows, approximately one-fifth of the information found was
ular piece of information?:To find out if our participants deemed to be either private or secret, i.e., the particgpant
were able to control which personal information is shownappraised a significant impact on their privacy.
to others, we have asked them if they were surprised by the

availability of the information found@11). This question seeret

was answered on 200 questionnaires. Figure 5 shows that, in private

most cases, the participants found the information they had average

expected. However, in 20% of all searches our participants quite known

were at least surprised by the result, i.e., a significant well-known S

share of information is available on the Internet withow th 0 20 40 60 80 100

individuals concerned knowing about it.
Figure 6. How sensitive is the information

not surprised
less surp. Do the participants approve that this information is
average available on the Internet?As a follow-up question to the
quite surp. last one, we have asked if our participants could tolerate

surprised that the information found was on display on the Internet
L (Q10). This question was answered on 228 questionnaires.
0 1020 30 40 50 60 70 80 90 Since one-fifth of the information has been uploaded without

Figure 5. Surprise to find an information permission, and the same share of information has an impact

on the privacy of the participants, we expect that our

Had our participants given permission to upload the Participants disagree with the availability of at least -one
information?: In 2010 we have asked if the information fifth of the information.
our participants have found has been uploaded with their

permission Q12). In 2011, we have refined this question. strong disag.

Now we have askedvhich shareof the information has disagree

been uploaded with permission. Our participants were asked average

to regard information they have uploaded themselves as agree

“upload with permission”. We have obtained 99 answers strong agree ——— e

to this question in 2010, and 96 in 2011. Tablg \% shqws 0 10 20 30 40 50 60 70 80
the results for both years. 15% to 20% of any information

found has been uploaded without consent of the individuals Figure 7. Agreement with availability

concerned. The more detailed results from 2011 indicate

that approximately 50% of all searches returned at least As Figure 7 points out, our participants disagree or
a few results where the data has been uploaded withowtrongly disagree with the availability of one-fourth ofeth
consent. These findings also correspond to Figure 5, wheraeformation. We have calculated the empirical correlation



coefficient between the sensitivity of the informatid@9)  cluster. In particular, we derive a feature vector from each
and the approval of its availabilityQ10) by regarding the of our 302 questionnaires. The feature vector models the
answers to these questions as interval-scaled variabdgls. B answers of questions about search terms, privacy attitudes
variables are correlated; the correlation coefficien®.i&s. and the amount of information availabl®Z, Q4, Q6, Q9,
This means that in many (but not in all) cases a participan@Q10). We have regarded the answers as interval-scaled fea-
who thinks that an information is sensitive does not wanttures where unanswered questions are an additional ihterva
this information published on the Internet. Since it allows us to inspect clustering results of varyiize s
Who is able to find which kind of informationBince  we have applied a hierarchical clustering approach. Inildeta
the information found depends on the search term, it isve have used between-group linkage [18] that starts with one
important to know who would be able to find which kind cluster for each feature vector and iteratively combines tw
of information, i.e., who knows which search term. For clusters with the smallest average distance between alpgro
example, we know from personal observations that manynembers in each step. We have used the square Euclidean
people do not tell vague acquaintances details about theitistance. Due to the hierarchical clustering approach, all
employment or their place of living, which would enable questionnaires will be assigned to a cluster.
them to find some information (cf. Figure 2). Finally, we have assigned a participant to a cluster if all
Figure 8 shows the search terms used together with theut at most one questionnaire are a member of the same
categories of people who know these terms. The figureluster. We have manually interpreted cluster sets from 10
shows that first name and last name are generally known tt® two clusters. According to our interpretation, the most
many categories of people. Locations, employment detailsneaningful set consists of four clusters:
login names and other kinds of identifying information are Cluster 1: Restrained Publishing This group (105 ques-
known to much fewer people. Furthermore, the figure tells  tionnaires, 18 participants) has found only little infor-
us that our participants have shared email addresses and mation on the Internet, and has not found anything that
login information with more friends and acquaintances than  would have had a severe impact on their privacy: From
relatives or other people. We see this as an indication to  a privacy perspective, all search results were deemed
prevent people like parents or colleagues from learningesom harmless. The data available has been published with
information. the consent of the individuals. We conclude that this
group of people controls very well which information

250 is published on the Internet.
200 Cluster 2: Incomplete QuestionnairesThe second group
(103 questionnaires, 6 participants) has returned ques-
150 1 tionnaires that have been filled out incompletely. Be-
100 4 cause of the anonymity of the study itself, we could not
ask the participants for further explanations. We have
50 spent much effort in supervising our participants, and
0 we suppose that they have understood the questionnaire.
. However, the participants might have found nothing
Last Name Employment Login .
First Name Locations Email Other about themselves on the Internet, or they might not have
M Relatives M Friends [0 Acquain- wanted to d.isclose t.hgir results. .
tances Cluster 3: Surprised Individuals from the third group (62
B Colleagues M Club O Others questionnaires, 8 participants) have been negatively
Members surprised about the kind and the extent of personal
information they have found about themselves on the
Figure 8. Who knows which search term Internet. The information has been published without
consent of the individuals, or they have published the
information without remembering that the data would
A4: Patterns and Rules be available for anybody later on. We assume that this
Do groups of individuals with different privacy percep- group is less careful in managing their personal data
tion and behavior exist?:In order to design appropriate than the first group.
privacy mechanisms, it is important to identify groups of Cluster 4: Generous Publishing This group (32 question-
people with similar attitudes towards personal informatio naires, 3 participants) did find a lot of information
on the Internet. Considering that participants have reiirn about themselves, but does not see this as a problem.

different numbers of questionnaires, we have decided fora The members of this group were not surprised about
two-stage procedure: First we apply a clustering approach o the kind and extent of the information available. We
all questionnaires. In the next stage, we assign peoplecto ea conclude that this group has a less restrained attitude



Premise Conclusion Support | Confidence
1 | availability of information found has been approvegdl1() search term consists of first name and last na®@® (| 0,12 0,66
2 | availability of information found has been approveg1Q) information found was not privateQ@) 0,11 0,6
3 | information found was averagely privat®9) search term consists of first name and last na®@® (| 0,14 0,54
4 | search term is from category “othersQ2) search term does not contain private informatiQ#) 0,12 0,51
5 | search term does not contain private informatiQ#) search term consists of first name and last na®@® (| 0,19 0,51
6 | availability of information has been approved averag€l@ | search term consists of first name and last na@® (| 0,12 0,51
7 | information found was not privateQ@) search term consists of first name and last na®@® (| 0,15 0,5
8 | search term is averagely privat®4) search term consists of first name and last na®@® (| 0,09 0,48
9 | very few information was found(6) search term consists of first name and last na@® ( 0,1 0,44
10 | availability of inform. has been approved indifferent®X0) | information found was averagely privat®©%) 0,1 0,43
Table V
ToP-10ASSOCIATION RULES
Premise Conclusion Support | Confidence
1 | how much inform.: n/a@6), avail. approved: n/af10) privacy impact: n/aQ9) 0,15 0,94
2 | privacy impact: n/a@9) avail. approved: n/a10) 0,19 0,89
3 | how much information: n/a(@6), privacy impact: n/aQ9) avail. approved: n/a@10) 0,15 0,89
4 | privacy impact: n/a@9) how much inform,: n/a@6) 0,17 0,81
5 | avail. approved: n/a10), privacy impact: n/aQ9) how much information: n/a(6) 0,15 0,81
6 | avail. approved: n/a§10) privacy impact: n/aQ9) 0,19 0,76
7 | privacy impact: n/a@9) how much inform.: n/a@6), avail. appr.: n/a@10) 0,15 0,72
8 | availability of information has been approve@10) search term consists of first name and last na@® (| 0,12 0,66
9 | avail. approved: n/a§10) how much inform.: n/a@6) 0,16 0,65
10 | avalil. approved: n/aQ10) how much inform.n: n/aQ6), privacy impact: n/aQ9) 0,15 0,61

Table VI
ToP-10ASSOCIATION RULES INCLUDING MISSING ANSWERS

towards publishing personal information, but managedNevertheless, it is possible to make two observations: The
very well which information may be available to others. first observation is that many premises lead to the conalusio
Approximate|y one half of our Study group (35 par- that the search result was obtained by searching for the first

ticipants) could be assigned to a cluster, i.e., all excep@nd last name of the individual. Such premises include the
at most one questionnaire from each of these participantddreement to availability of the information on the Interne
belonged to the same cluster. The clustering indicates thaRules 1 and 6), that this information only has a modest
many of today’s Digital Natives control very well which impact on the privacy of the individual (Rules 3, 7), and
personal information is published on the Internet. Onlyjeig that the search term does not carry any private information

participants (Cluster 3) were negatively surprised abcegtm (Rule 5). This observation is in line with Figure 2, which
search results. tells us that most information was found by searching for

Are there correlations between different aspects 01Iirst and last name. The second observation acknowledges

privacy?: From a privacy perspective, it is important to intuition: If an individual approves the availability of s®

know if certain aspects of information disclosure are eslat information on the Internet or is indifferent about it, this

to each other. To find out if there are rules like “If someone'mcorm"jltlon is deemed insensitive (R_UI(?S 2, 10).
discloses A, she is likely to disclose B”, we have applied Table VI shows the top-10 association rules for a data

an association-rule-learning algorithm to our data set. Ipet including unanswered guestions, with a minimum con-

particular, we have considered the same questions as wjiience of 0.6. In comparison to Table V, the acceptance
have used for the cluster analys®2, Q4, Q6, Q9, Q10). of missing answers has increased the number of possible
We have encoded the answers to these questions as binomRgrmutations of answers even more. Thus, we had to de-
vectors. For each question using a five-point Likert scale wrease the minimum support to 0.1. Only Rule 8 (equivalent

have created a vector of six variables, one variable for eacH) Rule 1 from Table V) does not describe dependencies

point on the scale and one for “no answer”. At first, we havebetween missing answers. All other rules describe depen-

used the association-rule learner on all questions where tfl€NCies I(ajetwee? myssu;g ‘_’a'l%’kesl S:‘Ch "’;S I someonethas_?ot
variable “no answer” is false. answered Question i, she is likely to not answer Question j”.

Table V shows the top-10 of the association rules with a
minimum confidence of 0.4 and a minimum support of 0.1,
ordered by confidence and support. Due to the large number We were surprised to see that the personal information
of possible permutations of answers, the support is very lowfound on the Internet is well balanced over almost all

V. DISCUSSION



categories we have provided. Only hobbies seem to be oveof computer science to search for personal information.
and friends underrepresented (cf. Figure 1). Furthernvege, We have studied the influence of the search engine on the
were surprised to see that our participants found nothingearch result, and we have inquired the impact of personal
unexpected in about 80% of all searches (cf. Figure 5), ainformation publicly available on the privacy of the indi-
least nothing they would deem problematic from a privacyviduals concerned. Finally, we have analyzed relatiorsship
perspective. Nevertheless, we have observed that a certdietween the characteristics of the information by using
fraction of information has been uploaded by unknownstatistical significance tests, cluster analysis and éstsoa-
people and without consent and knowledge of the individualsule mining.
concerned. As one result, we have observed that Digital Natives are
Our participants also disagree with the general availgbili surprisingly aware of the information they are willing to
and traceability of some information on the Internet (cf-Fi  disclose. Nevertheless, all of our participants have foaind
ure 7). We expect that this situation will become worse inleast some information about themselves on the Internet,
the future. For example, services like Flickr and Facebooland they disagreed with the availability of about one fourth
now allow to annotate photos with the name of an individual of this information. Furthermore, we have observed a trend
which in turn lets search engines index such information. towards managing separate digital identities to contrel th
An unexpected result is that association rule mining diddisclosure of information to different groups of individsia
not find many rules with high confidence, which acknowl- This might be an interesting topic for future research on
edge relations between privacy awareness and the amount pfivacy mechanisms on the Internet.
information available, or between the disagreement ofl-avai
ability and the sensitivity of the information. In compais REFERENCES
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Workshop ,,Personliche Daten im Internet”

Attribute oder Attributkombinationen, die einen Datensatz statistisch identifizieren, sind
Quasi-ldentifier. Im Datenschutz-Kontext sind beispielsweise selten vorkommende Namen
Quasi-ldentifier, wahrend haufige Namen wie ,Schmitt“ oder ,,Schulz® selten einen Datensatz
eindeutig identifizieren. Andere Beispiele fur Quasi-ldentifier sind Nicknames in Online-
Foren, die Email-Adresse oder eine Kombination aus einem seltenen Hobby und dem
Wohnort. Im Internet kann die Kenntnis tber solche Quasi-ldentifier dazu genutzt werden,
Foren-Beitrage, Fotos, Freunde und Bekannte einer Person zu finden, ihren Lebenslauf zu
rekonstruieren oder ihre Interessen aufzudecken.

Wir méchten Sie dazu anleiten, im Internet (1) nach lhren eigenen Quasi-ldentifiern zu
suchen, (2) sich zu Uberlegen, wie problematisch die gefundenen Informationen flr lhre
personliche Selbstdarstellung sind und (3) wem diese Quasi-ldentifier bekannt sein kénnten.
Wir méchten diese Informationen anonym statistisch auswerten.

lhre Aufgabe

Suchen Sie im Internet nach Quasi-ldentifiern zu lhrer Person und fillen Sie einen
Fragebogen zu jedem Quasi-Identifier aus.

Suche nach dem eigenen Namen

1.) Suchen Sie nach ,Vorname Nachname® bei
a. 123People.de,
b. Yasni.de,
c. Google.de,
d. Images.Google.de
2.) Fullen Sie fur jede Suchmaschine einen Fragebogen aus. Hinterlassen Sie bitte keine

vertraulichen Notizen, da wir die Bogen einsammeln.

Suche mit Google und Google Bildersuche nach eigenen Quasi-
Identifiern
3.) Uberlegen Sie sich, welche Begriffe oder Begriffskombinationen als Suchbegriffe

(Quasi-ldentifier) geeignet sind, um nach Beitragen oder personlichen Informationen
Uber Sie zu suchen. Beispiele sind

- Nachname, Uni Wohnort - Email-Adresse - Flickr-Account

-1CQ-ID - Name, Schule - Name, Hobby
- Skype-Login - Spitzname - Email-Signatur
- MySpace-Name - Imma-Nummer - Datum, Turnier

4.) Suchen Sie bei Google.de nach diesen Quasi-ldentifiern, und flllen Sie einen
Fragebogen pro Quasi-ldentifier aus.

5.) Wiederholen Sie die Schritte 3 bis 5, bis die Zeit vorbei ist oder Ihnen kein Quasi-
Identifier mehr einfallt.



lhre anonyme 1D | ]

Laufende Nummer des Bogens | ]
Suchmaschine

[ ] Google.de [ ]Images.Google.de
[ ]Yasni.de [ ]1123People.com
EiNE andere: [t se e e s ]

1.) In welche Kategorie fdllt der Quasi-ldentifier?

[ ]Vorname [ ] Nachname

[ ]0rt (Wohnort, Arbeitsort) [ ] Tatigkeit (Studium, Nebenjob)

[ ] E-Mail-Adresse

[ ]Login-Name in einer Web-Community. WelChe?[.......coeveiveieiieiii i seeee e s ]
ETWAS @NAEIES [.uicveeieiiiiieceiiieesentreseeseesssessresreesnesnees ]

2.) Wer kennt diesen Quasi-Identifier?

[ ]Eltern, Verwandte [ ]1enger Freund/Freundin

[ ]entfernte Freunde, Bekannte [ ]Kollegen, Kommilitonen

[ ] Vereinsmitglieder

ANAEre 1: [ e JANAEIE 2: [ e ]

3.) Verriit der Quasi-Identifier selbst schon persénliche Details von lhnen?
(Bsp.: BerndKarlsruheSuchtWeiblich25 gegeniiber ABC123 als Nick in Online-Community)
Sehr privat --- mittel --—- nicht privat

[ ] [ ] [ ] [ ] [ ]

Die folgenden Fragen betreffen die Ergebnisse unter den ersten 20 Treffern
bzw. auf der ersten Ergebnisseite:

4.) Welche Informationen werden (iber Sie angezeigt? (Mehrfachnennung méglich)

[ ]!lhre Mitgliedschaften bei Diensten oder in Online-Communities

[ ]lhre Beitrage in Foren oder Communities (Facebook, Lokalisten, Xing, StudiVz)

[ ]Fotos, auf denen Sie abgebildet sind [ ] Orte (Wohnort, Arbeitsplatz)

[ ] Kontaktinformationen (E-Mail, Tel.) [ 1lhre Hobbies oder Interessen

[ ]Lebenslauf (Schule, Studium, Beruf) [ ]Freunde, Bekanntschaften und Kontakte
ANAEre L: [ e JANAEIE 2: [t ]

5.) Wenn es sich um Bilder handelt, was ist aus diesen Bildern zu entnehmen?

[ ] Arbeitsumfeld, Dienstliches [ ]Lebensumfeld (Wohnung, Haustiere)
[ ] Freizeitgestaltung (Parties, Urlaub) [ ] Aufenthaltsorte (erkennbare Position)
[ ]soziale Kontakte (Freunde, Familie) [ ] Hobbies (Sportarten, kreative Tatigkeiten)

AN 8T L= T [ JANAEIE 2: [t ]



6.) Wie viele Informationen betreffen wirklich Sie?
Sehrviele --- mittel --- sehr wenige

[ ] [ ] [ ] [ ] [ ]

7.) Wie aktuell sind diese Informationen?
[cerrerrervernnns T30 I ]Jahre

Die folgenden Fragen betreffen die Suchergebnisse, die fiir Sie am relevantesten sind:

8.) Wer hat die Informationen online gestellt? (Mehrfachnennung mgl.)
[ ] Sie selbst [ ]Freunde/Verwandte/Bekannte
[ ] Person aus Schule/Studium/Arbeit [ ] Unbekannt

9.) Wieviele dieser Informationen mit Ihrem Einverstéindnis
bzw. von lhnen selbst mit Absicht verdffentlicht?
alle --- viele --- mittel --- wenige --- keine mit meinem Einverstandnis

[ ] [ ] [ ] [ ] [ ]

10.) Wie privat sind die Informationen?
Weil jeder --- mittel --- sehr privat

[ ] [ ] [ ] [ ] [ ]

11.) Ist es Ihnen recht, dass diese Information im Internet auffindbar ist?
Ich méchte es --- egal --- ist mir Gberhaupt nicht recht

[ ] [ ] [ ] [ ] [ ]

12.) Sind Sie tiberrascht, diese Informationen zu finden?
Ja, sehr --- ein wenig --- iberhaupt nicht

[ ] [ ] [ ] [ ] [ ]
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