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1

Introduction

1.1 Motivation

Atrial fibrillation (AF) is the most common sustained supraventricular arrhythmia.

The burden of AF rises with increasing age. Haemodynamic disorders and throm-

boembolic events caused by AF result in significant morbidity and mortality. In the

western industrial nations approximately 1% of the adult population are suffering

from AF. In Germany a population of nearly 1 million people are affected. In the

last 20 years a rise of hospitalization of 66% could be determined. 1% of hospital-

ization is caused by AF. The social overall burden in Germany is approximately

3 billionse per year [1, 2]. So, there is keen interest in efficient and successful

treatment of atrial fibrillation.

Catheter based radiofrequency ablation of AF has become a preferred method to

treat AF. Although successful strategies exist to treat paroxysmal AF, the cure

of persistant AF is still challenging. Physicians found different kinds of fraction-

ated electrograms during ablation. Nademanee described “complex fractionated

atrial electrograms” (CFAEs) as a parameter of the substrate of atrial fibrillation.

Ablation of areas containing these CFAEs could terminate atrial fibrillation and

may therefore play an important role in ablation strategies. AF ablation, there-

fore, is a signal guided process. Analyzing and interpreting atrial electrograms

—especially high fractionated electrograms— is the basis of understanding the ar-

rhythmia and planing the ablation procedure. The success rate of AF ablation is

correlated strongly to the experience of the electrophysiologist.

Assisting physicians in analyzing CFAEs during ablation procedure is a challeng-

ing, but important topic to improve ablation success and reduce recurrence of AF.

Improving medical experience gained from clinical practice can be done with sig-

nal processing and statistical methods. In this context several aspects are of special
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importance. First, electrograms recorded during AF must be described in an ob-

jective and reproducible way. These descriptions must reflect the physiological

behavior of the electrograms and the medical knowledge. Auxiliar new informa-

tion might be provided by additional mathematical analysis. Second, the definition

of complex fractionated atrial electrograms is ambiguous and each physician has

an own understanding of these kind of signals. Hence, an automatic classification

will assist the physicians and can guide unexperienced physicians. Third, newly

gained information must be presented to the physicians in a way, that quick and

easy interpreting is possible. 3D mapping systems currently used enable quick and

easy visualization of patient specific atria with color coded information displayed

on the surface. These systems can not be used for visualizing external data, as

there is no uplink to these systems. Finally, the clinical outcome of new analyzing

methods should be discussed with physicians and tested in a clinical environment.

The discussion with physicians is an important step in inventing new methods, as

the needs of clinical practice and the clinical utility have to be regarded.

To gain more insight into the mechanisms underlying persistent AF and to make

the process of ablation of CFAEs more objective, signal processing and analysis

of CFAEs are useful tools. Multivariate data analysis and statistics help to repro-

duce the physicians’ view on signals in a mathematical way and provide methods

to extend information and knowledge of the underlying mechanisms of AF. This

way, additional computer based analysis of atrial electrograms could reduce exam-

ination times and improve success rates of AF ablation. Thus, the patients’ burden

and the overall treatment costs can be significantly reduced.

1.2 Aims of the Thesis

The major challenges in analyzing atrial electrograms, that are adressed in this

thesis, are:

• Transposing the physician’s view on atrial electrograms into mathematics and

finding objective measures of clinical knowledge.

• Finding additional mathematical methods to investigate and measure features

and attributes of complex fractionated atrial electrograms and visualize them

on patient specific 3D anatomy.

• Automated classification of complex fractionated atrial electrograms into phys-

iologically meaningful classes.
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• Applying the new methods on clinical issues to push medical investigations of

atrial fibrillation and complex fractionated atrial electrograms.

1.3 Structure of the Thesis

Part I introduces fundamental clinical and technical backgrounds:

Chapter 2 gives an overview of the medical background of the heart, atrial ar-

rhythmias, and catheter ablation.

Chapter 3 introduces the used mathematical and signal processing methods.

Part II explains the methods and results, that were created and applied in this

work:

Chapter 4 introduces atrial electrograms and describes signal preprocessing and

the generated signal databases.

Chapter 5 shows a method to remove the ventricular far field from atrial electro-

grams.

Chapter 6 covers a method that divides atrial electrograms into active and inactive

segments.

Chapter 7 introduces descriptors to explain and measure different features and

attributes of atrial electrograms.

Chapter 8 displays a fuzzy decision tree to separate complex fractionated atrial

electrograms into different classes.

Chapter 9 demonstrates an analysis of features of signals recorded with and with-

out catheter contact to the atrial tissue. A comparison with simulated

electrograms is performed and a decision tree is trained as classifier.

Chapter 10 displays how the newly gained information can be presented on a 3D

model of patient specific atria.

Part III presents the application of created methods on clinical issues:

Chapter 11 analyzes the influence of different atrial rhythms on the complexity

of atrial electrograms.

Chapter 12 discusses the influence of pulmonary vein isolation on the fractiona-

tion distribution of atrial electrograms.

Chapter 13 presents a discussion on finding continuous activity within highly

fractionated electrogram distribution.
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Part IV presents additional results:

Appendix A displays descriptor results calculated on the CFAE database and de-

scriptor results calculated on the contact/non-contact database.

Appendix B covers additional results from simulated electrograms.

Finally, chapter 14 summarizes the thesis and gives an outlook on possible future

work.



Part I

Basic Foundations
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Medical Background

2.1 Anatomy and Physiology of the Heart

The human heart is a muscular hollow organ, which is placed in the anterior, infe-

rior part of the mediastinum between the lungs and above the diaphragm. Due to its

placement the heart changes its position and orientation according to the breathing

movements of the lungs, diaphragm, and ribs. The heart weight of an adult man

averages 320 g, of an adult woman 280 g depending on the age. The filling volume

of the heart is between 250 ml and 400 ml [3, 4].

Fig. 2.1: The heart, adapted from [5]. LA, left atrium; RA, right atrium; LV, left ventricle; RV, right ventri-

cle; SVC, superior vena cava; IVC, inferior vena cava; CS, coronary sinus.

The heart acts as a pump for the circulatory system. It is responsible for pumping

blood through the vessels by repeated, rhythmic contraction and relaxation. The
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human heart is composed of four chambers, two superior atria and two inferior

ventricles. The atria are responsible for receiving blood and filling the ventricles.

The ventricles are the discharging chambers. Functionally, the heart consists of two

parts which are separated by the cardiac septum. The left heart (left atrium (LA)

and ventricle (LV)) pumps blood through the systemic circuit and the right heart

(right atrium (RA) and ventricle (RV)) pumps the blood through the pulmonary

circuit.

Venous blood from the systemic circuit is collected by the inferior vena cava (IVC)

and superior vena cava (SVC) and directed into the right atrium. The blood gets

through the tricuspid valve to the right ventricle. From here the blood is pumped

through the pulmonary valve via the pulmonary artery into the lungs. In the pul-

monary circulation the deoxygenated blood is enriched with oxygen. It returns

from the lungs through the pulmonary veins to the left atrium where it is pumped

through the mitral (bicuspid) valve into the left ventricle before leaving through

the aortic valve to the aorta [3].

The wall of the heart consists of three layers. The endocardium is the inner layer,

which covers the whole interior. The outer layer is called epicardium and is si-

multaneously the inner layer of the pericardium (inner serous pericardium). The

myocardium is located between the endocardium and the epicardium and is re-

sponsible for the contraction and performance of the heart [3]. The myocardium

in the four chambers is built up of smooth muscles and variable thickness. Atrial

myocardium is significantly thinner than ventricular myocardium. Also the my-

ocardium of the right ventricle is significantly thinner than the left myocardium as

the pressure in the right ventricle is 25 – 30 mmHg and in the left ventricle 120 –

150 mmHg.

The heart is surrounded by a pericardial sac (pericardium). The pericardium is di-

vided into two layers: the outermost fibrous pericardium and the inner serous peri-

cardium. The serous pericardium, in turn, is divided into the parietal pericardium

and the visceral pericardium, which is part of the epicardium. A thin film of fluid

lubricates the space between the parietal and visceral pericardial layers (pericar-

dial cavity). Thus, a frictionless motion of the heart is possible.

2.2 Electrophysiological Basics

The heart has two different types of cells: Conduction cells that build and forward

impulses and cells that respond to an impulse with a contraction (myocytes). The
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myocytes build a functional syncytium: all cells are non-insulated. That means

that an impulse anywhere in the myocardium will lead to a complete contraction

of the heart. The excitation of the heart physiologically starts at the sinoatrial node

(SA node, sinus node), which acts as a physiological, autonomous pacemaker.

The excitation spreads over the atria and the atrioventricular node (AV node), to

the bundles of His and the Purkinje fibres, which transfer the excitation to the

myocardium. In the AV node the excitation is delayed to optimize the filling of the

ventricles (fig. 2.2) [3, 4].

Fig. 2.2: Conduction system of the human heart, adapted from [6].

If an excitable cell (nervous or muscle cell) is irritated by an impulse, the ion con-

ductivity of its membran is changing. If the stimulus is strong enough to excite

the cell, the cell reacts with an action potential (AP, fig. 2.3). This AP represents

the forwarded signal in a nerve and leads to a contraction in a muscular cell. In

an unexcited state the resting potential between the intracellular space and the ex-

tracellular space across the cell’s membrane (transmembrane voltage) is −90 mV.

This potential is caused by different concentrations of ions in the intra- and ex-

tracellular space. The resting potential is increased towards 0 mV by the stimulus.

If the transmembrane voltage reaches a threshold around −60 mV, sodium chan-

nels in the membran are opened and sodium is flowing into the intracellular space.

This influx of electrical positive ions causes the AP to collapse rapidly (depolariza-

tion). The change of the transmembrane voltage causes the potassium and calcium
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channels to open, what leads to a decrease of the transmembrane voltage. Unique

to myocardial cells is an inflow of calcium into the intracellular space. This leads

to a delayed repolarization, called the plateau phase. In this plateau phase, the

cell is unexcitable again until the transmembrane voltage reaches approximately

−20 mV. This phase is called absolute refractory period. In the following relative

refractory period the transmembrane voltage is decreased by an inward potassium

current and the cell is excitable again, but will react to a stimulus with an AP

of lower height and rate of rise. When the resting potential is reached again, the

former ion concentration and distribution is recovered (fig. 2.3) [3, 6].

Fig. 2.3: Action potential of the myocardium, adapted from [7].

Each AP in the sinus node initiates a heart beat, and thus the SA node is the gener-

ator of normal sinus rhythm (fig. 2.7). If the SA node does not generate an initial

impulse, or the impulse generated in the SA node is blocked, usually the atrioven-

tricular node will take control of the heart’s rhythm. If the AV node also fails, the

bundle of His or the Purkinje fibers are also capable of acting as the pacemaker.
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The atrioventricular node as well as the bundle of His or the Purkinje fibres do not

normally control the heart rate because their pacemaker frequency is lower than

the SA node frequency. Thus, the excitation originating from the SA node reaches

the subjacent pacemaker centres before their spontaneous depolarization reaches

their own threshold potential.

The atrioventricular node also has the property of decremental conduction [8]. The

more frequently the node is stimulated the slower it conducts. So, it is acting as a

frequency filter. The AV node prevents rapid conduction to the ventricle in cases of

rapid atrial rhythms, such as atrial fibrillation or atrial flutter, that could otherwise

lead to ventricular fibrillation and cardiac arrest [4, 6].

With help of the electrocardiogram (ECG) the potential differences originating

from the electrical activity from the heart can be visualized. The ECG provides

information about the rate and regularity of heartbeats as well as the size and po-

sition of the chambers, the presence of any damage to the heart, and the effect of

drugs. The potentials emerge on the border zone between excited and non-excited

myocardium. As the excitation propagates across the myocardium, manifold po-

tentials that differ in size arise. The summation of these manifold small potentials

can be measured as summarized potential on the body’s surface. Electrodes are

placed on the body surface and the amplified potential difference is recorded by an

ECG recorder. The ECG is a projection of the spatial cardiac activity on the axis

between the electrodes (fig. 2.4).

A physiological normal ECG curve (fig. 2.5) consists of the following parts:

• P wave: depolarization of atria in response to a SA node trigger

• PR interval: delay of AV node to allow filling of ventricles

• QRS complex: depolarization of ventricles, triggers main pumping contractions

• ST segment: beginning of ventricle repolarization

• T wave: ventricular repolarization

Conventional leads to measure the ECG are the leads defined by Einthoven [10],

Goldberger [11, 12], and Wilson [13, 14]. The Einthoven leads are bipolar leads.

The voltage between the right arm (R), the left arm (L), and the left leg (L) are mea-

sured (I, II, III, fig. 2.4). Goldberger used the same electrode locations to achieve

an ECG. But in contrast to Einthoven, Goldberger measured the voltage between

one lead and the remaining two leads interconnected via a resistor (aVR, aVL,

aVF, fig. 2.4). In addition to these 6 leads Wilson defined another 6 electrode posi-

tions on the chest in close proximity to the heart. The voltage is measured between
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Fig. 2.4: Standard ECG leads. Einthoven (I, II, III) and Goldberger (aVR, aVL, aVF) leads are depicted on

the left hand side. Wilson leads are depicted on the right hand side, adapted from [9].

Fig. 2.5: Schematic representation of a normal ECG.

one of the chest electrodes and the Wilson’s central terminal (WCT) as reference

electrode. Wilson’s central terminal is produced by connecting the electrodes, R,

L, and F via a simple resistive network to give an average potential across the

body, which approximates the potential at infinity. Nowadays this resistive net-

work is replaced by high impedance amplifieres to avoid a current draw by the

voltage measurement circuit.
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2.3 The Atria & Atrial Arrhythmias

The purpose of the right and the left atrium is to act as a collecting tank and to

fill the right respectively the left ventricle with blood. The right atrium receives

deoxygenated blood from the superior vena cava (SVC), inferior vena cava (IVC)

and coronary sinus (CS). The left atrium receives oxygenated blood from the left

superior (LSPV), the left inferior (LIPV), the right superior (RSPV) and the right

inferior (RIPV) pulmonary veins (fig. 2.6). The tricuspid valve (TV) between the

right atrium and the right ventricle prevents blood flowing back into the atrium

when the ventricle contracts. The mitral valve (MV) between the left atrium and

left ventricle has the same purpose for the left atrium and the left ventricle.

(a) Anterior-posterior view (b) Posterior-anterior view

Fig. 2.6: Left and right atria, adapted from [15]. SVC, superior vena cava; IVC, inferior vena cava; TV,

tricuspid valve; MV, mitral valve; LAA, left atrial appendage; LSPV, left superior pulmonary vein;

LIPV, left inferior pulmonary vein; RSPV, right superior pulmonary vein; RIPV, right inferior

pulmonary vein; CS, coronary sinus.

The fossa ovalis, found in the right atrium, is an embryonic remnant of the foramen

ovale, which normally closes shortly after birth. It is a shallow pit between the right

and left atrium. The foramen ovale is a door-like connection between the atria that

enables the transfer of blood from the right to the left fetal heart circuit. The fossa

ovalis has importance for the ablation of AF in the left atrium as it is used as port

for a catheter from the right to the left atrium.

Modifications or alteration of physiological pathways for excitation can lead to

severe complications and malfunctions of the heart or parts of the heart. Often

the heart rate is influenced by these processes. Deseases that influence or change

the heart rate are called arrhythmias. A cardiac arrhythmia is an electrical cardiac
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activity, that is characterized by an irregular sequence of excitations, a change

of the regular heart frequency of 60 – 100 beats per minute, or a disorder of the

temporal process of cardiac activity. An arrhythmia that is slower than 60 beats per

minute is called bradycardia, if it is faster than 100 beats per minute in physical

rest it is called tachycardia.

Time (s)
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CS 7/8

ECG II

Fig. 2.7: Surface ECG and atrial electrogram during sinus rhythm. The EGM was measured in the coronary

sinus.

The regular physiological heart rhythm is called sinus rhythm (fig. 2.7). An atrial

tachycardia is a fast rhythm disorder of the atria. The most prominent atrial tachy-

cardias are atrial flutter and atrial fibrillation.

2.3.1 Atrial Flutter

Atrial Flutter (AFlut) is a tachycardiac arrhythmia of the atria originating from

a reentry mechanism. AFlut appears often paroxysmally, seldom chronically and

can change into atrial fibrillation. In the electrocardiogram (ECG) AFlut is rec-

ognized with a strongly increased but regular atrial frequency (200 – 350 beats

per minute) and fast sequential, broadened, and often sawtooth-shaped P waves

(fig. 2.8). AFlut is caused by various cardiac diseases (e.g. ischemia, myocarditis,

cardiomyopathy, valvular diseases, etc.), but can also occur after heart surgery or

after ablation of AF. Very rarely it can occur idiopathic in healthy people. Symp-

toms are mainly caused by the high heart frequency (dyspnea, bodily weakness,

syncope, . . . ). The risk of developing a thrombus is given, especially during perma-

nent AFlut, and is similar compared with AF. AFlut can be treated medically with

antiarrhythmic drugs, with electric cardioversion, or preferentially with catheter

ablation [16].
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Fig. 2.8: Surface ECG and atrial electrogram during atrial flutter. The EGM was measured in the coronary

sinus.

2.3.2 Atrial Fibrillation

Definition

Atrial Fibrillation (AF) is a supraventricular tachyarrhythmia. AF is characterized

by an uncoordinated atrial activity, that leads to a continuous impairment of the

mechanical atrial function. During atrial fibrillation the atria are depolarized with

a frequency of 350 – 600 beats per minute. In the electrocardiogram the P wave

during AF is substituted by a fast oscillation or a fibrillating wave with varying

amplitude and shape. The ventricular contraction is irregular and frequently in-

creased presuming unimpaired atrio-ventricular excitation.

Time (s)
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CS 7/8
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Fig. 2.9: Surface ECG and atrial electrogram during atrial fibrillation. The EGM was measured in the

coronary sinus.

Classification

The different types of atrial fibrillation have been divided in an international uni-

fied nomenclature [1, 17, 18]. A differentiation is made between:
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• Paroxysmal atrial fibrillation: more than 2 episodes of AF, that last less

than 7 days and terminate spontaneously.

• Persistent atrial fibrillation: AF, that sustains longer then 7 days, does not

terminate spontaneously, but can be terminated with direct-current cardiover-

sion or with pharmacological therapy. After a cardioversion sinus rhythm per-

sists for several days to months. Does the fibrillation period sustain longer

than a year, it is called “long-standing persistent atrial fibrillation”.

• Permanent atrial fibrillation: AF, that terminates neither with electrical nor

with pharmacological cardioversion.

Fig. 2.10: The influence of trigger and substrate on atrial fibrillation. AF is divided into three categories.

Paroxysmal AF is mainly a trigger based process, whereas permanent AF is substrate dependent.

Persistent AF is a mixture of trigger based and remodeling of the substrate based processes,

adapted from [19, 20].

Epidemiology and Prognosis

Atrial Fibrillation is the most common perpetuating tachycardia in the adult pop-

ulation. In the western industrial nations 1 – 2% of the total population is suffer-

ing from AF. The number of people suffering from AF will be doubled within

the next two to three decades, if not to be increased threefold [1, 21, 22]. Studies

showed, that the risk factors for the development of AF are increasing age, hyper-

tension, heart failure, valve disease, and coronary artery disease. Thus, 5 – 10% of

the 60-year-old and 20% of the 85-year-old are diseased with AF [23–25]. In the

Framingham Heart Study it could be proven, that atrial fibrillation doubles mor-

tality independent of comorbidity [26, 27]. With existing comorbidity, mortality
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rises. Mortality rises a 2.4-fold with coincident coronary heart disease [28]. The

risk of a stroke with underlying AF is between 1.5% and 24%, depending on the

age [22, 29].

Socio-economic Meaning

Due to risen life expectation, the growing prevalence of chronic cardiac diseases

and increased usage of screening- and ambulant monitoring-systems, diagnostics

and treatment of AF is a substantial burden of the financial and personal resources

of the public health care system [30]. Within the last 20 years there was a rise of

66% of hospitalization [31–33]. In the USA as well as in Germany approximately

1% of hospitalization is caused by atrial fibrillation [2, 30]. The costs of clinical

care of AF sum up of hospital costs (52%), costs of medication (23%), follow-

up (9%), follow-up examinations (8%), disability (6%) and emergency measures

(2%) [34]. The annual costs per patient amount to 3000e approximately. This

indicates, that the social overall burden is huge (entire EU: 13.5 billionse for

4.5 millions ill people [1]) and will rather be escalating in the coming years than

decrease.

Pathophysiologic Mechanisms

The pathophysiology of AF is complex and not completely understood yet. Ge-

netic predisposition, structural change and fibrosis, progression of cardiac dis-

eases, inflammation, autonomous dysfunction paired with electrophysiological ab-

normality of the atria and pulmonary veins (PV), promote occurrence and mainte-

nance of AF. Early experimental studies and computer models seemed to suggest

multiple reentry-waves as origin of AF. With proceeding advances in mapping

technologies and their usage during open heart surgery or during electrophysio-

logical studies, stable as well as non-stable reentry-circles with short cycle length

within or in close proximity to the pulmonary veins could be identified as cause

for AF [1, 17]. To the current state of research AF is caused by the following

mechanisms [1, 17]:

Multiple Wavelet Hypothesis Until the end of the 1980s the multiple wavelet hy-

pothesis was considered the cause of AF. According to this hypothesis AF origins

by the presence of parallel existing micro-reentry-circles (fig. 2.11(a)) in the left

and right atria [35]. In this model self-exciting fibrillating areas are depending on
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the conduction velocity of the tissue, the refractory period and tissue mass. AF

is benefitted by slow conduction velocity, a shortened refractory period and in-

creased tissue mass. From this model the maze-surgery was developed as therapy

of AF [36, 37].

Focal Trigger Focal trigger (fig. 2.11(b)) as cause of AF could be observed during

electrophysiological studies very early. Haissaguerre could show for the first time,

that focal trigger originating from the pulmonary veins can introduce AF [38]. He

could also show, that ablation of the source trigger could terminate the AF [38–

42]. This serves as a proof, that AF can be induced by a focal trigger and that

by eliminating or isolating this trigger the AF can be terminated. This applies

particularly for paroxysmal AF and leads to different kinds of ablation lines for

the catheter ablation procedure [42–47].

(a) Multi-wavelets as trigger and maintenance of

AF.

(b) Focal triggers originating from the pulmonary

veins.

Fig. 2.11: Possible causes of atrial fibrillation, adapted from [48].

Electric Remodeling In the case of persistent AF sinus rhythm can be restored in

a high percentage with an electric cardioversion. Regarding the long-term success

rate it becomes clear, that a cardioversion of AF, less than 24 hour duration, had a

notable higher success rate and lower recurrence rate than AF with more than 24

hour. Following these examinations the thesis “Atrial fibrillation begets atrial fib-

rillation” was verbalized [49]. Consequently several scientists searched for cellu-

lar and electrical mechanism to explain this phenomenon. They found that the AF

itself can influence the expression of ionic channels of the myocytes and can there-
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fore modify the electrical characteristics of these cells. The extremely fast excita-

tion of the atria during atrial fibrillation are leading to a shortened AP, a shortened

refractory period with a high frequency adaption and a reduced cycle length, which

again rises the risk of reentry circles [49, 50] (fig. 2.12). Likewise increased atrial

Fig. 2.12: Positive feedback-loops of remodeling during atrial fibrillation, adapted from [51].

pressure in case of structural cardiac diseases, arterial hypertension, aging and ge-

netic variations lead to continuous structural atrial modifications [52–55]. These

processes lead to an increased incidence of AF. The electro-anatomic substrate is

characterized by a non-uniform anisotropy, local heterogeneity of conduction and

slowed excitation propagation [51, 56–58].

Autonomous Nerve System of the Atria Bettoni et al. could show, that an in-

crease of the sympathetic and the parasympathetic tonus precede the beginning of

paroxysmal AF [59]. These findings were also verified by other studies [60, 61].

Spontaneous “firing” of the pulmonary veins followed by AF can be introduced by

an electric stimulation of the ganglionic plexi or the autonomous nerve endings,

which activate retrogradely the ganglia [62]. A result from this experimental study

is the hypothesis, that the intrinsic cardiac autonomous nervous system promotes

the development of triggered AF.
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2.4 Catheter Ablation of Atrial Fibrillation

Beside the medical treatment, catheter ablation has become more and more an

alternative treatment for symptomatic AF. For ablation the RF energy and the

cryo-energy are available [63]. Up to now, the technique of the isolation of the

pulmonary veins is the only curative treatment for patients with paroxsysmal

AF [64, 65]. The endpoint of most AF studies is therefore freedom of atrial fib-

rillation without antiarrhythmic drugs [66]. Catheter ablation is performed during

electrophysiological (EP) studies and is a signal driven method. Therefore, differ-

ent types of electrode catheters are inserted via venous access and are placed at

distinctive locations in the heart such as the sinus node, the PVs or inside the coro-

nary sinus to analyze atrial electrograms and to get an idea of the cardiac excitation

and its malfunction.

2.4.1 Catheter Ablation

The aim of a catheter ablation is to isolate ectopic triggers within the pulmonary

veins or in the atrial substrate. Whereas the technique of the pulmonary vein isola-

tion is well established, the modification of the atrial substrate by RF energy is less

established and mainly driven by the physicians experience. Therefore, an ablation

catheter is introduced via the femoral vein into the right atrium (fig. 2.14(a)). To

access the left atrium and the pulmonary veins a transseptal puncture has to be

performed. The safest location to cross from the right to the left atrium is the fossa

ovalis. Once the catheters are positioned at the right spot, ablation can be started

(fig. 2.14(b)).

Radio-frequency ablation uses the heat generated from a high frequency alter-

nating current to ablate tissue. During RF ablation, high-frequency currents with

300 to 1000 kHz are inserted into the tissue at the tip of an ablation catheter

(fig. 2.13(a)). An advantage of high frequency current is that it does not directly

stimulate nerves or the heart muscle. Usually, a unipolar setup is used with a large

ground electrode at the patient’s back. The high density of electric current near

the catheter tip causes local resistive heating of the tissue in a 2 mm radius [65].

Deeper regions in the myocardial wall are progressively heated due to thermal

conduction [67]. The tissue must be heated up to at least 50◦ C, to destroy my-

ocardial cells and set non-conducting lesions in the tissue. However, temperatures

should not trespass 70◦ C to reduce the dangers of thromboembolic complications.
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(a) A typical 4-pole ablation catheter with equidistant

spaced electrodes. The tip electrode at the distal

end of the catheter is 4 mm, all other electrodes are

2 mm. The inter-electrode spacing is 2 mm.

(b) A multi-polar circular mapping catheter. The elec-

trodes have a width of 1 mm and the inter-electrode

spacing is 1 mm and 4 mm, respectively.

Fig. 2.13: Two examples of common catheters used during catheter ablation. The straight catheter on the

left is used for ablation as well as for analyzing EGMs. The circular catheter on the right is a

typical analyzing catheter that gives spatial information about the tachycardia.

Therefore, tip temperature and impedance are constantly monitored during the ab-

lation process. To avoid local temperature peaks at the electrode tip, irrigated tip

electrodes are used [65]. To ensure not only superficial but also transmural lesions,

ablation currents are typically applied for 60 s to set an ablation point.

(a) The ablation catheter is pushed via the inferior

vena cava into the right atrium.

(b) Crossing the intra-atrial septum, irregular tis-

sue can be destroyed by use of electrical en-

ergy.

Fig. 2.14: Radio-frequency catheter ablation. Displayed is a typical ablation catheter with four electrodes.
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Cryoablation instead is less flexible but easier to handle. Typically, cryoablation

is used as an alternative way to isolate the pulmonary veins. In opposite to the

radio-frequency ablation cryoablation cools down the tissue to –80◦ C to destroy

irregular cells or electrically isolate triggers within the pulmonary veins.

2.4.2 Mapping

To know exactly at which position the catheter is at any time of the examina-

tion, fluoroscopy is used regularly. Fluoroscopy provides only two-dimensional

representation of the atrium and does not relate local electrograms to their spatial

orientation. In addition X-rays are noxious for the patient as well as the physicians

and nurses. To overcome these shortcomings 3D electroanatomical mapping sys-

tems are used to reduce the amount of X-rays and provide the physician with 3D

location of catheters and measured electrograms. The most common anatomical

mapping systems used in the clinical setup at the moment are the EnSite NavX™

(St. Jude Medical, St. Paul, MN, USA) and CARTO (Biosense Webster, Diamond

Bar, CA, USA). Both systems use deflectable catheters which are available in var-

ious sizes and various realizations (fig. 2.13). Most common catheters are circular

mapping catheters (10-pole or 14-pole), a straight 4-pole ablation catheter and an

8-pole straight catheter as reference in the coronary sinus. Other catheters are the

5-armed catheter (PENTARAY, Biosense Webster) or the spiral shaped catheters

(e.g. AFocus II, St. Jude Medical).

The CARTO system features an ultra low magnetic field emitter and a miniature

passive magnetic field sensor embedded in the distal electrode of the catheter

(fig. 2.15(a)). The magnetic field emitters are placed under the operating table

beneath the patient’s thorax [65]. The magnetic field decreases in strength and

changes direction as a function of distance. The position of each coil is measured

beforehand and thus the position of the catheter can be estimated by quantifying

the intensity and direction of all three magnetic fields. Also the orientation of the

catheter can be determined.

The EnSite NavX™ system is an impedance based system: It uses the electrodes

of the catheters to sense a 5.68 kHz low current signal which is coupled into the

body by three pairs of large electrodes. These electrodes are placed on the pa-

tient’s thorax to create transthoracic orthogonal electric fields with the heart at its

center (fig. 2.15(b)) [68]. The fields are measured with a sampling rate of 93 Hz

and thus allow a location in almost real time [65].
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(a) CARTO: Magnetic field based localisation

of the catheter tip.

(b) EnSite NavX™: Impedance based localisa-

tion of catheter electrodes.

Fig. 2.15: Basic principles of CARTO and EnSite NavX™ mapping systems, adapted from [65, 69]

These systems provide a method to localize at least the tip-electrode of the ablation

catheter (CARTO) or all electrodes of any catheter plugged into the system (EnSite

NavX™). If the catheter is moved over the endocard of the atrium, the catheter

locations are tracked and from this point cloud the surface of the atrium can be

computed (fig. 2.16). In a second step this surface can be registered with a 3D

anatomy gained from a CT scan or a MRI scan.

Also the measurement position for each electrogram recorded by the catheter is

known. Thus, a colored map with information provided by analysis of the electro-

grams can be visualized.

(a) CARTO map (b) EnSite NavX™ map

Fig. 2.16: Anatomical maps resulting from moving a catheter over the endocard of the left atrium (posterior

view).
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2.5 Cell Modeling

The development of models of cellular dynamics and of realistic anatomical struc-

tures enables computer simulations to become an important tool for the investi-

gation of cardiac excitation propagation and arrhythmia. Computer models of the

heart can also be used to analyze the influence of electrodes, catheters or inter-

ventional methods (e.g. catheter ablation lesions) on the endocardium. Basis of

all these simulations is the transformation of dynamic processes of a singular cell

into a system of coupled differential equations. The cell model includes transmem-

brane voltage, ionic currents, and the ion concentrations. A tissue model is based

on the cell model and describes the geometric structure of the tissue to allow for

the electrical interconnections between cells.

2.5.1 Hodgkin-Huxley Model

Hodgkin and Huxley were the first to model membrane kinetics of an excitable

cell (neuron) in 1952 [70]. They delivered a mathematical description for the ionic

mechanisms underlying electrophysiological phenomena. Their model is based on

the results of voltage-clamp experiments on axons of the giant squid. In this model,

the electric current across the cell membrane during activation is described by a

net of parallel changeable conductors (fig. 2.17).

Fig. 2.17: An electric circuit representation of the Hodgkin-Huxley model (adapted from [6]).

The membrane’s lipid bilayer is represented as a capacitance Cm. Voltage-gated ion

channels are represented by nonlinear electrical conductances gk (k is the specific

ion). The linear conductance gL represents leak channels. The electrochemical gra-

dients driving the flow of ions are represented by batteries Ek and EL, the values
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of which are determined from the Nernst potential of the specific ion. The cur-

rents INa, IK , and IL arise from the difference of the membrane voltage Vm and the

particular resting voltage Ek (Nernst voltage) and the appropriate conductance gk

(eq. (2.1)).

Ik = (Vm −Ek) ·gk Ek =
RT
zkF

ln
ck,i

ck,o
(2.1)

The Nernst equation can be used to calculate the voltage Ek of an ion k of charge z
across a membrane. This potential difference is determined using the concentration

of the ion inside (ck,i) and outside (ck,o) the cell (R ideal gas constant, F Faraday’s

constant, T temperature). The total transmembrane current density is described as

the sum of the capacitive and ionic components [70]

Im = IC + INa + IK + IL

=Cm
dVm

dt
+(Vm −ENa)gNa +(Vm −EK)gK +(Vm −EL)gL, (2.2)

where
Im = membrane current

Cm = membrane capacitance

Vm = membrane voltage

ENa, EK , EL = Nernst voltage for Na+, K+ and leakage ions

gNa, gK , gL = membrane conductance for Na+, K+ and leakage ions.

Ion channels in the cell membrane can be opened or closed. This behavior is time

and voltage dependent and can be modeled with gating variables. These gating

variables calculate the probability p whether a gate is open p or not 1− p. The

Na+-channel consists of three independent but identical activating m gates and

one inactivating h gate, whereas the K+-channel is build from four activating n
gates. Thus, the conductivity results in

gNa = gNa,max m3h (2.3)

gK = gK,max n4. (2.4)

The transition between the open and closed state for the gating variables are con-

trolled by voltage dependent rate constants α and β that change with time while

Vm is changing. The probability to get to an open state is described by α , the prob-

ability to get to a closed state is described by β . Their time-depending behavior



26 CHAPTER 2. MEDICAL BACKGROUND

can be described by

ṁ = αm(1−m)−βmm

ḣ = αh(1−h)−βhh (2.5)

ṅ = αn(1−n)−βnn.

The Hodgkin-Huxley model can be extended to more cell properties, e.g. further

ion channels, or it can be adapted to other cell idiosyncrasies or pathologies. The

Hodgkin-Huxley model is, therefore, commonly used as a basis for more complex

cell models.

2.5.2 Courtemanche-Ramirez-Nattel Model

The Courtemanche-Ramirez-Nattel (CRN) model is a mathematical model of an

atrial human cell, based on the Hodgkin-Huxley cell model [71]. It describes the

electrical behavior of a cell with a set of nonlinear-coupled ordinary differential

equations. This model takes ion concentrations, ionic currents, and bindings to

intracellular structures into account. It is used in this work to simulate atrial elec-

trograms (chapter 9). The transmembrane voltage of the CRN model is given by

Vm =
dV
dt

=
−(Im + Ist)

Cm
, (2.6)

where Im is the total membrane current and Ist is an external stimulus current. Im is

the sum of 12 ionic currents:

Im = INa + IK1 + Ito + IKur + IKr + IKs + ICa,L + Ip,Ca + INaK + INaCa + Ib,Na + Ib,Ca.

(2.7)

Table 2.1 gives a more detailed overview of the different currents and their defini-

tion. A schematic representation of the Courtemanche-Ramirez-Nattel cell model

with all currents, pumps and exchangers is depicted in figure 2.18. The model

constants are given in table 2.2.

The CRN model allows for time varying intracellular ion distribution of Na+,

K+, and Ca2+ in addition to the ion channels and their specific gating variables,

which are an extension of the Hodgkin-Huxley model. Furthermore, the bearings

of junctional sarcoplasmic reticulum (JSR) and the network sarcoplasmic reticu-

lum (NSR) are incorporated. Cytoplasm, SJR and NSR are realized as individual
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Table 2.1: Components of Im based on the model of CRN.

Definition

Na+ currents INa Fast inward Na+ current

Ib,Na Background Na+ current

K+ currents IK1 Inward rectifier K+ current

IKur Ultrarapid delayed rectifier K+ current

IKr Rapid delayed rectifier K+ current

IKs Slow delayed rectifier K+ current

IKto Transient outward K+ current

Ca2+ currents ICa,L L-type inward Ca2+ current

Ip,Ca Outward Ca2+ pump current

Ib,Ca Background Ca2+ current

Mixed currents INa,K Na+-K+-pump current

INa,Ca Na+-Ca2+-exchanger current

Table 2.2: CRN Model constants [71].

Definition Value

Cm Membrane capacitance 100 pF

Vcell Cell volume 20 100 μm3

Vi Intracellular volume 13 668 μm3

Vup SR uptake compartment volume 1 109.52 μm3

Vrel SR release compartment volume 96.48 μm3

[K+]out Extracellular K+ concentration 5.4 mM

[Na+]out Extracellular Na+ concentration 140 mM

[Ca2+]out Extracellular Ca2+ concentration 1.8 mM

compartments (fig. 2.18). A more detailed description of the equations, parame-

ters, constants, and quantitative values can be found in [71].

2.6 Bidomain Model

Excitation spread within the heart is based on myocytes coupled through gap junc-

tions. In computer models of the heart this coupling of cardiac myocytes is rep-

resented by models of current flow in tissue. These models can reconstruct the

current flowing through the intracellular and extracellular space.

The bidomain model is a mathematical model of the electrical properties of car-

diac muscle cells, that takes into account the anisotropy of both the intracellular
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Fig. 2.18: A schematic representation of the Courtemanche-Ramirez-Nattel cell model with currents,

pumps and exchangers included in the model (adapted from www.cellml.org).

and extracellular space. The intracellular and extracellular space can be modeled

with different electrical conductivity in various directions and also the degree of

anisotropy can be different in the two spaces. The two domains are separated by

the cell membrane, through which the currents between the two domains flow.

The bidomain model predicts the electrical behavior averaged over many cells.

For each domain the distribution of electric potentials can be described with the

Poisson’s equation for stationary electrical field:

∇(σi∇Φi) = β Im − Isi (2.8)

∇(σe∇Φe) =−β Im − Ise, (2.9)

where Φi and Φe are the intracellular and extracellular potentials, respectively,

σi and σe the corresponding volume-averaged conductivity tensors, Im the trans-

membrane current density, β the surface to volume ratio of the cells, and Isi and

Ise externally applied currents.

The two domains Φi and Φe are connected via the membrane voltage Vm.

Vm = Φi −Φe (2.10)

If no external stimulus currents are applied, the equations can be reformulated to
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∇((σi +σe)∇Φe) =−∇(σi∇Vm). (2.11)

This is the first part of the bidomain model. It describes how the transmembrane

voltage Vm (calculated from an electrophysiological cell model) influences the ex-

tracellular potential. Inserting (2.10) into (2.9) leads to

∇(σi∇Φi) = ∇(σi∇(Vm +Φe))

= ∇(σi∇Vm)+∇(σi∇Φe) (2.12)

= β Im − Isi.

Inserting the ion current Im (2.13) flowing through the membran into (2.12)

Im = βm(Cm
dV
dt

+ Im) (2.13)

leads to

∇(σi∇Vm)+∇ · (σi∇Φe) = β · (Cm
dV
dt

+ Im)− Isi. (2.14)

This is the second bidomain equation and describes the influence of the intracel-

lular and extracellular current on the stimulus current, which in its turn serves as

input for the cell models [72].
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Mathematical & Signal Processing Fundamentals

In the following chapter the mathematical methods and signal processing methods

used in this thesis are introduced.

3.1 Statistic Measures

A random process is described by a stochastic variable X . For this stochastic vari-

able a distribution function D(x) is defined as

D(x) :=P(X ≤ x) (3.1)

=

x∫
−∞

f (u) du, (3.2)

with the probability P. The distribution function D(x) is related to a continuous

probability density function f (x) [73]. So, f (x) (when existent) is the first deriva-

tive of the distribution function

f (x) = D′(x). (3.3)

Probability distributions can be described based on the probability density function

(PDF). There are several characteristic values of a probability density that will be

introduced hereafter.

3.1.1 Expectation Value

The expectation value or mean of a stochastic variable X is defined as the integral

of the random variable with respect to its probability measure
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E{X}=
∞∫

−∞

x · f (x) dx = μX . (3.4)

3.1.2 Central Moments

To describe the spread, asymmetry, and curvature of a stochastic distribution

higher moments are introduced [73]. The kth central moment is defined as

E{[X −E{X}]k}=
∞∫

−∞

[x−E{X}]k f (x) dx = μk
X (3.5)

The second central moment is called the variance Var(X). The variance is a mea-

sure of the spread of data. A large variance value indicates a large spread of the

data around the mean.

Var(X) = E{[X −E{X}]2}= σ2
X (3.6)

The standard deviation σX is the square root of the variance

σX =
√

Var(X). (3.7)

The third central moment normalized to σ3 is a measure of the asymmetry of a

distribution. It is called skewness and defined as

Skew(X) = E

{[
X −E{X}

σ

]3
}

=
μ3

X

σ3
X
. (3.8)

A negative skewness indicates that the tail on the left side of the PDF is longer than

the tail on the right side and the bulk of the values lies to the right of the mean. A

positive skewness indicates that the tail on the right side is longer than the one on

the left side and the bulk of the values lies to the left of the mean. If the values are

symmetrically distributed on both sides of the mean, the skewness is zero.

The fourth standardized moment (kurtosis) is a measure of the peakedness of a

PDF.

Kurt(X) = E

{[
X −E{X}

σ

]4
}

=
μ4

X

σ4
X

(3.9)
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3.1.3 Covariance and Correlation

The correlation coefficient is a measure of the linear dependence of two stochastic

variables or stochastic processes. To calculate the correlation coefficient first the

covariance is introduced. The covariance for two stochastic variables X and Y is

defined by the expectation value

Cov(X ,Y ) = E

{[
X −E(X)

][
Y −E(Y )

]}
. (3.10)

Variance (eq. (3.6)) is a special case of covariance, where the two stochastic vari-

ables are similar.

Subsequently, Pearson’s correlation coefficient ρ between two variables X and Y
is defined as the covariance (Cov) of the two variables divided by the product of

their standard deviations (σ ):

ρ(X ,Y ) =
Cov(X ,Y )

σXσY
, |ρ| ≤ 1. (3.11)

The correlation coefficient can be in the range between -1 and 1. ρ = 1 implies

lineare dependence and ρ = −1 negative linear dependence. If ρ = 0 the two

stochastic variables are linear independent.

3.1.4 Normal Distribution

Gaussian (normal) distributed stochastic variables play an important role in practi-

cal applications. Is the actual probability density function unknown, often a normal

distribution is assumed [74].

Given is the stochastic variable X with expected value μ and variance σ2. The

stochastic variable X is normal distributed, when its probability density function

is

f (x) =
1√

2πσ2
· exp

(
−(x−μ)2

2σ2

)
. (3.12)

A normal distribution with μ = 0 and σ2 = 1 is called standardized normal distri-

bution.

The fourth standardized moment (kurtosis) is a measure of the similarity of a given

probability density function and the normal distribution. The kurtosis of an arbi-

trary normal distribution is always 3. Therefore, the excess is defined as
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Excess(X) = Kurt(X)−3. (3.13)

The excess of a normal distribution equals 0. The excess attains positive values for

distributions that have a sharper peak and longer, more pronounced tails, while it

attains negative values for distributions that have a more rounded peak and shorter

tails.

3.1.5 Boxplot

A boxplot (box-whisker-plot) is a quick way of examining one or more sets of data

graphically. The distribution of a data set is visualized by a box (represented by the

median, the first (Q1) and the third quartile (Q3)) and the whiskers (indicating the

range of the data). The range between first and third quartile is called interquartile

range (IQR). 50% of all values will be found in the IQR. The ends of the whiskers

can represent several possible alternative values [75, 76]. Here they are defined as

Q1−1.5 · IQR and Q3+1.5 · IQR and mark the extreme value limits. Data points

outside the whiskers are marked as outlier.

While comparing two or more data sets, a possibility to get a first impression

of the statistical difference between their medians are notches. Notches offer a

rough impression of significance of the difference of medians. If the notches of

two boxes do not overlap, this implies a statistically significant difference between

the medians on a 5% level.

Figure 3.1 depicts an example boxplot. In this example two classes and their fea-

ture values are compared. From the interpretation of these boxplots one can figure

out if there is a valuable threshold to distinguish between these two classes on the

given feature. Figure 3.2 shows the boxplot representation of a normal distribution

compared to the probability density function of the same normal distribution.

3.2 Kernel Density Estimation

A shortcoming of the boxplot representation is, that boxplots will not reflect the

maximum dispersion of multimodal distributions. To give a more accurate view

on multimodal distributions kernel density estimation is used. Kernel density esti-

mation is a non-parametric way to estimate the probability density function (PDF)

of a random variable. It is closely related to the histogram, but can be endowed

with properties such as smoothness or continuity. Kernel estimators centre a ker-
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Fig. 3.1: Boxplot example of two different distributions. The box marks the first and third quartile. Notches

around the median offer an impression of the difference between medians on a 5% level. Extreme

values are marked by the whiskers and outliers by red crosses.

Fig. 3.2: Boxplot representation of a Gaussian (normal) distribution and its probability density function.

nel function at each data point x. The kernels are summed to make the kernel

density estimate.
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P̂h(x) =
1

nh

n

∑
i=1

K
(

x− xi

h

)
, (3.14)

where K is the kernel and h > 0 is a smoothing parameter. The width of the kernels

is given by h. Commonly used kernel functions are: Gaussian, triangular, box,

biweight, Epanechnikov, and others [77].

χ2:

Skewness=1.24
Excess=2.16

Gaussian:

Skewness=0.1
Excess=0.02

Gaussianχ2

0

5

10

15

20

Fig. 3.3: Comparison of boxplots of χ2-distributed and Gaussian (normal) distributed data. In addition to

the boxplots the kernel density function of the distributions is depicted. The deviation of skewness

and excess values is due to a finite number of samples.

Choosing h is crucial in density estimation. A large h will over-smooth the estima-

tion and mask the structure of the data, whereas a small h will yield an estimation

that is spiky and hard to interpret. The value of h in this work is based on a robust

estimate of the standard deviation of the data and the kernel is chosen as Gaussian

normal [77].

Figure 3.3 depicts a combined view of boxplot representation and PDF estimation

for a χ2 distribution and a Gaussian distribution. Together with the excess and the

skewness, an unknown distribution of a data set can be described.
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3.3 Entropy

Shannon’s entropy H is a measure for the expectation value of the information con-

tained in a message. In the context of information theory, a “message” is a specific

realization of a random variable X [78]. That means, the entropy measures the av-

erage information content of a source with the character content X = x1,x2, . . . ,xN .

H(X) =−
N

∑
i=1

pi · ld(pi) bit (3.15)

pi denotes the probability of occurrence of xi. In the context of signal processing

the entropy is also used as a measure of the degree of organization of a signal.

Shannon’s entropy has maximum values, if the signal’s development over time is

not predictable.

3.4 Analytic Signal & Hilbert Transformation

An analytic signal has only spectral components at positive frequencies [79]. A

regular way to produce an analytical signal of a real-valued signal x(t) is to add an

imaginary part that is identical to the Hilbert transform H of x(t).

z(t) = x(t)+ j ·H[x(t)] (3.16)

The Hilbert-Transformation produces a real-valued signal, that has shifted fre-

quency components. It has the effect of shifting the phase of the negative frequency

components of x(t) by +90◦ and the phase of the positive frequency components

by –90◦. The Hilbert-Transformation is defined by the use of the quadrature filter

with the impulse response gQ(t) and the frequency response GQ( f ) [80]:

gQ(t) =

{
1/πt , t �= 0

0 , t = 0
GQ( f ) =

⎧⎪⎨
⎪⎩

− j , f > 0

0 , f = 0

j , f < 0

(3.17)

The magnitude of the analytic signal z(t) is the complex envelope of the original

signal x(t).
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3.5 Fourier Transform

The frequency content of a periodic function can be analyzed with the Fourier

series (eq. (3.18)). Periodic functions are decomposed into trigonometric functions

(Fourier analysis). The periodic function f (t) is represented by an infinite sum

of sines and cosines. The result of this decomposition is an infinite number of

harmonic frequencies and their amplitudes. By the use of these harmonics the

periodic function can be composed.

f (t) =
a0

2
+

∞

∑
k=1

(
ak cos(2π

k
T

t)+bk sin(2π
k
T

t)
)

(3.18)

T is the cycle duration of f (t), ak and bk are named Fourier coefficients. Another

definition of the Fourier series is the exponential definition of (3.18)

f (t) =
+∞

∑
−∞

cn e jnωt with cn =
1

T

T∫
0

f (t)e− jnωtdt, (3.19)

where cn is the complexe amplitude of f (t).

3.5.1 Continuous Fourier Transform

To analyze also non-periodic signals the cycle duration is set to T → ∞. This leads

from Fourier series to the Fourier integral [81]. Therefore the limit

lim
T→∞

(cn T ) = F( jω) (3.20)

is build. This limit is named spectral density. With ω = 2π f follows

f (t) � �F( f )

F( f ) =
∞∫

−∞

f (t)e− j2π f tdt.
(3.21)

From the exponential definition (3.19) follows the inverse Fourier transform

F( f ) � � f (t)

f (t) =
∞∫

−∞

F( f )e j2π f td f .
(3.22)
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The absolute value of the Fourier Transform |F( f )| is denoted as frequency spec-

trum of f (t). The spectrum corresponds to the energy of the particular frequency

components in the signal.

3.5.2 Discrete Fourier Transform and Fast Fourier Transform

To analyse continuous signals with help of digital computers the signal as well

as its spectrum must be discrete. The signal x(t) is discretized with sampling fre-

quency fA and sampling time TA = 1/ fA, respectively. xk is the time-discrete rep-

resentation of the continuous signal x(t) [82, 83],

x(t)|t=kTA = x(kTA) =: xk, (3.23)

k is an integer within the range −∞< k <+∞. As only a finite number N of sample

values is reasonable, k is applicatory in the range of 0 < k < N − 1. The discrete

Fourier transform (DFT) and the inverse discrete Fourier transform (IDFT) are

defined as [82, 83]

Xn = DFT{xk}=
N−1

∑
k=0

xk e− j2πkn/N

xk = IDFT{Xn}= 1

N

N−1

∑
n=0

Xn e j2πkn/N.

(3.24)

The computational complexity of the DFT is O(N2) and is directly dependent to

the signal’s length N. Using symmetry and periodicity in the DFT algorithm, the

computational costs can be reduced to N log(N) [82,83]. The family of algorithms

that are more efficient than the DFT are denoted fast Fourier transform (FFT)

algorithms.

3.5.3 Short Time Fourier Transform

The Fourier transform gives information about the frequency content of a signal.

But, it can not give an information at which time a frequency has occurred. The

short time Fourier transform (STFT) provides this information and is a method

to analyze also non-stationary signals. Therefore, only short periods of the signal

are Fourier transformed. The signal f (t) is multiplied with a window function w(t)
that is non-zero for a short period of time and only this non-zero part is transformed
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into the frequency domain. Thus, the signal is transformed into the time-frequency

domain [79]

S(w, t) =
∞∫

−∞

s(τ)w(τ − t)e− jwτ dτ. (3.25)

The quality of the STFT is strongly dependent on the window function w. In ad-

dition the resolutions of time and frequency in the time-frequency domain are

inversely proportional.

Δw ·Δ t � 1

2
(3.26)

A narrow window function results in a poor frequency resolution, whereas a broad

window function results in better frequency resolution but less time domain reso-

lution [79].

(a) Time Domain (b) Frequency Domain

(c) Time-Frequency Domain, STFT (d) Time-Frequency Domain, WT

Fig. 3.4: Comparison between time, frequency, and time-frequency domain representations.
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3.6 Wavelet Transformation

The Fourier and wavelet transforms (WT) measure similarity between a signal and

an analyzing function (kernel function). Both transforms use the inner product as

this measure of similarity, but differ in their choice of analyzing functions. The

Fourier transform uses complex exponentials, whereas the so called wavelets are

used by the wavelet transform. The wavelet transform is a time-frequency transfor-

mation. A signal is transposed into the time-frequency domain by the WT. Com-

pared to the FFT, the WT gives not only information about the frequency content of

a signal, but also information at which time segment a frequency occurs. A signal

is represented in different time-frequency segments with different time-frequency

scales (fig. 3.4). The continuous wavelet transform is defined as

W ψ
x (a,b; f (t),ψ(t)) =

1√|a|

∞∫
−∞

x(t)ψ∗
(

t −b
a

)
dt. (3.27)

The kernel function of the WT is a wavelet ψ(t). A wavelet is a continuous, zero-

mean energy signal that fulfills the requirement

+∞∫
−∞

|Ψ(a f )|2
| f | d f < ∞, (3.28)

with Fourier transform Ψ( f ) of ψ(t). The function ψ(t) is also called mother

wavelet. Figure 3.5 shows three different often used wavelets. The Haar wavelet is

a simple wavelet that is often used to find zero crossings in a signal. In this work

Daubechie’s wavelet of order 11 is used to remove baseline wander from a signal

(sec. 4.4.1). Coiflet 4 is used for analyzing the fractionation of atrial electrograms

(sec. 7.7). The mother wavelet is scaled by a and time shifted with b to compute

the WT. To ensure that the wavelet ψa,b(t) is not changing its signal energy while

scaling, the scaling function is adjusted with 1/
√|a|.

ψa,b(t) =
1√|a|ψ

(
t −b

a

)
. (3.29)

As result of the scaling function time duration and bandwidth are changed in de-

pendence of the mean time-shift and frequency-shift.
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(a) Haar Wavelet
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(b) Daubechies D11
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(c) Coiflet 4

Fig. 3.5: Three examples of frequently used wavelets.

3.6.1 Discrete Wavelet Transformation

Corresponding to the discrete Fourier transform the discrete wavelet transform

(DWT) must be defined to use the WT with digital systems. Therefore, the scaling

factor a as well as the shifting parameter b must be discretized. a and b are chosen

to a = am
0 and b = k b0 am

0 , where m,n ∈ Z range over Z, and a0 > 1 and b0 > 0 are

fixed [84]. This corresponds to the discrete representation of a wavelet family

ψm,n(kTA) = a−m/2
0 ψ

(
kTA − k b0 am

0

am
0

)
, (3.30)

with the time discretization kTA (sec. 3.5.2).

Wavelet Filter Bank

One way to realize a discrete wavelet transform is by use of filters. Compared to

the WT, which is a correlation between a wavelet at different scales and the signal

with the scale (or the frequency) being used as a measure of similarity, the DWT

represents the same information, but discretized. The WT is computed by changing

the scale of the analysis window, shifting the window in time, multiplying by the

signal, and integrating over all times. In the discrete case, filters with different

cutoff frequencies are used to analyze the signal at different scales. Therefore, the

signal is passed through a series of high pass filters to analyze the high frequency

parts (details) and it is passed through a series of low pass filters to analyze the

low frequency parts (approximations).
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yhigh(n) =
∞

∑
k=−∞

x(k)h(2n− k)

ylow(n) =
∞

∑
k=−∞

x(k)g(2n− k)
(3.31)

Fig. 3.6: Block diagram of the wavelet filterbank analysis principle. The high-pass filter is characterized

by its impulse response h, the low-pass filter by its impulse response g. After the filtering the

resulting signal is downsampled by 2.

The filters are characterized by their impulse responses h and g (3.6). The signal

is decomposed using a high-pass filter h and a low-pass filter g simultaneously n
times according to the detail or approximation level that should be reached. At

each level the two filters are related to each other and since half of the frequencies

of the signal are removed by the filters at each level, half of the samples can be

discarded according to the Shannon-Nyquist theorem [85, 86]. Hence, the filter

outputs are subsampled by 2. Figure 3.7 depicts an implementation of a wavelet

filterbank down to level 3. Outputs of the filterbank are the detail coefficients for

each level and the approximation details for the 3rd level [87].

Fig. 3.7: A 3-level wavelet filterbank. Assuming the highest frequency component of xk is 1024 Hz, d1 rep-

resents the frequency band 513 – 1024 Hz, d2 the frequency band 257 – 512 Hz, d3 the frequency

band 129 – 256 Hz, and a3 the frequency band 0 – 128 Hz.
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3.7 Principle Component Analysis

Principle Component Analysis (PCA) is a classical tool in statistical data analysis

to reduce the number of variables or to detect structure in the relationship between

variables, that is to classify variables. Therefore, PCA is applied as a data reduction

or structure detection method. The PCA transforms a number of correlated vari-

ables into a smaller number of uncorrelated variables (principle components, PCs),

preserving all or most of the information. The first principal component covers as

much of the variability in the data as possible, and each succeeding component

covers as much of the remaining variability as possible. This is done by finding an

orthonormal base that transforms the data into a subspace with decreasing covari-

ances over the axes (fig. 3.8).

Fig. 3.8: The principle component analysis finds a new orthonormal base so that the variances along the

new axes is maximal. x1 and x2 building the original base, PC1 and PC2 are the axes found by the

PCA.

A sample X = [x0,x1, . . . ,xN] of observations is given. The aim of the PCA is to

find a new base A so that X can be expressed as

X = ZAT. (3.32)

The solution of the problem above is given by the eigenvalue decomposition of the

observation covariance matrix R of the zero-mean data matrix Xz:

R = XT
z Xz. (3.33)

The mean is subtracted from the data X to set the point of origin into the center of

gravity of the data. Now only the variations from the mean will be examined. In

which way the axes must be rotated to achieve the minimum covariance between
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the sample points is given by the covariance matrix R. The covariance matrix

is a square matrix. The principal diagonale of this matrix is filled with variance

values, whereas the rest of the matrix is filled with covariances. If this matrix is

diagonalized only the variances of the diagonalized coordinates are remaining and

these coordinates will give the directions (loadings) of the new axes [88, 89]. Any

square, symmetric, nonsingular matrix can be transformed to a diagonal matrix

using

L = ATRA, (3.34)

where the columns of A contain the eigenvectors of R, and L is a diagonal ma-

trix with the eigenvalues along the diagonal [90]. The eigenvalues are ordered de-

scending λ1 ≥ λ2 ≥ . . . ≥ λN , with the same order imposed on the corresponding

eigenvectors. The eigenvectors of R are used to obtain new variables called princi-

pal components (PCs). The diagonal elements (eigenvalues) of L are the variances

of the new data. The eigenvalues of the covariance matrix R correspond to the vari-

ances of the rotated variables (principle components). The PCA solution is given

by

ZPCA = XzA (3.35)

Z contains the principal component scores (transformed data) and A contains

the eigenvectors of R which will give the base of the new coordinate system

(PCs=transformed variables).

3.8 Decision Trees

A method or an algorithm that divides objects into different classes is called clas-

sifier. A classifier uses parametric or non-parametric attributes (features, descrip-

tors) of these objects to assign them to classes. A classifier assigns new observa-

tions with unknown class belonging to a class based on explicit rules or a given

training data set containing observations with known class membership. Auto-

matic classification systems are used in artificial intelligence, pattern recognition,

computer vision, document classification, etc. There are a lot of different classi-

fication algorithms. The most used classifiers are the neural network (multi-layer

perceptron), support vector machines, distance measures in a n-dimensional fea-

ture space, Gaussian mixture model, naive Bayes, and decision trees.

In this work a decision tree is used as classifier. Amongst other data mining meth-

ods, decision trees have three main advantages. First, a decision tree is easy to
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understand and easy to interpret [91]. They use a so called white box model. If

a given situation is observable in a model the explanation for the condition is ex-

plained by boolean logic. In contrast, artificial neural networks e.g. are an example

of a black box model. It is not obvious what is happening in hidden layers. Second,

decision trees require little data preparation and are able to handle both numerical

and categorical data. Other techniques often require data normalization, removal

of blank values, and dummy variables need to be created. Third, it is possible to

validate a tree using statistical tests. So, the reliability of a decision tree can be cal-

culated. Finally, decision trees are robust decision makers even if its assumptions

are violated by the true model from which the data was generated [92,93] and they

can be used on multi-class problems [91].

A decision or classification tree represents a multi-stage decision process. The

complexity and semantic of the decision rules are not limited. For binary decision

trees each rule term can attain only one out of two values. At each stage a binary

decision is made. A tree is composed of nodes and branches. The nodes are divided

into one root node, any number of inner nodes, and at least two terminal nodes

(leafs). Inner nodes split into two children, while terminal nodes do not have any

children. Each inner node represents a logical rule and each leaf an answer to

the decision problem. Regularly, these answers are class labels. Each observation

that falls into a particular leaf is assigned to that class. A simple example tree

is depicted in figure 3.9. The root node is represented by n1, the inner nodes by

n2 – n4, and the leaf nodes by L1 – L5.

Fig. 3.9: Schematic diagram of a binary decision tree. At each node ni a given attribute ak is compared to

the split value sl and the according path is chosen.
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3.8.1 Tree Induction

The idea behind a decision tree is to split the n-dimensional attribute (feature)

space into partitions, such that the majority of members of one partition belong

to one class. The induction (growing) of a decision tree is done top-down. A data

set with reliable experience values to the decision problem is crucial (training data

set). This means the classification for each object of the training data set must be

known. At each node the attribute is searched that splits the training data set most

effectively according to the given classes. Entropy, Information-Gain-Ratio [94],

or Gini-Diversity-Index [91] can be used as measure for the best classification.

The found attribute then is used to split the data set into subsets. This procedure

is done recursively on the resulting subsets until there is only one class per subset

remaining or a stop criterion is reached [95].

Algorithms for automatic tree induction all use the recursive top-down princi-

ple, but they use different methods to choose the best attribute to split the data,

to stop the growth, and to optimize the resulting tree. The two main algorithms

are the CART-algorithm (Classification And Regression Tree) [91] and the C 4.5-

algorithm [94] which extends the ID3-algorithm (Iterative Dichotomiser 3) [96].

Another popular algorithm is the SLIQ (Supervised Learning In Quest) which is a

computation time optimizing version of the CART algorithm [97].

The induction process can be described in a simplified way by

1. set root node

2. choose attribute and split point for most significant split

3. split data

4. repeat step 2 – 3 until all objects are assigned or a stop criterion is reached.

3.8.2 Splitting Criteria

Splitting the data at a node should result in an increasing relative membership of

one class in the child nodes. That implies that after a split, the purity of classes

is rising. To find the best attribute ak to split the training data ω at a node ni,

Information-Gain-Ratio (IGR) and Gini-Diversity-Index (GDI) are the most com-

mon used algorithms. IGR is used by the C4.5 algorithm introduced by Quin-

lan [94] and GDI is the standard algorithm used by Breiman for the CART algo-

rithm [91]. Both criterions are measures for the purity of classes after a split.
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3.8.2.1 Information Gain Ratio

C4.5 uses information gain as its attribute selection measure. It is based on Shan-

non’s entropy H (sec. 3.3). The entropy of a given training data set ω which is

divided into M classes is given by

H(ω) =−
M

∑
m=1

pm · ld(pm), (3.36)

with pm the probability of the occurrence of objects with class membership m.

The information gain (IG) is the reduction of the entropy caused by splitting the

training data ω at node ni [98]

IG(ni,ak(sl)) = H(ω)−
C

∑
c=1

|ωc|
|ω| ·H(ωc), (3.37)

where sl is the used split point on attribute ak. C is the number of a node’s children.

For a binary tree C equals 2. The cardinality of the objects assigned to the node’s

children is |ωc| and |ω| is the cardinality of the objects ω . IG is computed to esti-

mate the gain produced by a split over an attribute, but IG tends to favor attributes

that have a large number of values. To compensate for this Quinlan [99] suggests

using information gain ratio instead of IG. Therefore, the split information (SI) is

introduced:

SI(ni,ak(sl)) =−
C

∑
c=1

|ωc|
|ω| · ld

( |ωc|
|ω|
)
. (3.38)

SI is the information due to the split of ω on the basis of the value of the attribute

ak. The quotient of IG and SI yields the Information-Gain-Ratio (IGR)

IGR(ni,ak(sl)) =
IG(ni,ak(sl))

SI(ni,ak(sl))
. (3.39)

3.8.2.2 Gini-Diversity-Index

The Gini-Diversity-Index (GDI) is used by Breiman’s CART algorithm [91]. The

GDI is used to measure the purity of possible child nodes, with the aim of maxi-

mizing the average purity of two child nodes when splitting. The GDI considers a

binary split for each attribute and is defined as
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GDI(ni) = 1−
M

∑
m=1

p2(ωm|ni). (3.40)

This means an impurity function based on the GDI assigns an example to a class

ωm with the probability p(m|t) in a node ni. Finding the best split point at a node

ni is a two-step process. First, the best split point is searched for each attribute.

Therefore, the attribute values of one attribute ak are ordered according to size,

starting with the smallest value

akn = (ak1,ak2, . . . ,akp) with ak1 < ak2 < .. . < akp. (3.41)

A reasonable split point sl must lie between two attribute values and is defined as

the arithmetic mean between two adjacent values ap and ap+1

sl,n = akn +
(akn −akn+1)

2
. (3.42)

For each possible split point in the attribute value list the GDI is calculated and

the split with the smallest GDI is chosen as best split point for this attribute. This

procedure is repeated for each attribute. Second, the best attribute is searched that

maximizes the reduction in impurity (minimal GDI) by a split.

3.8.3 Optimizing a Tree

Up to now, methods have been introduced to find the best possible split point at

a particular node. Equally important is to determine the optimal tree size. With-

out any stop criterion the tree would grow until each leaf would represent only

one object of the training data. As result this tree would fit best on the training

data and the correct rate would be perfect. But using this over-specified tree on

unknown data will result in significantly decreasing correct rates [95]. To stop the

tree growing, respectively to stop the splitting process, a criterion is needed. A

possible criterion is the change of the GDI, ΔGDI. If the purity does not increase

by an additional split, this node will be defined as leaf node.

Applying a stop criterion during the induction process appeared not to be opti-

mal [91]. As consequence the stop criterion is defined weak to get an oversized

tree and do an optimization in a subsequent step. This leads to optimum tree size as

well as better results [91]. Pruning is a technique that reduces the size of decision

trees by removing sections of the tree that provide little power to classify instances.
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Pruning should reduce the size of a decision tree without reducing predictive ac-

curacy. In the following section Cost-Complexity-Pruning will be introduced as

pruning method.

3.8.3.1 Cost-Complexity-Pruning

Cost-Complexity-Pruning (CCP) generates a series of trees starting with the max-

imal tree Tmax and subsequently removing subtrees and substitute them with leaf

nodes. At each step the resulting tree is evaluated with a cost function. This is done

until all nodes are removed and only the root node T0 is remaining. At the end all

resulting trees will be compared according to their cost function value and the best

tree will be chosen.

CCP uses a cost function including the classification error rate R(T ) as well as

the number of used nodes. The cost-complexity measure Rα(T ) is defined as a

linear combination of the cost R(T ) of the tree and its complexity. The measure

of the complexity of a tree is the total number of leaf nodes |T̃ | weighted with the

continuous parameter α (α ∈ R,α ≥ 0).

Rα(T ) = R(T )+α |T̃ | (3.43)

The tree’s error rate is defined as the sum over all error rates of its leaf nodes:

R(T ) = ∑
t∈T̃

R(t). (3.44)

Aim of the algorithm is to find a sequence of trees so that each subsequent tree is

smaller than its preceding tree, Ti > Ti+1. CCP works by weakest-link cutting [91].

That implies that the error rate R(T ) of a node is always greater or equal than the

error rate of the branch R(Tt) originating from t. In other words, the classification

rate is slightly increasing due to a split at node t. The costs for using a node t as a

leaf node is the error rate plus the cost of a leaf node α

Rα(t) = R(t)+α (3.45)

and the costs for a whole branch Tt are

Rα(Tt) = R(Tt)+α |T̃t |, (3.46)
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with R(Tt) the sum of error rates of the leaf nodes Tt .

For each value of α the subtree T (α) ≤ Tmax is searched, that minimizes Rα(T ).
That means, if the error rate of a branch is greater or equal than the error rate of

their preceding node, then this branch is pruned. As the penalty α per leaf node

increases, the minimizing subtrees T (α) will have fewer leaf nodes [91]. As long

as

Rα(Tt)< Rα(t), (3.47)

the branch Tt has a smaller cost-complexity than the single node t. At a critical

value of α the cost-complexities become equal and the subbranch is preferable.

By inserting the cost functions into (3.47) the critical value for α can be derived

α <
R(t)−R(Tt)

|T̃ |−1
. (3.48)

Now, for the tree of step k the following function can be defined

gk(t) =

{
R(t)−R(Tt)

|T̃ |−1
, t /∈ T̃k

+∞, t ∈ T̃k
(3.49)

and the weakest link can be found with

gk(t̄k) = min{gk(t)}, t ∈ Tk. (3.50)

The weakest link is at node tk at which the subtree Tt̄k is pruned from Tk. Thus,

the tree of the next step Tk+1 is reached and αk+1 is set to gk(t̄k). The pruning is

repeated until only the root node is left.

3.8.3.2 Cross Validation

To find the best tree that can be derived from the sample data and to evaluate how

well a decision tree is going to perform on unknown data, there are two established

approaches that estimate the error rate R̂(Tk). One way to estimate the predictive

ability of a decision tree is to test it on a set of data not used in training but with

“perfect” knowledge about the class of every member. The sample data is divided

into a test set and a training set. A tree is built from the training set and the error

rate is calculated with the “unknown” test set. However, often there is not enough

data to allow a sufficient amount of data to be kept back for testing [100].
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A more sophisticated version of evaluating a decision tree is the cross validation.

For a cross validation the data set is divided randomly into V even subsets. One

of the V subsets is used as test set and the other V −1 subsets are put together to

form a training set. For each test set the error rate is computed and the average error

across all V trials is calculated. The disadvantage of this method is that the training

algorithm has to be rerun from scratch V times, which means it takes V times as

much computation to make an evaluation [95,100]. Breiman showed that dividing

the sample data into V = 10 partitions is sufficient and using finer partitions does

not significantly improve the result [91]. Breiman suggests in the CART algorithm

that the best tree from the sequence of trees Tk is the tree Tk that has ideal size. As

the trees in the sequence Tk are from different size and have different attributes and

split points, they are classified by the weighting factor α . A tree Tk minimizes the

cost function Rα(T ) for all values α ∈ [αk,αk+1[. Tk+1 will be chosen for values

≥ αk+1. To make a categorization a progression α ′
k is defined by

α ′
k =

√
αk ·αk+1. (3.51)

To each value α ′
k a tree T v

k from the cross validation sequence T v
k will be assigned

that fullfils

α ′
k ∈ [ α(v)

k ,α(v)
k+1 [ . (3.52)

For the resulting categorization a new estimation R̂α ′
k

is gained as the mean of error

rates R(T v
k ) of trees assigned to α ′

k. Breiman [91] showed that an optimal tree with

minimal error rate exists. But it is difficult to determine this optimal tree from the

estimation due to the spread of estimation results. Therefore, the tree is chosen as

best fit that holds true for

R̂(Tα ′
k
)< min(R(Tα ′

k
))+σ(min R̂(Tα ′

k
)), (3.53)

with σ(R̂Tk) is the standard deviation of error rates and NT the number of test

objects.

σ(R̂Tk) =

√
R̂Tk(1− R̂Tk)

NT
(3.54)

3.8.4 Class Membership of Leaf Nodes

The class affiliation of a leaf node is defined by the relative number of training

objects in a node. The number of objects per node ni is given by Nni . Nni,ωm is the
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number of objects per class ωm of this node.

p(ωm|ni) =
Nni,ωm

Nni

(3.55)

The conditional probability p(ωm|ni) computes the probability that an object at

node ni belongs to class ωm [100]. The leaf node is assigned with the class mem-

bership of the highest probability p(ωm|ni). The error probability of a leaf node is

r(ni) = 1−max{p(ωm|ni)}. (3.56)

With the definition of the probability that an object is assigned to node ni

p(ni) =
Nni

N
(3.57)

follows the error rate R(ni) for this node ni

R(ni) = p(ni)r(ni). (3.58)
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Quantitative Analysis of Atrial Electrograms





4

Introduction and Preprocessing of Atrial Electrograms

4.1 Intra-atrial Electrograms

Intra-atrial electrograms are electric signals measured within the atria. Therefore,

a catheter assembled with electrodes (fig. 2.13) is pushed via the iliac vein or the

subclavian vein into the vena cava and finally into the right atrium. To measure

signals within the left atrium, the catheter is pushed through the interatrial septum

into the left atrium by puncturing. While touching the endocardium a potential

difference between two electrodes can be measured. Once the catheter is placed, it

can be used to record electrical activity (fig. 4.1). The two traditional methods for

recording electrical signals are “unipolar” and “bipolar”. In unipolar recoding only

one catheter electrode is used, with the second electrode being located “far away”.

This electrode can be a surface electrode or Wilson’s central terminal, which uses

the mean of the extremity electrodes.

In the electrophysiology (EP) lab, bipolar recordings are most commonly used.

To obtain bipolar signals, both measurement electrodes are placed on the catheter

within the heart. Regularly neighboring electrodes are used. Bipolar recordings

reflect the electrical activity of an area of tissue between the two electrodes by

measuring the electrical near-field. Unipolar recordings give information about

the electrical activity of the tissue directly beneath the electrode. Figure 4.2 depicts

examples of unipolar and bipolar electrograms recorded in the coronary sinus. Ad-

ditionally the surface ECG is shown. The atrial signals are tainted with ventricular

activity. It can be seen, that ventricular activity in the bipolar recording is not as

dominant as in the unipolar.
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Fig. 4.1: Left atrial anatomy with commonly used catheters during an EP examination.

Time (s)
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CS 2 - WCT

CS 1 - WCT

ECG

Fig. 4.2: Comparison of unipolar and bipolar signals. The catheter is placed within the coronary sinus

and unipolar signals from electrode 1 and electrode 2, using WCT as indifferent electrode, are

recorded. The bipolar electrogram is the potential difference between electrode 1 and 2. ECG

lead I is shown as reference. All electrograms are tainted with ventricular far fields.

4.2 Complex Fractionated Atrial Electrograms (CFAEs)

Although there is consensus about the ablation strategy of paroxysmal AF, strate-

gies for ablation of persistent AF are discussed controversially [46,101]. After iso-

lating the pulmonary veins physicians search commonly for CFAEs that “mark”
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the substrate maintaining AF. These signals are fractionated with different length

and characteristics. Ablating CFAEs seems to be a promising method to terminate

AF [101]. Therefore, understanding and interpretation of these CFAEs plays an

important role. As shown by Konings [58] there are different types of fractionated

electrograms during AF. Nademanee [102] defined CFAEs as:

Atrial electrograms

1. “that have fractionated electrograms composed of two deflections or more,

and/or perturbation of the baseline with continuous deflection of a prolonged

activation complex over a 10-s recording period”

2. “with a very short cycle length (≤120 ms) averaged over a 10-s recording pe-

riod.”

Beyond this definition each physician has his/her own interpretation and under-

standing what a CFAE is and looks like. From clinical practice there is the obser-

vation that there are clearly different types of CFAE signals [103].

4.2.1 CFAE Classes in Case of Persistent AF

As observed by physicians, there are varying types of CFAEs that have differ-

ent importance to the ablation process [103]. From discussions with physicians at

Städtisches Klinikum Karlsruhe three types of fractionated signals (C1, C2, C3)

that are identified during the ablation procedure are extracted (fig. 4.3). A fourth

type (C0) is an also common, but non-fractionated electrogram. These types can

be described as

C0: non-fractionated atrial electrogram with high frequency

C1: fractionated atrial electrogram with periodic activity

C2: mixture of periodic fractionated and periodic non-fractionated atrial electro-

grams

C3: high frequency atrial electrogram with continuous activity

A schematic representation as well as measured signals for each CFAE class is

depicted in fig 4.3.

The importance of each class during the ablation process is depending on the his-

tory of signals measured at a position while ablating. There is no general rule that,

for example, C2 is more important than C3. Nevertheless, usually C3 or C2 sig-

nals are more interesting for the ablation process while ablating the fibrillating

substrate than signals of class C0.
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Fig. 4.3: Common CFAEs occurring during an ablation procedure of AF. On the left a schematic represen-

tation is depicted and on the right corresponding measured signals. C0 is a non-fractionated atrial

electrogram of high frequency, C1 is a fractionated atrial electrogram with periodic activity, C2 is

a mixture of periodic fractionated and periodic non-fractionated atrial electrograms, and C3 is a

high frequency atrial electrogram with continuous activity.

4.3 Setting up Databases of Atrial Signals

4.3.1 Database of CFAEs

To develop as well as to evaluate algorithms that work on CFAEs, a CFAE database

is required. Together with physicians from Städtisches Klinikum Karlsruhe sig-

nals during the ablation process of atrial flutter and atrial fibrillation are recorded.

Signals from 11 patients who suffered from atrial fibrillation have been recorded

semi-automatically. Eight patients suffered from persistent and three patients from

paroxysmal AF. All patients were sent to hospital for catheter ablation.

Intracardiac EGM recordings from a multipolar circular catheter such as Lasso

(10 polar, Biosense Webster, Diamond Bar, USA), Optima (14 polar, St. Jude

Medical, St. Paul, USA), or Orbiter (14 polar, Bard Electrophysiology, Lowell,

USA) were performed after pulmonary vein isolation. In addition to the signals

the xyz-coordinates of the catheter electrodes and the geometry of the atrium were

exported. All together 2824 signals have been exported.

Each recording has a length of 5 seconds and was sampled with 1.2 kHz. The data

was prefiltered by the measurement system with a high pass at 30 Hz and a low

pass at 250 Hz. Although the data was prefiltered there was sometimes baseline

wander or high frequency disturbance left in the signals. Therefore, all measured

data was preprocessed with the same filter settings as in the recording system to

remove remaining noise (sec. 4.4).
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After removing noise by means of signal processing, all signals have been checked

visually. Signals that were superimposed with ventricular far field or with ablation

artifacts have been sorted out. Signals that were not stationary over 5 seconds were

also rejected. Following this process 1417 stationary 5-second signals remained

(tab. 4.1).

Table 4.1: Reduction of automatically measured CFAEs by rejecting noisy or non-stationary signals and

annotation by two physicians.

number of signals

all measured signals 2824

signals left for classification 1417

signals rejected by physician 812

classified signals 605

coinciding classification 429

These signals have been classified by two physicians from different centers (tab.

4.1). MD A is an experienced electrophysiologist from Städtisches Klinikum Karl-

sruhe, MD B an experienced electrophysiologist from Hôpital Cardiologique du

Haut-Lévèque, Bordeaux. While classifying, MD A sorted out 812 signals with

low quality due to extreme low voltage (suspicion of reduced contact or non-

contact). The remaining 605 signals have then been classified according to the

above defined classes by MD A and MD B. After the classification process signals

that have been assigned to the same class by both physicians have been used to

build the CFAE database (tab. 4.2).

Table 4.2: Overview of annotated CFAE signals. MD A is a physician from Karlsruhe, MD B a physician

from Bordeaux.

CFAE-Class MD A MD B coinciding

C0 156 154 144

C1 107 143 84

C2 263 191 148

C3 79 117 53
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4.3.2 Database of CFAEmean Maps

During the collaboration with the physicians from Städtisches Klinikum Karlsruhe

the influence of pulmonary vein isolation (PVI) on the fractionation distribution

in the left atrium was investigated. Therefore, CFAEmean maps (sec. 2.4.2) of 27

patients before and after pulmonary vein isolation were recorded with the EnSite

NavX™ system. CFAEmean stands for the mean cycle length of local activity.

The method how to calculate the value CFAEmean for a given EGM is explained

in detail in section 7.5.1. A CFAEmean map consists of the atrial geometry, the

measured and evaluated signals and the resulting CFAEmean value for each sig-

nal. Maps were regularly recorded during EP study. All together 7849 signals be-

fore PVI (290 averaged per patient) and 9654 signals after PVI (357 averaged per

patient) were extracted (signal length: 5 seconds).

Table 4.3: Number of datasets of the CFAEmean map database.

No. of maps No. of signals

before PVI 27 7849

after PVI 27 9654

For each measurement point only signals that have not been automatically sorted

out by the EnSite NavX™ system have been exported. Regularly, these throwouts

are signals that have too low or too high amplitude and are recognized as disturbed

or noisy signals. The remaining signals have been preprocessed as described in

section 4.4.

4.3.3 Database of Contact & Non-Contact Signals

To develop an algorithm that can differentiate between contact and non-contact

EGMs another database of EGMs is required. Contact EGMs are signals that

have been measured with the catheter having contact to the endocardium and non-

contact electrograms that have no or insufficient contact to the endocardium. Sig-

nals from 4 patients who suffered from atrial fibrillation (2), atrial flutter, and

Wolff-Parkinson-White syndrom have been recorded to build the database. All pa-

tients were sent to hospital for catheter ablation.

To reflect different signal morphologies of different regions within the atria, data

was acquired in the right atrium (Crista Terminalis, lateral isthmus, medial isth-

mus, bundle of HIS) and the left atrium (roof, septum, RSPV ostium, anterior
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wall). Intracardiac EGM recordings from a 4-pole mapping catheter were per-

formed in sinus rhythm. Bipolar signals from the distal and second electrode

have been used. The distance from the distal electrode to the endocardium (pres-

sure, contact, non-contact) was judged by the physician during the measurement

through well defined “pull back” maneuvers.

Each recording has a length of around 10 seconds and was sampled with 1 kHz.

The data was prefiltered by the measurement system with a high pass at 30 Hz and

a low pass at 250 Hz (LABSYSTEM™ PRO EP). All measured data was prepro-

cessed as described in section 4.4. Each signal has been segmented into active

segments with the NLEO-based segmenting algorithm (sec. 6.3). The segment

length was in the range from 47 ms to 125 ms (mean 82.2 ms). All together 256

segments of contact and non-contact segments (149 contact and 107 non-contact)

were exported.

Table 4.4: Number of contact and non-contact EGMs of the contact/non-contact database.

number of segments

contact 149

non-contact 107

4.4 Preprocessing Atrial Electrograms

All used data was exported from clinical cases. That means data was recorded by

commercial systems used in the electrophysiology lab. Systems from which data

was exported are

• LABSYSTEM™ PRO EP (C. R. Bard, Inc., Lowell, MA, USA)

• EnSite NavX™ (St. Jude Medical, St. Paul, MN, USA)

• CARTO (Biosense Webster, Diamond Bar, CA, USA)

The data is recorded by these systems with a sample frequency of 1 kHz (LAB-

SYSTEM™ PRO EP) or 1.2 kHz (EnSite NavX™, CARTO) and has been pre-

filtered. The exported data often remains disturbed with high frequency noise

and/or baseline wander. Due to these disturbances the data must be filtered before

starting any analysis. Another kind of disturbance is the ventricular far field (VFF),

due to the close distance to the ventricles. This VFF can taint the atrial signal de-

pending on the measurement position in the atria. The preprocessing method of
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denoising atrial signals will be presented in the following section. First, a method

to reduce baseline wander is introduced, followed by a high frequency noise re-

duction algorithm. The ventricular far field removal then is described in chapter 5.

4.4.1 Baseline Wander Removal

Baseline wander is the slow movement of the isoelectric line in an ECG. It can

be caused by patient movement, for example chest movement caused by breathing

or coughing, poor electrode contact, or interference or drift of the reference po-

tential [7, 104]. Usually, the frequency components of baseline wander are below

2 Hz. Removal of these low frequency parts with a high pass filter is, therefore,

possible as no relevant frequency information of the ECG is in this region. In

the literature, there are described various algorithms that remove baseline wan-

der from the ECG [105, 106]. In the scope of this work the algorithm developed

by Khawaja [104] is used. This algorithm is based on discrete wavelet transform

and uses the method of wavelet filter banks (sec. 3.6.1). It has the advantage of

reconstructing the biosignal with correlation rates of 99%.

The signal is decomposed with wavelet Daubechie 11 into details and approxima-

tions up to level n according to the cut off frequency fcut and the sample frequency

fs. The level is calculated by n = ld( fs/ fcut). For a cut off frequency of 2 Hz and a

sample frequency of 1000 Hz the signal would be decomposed up to level 9. The

frequency range that is represented by the level 9 approximation is in the range

of 0 and 1.95 Hz. This approximation corresponds to baseline wander in ECG

signals [104]. The approximations of this level are set to zero and the signal is

composed again by use of IWT.

Figure 4.4 shows an atrial electrogram before and after applying the wavelet trans-

form based baseline wander removal. On the upper figure the signal is tainted with

a prominent baseline wander, whereas the baseline wander is removed from the

signal on the figure in the middle. The lower figure shows the approximation of

the wavelet decomposition of level 10 which corresponds to the baseline wander.

4.4.2 High Frequency Noise Reduction

Signal disturbance in higher frequency ranges is called high frequency noise. The

origin of high frequency noise is manifold. Removal of high frequency noise can

be achieved by low pass filtering with a cut off frequency at higher levels. In this
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Fig. 4.4: Atrial electrogram tainted with baseline wander (red). After applying the wavelet-based baseline

wander removal algorithm [104] with Daubechie’s wavelet order 11 up to level 10, the baseline

wander (brown) is removed from the signal leading to an iso-electric line (green).

work an adaptive wavelet-based algorithm is used [104]. The denoising imple-

mentation of Khawaja is based on the denoising algorithm by Donoho [107]. The

advantage of this method is, that rising edges and high energetic peaks in the signal

are preserved [79, 104].

It is assumed, that the energy of the noise component is much smaller than the en-

ergy of the signal. To denoise the signal it is decomposed with wavelet Daubechie 1

up to the same level as used for the baseline wander removal (sec. 4.4.1). After

the decomposition each detail in each level is thresholded by an adaptive thresh-

old [107]. Every part of the details that is beneath the threshold is assumed to repre-

sent the noise and is set to zero. The higher energy levels representing the signal’s

content remain unaffected. Finally, the signal is composed again without the noisy

components by use of IWT. Figure 4.5 shows an atrial electrogram tainted with

high frequency disturbance before and after applying the high frequency filter.
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Fig. 4.5: Atrial electrogram tainted with high frequency noise (red). After applying the wavelet-based de-

noising algorithm [104] with Daubechie’s wavelet order 1 up to level 10, the high frequency noise

(brown) is removed from the signal leading to a denoised atrial electrogram (green).
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PCA-based Ventricular Far Field Cancellation

When atrial electrograms are measured in close proximity to the ventricles they

can be tainted with ventricular activity [108]. The ventricular activity is superim-

posed on the atrial activity and is called ventricular far field (VFF). This distur-

bance of the atrial signals occurs especially in regions of the left atrium like the

inferior anterior wall, the inferior posterior wall, or the coronary sinus. The ven-

tricular disturbance pose a problem to signal analysis, especially to rhythmicity

analysis (sec. 7.5.3.). An example for ventricular far fields is depicted in figure 5.1.

The upper lead shows the surface ECG for comparison. Lead 2 – 5 are bipolar sig-

nals measured in the coronary sinus. The ventricular activity is marked with red

rectangles. The VFF is most dominant in CS 1/2 and is decreasing in the remaining

leads according to increasing distance to the ventricle [3]. As the signal compo-

nents (atrial and ventricular) origin from different sources it is possible to separate

them. Aim of this chapter is to present a method that cancels VFF from a tainted

atrial activity.

5.1 The Ventricular Far Field

The VFF is a superposition of the atrial signal. For sinus rhythm the ventricles are

triggered by the atrial excitation, more precisely by the sinus node. Therefore, the

VFF will follow an atrial activity with regularity. In this case atrial and ventricu-

lar activity can be separated easily as they do not occur at the same time. During

atrial flutter the atrial frequency is increasing. When the frequency is too fast for

the ventricles to follow, the AV node will act as doorman and will allow only each

second or third excitation to reach the ventricle [4]. This leads to 2:1 or 3:1 transi-

tion. A 3:1 transition is depicted in figure 4.2. In this case, a ventricular activity is

only visible after each third atrial activation. If the atria reach more chaotic excita-
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Fig. 5.1: Surface ECG and coronary sinus signals tainted with VFF measured during AF. Ventricular ac-

tivity is marked with red rectangles.

tions like atrial fibrillation the AV node will take charge of the ventricular rhythm

and will act as pacemaker. The atrial excitation and the ventricular excitation are

completely decoupled [3, 4]. Figure 5.2 shows VFF extracted from 60 seconds of

signals measured in the coronary sinus (sec. 11.1). During sinus rhythm (upper

left) the amplitude varies only slightly. With increasing atrial frequency the ampli-

tude spread is rising and the regularity is decreasing.

To be able to compare and evaluate the proposed algorithm for cancellation the

VFF in atrial EGMs, the energy of the ventricular (EVA) and atrial (EAA) ac-

tivity will be estimated. Then, based on the concept of signal-to-noise ratio the

ventriculo-atrial signal ratio (VASR) is defined as

VASR = 10 · log10

(
EVA

EAA

)
= 10 · log10

(
∑N

i s2
VA(i)

∑N
i s2

AA(i)

)
, (5.1)

with N the signal length, sAA the pure atrial signal, and sVA the pure ventricular

signal. The VASR can differ significantly in dependence of the presence and size

of VFF. For signals measured at the coronary sinus the different leads of the CS

catheter have been analyzed to reflect the possible range of VASR (tab. 5.1). Lead

CS 1/2 usually is closest to the ventricles and has the largest VFF, while CS 7/8 is

farthest with small VFF. This is reflected in the mean VASR. CS 1/2 has a mean
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Fig. 5.2: Ventricular far fields during different atrial rhythms. Upper left: Sinus Rhythm, upper right: atrial

flutter, lower line: atrial fibrillation case 1 and 2. All signals were measured in the coronary sinus

on lead CS 1/2.

VASR of 0.56 dB, whereas the VASR is decreasing from leads CS 3/4 (-7.38 dB)

to CS 5/6 (-11.45 dB) and CS 7/8 (-11.48 dB).

Table 5.1: Ventriculo-atrial signal ratio during different atrial rhythms.

mean standard deviation

Lead No. of patients VASR (dB) VASR (dB)

CS 1/2 10 0.56 6.74

CS 3/4 10 −7.38 3.87

CS 5/6 10 −11.45 2.48

CS 7/8 10 −11.48 2.71

5.2 Multi-channel PCA-based VFF Reduction

Ventricular far fields do not only occur during EP studies, but also in the surface

ECG or in atrial leads of pacemakers. There are different approaches like tem-

plate matching and subtraction (TMS) [109,110], adaptive ventricular cancellation

(AVC) [111], or independent component analysis (ICA) [112] reported in litera-
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ture to separate ventricular and atrial activity from the ECG or remove ventricular

activity from atrial signals.

Rieta and Hornero [111] made a comparative study of the existing ventricular far

field cancellation methods. They found that TMS works best for this purpose, but

TMS will also deform the atrial signal. ICA by contrast has a better signal fidelity,

but performs less well with irregular, disorganized signals. The signals used by

Rieta et al. [111,112] were recorded unipolar at the open epicardial wall after car-

diac surgery. They based their algorithms on the assumption that the ventricular

far fields tainting the atrial signals have similarity with the QRS complex of the

surface ECG. EGMs measured during an EP study are regularly bipolar signals

and —especially in case of persistent AF— VFF can vary highly in shape and am-

plitude according to the measurement position and setup. Additionally, there is no

dependency between the shape of QRS complexes of the ECG and VFF. There-

fore, the above mentioned methods (ICA and AVC) do not fit the presumptions of

atrial signals recorded while EP studies. Although TMS has some shortcomings,

it has outperformed the other methods and is used as comparison method.

The method proposed in this chapter is inspired by the work of Castells et al. [113].

In this work ventricular activity has been cancelled out from surface ECG by use of

multi-channel independent component analysis. The underlying assumption is that

atrial and ventricular activity is uncorrelated while AF and ventricular complexes

can be detected in the ECG. Figure 5.3 gives an overview of the fundamental steps

of the adapted and improved algorithm to remove VFF from atrial EGMs.

Fig. 5.3: Overview of the algorithm to remove ventricular far field from an EGM.
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5.2.1 R-Peak Detection & Segmentation

As the VFF has its origin in the ventricular electrical activity, VFFs occur simul-

taneously to the QRS complex of the ECG. To remove VFFs from the atrial signal

first of all the ventricular activity must be detected. Therefore, the QRS complex

is searched in the ECG by use of Pan-Tompkins well established detection algo-

rithm [114]. The number of leads recorded during an EP study is between 3 and

12. The signal’s quality within these leads is sometimes varying significantly, due

to bad electrode contact, patient movement, or electrical interference. To get the

best possible QRS detection results, the mostly undisturbed lead should be chosen

for R peak detection.

Undisturbed physiological ECGs consist of P wave, QRS complex, T wave, and to

a large extent of iso-electric segments (activity near zero). Computing the ampli-

tude histogram of such an ECG results in a sharp peak around zero and thin tails.

Whereas, a broad distribution with large tails in the amplitude histogram is given

for noisy ECGs, mainly caused by a disturbed iso-electric line. This behavior is

reflected by the excess of the amplitude histogram (sec. 3.1.2 and sec. 3.1.4). The

excess will give large values for undisturbed ECGs and smaller or negative values

for noisy ECGs [115].

During EP studies even regular, undisturbed ECGs can be tainted with high fre-

quency artifacts at certain times when turning on or off the ablation current. For

these cases the excess can be ambiguous. To overcome this ambiguity the excess

is calculated on small segments of the ECG and the mean excess for one ECG is

determined.

Excess(x) =
1

N

N

∑
i=0

Excess(x | i ·T ≤ x ≤ (i+1) ·T ) (5.2)

N is denoted the number of segments and T the length of each segment. The chal-

lenge to choose the best T is, to choose T long enough to include at least one heart

cycle and short enough to decrease the influence of artifacts. Here, T is chosen to

be one second.

On basis of its excess value the ECG with the largest excess is considered to be

the best for QRS detection. With the algorithm introduced by Pan-Tompkins [114]

the QRS complexes within the ECG are detected. The ventricular activity inside a

time window of ±180 ms is extracted and a fine adjustment is done to get a better

synchronicity between the QRS complexes. The fine adjustment is done within a



72 CHAPTER 5. PCA-BASED VENTRICULAR FAR FIELD CANCELLATION

window of ±50 ms around the R-peak using Pearson’s correlation coefficient. The

corrected R-peak position for each QRS complex is then used to detect and extract

the ventricular far field inside a time window of ±180 ms around the corrected

R-peak from the EGM.

5.2.2 VFF Removal

In the scope of this method, PCA is used as blind source separation method with

positive logic. Blind source separation is a method to extract a set of signals from

a mixture of these signals, without knowing how a particular signal contributes to

the mixture. The mixture can be modeled as

r(t) = A · s(t), (5.3)

with the recorded signals denoted r(t) and the original signals s(t). The task of

blind source separation is to estimate the original signals and the mixing matrix A
based on the recorded signals. Positive logic in this context means, a signal can

be either there (coefficient in mixing matrix > 0) or not (coefficient in mixing

matrix = 0). Because PCA calculation removes the mean value from the signal

vector, the mean value is artificially set to zero and transfered into the first principle

component. This is done by adding the negative signal vector to the original signal

vector. Let X be the vector of extracted signals of VFF with underlying atrial

activity,

X = [x0,x1, . . . ,xN]
T , (5.4)

then the input vector for the PCA is X∗

X∗ =

[
X

−X

]
. (5.5)

The mean of X∗ now equals zero and the former mean value is part of the signal

variance and will be found in the first principle components. A similar method was

used by Sameni et al. to achieve a symmetric point-distribution function prior to

independent component analysis in fetal ECG processing [116].

A PCA is applied on the vector X∗ and the obtained eigenvalues (EV) and their re-

lated eigenvectors s are ordered by decreasing component variance. That implies,

that the leading EVs represent the highest signal variance. Since the VFF are sim-

ilar in shape in all extracted segments and for each atrial rhythm (fig. 5.2), they
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will be represented by the leading EVs. Atrial signals can be considered as sin-

gular, especially for persistent atrial fibrillation. Thus, the VFF representation in

the principal component scores matrix ψ is decreasing with decrementing eigen-

values. On the other hand, the most significant atrial signals are combined into the

least significant ventricular signals.

X∗ = ψ · sT =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

ψventricle,0

ψventricle,1
...

ψventricle,n−i +ψatrium,0

ψventricle,n−(i−1) +ψatrium,1
...

ψventricle,n +ψatrium,i

ψatrium,i+1
...

ψatrium,m

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

· sT (5.6)

Hence, it is feasible to delete the first EVs with their according eigenvectors to

remove the ventricular far field. The remaining signal parts are then the ones that

belong to atrial activity.

X∗
filtered = ψ ·

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

0
. . .

0

1
. . .

1

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
· sT (5.7)

The challenge is now to remove enough eigenvalues to suppress the ventricular ac-

tivity without deleting atrial signal parts. Table 5.2 shows the explained variance

for the first three eigenvalues for different atrial rhythms. Assume that it is suffi-

cient to remove more than 90% of explained variance. In case of SR and AFlut it

is sufficient to remove only the first eigenvalue as the explained variance is 98.8%

and 92.9%, respectively. In case of AF1 the first five EVs are needed to give a

cumulative sum of explained variances around 90%. Even nine EVs are needed



74 CHAPTER 5. PCA-BASED VENTRICULAR FAR FIELD CANCELLATION

in case of AF2. Setting a hard threshold will not lead to satisfying results as the

spread of needed EVs is too big.

Table 5.2: Explained variance of first three eigenvalues for different atrial rhythms.

Lead No. λ1/∑i λi λ2/∑i λi λ3/∑i λi

SR CS1 unipolar 56 98.9% 0.7% 0.1%

AFlut CS2 unipolar 109 92.9% 3.5% 1.6%

AF1 CS 1/2 114 76.4% 9.0% 1.8%

AF2 CS 1/2 97 57.3% 8.7% 5.3%

The VASR reflects the ratio of ventricular activity to atrial activity. For unknown

signals the VASR is estimated. Therefore, the “pure” ventricular signal is esti-

mated by applying a PCA on the extracted ventricular activity as described above.

The first two principle components are assumed to represent the VFF. The “pure”

atrial signal is estimated from the activity not falling into the R-peak marked win-

dows. Based on these signals the VASR is estimated. Large values imply large

VFF, whereas small values imply small or non atrial activity. For large VFF (large

VASR) the ventricular activity will be represented by a number of principle com-

ponents. The less atrial activity is existing, the more principle components will

represent VFF. Thus, the number of components to be deleted can be associated

with the VASR. For small VASR values only the first component will reflect ven-

tricular activity. With increasing VASR also the number of components to delete

must be increased. During simulations a step function of number of principle com-

ponents to delete was found to give good results. Table 5.3 shows the values chosen

for the step function.

Table 5.3: Number of PCA components to delete based on VASR.

Range No. of components

VASR <−5 dB 1

−5 dB ≤ VASR < 0 dB 2

0 dB ≤ VASR < 5 dB 3

VASR ≥ 5 dB 5

Another criterion, to chose the number of principles components to delete, can be

the excess. The basic assumption to use this criterion is, that atrial and ventricular
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activity are uncorrelated. As the segments are synchronized to the QRS complex,

each segment should contain ventricular activity. The PCA scores belonging to the

first eigenvalue, therefore, should contain the representation of ventricular activ-

ity. Calculating a histogram on these scores leads to a more uniform distribution

than scores representing atrial activity. The latter build a more spiky histogram.

This behavior can be described by the excess (sec. 3.1.4). Thus, small excess val-

ues belong to VFF and high excess values to atrial activity and the excess can

be used to distinguish between VFF and atrial activity. While evaluating the suc-

cess of excess based selection of components to delete, it turned out, that it has a

generally good performance, but sometimes outliers occur and can even lead to a

significant impairment, since sometimes the number of components selected was

too large. Finally, a combination of VASR and excess criterions was implemented.

The VASR criterion is used to set the upper limit to the number of components

selected for deletion, while the excess criterion sets the actual number, if the limit

is not reached.

After removing the components belonging to the ventricular far field, the PCA

scores are transformed back into time domain and the signal parts which have

been cut out at the beginning are replaced with the remaining atrial signal parts.

5.3 Evaluation Method

The best way to evaluate the proposed method would be to measure the pure atrial

signal, the pure VFF, and the superimposed signal and to compare the cancellation

results with the pure original signals. Unfortunately, it is not possible to record

atrial activity separated from VFF in the atria. So, the golden truth is unknown.

Using pure synthetic signals to evaluate the method may not give reliable signals,

as they do not necessarily reflect the golden truth. But, artificial signals can be

used to estimate the validity of the proposed VFF cancellation method. Because

of this, real VFF are artificially superimposed to pure atrial activity to achieve test

signals.

Pure atrial activity was gained from lead CS 7/8 from a catheter placed in the coro-

nary sinus. The physicians took care to record a signal that was not tainted with

VFF. Ventricular activity while AF can vary greatly in shape (fig. 5.2). To reflect

this variety, not only one VFF is taken into account. A set of ventricular activity

is used to generate different VFF. These different ventricular far fields have been

extracted during sinus rhythm and atrial flutter from CS 1/2 with the method in-
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Fig. 5.4: Measured VFF to evaluate the ventricular far field cancellation method. The left and the middle

signal have been measured during atrial flutter and the right signal during sinus rhythm.

troduced in section 11.1 (fig. 5.4). Additionally, a synthetic ventricular signal is

generated for which amplitude and signal variance is known. The synthetic VFF is

used to have a signal with known variance and to have a signal that can be adjusted

to test the sufficient deletion of PCA components. The synthetic signal simulates

a VFF found in recordings on lead CS 1/2. It is built from a base shape and second

order variance (fig. 5.5). The base shape sbase is obtained by

sbase(n) =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

0 for n ≤ 20

(n−20) · sin
[
55 ·π/28 · (n−20)2

]
for 21 ≤ n ≤ 70

50 · sin
[
55 ·π/28 · (n−20)2

]
for 71 ≤ n ≤ 90

−25 · exp[−(n−91)/80] for 91 ≤ n ≤ 171

(5.8)
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Fig. 5.5: Synthetic VFF to evaluate the ventricular far field cancellation method. On the left hand side the

base shape (red) and the second order variance are depicted. On the right hand side a variation of

constructed VFF is shown.
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The second order variance svar is implemented by:

svar(n) =

⎧⎪⎨
⎪⎩

0 for n ≤ 30

−10 · sin
(
π/30 · (n−31)2

)
for 31 ≤ n ≤ 60

0 for 61 ≤ n ≤ 171

(5.9)

For the evaluation of the algorithm at least one surface ECG is needed to detect

the ventricular activity. Therefore, mean QRS complexes in two leads (II, V1) are

calculated. An artificial ventricular heart rate with a mean frequency of 85 beats

per minute was generated. An arrhythmia of ±200 ms was included to give a more

realistic ECG while AF. This heart rate and the extracted mean QRS complexes

were used to generate two leads of surface ECG (II and V1). An example of one

used QRS complex can be seen in figure 5.6.

Fig. 5.6: Generating test signals for the evaluation of VFF removal algorithm.

With the presented signals, test signals for the evaluation have been generated.

Figure 5.6 gives an overview of building the evaluation signals. The artificial heart

rate specifies the occurrence of ventricular activity. The pure atrial signal was su-

perimposed with ventricular activity according to the heart rate. Thus, an ECG and

a VFF tainted atrial electrogram were obtained.
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The evaluation of the proposed method is based on how closely the algorithm

will reconstruct the atrial signal before superimposition. Therefore, the pure atrial

signal will be correlated with the reconstructed atrial activity. As a measure for the

similarity of the signals the cross correlation coefficient ρ (eq. (3.11)) was used.

Fig. 5.7: Evaluation of VFF removal algorithm.

5.4 Results of Ventricular Far Field Cancellation

Before discussing the results of the evaluation method, first a proof of concept

on a real measured signal is shown. Figure 5.8 depicts an VFF tainted signal (red

curve) and the same signal after removing VFF (green curve). Ventricular activity

is marked by detecting the QRS complex (blue dots). It can be seen, that instead

of the removed VFF, atrial activity is visible. This is the recovered atrial activity,

which was originally superimposed by the VFF.

To evaluate the outcome of the proposed approach to remove VFFs, this approach

is compared to the TMS method (blue curves) and the result, when no filter is ap-

plied (black curve). For the latter the pure atrial signal is cross correlated with the

unchanged superimposed signal. The correlation coefficient ρ is calculated for dif-

ferent values of VASR, to reflect the methods outcome for different sized VFF. The

methods are applied on the different artificial signals described in the preceding

section and results are shown for different criteria to decide how many principle

components will be removed. Additionally, to the introduced VASR criterion, the

excess criterion, and the combination of both criteria, a fixed 2-component reduc-

tion was done.

Independent from the test signal, the fixed 2-component criterion shows inferior

results for VASR values below −5 dB compared to the TMS method (fig. 5.9 (a),
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Fig. 5.8: Surface ECG (V1, black), original coronary sinus signal (red) and the sole atrial coronary sinus

signal (green) with superimposed cancelled ventricular far field (dotted, red).

5.10 (a), 5.11 (a), and 5.12 (a)). Instead for large VASR the 2-component criterion

is superior to the TMS. For signals containing only a small number of VFF com-

ponents, like during sinus rhythm (fig. 5.12 (a)), it is good choice to remove two

components, and thus, the results are steady for the complete range of VASR.

Comparing the excess criterion with the TMS method (fig. 5.9 (c), 5.10 (c), 5.11 (c),

and 5.12 (c)), one can state, that the excess criterion is inferior in the range beneath

−5 dB, but as the mean difference is smaller than 0.02, this difference is negligi-

ble. For VASR larger than −5 dB the excess criterion performs better than the

TMS method. Excepting the AFlut signal case 2, the excess criterion performs

better or equal compared to the VASR criterion. The VASR criterion gives gener-

ally good results, even for signals that have rather small variance. Compared to the

TMS method the VASR criterion gives similar results for VASR values smaller

than −5 dB. With increasing VASR the VASR criterion is superior (fig. 5.9 (c),

5.10 (c), 5.11 (c)). In figures 5.9 (c), 5.11 (c), and 5.12 (c), the applied step func-

tion of the VASR criterion is visible. Steps around 0 dB and 5 dB can be observed.

For, e.g. the synthetic signal (fig. 5.9 (c)), the ventricular signal does not contain a

large number of variances. Thus, each step of the VASR criterion’s step function



80 CHAPTER 5. PCA-BASED VENTRICULAR FAR FIELD CANCELLATION

 

 

VASR (dB)

C
or

r.
co

ef
f.

ρ

−10 0 10

0.2

0.4

0.6

0.8

(a) Removing first 2 PCA components

 

 

VASR (dB)

C
or

r.
co

ef
f.

ρ

−10 0 10

0.2

0.4

0.6

0.8

(b) Excess criterion

 

 

VASR (dB)

C
or

r.
co

ef
f.

ρ

−10 0 10

0.2

0.4

0.6

0.8

(c) VASR criterion

 

 

VASR (dB)

C
or

r.
co

ef
f.

ρ

−10 0 10

0.2

0.4

0.6

0.8

(d) Excess + VASR

Fig. 5.9: Evaluation of synthetic VFF cancellation. The result of PCA-based VFF reduction is depicted in

red, the result of the TMS method in blue, and the result of the unmodified signal in black.
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Fig. 5.10: Evaluation of AFlut case 1 VFF cancellation. The result of PCA-based VFF reduction is depicted

in red, the result of the TMS method in blue, and the result of the unmodified signal in black.
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(tab. 5.3) leads to a decrease in the correlation coefficient, because, atrial signal

parts have been removed, too. VASR might by a good criterion to limit the amount

of components to delete, if the excess criterion fails and selects a too large num-

ber. The interaction of both criteria can be seen in figure 5.11 and figure 5.12.

For the AFlut case 2 signal (fig. 5.11) the excess criterion gives poor results for

large VASR. This result can be improved by combining excess and VASR crite-

rion (fig. 5.11 (d)). Indeed in this example sole VASR would give the best result.

However, examining the sinus rhythm signal (fig. 5.12) leads to best results for the

excess criterion and the combined criterion. Comparing the results for all given

test signals, the combination of VASR criterion and excess criterion results in the

best outcome for the whole range of VASR.
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Fig. 5.11: Evaluation of AFlut case 2 VFF cancellation. The result of PCA-based VFF reduction is depicted

in red, the result of the TMS method in blue, and the result of the unmodified signal in black.

Concluding, the combination of VASR criterion and the excess criterion performs

better than the TMS-method for all values of VASR. Thus, the new proposed PCA-

based method to remove ventricular far fields works better than the TMS method.

As there are no other methods to remove the VFF from atrial signals described in

literature, this method improves the possibility to preprocess superimposed atrial

electrograms. Thus, subsequently used descriptors will perform better, as the re-

sults are not ambiguous because of interpreting the VFF as well. This will lead to
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Fig. 5.12: Evaluation of SR VFF cancellation. The result of PCA-based VFF reduction is depicted in red,

the result of the TMS method in blue, and the result of the unmodified signal in black.

more reliable outcomes, when analyzing and investigating CFAEs and the atrial

substrate.
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Segmenting Atrial Electrograms

Interpreting atrial electrograms during catheter ablation is an important process to

achieve sustainable ablation success. Therefore, EGMs are interpreted visually by

the physician. One main task is to decide between active and inactive segments

within a signal stream. This is a tricky exercise as, especially in atrial fibrillation,

there is no isoelectric line. Here, the main task is to separate the signals from noise.

The signal analyzing process is addicted distinctly to the physician’s experience

in the catheter lab. In the following chapter a method is presented that, based on a

non-linear energy operator, will separate active and inactive segments in an atrial

electrogram.

6.1 Energy of a Harmonic Oscillation

Based on an ideal spring-mass-system with the mass m and the spring constant

k, Hooke’s law is defined as F = −kx. Hooke’s law states that the force F with

which a spring pushes back is linearly proportional to the distance x from its equi-

librium length. According to Newton’s law the force F is equal to mass m times

acceleration a. The force equation for a spring obeying Hooke’s law results in

ma =−kx. (6.1)

With a = ẍ equation (6.1) leads to a second order linear differential equation for

the displacement x as a function of time

ẍ+
k
m

x = 0. (6.2)

The solution of this second order differential is given by a harmonic oscillation



84 CHAPTER 6. SEGMENTING ATRIAL ELECTROGRAMS

x(t) = Acos(ωt +φ),

where A is the amplitude, ω =
√

k/m the angular frequency, and φ the phase of

the oscillation.

The energy of a mass-spring-system is given by the sum of the kinetic and the

potential energy

E =
1

2
kx2 +

1

2
mẋ2. (6.3)

Inserting x(t) results in

E =
1

2
mω2A2. (6.4)

From equation (6.4) follows, that

E ∝ A2ω2. (6.5)

According to equation (6.5) it is obvious that the energy of a mass-spring-system is

proportional to the square of the amplitude and the square of the angular frequency.

6.2 Non-Linear Energy Operator

In most cases of signal processing the energy of a signal is calculated as the time

integral over the square of the signal’s amplitude. For discrete signals the integral

changes into a sum [80]. The energy of a time-discrete signal xn is

Ex =
N

∑
n=0

|xn|2. (6.6)

This definition of the energy of a signal does not regard the frequency content of

this signal. Kaiser et al. [117] introduced the non-linear energy operator (NLEO) as

an on-the-fly energy calculation of time discrete signals that regards the amplitude

as well as the frequency of a given signal. The derivation of the NLEO will be

introduced. The complete derivation can be found in [117]. Given is a harmonic

oscillation x(t) and its time-discrete representation xn

xn = Acos(Ωn+φ), (6.7)

where A is the amplitude, Ω = 2π f/ fs the digital angular frequency, f the fre-

quency of x(t), fs the sample frequency, and φ the phase of the signal. Equa-
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tion (6.7) comprises three unknown parameters A, Ω and φ . With three sample

values of xn these three unknowns can be calculated. For convenience three adja-

cent equally-spaced samples were chosen:

xn = Acos(nΩ +φ) (6.8)

xn+1 = Acos((n+1)Ω +φ) (6.9)

xn−1 = Acos((n−1)Ω +φ). (6.10)

Using the trigonometric identity [118]

cos(α +β )cos(α −β ) =
1

2
(cos(2α)+ cos(2β )), (6.11)

the following equation can be obtained for the product xn+1 · xn−1

xn+1 · xn−1 =
A2

2
(cos(2Ωn+2φ)+ cos(2Ω)). (6.12)

Using more trigonometric identities and doing some substitution, and reformatting

of equation (6.12) results in

x2
n − xn+1 · xn−1 = A2 sin2 Ω . (6.13)

Equation (6.13) is exact and unique under the restriction that Ω is in the range

(−π/2 , π/2). This implies that the maximal frequency f of the signal is less then

one-fourth of the sample frequency fs. For small values of Ω , sin(Ω) ≈ Ω holds

true

x2
n − xn+1 · xn−1 ≈ A2Ω 2. (6.14)

If the values of Ω are limited to Ω < π/4, i.e. f/fs < 1/8, then the relative error is

smaller than 11% [117]. So the non-linear energy operator is defined as

ENLEO = x2
n − xn+1 · xn−1 ≈ A2Ω 2. (6.15)

Compared with equation (6.5) one can see that the NLEO is an approximation

of the energy of an oscillating signal at time n. The NLEO is proportional to the

squared amplitude as well as the squared frequency of the signal. Thus, the NLEO

is a very fast algorithm to determine a measure of the signal’s energy.
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To validate the output of the NLEO, the NLEO is tested on common signals with

different amplitude and frequency content in the next section. First, the influence

of amplitude variations on the NLEO with a damped sinus signal is analyzed.

Next, the NLEO is tested with a chirp signal. After that, NLEO’s output on two

superimposed sinus signals with different frequencies is shown.

6.2.1 NLEO of an Exponentially Damped Sinus Signal

A sinus signal with frequency Ω and amplitude Φ is damped exponentially with

e−an:

xn = Ae−an sin(Ωn+Φ). (6.16)

That means the amplitude is decreasing exponentially with time while the fre-

quency remains constant. The approximation of the NLEO (6.13) for this signal

then is:

ENLEO,damped sinus = A2 sin2 Ω

=
(
Ae−an)2 sin2(Ω). (6.17)

Assuming that the signal’s frequency is less than an eighth of the sample frequency

(Ω < π/4), the following approximation holds true:

ENLEO, damped sinus ≈
(
Ae−an)2 Ω 2 = A2e−2anΩ 2. (6.18)

The NLEO of a damped sinus with constant frequency Ω decreases with a squared

exponential function e−2an (fig. 6.1). With decreasing amplitude, also the NLEO

output vanishes.

6.2.2 NLEO of a Chirp Signal

A chirp signal is a signal with constant amplitude but varying frequency. A time

discrete chirp signal with a circular frequency starting at Ω = Ω1 and increasing

linearly by ΔΩ after N sample values is defined. Thus, the current frequency of

the chirp signal is:

Ω(n) = Ω1
ΔΩ
N

n, n = 1, . . . ,N. (6.19)
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Fig. 6.1: Damped sinus signal with decreasing amplitude and its NLEO. With decreasing amplitude the

energy (NLEO) of the damped sinus is also decreasing.

The current phase θ(n) of the function Acos(Ω(n) ·n) =Acos(θ(n)) is given from

the integration of the circular frequency Ω(k)

θ(n) =
∫ n

1
Ω(k)dk

= Ω1n− ΔΩ
2N

n2. (6.20)

Hence, the chirp signal with a linear frequency shift is

xn = Acos

(
Ωn − ΔΩ

2N
n2

)
. (6.21)

The NLEO of the chirp signal is derived by inserting (6.21) into (6.15).

ENLEO, chirp = x2
n − xn+1xn−1

= A2 cos2

(
Ω1n− ΔΩ

2N
n2

)

−A2 cos

(
Ω1(n+1)− ΔΩ

2N
(n+1)2

)

· cos

(
Ω1(n−1)− ΔΩ

2N
(n−1)2

)
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Using equation (6.20) and (6.21) follows:

ENLEO, chirp = A2 cos2(θ(n))

−A2 cos

(
θ(n)− ΔΩ

2N
+Ω(n)

)
cos

(
θ(n)− ΔΩ

2N
−Ω(n)

)
.

Applying some trigonometric identities and assuming a small changing rate of the

frequency Ω , the following approximations

ΔΩ
N

� 1, sin

(
ΔΩ
2N

)
≈ ΔΩ

2N
and cos

(
ΔΩ
2N

)
≈ 1

lead to

A2 sin2

(
θ(n)− ΔΩ

2N

)
= A2

(
sin2(θ(n))− sin(2 θ(n))

ΔΩ
2N

)
.
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Fig. 6.2: Chirp signal with increasing frequency and its NLEO. With increasing frequency the energy

(NLEO) of the chirp signal is rising.
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Finally, with cos2 α + sin2 α = 1 the energy of the chirp signal is:

ENLEO, chirp = A2 cos2 (θ (n))−A2 +A2

(
sin2(θ(n))− sin(2 θ(n))

ΔΩ
2N

)
+A2 sin2(Ω(n))

=−A2 sin(2 θ(n))
ΔΩ
2N

+A2 sin2(Ω(n))

≈ A2 sin2(Ω(n)).

Assuming that the signal’s frequency is less than an eighth of the sample frequency

(Ω < π/4), the energy of the chirp signal can be approximated with:

ENLEO, chirp = A2Ω 2(n). (6.22)

The chirp signal defined in (6.21) and the NLEO of this signal is depicted in fig-

ure 6.2. With increasing frequency also the output of the NLEO is rising.

6.2.3 NLEO of Superimposed Sinus Functions

The last example is a signal of two superimposed sinus signals. Therefore, a sinus

with 12 Hz is added to a sinus with 16 Hz. The resulting signal, its envelope, and

the NLEO output is shown in fig. 6.3. The NLEO mirrors the trend of the signal’s

envelope.

6.3 NLEO-based Segmentation of CFAEs

While interpreting and analyzing intracardiac electrograms during an electrophys-

iological examination, the physician divides the electrogram into active and inac-

tive segments. An active segment is a part of the electrogram where atrial activity

is present, whereas an inactive segment is the part of an electrogram where the

tissue beneath the electrode is inactive and an iso-electric line or noise is present.

Active segments are recognized by high frequency content and large, deflecting

amplitudes. This is similar to the surface ECG where the QRS-complex reflects

the electrically active part of the heart and the iso-electric line the period of rest.

Figure 6.9 depicts examples of signals with different atrial rhythm. The upper

case is a sinus rhythm signal, whereas the middle and the lower ones are flutter

and fibrillation signals. The differentiation between active and inactive segments
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Fig. 6.3: Superimposed sinus signals with 12 Hz and 16 Hz and the NLEO output of the signal. The energy

(NLEO) follows the envelope (dashed line) of the superimposed signals.

is obvious for SR and AFlut, but more difficult for the AF case. The separation

in active and inactive segments is done by the physician and is based on his/her

experience. Based on this separation, the pathological status of the atria is rated

and the following ablation procedure is planed.

As the separation of electrograms in active and inactive segments is the bases of

following analysis, in this section an algorithm will be introduced to segment elec-

trograms automatically in active and inactive segments. The algorithm is based on

Pan-Tompkin’s QRS-detection algorithm [114] applied to the output of the NLEO.

Instead of using the signals’ frequency to separate segments with different activ-

ity the change of the signal’s energy is used. After removing baseline wander and

high frequency disturbance (sec. 4.4) from the electrogram, the energy of the elec-

trogram is computed by use of the NLEO algorithm (sec. 6.2). The NLEO output

emphasizes sections with high frequencies and large amplitudes (fig. 6.4).

The pure output of the NLEO is low-pass filtered to smooth the graph. Instead of a

sliding window as proposed by Pan-Tompkins, a gaussian low-pass is chosen. The

advantage of a gaussian low-pass against a rectangular window is, that both, the

amplitude and frequency response, are a gaussian too, and therefore, are smooth

in the pass band. According to Pan-Tompkins, the effective width of the impulse

response should be chosen in the dimension of the mean width of deflections. The

deflections of EGMs are typically in the range of 10 – 20 ms. For a mean width of
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Fig. 6.4: NLEO output of the given EGM. The middle lead depicts the pure NLEO output and the lower

lead the low-pass filtered NLEO.

14 ms the effective width of the impulse response will be 17 sample values (sample

frequency 1200 Hz). As the interesting frequency range for electrograms is in the

range of 0 – 20 Hz [119], the cut-off frequency is set to 24 Hz (fig. 6.5). The output

of the gaussian low-pass filter is depicted in figure 6.4 (lower lead).

Fig. 6.5: Impulse and frequency response of the gaussian low-pass filter.

Non-zero parts in the low-pass filtered NLEO represent atrial activity. To detect

these parts an adaptive thresholding is implemented. The standard deviation of the

NLEO as threshold for the detection leads to reasonable results. This threshold

will overemphasize large peaks and ignore small peaks. Hence, a windowing is

applied to accommodate the dynamics of the NLEOs output (fig. 6.4). The atrial
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frequency during AF is between 4 – 10 Hz. Applying a window of 1 second will

contain 4 – 10 atrial excitations. This is enough data to do statistical analysis, e.g.

calculating the standard deviation. The window is moved with Δ t = 50 ms. For

each data point x(n) 20 thresholds Yi(n) will be obtained, except the data points

within the first and last second. For each data point the minimal threshold is chosen

as final threshold Ythresh(n)

Ythresh(n) = min(Yi(n)) i = 1, . . . ,20. (6.23)

In discussions with physicians it turned out, that the best segmentation was

achieved when the standard deviation was weighted with a factor k = 0.1. Each

data point of the NLEO that exceeds its threshold is marked as active, otherwise

as inactive. Adjacent points with the same mark are merged. This leads to active

and inactive segments. As the NLEO and the original electrogram have the same

x-axes, the found segmentation can be applied on the electrogram.

Finally, the electrophysiological validity of the segmentation needs to be proven.

A refractory period of 42 ms is defined. This is a reasonable value as it is also

regularly used in commercial systems in the EP lab. The gap between two active

segments should be larger than 42 ms. Inactive segments that are shorter than this

refractory period are ignored and the adjacent active segments are merged. On

the other hand marked active segments that are shorter than 10 ms have no phys-

iological meaning and are considered to be inactive. The block diagram of the

NLEO-based segmentation algorithm is shown in figure 6.6.

Fig. 6.6: Block diagram of the NLEO segmentation algorithm.

6.4 Results of CFAE Segmentation

The presented segmentation algorithm to find active segments in atrial electro-

grams is an important basis to reflect the physicians view on EGMs and the subse-

quent analysis of EGMs and CFAEs. Regularly, the baseline of CFAEs is unsteady
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and irregular. Also the amplitude of deflections is varying and there is no period-

icity like during SR or AFlut. By use of the NLEO, both, frequency and amplitude

are taken into account to measure a CFAE’s dynamic. Parts with high frequency

and/or large amplitude are detected and small deflections are suppressed by the

low-pass filtered NLEO. The signal’s dynamic can be detected and analyzed by

use of an adaptive thresholding. In this way, large and low amplitudes as well as

high and low frequency parts will be detected, even if they are in close proxim-

ity. Unlike methods based on the analysis of the signal frequency, perturbation

of the baseline does not affect the result of our algorithm. The NLEO is mostly

insensitive to baseline wander, as it is computed from just three adjacent values.

During endocardial mapping, CFAEs are in the focus of interest since they are

associated with the AF substrate. In EGMs, sections with a prolonged activation

complex are key indices for CFAEs. By defining a refractory period, CFAE sec-

tions can be identified in their total length. This is achieved by a postprocessing

step, where adjacent active sections with a gap smaller than 42 ms are merged.

Therefore, active segments in the segmented signal represent the electrophysio-

logical activity (fig. 6.7).

Time (s)

1 1.2 1.4 1.6 1.8 2

EGMpp

EGM

Fig. 6.7: Effect of post-processing the CFAE segmentation. Small gaps between active segments are ig-

nored and adjacent active segments are merged. Active segments are marked with a red step

function.
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The advantage of the NLEO-based segmentation, compared e.g. with the CFAE-

mean, is that this algorithm will also find segments of different length and there-

fore, reflect the physicians’ view on CFAEs more naturally. Figure 6.8 depicts two

signal parts of a CFAE recorded during atrial fibrillation. The EGM on the left

hand side is segmented into active segments with different length, although the

single segments have different amount of fractionation and different amplitudes.

The EGM on the right hand side is segmented correctly, although the amplitudes

are varying heavily.
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Fig. 6.8: CFAEs divided into active and inactive segments by use of the NLEO approach.

There is at the moment no public database for atrial electrograms and especially

CFAEs. So, there is no public data with marked fiducial points that can be used

as reference for testing the algorithm. Therefore, the evaluation of this algorithm

was done qualitatively. Electrograms during different atrial rhythms have been

recorded and the method was applied on the data. Finally, the segmented EGMs

have been evaluated by physicians.

Data from 5 patients has been used for evaluation. The electrograms had a length

of 5 seconds and were recorded during sinus rhythm, atrial flutter, and atrial fib-

rillation. Figure 6.9 depicts example electrograms for each rhythm. The red step

function marks active and inactive segments. Segmentation works for all atrial

rhythms and active segments are identified correctly. The NLEO-based segmen-

tation of EGMs is the basis of analyzing CFAEs and to classify them. A set of

descriptors will be defined on basis of the segmentation (chapter 7).

The NLEO-based segmentation could also be used to detect the QRS complex in

the surface ECG. For this, parameters would have to be adjusted (average peak

width, length of the time-window to calculate thresholds and refractory period) as

the morphology of surface ECG components are different to atrial ones.
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Fig. 6.9: EGM divided into active and inactive segments by use of the NLEO approach.
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Describing Atrial Electrograms

Electrograms, especially CFAEs, tend to be very complex shaped signals. To char-

acterize these kinds of signals a set of descriptors will be introduced in the fol-

lowing chapter. A descriptor is a number computed as describing feature of the

electrogram. Descriptors will delineate the behavior of an electrogram’s feature as

well as give a measure for this feature. Before computing a descriptor of a signal,

the signal is preprocessed as described in section 4.4.

7.1 Test and Evaluation of Descriptors

The descriptors will be evaluated on data measured during EP studies. To reflect

the influence of the atrial rhythm evolving from sinus rhythm (SR) via atrial flutter

(AFlut) to atrial fibrillation (AF) on the descriptors three example signals for each

rhythm will be used (fig. 7.1).

The output of the descriptors is also evaluated on the different CFAE types oc-

curring during AF (sec. 4.2.1). Therefore, four example signals (fig. 7.2) for each

defined CFAE class will be used to reflect the distinction potential of a descriptor.

Some descriptors are only used to distinguish between contact and non-contact

catheter signals (chap. 9). Therefore, the outcome of these descriptors is shown on

two electrograms representing a contact and a non-contact EGM (fig. 7.3).

Finally, to show also the statistical outcome of a descriptor’s result, the distribu-

tion of descriptor values of the different CFAE classes will be shown as boxplot

complemented with an estimated probability density distribution (appendix A). As

basis for this evaluation the signals of the database presented in section 4.3.1 will

be used.
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Fig. 7.1: Typical atrial signals during sinus rhythm, atrial flutter, and atrial fibrillation.
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Fig. 7.2: Atrial example signals for the different CFAE classes occurring during atrial fibrillation.

7.2 Amplitude Statistics-based Descriptors

The excess is a statistical measure of the curvature of a probability density func-

tion. If the excess is calculated on the amplitude histogram of an electrogram it rep-

resents the amplitude distribution of this electrogram. Electrograms during sinus

rhythm (fig. 7.1) contain only few areas with large amplitude alteration, whereas
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Fig. 7.3: Atrial example signals for contact (left) and non-contact signals (right).

in wide areas the amplitude is zero. This is reflected in a sharp peak and short tails

in the histogram. The excess of these signals attains large values. CFAEs (fig. 7.2)

instead are characterized by wide non-zero areas which will lead to a broad and

flat distribution (more gaussian). The excess of CFAEs attains smaller values. If

the distribution is a gaussian distribution the excess is zero. For even smaller and

flatter distributions the excess attains negative values. To be robust against outliers,

Amplitude
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−0.1 0 0.1

Fig. 7.4: Amplitude histogram for EGMs during sinus rhythm (left), atrial flutter (middle), and atrial fib-

rillation (right).

the electrogram is divided into 1 sec. segments. The segment length is chosen to

1 sec to have at least one beat per segment even during a heart frequency of 60

beats/sec. On each segment the excess is computed. The excess (HistExc) of a

given electrogram then is the mean excess of all segments:

HistExc =
1

k

k−1

∑
j=0

excess(x(t| j ·1 sec ≤ t ≤ ( j+1) ·1 sec)) (7.1)
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To examine the signal curve within an active (AS), the low-pass filtered NLEO seg-

ment of an AS (ENLEO) will be interpreted as probability density function. Thus,

statistic moments like the excess, kurtosis, or standard deviation can be computed.

In this case the standard deviation will give a measure for the concentration of

the signal curve in time direction. Therefore, the integral of a NLEO segment is

normalized to 1 (ẼNLEO) and the standard deviation in time direction is calculated.

To be independent of the segment length, the standard deviation is divided by the

length l of the AS

σ ẼNLEO
=

√√√√ l

∑
i=1

(i−μ ẼNLEO
)2 · ẼNLEO,i/l. (7.2)

The mean variation in time domain (mVarTD) for an electrogram is computed as

mean of the mVarTD values achieved from all AS within that electrogram. For

regular signals the NLEO, and therefore its variation in time, is mainly symmetric

and Gaussian-like. The more complex and high fractionated the signal curve of an

AS is, the more variation will be found in the NLEO.

Table 7.1: Results of amplitude based descriptors applied on example data (fig. 7.1, 7.2).

SR AFlut AF C0 C1 C2 C3

HistExc 22.77 36.72 9.37 29.11 9.25 10.63 4.84

mVarTD 0.15 0.16 0.22 0.16 0.20 0.22 0.26

7.3 Time Domain Descriptors Based on NLEO

Based on the NLEO segmentation algorithm introduced in sec. 6.3 a set of de-

scriptors can be defined. The sum of the length of all active segments during a 5 s

recording divided by the total length of the signal is called activity ratio (AR)

AR =
1

L

n

∑
i=1

li, (7.3)

with L the length of the total signal, n the number of active segments and li the

length of an active segment.
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Fig. 7.5: Activity ratio.

Another descriptor is the mean length of active segments (MLAS), which is de-

fined as

MLAS =
1

n

n

∑
i=1

li (7.4)

Fig. 7.6: Mean length of active segments.

The mean length of inactive segments (MLiAS) is defined analogically on the inac-

tive segments. The standard deviation (SD) of active segments (SDAS) is defined

as

SDAS =

√
1

n

n

∑
i=1

(li −MLAS)2 (7.5)

Five more descriptors are defined based on the identified active segments. These

are the number of active segments (NoAS), the mean number (ZCAS) and vari-

ance of zero crossings per active segment (varZCAS), and the mean number (Loc-

MaxAS) and variance of local maxima per active segment (varMaxAS).

The numbers resulting from ZCAS, varZCAS, LocMaxAS, and varMaxAS are

not linearly distributed. As these discriptors are also used to build a fuzzy decision

tree, the descriptor values should be preferably distributed homogeneously. The

decision function of a fuzzy decision tree is defined symmetrically around the split

point. Therefore, to achieve more linearly distributed values, the natural logarithm

is computed on these descriptors.

7.4 Similarity of Active Segments

With increasing fractionation of an electrogram the similarity of activation patterns

is decreasing as well as the periodicity. Faes et. al. [120] described an algorithm

that compares the similarity of different regions of an intracardiac signal. They
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Fig. 7.7: Results of some NLEO-based descriptors.

Table 7.2: Results of NLEO-based descriptors applied on example data (fig. 7.1, 7.2).

SR AFlut AF C0 C1 C2 C3

MLiAS (ms) 578 160 71 325 128 103 88

MLAS (ms) 53 50 125 52 97 153 934

NoAS 7 23 25 15 26 23 6

AR 0.07 0.23 0.63 0.13 0.42 0.59 0.93

ZCAS 1.19 1.64 1.94 1.58 1.80 2.56 4.27

varZCAS −1.44 −0.86 2.90 0.12 1.52 4.68 8.73

LocMaxAS 1.15 1.76 2.40 1.80 2.15 2.79 4.49

varMaxAS −1.95 −0.13 3.79 −0.70 1.65 5.04 9.27

extracted segments with fixed windows around the activation patterns and made

a clustering process on these segments to get a measure for their similarity. In-

spired by Faes’ work a new similarity analysis of CFAEs is computed. Therefore,

the envelope of the absolute value of the analytical signal is calculated accord-

ing to the algorithm described in [121]. The envelope follows the signal’s shape,

but is always positiv. The envelope is used because as the signal’s fractionation

is increasing the accurate shape is varying strongly, but the envelope reflects the

general shape (fig. 7.8). Active segments within a signal are extracted with the
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NLEO-based segmentation algorithm. Next, the analytical signal within the active

segments is calculated.

Time (s)

0 0.2 0.4 0.6 0.8 1

EGM

Fig. 7.8: Electrogram (green) with its analytical signal (red).

With these extracted segments a correlation matrix is built. First of all, the seg-

ments are aligned using cross correlation. Then, the absolute value of the correla-

tion coefficient is calculated on the overlapping parts as similarity measure. Based

on this correlation matrix a clustering is performed. Starting a cluster with the two

most similar segments, step by step the nearest similar segment is added and the

similarity between the new segment and the cluster is computed. The similarity of

the cluster and the segment is computed with (7.6). Figure 7.9 depicts the similar-

ity curves for the example CFAEs. According to the definition of Kaufmann and

Rousseuw [122] the similarity between two clusters is calculated from

s(R,Q) =
1

|R||Q| ∑
i∈R, j∈Q

s(i, j) (7.6)

|R| and |Q| are the cardinalities of both clusters, s(i, j) is the similarity between

element i from cluster R and the element j from cluster Q. Here, the number of

elements of cluster Q is set to 1 (only one segment) and R is increasing by one

with every new segment that is taken into account. Finally, the mean value of the

similarities of a signal (fig. 7.9) is computed as descriptor.

7.5 Frequency Analysis of CFAEs, Periodicity Detection

7.5.1 CFAEmean

The fractionation index CFAEmean is an invention of St. Jude Medical and is used

in their EnSite NavX™ system to analyze electrograms during an electrophysio-
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values near 1.
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Fig. 7.10: Mean similarity of active segments for the example EGMS.

logical examination. There are a lot of parameters that can be set by the physician

for the calculation of CFAEmean:

• Detection method (−dV/dt)

• Reference sensitivity (0.3)

• Minimal width (10 ms)

• Refractory period (42 ms)

• Segment length (5 s)

• Peak-peak sensitivity (0.04)

Values for a typical setup are given in brackets. The algorithm is very adjustable,

but this is also a big disadvantage. As each physician has his/her own settings,

the result of the CFAEmean is not comparable to other physicians’ results. The

CFAEmean index searches for a falling edge in the EGM fulfilling the sensitiv-

ity precept. This point is marked as begin of a fractionated electrogram complex

with the assumed width of 10 ms and a refractory period of 42 ms. Then the begin-
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ning of the following fractionated complex is searched. This is done for the whole

electrogram (5 sec). The mean distance between the found marks is defined as

CFAEmean. The CFAEmean is based on the cycle length between discriminable

local activities in the EGM (fig. 7.11).

CFAEmean = mean cycle length of local activity

Fig. 7.11: CFAEmean algorithm developed by St. Jude Medical.

7.5.2 Dominant Frequency

To analyze EGMs or CFAEs in particular in the frequency domain, Everett et

al. [119] proposed a method that transforms the envelope of a signal by use of

the FFT. This algorithm is based on the envelope detection algorithm by Bot-

teron and Smith [123]. After band-pass filtering with a passband of 40 Hz to

250 Hz, to accentuate the signal corresponding to the local depolarization, the fil-

ter’s output is rectified and low-pass filtered with a cut-off frequency of 20 Hz. The

band-pass filter is realized as a Generalized-Equiripple-Filter with fstop1 = 35 Hz,

fpass1 = 45 Hz, fpass2 = 250 Hz , fstop2 = 270 Hz. The applied low-pass filter is real-

ized as Generalized-Equiripple-Filter with fpass = 18 Hz, fstop = 35 Hz. The damp-

ing at the stop/pass frequencies is 40 dB. The lowpass filtering at 20 Hz limits the

spectrum to frequencies that fall within a reasonable physiologic range of activa-

tion rates.

Before applying the FFT, windowing is a common maneuver to attenuate discon-

tinuities at the beginning and end of a segment gradually to zero to reduce their

effect on the spectrum. This is achieved by multiplying a rounded waveform, such

as the Hanning or Kaiser window [83]. The resulting envelope is Fourier trans-

formed. The power spectrum of an EGM regularly has a dominant peak in the
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frequency range 3 Hz to 20 Hz. The frequency according to this peak is called

dominant frequency.

Fig. 7.12: Block diagram of the dominant frequency algorithm. The signal’s envelope is Fourier trans-

formed to reflect the atrial activation rate. The frequency peak with the highest amplitude is

assumed to be the dominant frequency.

Everett et al. also examined the influence of the signal length on the result of the

DF. They found that too short signals have not enough information to be analyzed

with the DF. Also the frequency resolution of too short signals is not sufficient.

Too long signals have a better frequency resolution, but they have also more inter-

mediate peaks. Finding the dominant frequency will getting harder. According to

Everett a signal length of 4 seconds works best for analysis with DF [119].

DF approximates the atrial activation rate. DF works better, the more the signal’s

envelope looks like a sinusoidal. This implies that DF will only find one activa-

tion rate per signal. As long as the deflections of the EGM are regular equidistant,

DF is a robust and effective tool to approximate the activation rate. For very com-

plex signals like CFAEs, where the atrial activation is more chaotic, non-regular,

and parts of continuous activity are present, a mean activation rate does not make

sense at all. These signals can also be interpreted as a superimposition of different

activation processes and DF will not reflect this behavior [124, 125].

7.5.3 Characteristic Frequencies

As mentioned in the previous section the DF will fail if the EGM is a result of

superimposed activation processes. From this premiss analyzing only a single fre-

quency will loose significant information. Hence, it is promising to search not only

for the most prominent frequency in the EGM’s spectrum, but search also for the

second and third prominent frequency. These frequencies will be called character-

istic frequencies (CF). Similar to the DF analysis, first of all, the EGM’s envelope

is computed. After a Fourier transform the CF is determined. In contrast to the

envelope detection method used for the computation of the DF (sec. 7.5.2) the

low-pass filtered NLEO of the EGM is used. The NLEO’s output is not only pro-
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portional to the amplitude of the EGM, but also to the EGM’s frequency (sec. 6.2).

Small alterations of the isoelectric line will be suppressed better by the NLEO. So,

segments of different activity can be better differentiated. Figure 7.13 depicts the

output of the envelope method by Everett [119] compared to the low-pass filtered

NLEO of the shown EGM.

Time (s)

0 0.5 1 1.5 2

NLEO

Everett

EGM

Fig. 7.13: Envelope detection of EGMs. Comparison of the method by Everett [119] and the low-pass

filtered NLEO.

The frequency rate of atrial fibrillation is between 4 – 10 Hz, which corresponds

to 240 – 600 beats per minute [1, 3]. So the range in which CF can occur is also

between 4 and 10 Hz. On order to not only detect the frequencies with the most

prominent amplitude in the spectrum but also the frequencies that have fundamen-

tal meaning to the EGM, only frequency peaks with dominant harmonics are con-

sidered as candidates for CF. Looking only at the first harmonic would put strong

weight on a small sinusoidal signal and small weight on strong signals that show

up regularly but do not have a sinusoidal shape. The algorithm proposed in this

thesis takes the first three harmonics into account. This extends the interesting fre-

quency range to 4 – 40 Hz. The most prominent peak with the smallest frequency

in the range 4 – 10 Hz is taken and its harmonics are searched in the remaining

peaks up to 40 Hz. If harmonics are found, this frequency is a candidate for a CF.

The procedure is repeated for all prominent peaks in the range 4 – 10 Hz.
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Commonly, an envelope of a CFAE will result in very irregular PDS distributions.

Thus, a lot of CFs will be found, that match the definition of a CF, but do not have

physiological meaning. Also, the frequency of a cardiac excitation can change

slowly over time. In consequence, the spectrum may contain a number of CFs

with close proximity to each other. Hence, some restrictions are defined to detect

wrong CFs.

• According to the maximal CF peak all further CFs must be prominent. That

means, that all further CFs must have a peak that is at least half of the maximal

CF peak.

• The distance between two adjacent CF peaks must be at least 0.25 Hz.

• A CF must not be a multiple of a previous CF, otherwise it might be itself a

harmonic of the previous CF.

When deleting a CF because of these restrictions, the stronger of the two frequen-

cies, i.e. the frequency with the greater peak, is kept. Thus, all meaningful CFs in

the frequency band of 4 – 10 Hz will be detected.

Figure 7.14 depicts an AFlut and an AF signal with their PDS and the found CFs.

For AFlut there is only one characteristic frequency (4.5 Hz), whereas three CFs

are found for the AF case (tab. 7.3). Table 7.3 also shows the case of SR. There is

an obvious difference in the PDS, too. The PDS of the AFlut signal looks regular

and the CF with its harmonics is distinctly to recognize. The PDS of the AF signal

is more irregular and prominent peaks are not as easy to recognize.

From this observation, the area under each CF in a frequency band of ±0.5 Hz in

ratio to the area of the bandwidth 4 – 10 Hz seems to be a good measure to separate

the different rhythms. For regular signals the area under a CF will be much larger,

than for continuous activity.

Table 7.3: Results of CF applied on EGMs during SR, AFlut, and AF.

CF1 CF2 CF3

SR 1.4 Hz – –

AFlut 4.5 Hz – –

AF 1.8 Hz 6.3 Hz 6.8 Hz

After detecting characteristic frequencies, these can be transposed onto the time

signal of the NLEO. Assuming that active segments can contain signal contents
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Fig. 7.14: On the left hand side an atrial flutter signal with its PDS is shown. On the right hand side an atrial

fibrillation signal with its PDS is depicted. The PDS is calculated on the output of the NLEO.

There is an distinct difference in the PDS representation.

from different triggers, the NLEO found in an active segment will be a superim-

position of the NLEO of these triggers.The NLEO-based segmentation method,

combines active segments, when the gap between them is smaller than 42 ms. This

holds true, when detecting atrial activity. For this purpose, where signal parts are

assumed to belong to different CFs, it is feasible to partition the active segment into

multiple subsegments based on an extremum criterion. The NLEO curve will be

divided into segments at a minimum falling in between two maxima. Figure 7.15

shows a typical case where two NLEO activity patterns are merged, because of a

short lag. The signal will be divided into two segments at its minimum.

Fig. 7.15: Reshaping active segments.

All extreme values in the NLEO are searched. Only minima that fall in between

two maxima are candidates for a split point. The minima at the beginning or the
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ending of a segment are discarded. Out of the remaining extreme values, the mean

minimum and the mean maximum value are calculated. The segment will be cut

apart, when the found minimum is smaller than 90% of the mean maximum. This

threshold is chosen, to ensure, that the minimum is significantly different from

a maximum. Otherwise this minimum could also be a noisy deflection and is no

candidate for splitting. After cutting the active segments apart, new segments with

very small activity (NLEO values) might be found. These segments reflect rather

noise than atrial activity. Therefore, all new segments, whose peak is smaller than

5% of the maximum peak of the original segment, will be discarded. Figure 7.16

gives an example of the NLEO’s segmentation before and after applying the pro-

posed algorithm.

Fig. 7.16: Example of the reshaping process applied on the NLEO of an electrogram. The upper figure

depicts the segmenting before and the lower figure after reshaping.

For each CF an according cycle length can be computed. Based on this cycle

length, segments should be found, that have the same distinct spacing. Therefore,

each segment will be represented by a prominent point to find these recurring spac-

ings. To determine the most prominent point of a segment, finding its NLEO max-

imum might be a good choice. However, this may be misleading, when the NLEO

is asymmetric. Instead of the NLEO’s maximum peak, the center of gravity for

this segment is calculated. Starting with the first center of gravity, the subsequent

is supposed in a spacing according to the CF. So, beginning with the first segment

and its respective center of gravity for the following segments, it is checked, if
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there is a center of gravity in the spacing of the corresponding cycle length. If this

holds true, the AS segment is marked as positive match; if not, the AS is marked

as negative match. This is repeated until all segments are processed or there are

two negative matches in a sequence. When the first row of detection is finished

or aborted, the procedure is repeated starting from the second segment. This pro-

cedure is done until the algorithm has been started from all segments. As result

multiple combs of detection, with positive and negative matches, are obtained for

each CF. Some combs might be a subset of others, caused by successively starting

a comb of detection at each segment. Subsets that overlap for the same segments

are merged. Also, subsets are concatenated, when the last positive match of the

first comb and the first match of the second comb belong to the same segment.

This procedure is done for all detected CFs.

The latter method of transposing the CFs back into time domain will not lead to a

special descriptor, but will give a new perspective on complex fractionated atrial

electrograms. Thus, it will help understanding the origin of CFAEs and the differ-

ent types of CFAEs or complex atrial rhythms. Figure 7.17 depicts the results of

this method on a CFAE. The original CFAE and the original NLEO-based segmen-

tation is shown in the upper graph. Whereas, the lower graph depicts the NLEO

and its new segmentation. In both graphs the found comb of detections for three

CFs are shown. For this CFAE there is a base frequency of 6.01 Hz being present

in the whole signal. Whereas, the frequencies of 7.17 Hz and 4.58 Hz are occurring

and vanishing over time. This could be, for example, caused by a rotor as trigger

for these frequencies.

A second example (fig. 7.18) was recorded during sinus rhythm. A slowly chang-

ing frequency in the signal can be seen. The red, green, and black combs repre-

sent 1.07, 1.11, and 1.15 Hz. This kind of analysis can, therefore, be used during

catheter ablation, when monitoring the change of the cycle length (or frequency)

of the arrhythmia.

7.5.4 Power Density Spectrum-based Descriptors

When loosing catheter contact to the endocardium electrograms are getting dull

and the amplitude is decreasing. This is caused by vanishing high frequency com-

ponents of the electrogram [126]. Figure 7.19 shows this circumstance. The lower

pictures show the power density spectrum (PDS) of the signals shown in the up-

per line. The bandwidth is nearly halved comparing contact to non-contact EGM.
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Fig. 7.17: Periodicity detection in case of atrial fibrillation.

Fig. 7.18: Periodicity detection during sinus rhythm with a slow changing frequency. The red comb repre-

sents 1.07 Hz, the green comb 1.11 Hz, and the black comb 1.15 Hz.

Thus, analyzing the power density spectrum will be helpful when dividing contact

from non-contact EGMs. The main frequency content for EGMs will be found

beneath a threshold of 200 Hz. The area from 0 – 200 Hz is normalized to be inde-

pendent from a signal’s amplitude. Then, the area beneath the PDS curve between
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Fig. 7.19: Comparison of the power density spectrum of a contact and a non-contact EGM.

0 – 90 Hz is computed. The percental frequency distribution in this area is defined

as descriptor. Contact EGMs are expected to result in smaller values as they have a

broader frequency distribution over the complete range than non-contact EGMs. A

similar descriptor is defined for the frequency range 130 – 300 Hz as in this range

no non-contact signal frequency is expected. Another descriptor to measure the

different distributions is the amplitude of the first peak after 100 Hz. For contact

signals this will result in larger values than for non-contact signals. The envelope

of the frequency distributions from 0 – 200 Hz is computed, normalized to 1, and

interpreted as density function. So, central moments (like excess and skewness)

can be derived as descriptors. Central moments describe the shape of the frequency

distribution.

7.6 PCA-based Descriptors

The signals of the contact/non-contact database (sec. 4.3.3) are aligned to their

maximum and a data vector of signals is created. When applying a PCA on this

vector, the signals related to one class are located in one area of the PCA space.

These regions can be separated by a thresholding. According to this threshold a

new signal can be allocated to a region and therefore to one class. Based on the

first principle component a hard threshold is defined, so that the distance to the
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Table 7.4: Results of PDS based descriptors applied on example data (fig. 7.19).

contact non-contact

Percental frequency distribution 0 – 90 Hz 68% 96%

Percental frequency distribution 130 – 300 Hz 2.2% 0%

Max. energy peak < 100 Hz 40.48 1.67

Expectation value PDS envelope 280.42 142.47

Variance value PDS envelope 15 285 5794

Skewness value PDS envelope 0.76 2.04

Excess value PDS envelope 0.89 7.66

first score of each class is maximal. For a new, unknown signal the PCA score is

calculated and an assignment to one class is made.

Examining the morphology of the first principle component gives a measure for

the maximal variance in the data. Now applying a PCA only on contact signals

will result in a characteristic variance for these signals. The same holds true for

non-contact signals. Correlating a contact signal with the first PC gained from

the contact class will result in larger correlation coefficients then computing the

correlation coefficient with the first PC gained from non-contact signals.

Table 7.5: Results of PCA-based descriptors applied on example data (fig. 7.19).

contact non-contact

PCA-based decision 1.00 −0.50

Correlation with 1. PC non-contact 0.77 0.89

Correlation with 1. PC contact 0.87 0.68

7.7 Wavelet-based Descriptors

Kim & Kim [127] presented a method to detect action potentials in very noisy elec-

troencephalograms by use of wavelet transform. With their algorithm it is possible

to emphasize ranges of high slew rate within a signal. In the following section this

algorithm is adapted for use with CFAEs to detect high fractionated ranges within

an electrogram.

The electrogram is decomposed with Coiflet 4 into details and approximation up to

level 10. Sharp peaks within an electrogram will result in a broad frequency range
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in the frequency domain. Therefore, these peaks are represented in different detail

levels as well. The detail level with the maximal occurring amplitude is searched.

This level represents the most prominent content of the decomposed electrogram.

The decomposition of an example electrogram is depicted in figure 7.20. Only

the first six detail levels are displayed. Next, this level is point-wise multiplied

with its two preceding (higher frequent) levels to emphasize high frequency con-

tent. Segments with high activity will be emphasized in the resulting representa-

tion of the electrogram, whereas segments with low activity will be suppressed.

Figure 7.21 depicts the original electrogram and the resulting representation xres

Time (s)

0 0.2 0.4 0.6 0.8 1

d6

d5

d4

d3

d2

d1

Fig. 7.20: Wavelet decomposition of example CFAE C2 with Coiflet 4. Level d4 is the level with the max-

imal amplitude and will be multiplied point-wise with the two preceding levels (red rectangle).

Displayed is only the first second of the signal’s decomposition.

after the described transposing method. Inactive segments in the electrogram are

suppressed and well-nigh zero. In the remaining segments fractionated parts of

the signal will be found by detection of zero-crossings. All zero-crossings above a

threshold xth = 0.01 ·σ(xres) will be detected, with the standard deviation σ .

Displaying the found zero-crossings on the electrogram shows that they corre-

spond with active segments in the electrogram. Thus, the number of found zero-

crossings can be used as measure for the fractionation of a given segment or elec-

trogram.
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Fig. 7.21: Wavelet-based fractionation. The upper image depicts the point-wise multiplied wavelet levels

found by the algorithm of [127]. The lower image depicts the original CFAE and the found

fractionated areas (red crosses).

7.8 Phase Space-based Descriptors

A combined view of the signal’s magnitude and the alteration at a position ti is

enabled by the phase space. Here, the signal’s alteration x′(ti) is plotted over its

magnitude x(ti). To weight the alteration and the magnitude equally, both are nor-

malized to their maximum.

To analyze the distribution of the samples in phase space, the phase space is di-

vided into circular regions. Therefore a maximal distance dmax to the point of

origin is defined. The distance is calculated by

d(ti) =
√

x′(ti)2 + x(ti)2. (7.7)

To be more robust against outliers dmax is defined as the mean of 5% of the maxi-

mal distances d0.05max

dmax =
1

0.05N ∑
j∈S

d(t j), with S = {i|d(ti) ∈ d0.05max}. (7.8)

Regular and periodical electrograms to large extent have values near zero and only

a few large deflections that are non-zero (fig. 2.7). Most samples of these signals
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will be found in close proximity to the point of origin of the phase space. The

more the electrogram gets fractionated, the less an isoelectric line is visible. These

electrograms are characterized by a lot more deflections. The samples of these

fractionated electrograms will be found preferentially in the outer regions of the

phase space. Taking this into account the phase space is divided up into 4 regions

depending on the distance dmax. Region 1 (magenta) encloses all sample values

within a distance of 0.05 dmax. The border for region 2 (red) is at 0.1 dmax, for

region 3 (green) at 0.2 dmax, and for region 4 (blue) at dmax (fig. 7.22). The num-

ber of samples in each region divided by the total number of samples is called

phase space sample ratio (PSSR 1 magenta, PSSR 2 red, PSSR 3 green, PSSR 4

blue). Periodic signals, such as sinus rhythm electrograms, reach, for example,

x’
(t

)

x(t)

CFAE Class C1

−1 0 1
−1

0

1

Fig. 7.22: Schematic representation of the 4 different regions in the phase space (left). On the right hand

side a phase space example distribution of a CFAE class C1 signal is depicted.

the blue region (region 4) regularly. Chaotic or non-periodic signals do reach this

blue region more randomly. To reflect this behavior a binary function is generated.

This binary function equals ’1’, if a sample is located in the blue region, and ’0’

otherwise.

As the entropy mirrors the information content of a random process, the entropy is

suitable to measure the periodicity of this binary function. The entropy of the bi-

nary function is termed as entropy of phase space (EPS) and is calculated for each

region. To evaluate the periodicity of the binary function, the standard deviation of

distances between two adjacent rising edges is calculated. The resulting descriptor

is called mean cycle length of phase space (MCPS).
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Fig. 7.23: An example of the phase space representation of different CFAE classes.

Figure 7.23 depicts the phase space distribution for the example CFAE signals.

It can be seen, that fractionated signals (C1, C2, and C3) have a larger sample

distribution in region 4 than C0. To evaluate the number of samples per region,

figure 7.24 depicts a bar graph with the normalized number of samples per region.

The number of samples of C0 is largest in region 1 and is decreasing over region 2

and 3 to region 4. The number of samples of C3 per region behaves the other

way around. The samples of C1 and C2 are mostly scattered over region 2, 3,

and 4. This was expected as regular signals have only few deflections, wheres

fractionated signals have a lot more deflections. The results are summarized in

table 7.6.
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Fig. 7.24: Phase space sample ratio (PSSR) partitioned per CFAE class.

Table 7.6: Results of phase space-based descriptors applied on example data (fig. 7.1, 7.2).

SR AFlut AF C0 C1 C2 C3

PSSR 1 0.965 0.833 0.473 0.878 0.596 0.481 0.275

PSSR 2 0.004 0.050 0.133 0.032 0.093 0.113 0.104

PSSR 3 0.003 0.015 0.105 0.016 0.053 0.092 0.109

PSSR 4 0.028 0.103 0.289 0.074 0.258 0.313 0.512

EPS 4 1.20 1.64 2.63 1.55 2.46 2.69 2.50

MCPS 4 2.43 4.52 4.10 4.32 4.31 4.34 4.14

7.9 Results of Descriptors for EGMs

The presented descriptors can all be used to delineate and measure different fea-

tures or attributes of atrial electrograms. Some descriptors delineate universal fea-

tures of an EGM and others are used only for one special task (e.g. divide contact

from non-contact signals). An evaluation for all descriptors has been made with

their introduction in the preceding sections. A more detailed view will also be

taken, when using the descriptors in the following chapters. The descriptors are

used to divide CFAEs into different classes, to separate contact from non-contact

EGMs, or to generate new informations on EGMs recorded during catheter abla-

tion.

The results of the descriptors used to classify CFAEs can be found in table 8.4 and

in appendix A.1. Results and boxplots of the descriptors used to separate contact

from non-contact signals can be found in table 9.2 and appendix A.2. Results of

descriptors used for clinical trials can be found in part III.
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Fuzzy Decision Tree to Classify CFAEs

Different types of CFAEs play a different role during ablation of AF. While ablat-

ing the physician classifies EGMs on the fly and decides whether an EGM is im-

portant for the ablation process or not. This decision is dependent on the personal

experience of the physician. It would be a step towards objective signal analysis

in the EP lab, when this classification process could be mirrored by an objective

classifier. The classification by a physician is based on the experience of the physi-

cian as well as the history of a signal while ablation. Together with the physicians

from Städtisches Klinikum Karlsruhe three typical classes of CFAEs (sec. 4.2.1)

that occur during AF have been extracted. Sometimes CFAEs are measured, that

do not obviously belong to one class. Often these CFAEs are classified to one or

another class, depending on the physician’s judgement. Besides the great experi-

ence in the field of ablating CFAEs, there is still an uncertainty in the classification

of CFAEs. This implies, that there is also an uncertainty in the database of classi-

fied CFAEs included. Taking this into account, pure classification of an unknown

signal by a decision tree could be ambiguous.

The combination of decision trees and fuzzy-logic combines classification with a

probability estimation of the result. As result for each signal applied to the fuzzy

decision tree a classification and a measure of certainty of the result is given. So,

the reliability of a classification can be estimated.

8.1 Building the Fuzzy Decision Tree

The principles of decision making with a decision tree are introduced in sec-

tion 3.8. One of the main shortcomings of decision trees with sharp split points

is the result’s sensitivity/vulnerability against small changes of the descriptor’s

value [128]. To overcome this problem, combining decision trees with fuzzy logic
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is a method proposed recently [129]. To obtain a fuzzy decision tree, it is possible

to transpose the attributes in fuzzy-logic before building a regular decision tree.

Another possibility is to build a regular tree and transpose the achieved decisions

into fuzzy-logic [128].

The method to achieve fuzzy decision trees introduced in this section does not

use sharp split points to separate classes, instead it uses a fuzzy zone to separate

classes. According to the position in that fuzzy zone a test object will be assigned

to one class with a specific probability. Thus, it is possible to assign objects in

a region around the split point a relative affiliation to the following child nodes.

This fuzzy zone is realized with a sigmoid function. The advantage of choosing

a sigmoid function to make a fuzzy decision against other possible functions is,

that the total affiliation of an attribute to the child nodes will always be 1. Sigmoid

functions of form

zl(k) = 1− 1

1+ exp{−σ(ak − s)}
zr(k) =

1

1+ exp{−σ(ak − s)}
(8.1)

Fig. 8.1: Fuzzy decision process with a sigmoid function.

are proposed (fig. 8.1). zl and zr are the affiliation to the left and the right child

node, s is the split point and ak is the descriptor value of descriptor k. The co-

efficient σ is the standard deviation of this descriptor on the training data. If

the descriptor values are scaled with a factor η , the width of the fuzzy zone is
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changing with η2. This is not intended. Therefore a coefficient δ is defined to

replace σ . The beginning zstart of the fuzzy zone is set when the sigmoid func-

tion equals 0.01 and the end zend is set when the sigmoid function equals 0.99. In

general zstart(x) = g and zend(x) = 1− g. The range of a descriptor is the interval

[ak,min,ak,max]. The width of the fuzzy zone is chosen as part p ∈ [0,1] of the in-

terval length i = ak,max − ak,min. It is assumed that the fuzzy zone with width p · i
is set symmetrically to the split point s (fig. 8.1). This leads to

zstart(s− p · i
2

)
!
= g, and

zend(s+
p · i
2

)
!
= 1−g.

(8.2)

The sigmoid function then is

z(x) =
1

1+ exp{−δ (s− x)} . (8.3)

Inserting (8.2) in (8.3) and solving for δ results in

δ1 =− ln(g)− ln(1−g)
−(p · i)/2

δ2 =
ln(g)− ln(1−g)

(p · i)/2
.

(8.4)

With δ1 = δ2 one has

δ =
2(ln(1−g)− ln(g))

p · i . (8.5)

The boundaries for the interval [ak,min,ak,max] have to be determined from the train-

ing data. To be robust against outliers, the upper boundary value is set to 1.5 in-

terquartile range of the upper quartile and the lower boundary to 1.5 interquartile

range of the lower quartile.

While training the decision tree it is the aim to find a split point at a node ni, so that

the relative membership of the objects to the right class is increasing. The Gini-

Diversity-Index (GDI) is a regular criterion to evaluate possible split points [91].

Chandra et al. [128] presented an adaption of the GDI for usage in a fuzzy decision

tree:
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GDI(sm) =
2

∑
v=1

N(tv)

N(t)
·
⎡
⎣1−

M

∑
m=1

(
N(tv)

m

N(tv)

)2
⎤
⎦ , (8.6)

where M is the number of classes; N(tv) is the sum of the fuzzy-membership values

of records of child node tv with chosen split point sm on class m. N(t) is the sum of

the fuzzy-membership values of records in the tth partition before splitting. N(tv)
m is

the sum of the product of fuzzy-membership values of the attribute and the fuzzy-

membership values of the corresponding record for class m. For each descriptor

vector the split point candidates are found and the candidate with the smallest GDI

is chosen as split point.

While training a fuzzy decision tree the parameter p has to be set to define the

width of the fuzzy zone. The distribution of classes within a descriptor distribu-

tion can differ. Thus, it might be advisable to choose an adjusted width for each

descriptor. If there is a large overlap, the fuzzy zone should be larger than in the

case of strictly separated classes. An approach to optimize the width of the fuzzy

zone is to use the sensitivity of the GDI against the overlap of classes. For each split

point the width of the fuzzy zone is optimized so that the GDI is minimal. This

optimization is done by a combination of golden section search and a parabolic

approximation to find a local minimum in a given range [130]. This optimization

always leads to narrow fuzzy zones, independent of the class distribution. So, in

the scope of this work, the best width of the fuzzy zone was determined by choos-

ing the best result from a set of different fuzzy zones (fig. 8.2). For each fuzzy

zone a 10×10 cross validation was realized and the mean error rate for the fuzzy

zone was computed. Starting with a fuzzy width of 0%, the width was increased

by 5% steps until reaching 50%. An additional sample was calculated for 2.5%.

From 50% on, the step size was increased to 10%. The best error rate was achieved

for a fuzzy zone width of 20%.

To make a decision on the class belonging of a given record, the decision tree needs

an inference instruction. In contrast to a decision tree with sharp split values, where

a record will get the class membership of the leaf node to which it is assigned, here,

a test record can be assigned to more than one leaf node by a fuzzy decision tree.

The inference instruction for a given record XTest considers the fuzzy membership

to a leaf node z(ni,XTest) and its class membership c(ni). The fuzzy membership

of a leaf node results from the product of fuzzy memberships of the passed nodes.

The total class membership of a record XTest is defined as
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Fig. 8.2: Evaluation of different fuzzy zone widths to find the “best” fuzzy zone width. Displayed is the

error rate as result of a 10×10 cross validation for each width.

ctotal(XTest) = ∑
i

c(ni) · z(ni,XTest) (8.7)

The classification of a record results in partial memberships to the classes. From

these partial memberships the resulting class membership is derived by majority

decision. The classified record will get the class label of the class with the highest

membership percentage.

8.2 Pruning the Tree

Chandra et al. used different sharp stop criteria to limit the growth of the tree

while training [128]. Stopping the tree growth during training phase is not the

best way to limit tree size. Therefore, stop criteria are defined very weak to get

an oversized tree. In an additional step this oversized tree will be optimized to the

best size [91]. Aim of pruning is to find a tree with reduced complexity of the final

classifier as well as better predictive accuracy. A sequence of trees is produced by

use of cost-complexity-pruning [91]. Out of this sequence the best tree is chosen

by evaluating the error rate considering the size of the FDT (sec. 3.8.3.1). The

final tree for classification in a clinical context will be generated on the whole set

of available classified date. The best tree then is chosen again after cross validation

and finding the optimal tree by evaluating size and error rate.
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8.3 Validation and Comparison

The standard way to evaluate a classificator is to perform a 10× 10 cross valida-

tion. This means the data set is separated into 10 equal subsets. The tree is trained

with 9 subsets and tested with the remaining “unknown” subset. The correct rate

and error rate are computed and rated. This “training, testing and evaluation”-step

is repeated until each of the 10 subsets was used to test the tree. This whole pro-

cedure is repeated 10 x which leads in total to 100 trees that are evaluated. This

Fig. 8.3: Schematic depiction of the 10×10 cross validation.

evaluation has not only been done on the CFAE database but also on datasets from

the UCI machine learning database (archive.ics.uci.edu/ml/). The UCI

database is a regular database to test and evaluate machine learning algorithms.

From this database 5 data sets have been chosen to evaluate the fuzzy decision

tree. Data sets with continuous feature values and multi-class assignment have

been chosen to be most similar to the CFAE data (tab. 8.1). Finally the results

have been compared to different decision tree algorithms (CART [91], SLIQ [97],

C4.5 [94], FDTChandra [128]).
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Table 8.1: Example data from the UCI machine learning database used for the evaluation of the fuzzy

decision tree.

Classes Attributes Objects

Iris 3 4 150 species of lilies

Wine 3 13 178 types of wine

Wisconsin Breast Cancer 2 32 569 breast cancer diagnosis

Haberman’s Survival 2 3 306 breast cancer mortality

Glas Identification 6 9 214 sorts of glas

8.4 Results of Evaluation

The fuzzy decision tree presented in the scope of this work was compared to results

applied on commonly used test data sets of decision trees with sharp split values

(CART, SLIQ, C4.5) and the fuzzy decision tree by Chandra et al. (FDTx).

Table 8.2 gives an overview of the correct rates for each tree and each test data

set. Presented is the error rate and its standard deviation for each classifier after

a 10× 10 cross validation. The results for FDTx and SLIQ were obtained from

[128] and the results for CART and C4.5 were obtained from [131]. The decision

trees CART, SLIQ, and C4.5 have sharp split values, the fuzzy decision tree by

Chandra et al. (FDTx) uses a sigmoidal function as decision border. FDT is the

tree presented in this work. For this tree, in addition to the error rate, the fuzzy

zone width p for each data set is given. Compared with classical algorithms for

decision trees and the fuzzy decision tree by Chandra et al. the correct rate results

for the presented FDT are in the midrange for “Iris”, “Wine”, and “Wisconsin

Breast Cancer” data sets. For these data sets the proposed FDT can compete. For

the data sets “Haberman’s survival” and “Glas Identification” the FDT gives the

best results.

There are significantly lower correct rates for “Haberman’s Survival” and “Glas

Identification” data for all other classification algorithms. This can be caused by

fuzzy features of these data sets. As the FDT is designed to work on fuzzy clas-

sification features it gives the best results. CFAE data is also “fuzzy data”. This

implies that FDT will work better for CFAE classification as compared to the other

algorithms.
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Table 8.2: Comparison of different decision tree algorithms. Shown are the error rate (%) ± the standard

deviation (%) after 10×10 cross validation. CART and C4.5 data are obtained from [131], SLIQ

and FDTx are obtained from [128] (Wisconsin Breast Cancer (WBC), Haberman’s Survival

(HS), Glas Identification (GI)).

CART SLIQ C4.5 FDTx FDT

Iris 93.5±0.8 98.0± 3.2 95.1±0.6 98.0± 3.2 96.1±4.8 (p=0.10)

Wine 89.3±0.8 88.3± 8.1 92.7±1.1 88.9± 4.5 89.1±7.2 (p=0.01)

WBC - 93.3± 4.8 - 96.4± 4.9 92.4±3.6 (p=0.20)

HS - 65.8±10.8 - 72.6± 7.8 74.4±7.2 (p=0.05)

GI 67.7±1.6 65.0±16.0 68.6±2.0 68.6±11.9 69.4±8.7 (p=0.10)

8.5 Results of CFAE Classification

The fuzzy decision tree is trained on the database described in section 4.3.1. For

each electrogram the descriptors listed in table 8.3 are computed. The definitions

for the descriptors can be found in chapter 7. With these descriptors and the given

classification the training is realized. The evaluation is done by use of a 10× 10

cross validation and computing the correct and error rates for each resulting tree.

8.5.1 Descriptor Results

The number and quality of descriptors used for a classification have a large effect

on the classification result. Compared to other decision making tools, a decision

tree is not as vulnerable for badly chosen descriptors. The tree will be smaller and

the correct rate will be better, the better a single descriptor can distinguish between

different classes. Such a single descriptor was not found. But, the separation of the

four classes is also possible with a set of descriptors that can separate only two

classes of CFAEs. As a consequence more than one descriptor is needed.

Some descriptors work better then others to distinguish between the different

classes. Also, some descriptors are very similar and provide no new informa-

tion. The fuzzy decision tree chooses the most efficient descriptors to separate

the classes on its own depending on the best split values. Finding the most used

descriptors and ignore the less used descriptors will improve computation time.

Analyzing the number of most used descriptors finally resulted in a set of 18 de-

scriptors. A histogram of the usage of these 18 descriptors at a decision node to

divide the data is depicted in figure 8.4. This distribution is based on the results of

a 10×10 cross validation.
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Table 8.3 names all 35 originally used descriptors (F1 – F35). The reduced set of
the 18 most frequently used descriptors is labeled with D1 – D18. The hereafter
discussed results are based on the reduced descriptor set. A boxplot evaluation for
all descriptors can be found in appendix A.1.

Table 8.3: Descriptors (F1 – F35) used to distinguish between CFAE classes and to train a FDT. The mostly

used descriptors are additionally named with D1 – D18.

Descriptor

F1 D1 Mean variance in time domain (mVarTD)

F2 Characteristic Frequency 1 by number of matches

F3 Characteristic Frequency 1 by power of maximum

F4 Characteristic Frequency 2 by number of matches

F5 Characteristic Frequency 2 by power of maximum

F6 Characteristic Frequency 3 number of matches

F7 Characteristic Frequency 3 by power of maximum

F8 Mean Characteristic Frequency

F9 Mean variance of Hilbert envelope

F10 D2 Histogramm excess (HistExc)

F11 D3 Phase space sample ratio region 1 (PSSR 1)

F12 D4 Phase space sample ratio region 2 (PSSR 2)

F13 D5 Phase space sample ratio region 3 (PSSR 3)

F14 D6 Phase space sample ratio region 4 (PSSR 4)

F15 D7 Entropy of phase space region 4 (EPS 4)

F16 D8 Mean cycle length of phase space region 4 (MCPS 4)

F17 D9 Similarity of AS (SimAS)

F18 D10 Activity ratio (AR)

F19 D11 Mean length of AS (MLAS)

F20 D12 Standard deviation of length of AS (sdMLAS)

F21 D13 Wavelet-based fractionation (WavFrac)

F22 D14 Number of AS (NoAS)

F23 Number of maxima in NLEO

F24 Number of maxima in low-pass filtered NLEO

F25 Sum of power spektrum

F26 Median value of 5 largest maxima

F27 Mean value of 5 largest maxima

F28 Variance of energy of AS

F29 Excess of length of inactive segments

F30 Standard deviation of excess of length of inactive segments

F31 D15 Mean of local maxima per AS (LocMaxAS)
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Table 8.3: (continued)

Descriptor

F32 D16 Mean zero crossings of AS (ZCAS)

F33 D17 Variance of local maxima per AS (varMaxAS)

F34 D18 Variance of zero crossings of AS (varZCAS)

F35 Entropy of EGM

2 4 6 8 10 12 14 16 18
0

50
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Fig. 8.4: Histogram of most frequently used descriptors for all 100 trees resulting from 10 × 10 cross

validation.

The results for descriptors D1 – D18 are shown in table 8.4. For each CFAE class

the median (μ̃) and the interquartile range (IQR) per descriptor are listed. The

median and the IQR give an overview of the distribution of the descriptor values

and the power to separate CFAE classes of each descriptor. Generally, there is

no descriptor that can separate between all four CFAE classes alone. However,

the descriptors can separate between different CFAE class groups. For example

the descriptors D5 (PSSR 3), D10 (AR), D1 (mVarTD), D4 (PSSR 2), and D18

(varZCAS) can separate C0 from C3. D14 (NoAS) can be used to separate C0 and

C3 from C1 and C2. The boxplots of the descriptors used by the tree, shown in

figure 8.6, are depicted in figure 8.5. It can be seen, that the mean and the IQR

are different for each CFAE class for each descriptor. In addition also the PDF

is changing significantly. So, the chosen descriptors reflect the difference of the

diverging signals.

The different CFAE classes can be separated by the PSSR descriptors. Data val-

ues for very regular signals (e.g. SR) consists mostly of zeros and only a few

deflections that are non-zero, whereas continuous activity has mainly small values
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Table 8.4: Results of the mostly used descriptors. Median μ̃ and interquartile range (IQR) per CFAE class

are given.

CFAE class

Descriptor C0 C1 C2 C3

D1 0.17 (0.01) 0.18 (0.02) 0.21 (0.02) 0.23 (0.03)

D2 22.62 (10.36) 12.88 (5.33) 9.76 (3.17) 6.83 (2.48)

D3 0.88 (0.08) 0.70 (0.14) 0.52 (0.11) 0.35 (0.12)

D4 0.02 (0.03) 0.07 (0.03) 0.13 (0.03) 0.14 (0.03)

D5 0.01 (0.01) 0.04 (0.02) 0.08 (0.02) 0.11 (0.02)

D6 0.10 (0.03) 0.18 (0.09) 0.26 (0.08) 0.40 (0.13)

D7 1.60 (0.19) 2.09 (0.44) 2.51 (0.26) 2.67 (0.08)

D8 5.71 (0.32) 5.14 (0.31) 4.74 (0.20) 4.59 (0.14)

D9 −0.17 (0.42) −0.68 (0.26) −0.97 (0.17) −1.17 (0.21)

D10 0.18 (0.06) 0.32 (0.15) 0.56 (0.17) 0.82 (0.14)

D11 (ms) 54.46 (13.42) 75.67 (31.97) 132.09 (62.60) 312.88 (271.54)

D12 (ms) 4.45 (13.95) 18.01 (13.58) 86.25 (78.23) 345.59 (334.66)

D13 345.00 (112.00) 630.00 (273.50) 809.00 (265.00) 1152.00 (433.00)

D14 18.00 (5.00) 26.00 (5.00) 24.00 (4.00) 15.00 (9.25)

D15 1.68 (0.29) 2.02 (0.41) 2.52 (0.40) 3.29 (0.78)

D16 1.44 (0.34) 1.76 (0.42) 2.27 (0.41) 3.06 (0.76)

D17 0.18 (1.76) 1.48 (1.01) 4.21 (1.69) 6.54 (2.03)

D18 −0.13 (1.78) 1.40 (1.01) 3.68 (1.70) 6.07 (2.09)

scattering around zero and nearly no zero values. Thus, CFAEs will be found pri-

marily in the outer phase space regions and SR signals primarily in phase space

region 1. The median values for D4 (PSSR 2) and D5 (PSSR 3) are significantly

different on a 5% level (boxplot notches) for all four CFAE classes. Also there is

no overlapping of the interquartile range. The entropy of the number of hits in the

different regions of the phase space (EPS) reflects also the behavior of these sig-

nals in the phase space. D7 (EPS 4) can be used to distinguish nearly between all

CFAE classes. Medians are significantly different for all classes and IQR are not

overlapping for C0, C2, and C3. The same applies to D10 (AR). Medians are sig-

nificantly different and IQR are not overlapping for all classes. This was expected:

the more activity in an electrogram, the more active segments will be found and

the larger the value of AR will be. Instead for very regular EGMs the active seg-

ments will take only a small account and, therefore, the AR will tend to have small

values. D14 (NoAS) can separate signals with small number of AS and those that

have a large number of AS. The heart rate of AFlut is in the range of 3 – 6 beats per
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second. With a 5 second electrogram this rate is in the range 15 – 30 beats per 5 s.

Continuous activity instead can have also smaller number of active segments, but

segments will be longer. The number of active segments is the largest for fast, reg-

ular activity (C1, C2). The descriptor D14 (NoAS) can separate C0 and C3 from

C1 and C2. There is an overlap of the IQR of C1 and C2, but, although the value

range is very similar the medians are significantly different. D1 (mVarTD) can

also distinguish between the classes. The distributions of this descriptor is over-

lapping for the classes, but the medians are significantly different and IQR is not

overlapping. Regular signals have mainly symmetrically and gaussian-like NLEO

signal curves per AS. This is reflected by a small variance. NLEO of AS of more

complex and high fractionated electrograms will have more variation and thus,

larger variance. Finally, same statements hold true, for D18 (varZCAS), where the

zero crossing of AS are evaluated. AS of high fractionated electrograms have a lot

more deflections and, thus, more zero crossings will be detected compared to more

regular electrograms. For all delineated descriptors the medians are significantly

different on a 5 % level for all CFAE classes.

8.5.2 Classification Results

The evaluation by the cross validation process gives an estimation for the correct

rate for the tested method. This value is correct whilst the training data reflect re-

ality data. To generate a fuzzy decision tree to work on new data or in a clinical

environment, the tree will be trained with all available data [132]. The correct rate

for this newly built classificator can be estimated from the mean correct rate re-

sulting from cross validation. Applying a 10×10 cross validation on the presented

fuzzy decision tree algorithm with a fuzzy zone width of 20% results in a mean

correct rate of 80.65%± 3.3%. So, a mean correct rate of 80% can be expected,

but there can also be trees with better correct rates. Correct rates for the differ-

ent CFAE classes are C0: 83.1%± 4.4, C1: 81.0%± 8.1, C2: 75.8%± 8.4, C3:

82.7%± 17.8. The distribution of the wrong assignments of signals per class is

shown in table 8.5. Wrong assigned signals were mostly assigned to neighboring

classes. This is less critical as the physicians themselves sometimes were hesitat-

ing while classifying CFAEs. So, there is still an ambiguity left in the training

data.

Choosing one tree out of the sequence of cross validated trees with a fuzzy width

of 20% results in a tree with a correct rate of 86.1% (C0: 92.9%, C1: 83.3%, C2:
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Fig. 8.5: Boxplots of descriptors used by the tree with best correct rate (continued on next page).

69.3%, C3: 100%). This tree is depicted in Fig. 8.6. At each node the chosen de-

scriptor and its split value is depicted and for each leaf node the class membership

results are shown. This tree uses only 7 different descriptors.

In addition to the classification result there is also a certainty for the classification

given. So, the physician can decide whether the given classification is trustful or
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Fig. 8.5: (continued)

Table 8.5: Wrong assignments per CFAE class.

wrong assigned to

class C0 class C1 class C2 class C3

C0 X 72% 24% 4%

C1 36% X 63% 1%

C2 2% 49% X 49%

C3 0% 0% 100% X

not. This can support an electrophysiologist while ablating to decide whether a

signal is worth analyzing or not.

The performance of the fuzzy decision tree is better the more data is used to train

the tree. Starting with 605 signals, 429 signals have been classified coinciding by

two physicians. The smallest group of CFAE classes is C3 with 53 signals. There-

fore, to get objective results by a 10×10 cross validation, all classes have to have

the same size. Otherwise one class would be overrepresented. As a consequence

the 10× 10 cross validation is done with 212 signals, 53 for each CFAE class.

Splitting the data in 10 equally sized groups results in 48 signals per class to train

the tree and only 5 signals per class to test it. With only 5 signals per CFAE class

to test, the results are not statistically significant. To overcome this problem the

10× 10 cross validation results in 100 trees that are evaluated. Nevertheless, the

results are vulnerable for outliers. The more signals are used for training the less

signals remain for testing. A 10×5 cross validation will give 42 signals per class

to train the tree and 11 signals to test it. This might be a better choice, but the

10×10 cross validation is a standard procedure and should be used also for com-
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Fig. 8.6: Fuzzy decision tree with the smallest error rate resulting from a 10×10 cross validation. For each

leaf node the probable class membership results are given.
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parability of the results. Also, Breiman et. al showed, that 10×10 cross validation

results in trustful results even with small parts of test data [91].

Concluding, one can state, that the FDT presented here can support electrophysi-

ologists while ablating AF and can help to simplify and to objectify signal analysis

of CFAEs. Since a certainty of classification is given, the physician can evaluate

the reliability of the given result. As the definition of CFAEs is not the golden truth,

each physician has his/her own interpretation and understanding what a CFAE is

and looks like. So, this algorithm can help to find a valid and absolute mathemati-

cal definition of CFAE.



9

Contact vs. Non-contact Electrograms

Sufficient contact between a catheter and the endocardium is crucial for reliable

recording and analysis of myocardial electrograms. Furthermore, to achieve trans-

mural lesions in the endocardial wall during catheter ablation the ablating elec-

trode must touch the endocardium. With only a small gap between the tip of the

catheter and the endocardium the transition resistance of the ablation current is

increasing enormously. This holds true for atrial as well as ventricular EP exami-

nations [133, 134].

To control the catheter contact, the physician is sensing the tactile blow back from

the catheter and is additionally monitoring changes in the signal. When loosing

endocardial contact, physicians observed that the signal and its morphology are

changing [135, 136]. Fluoroscopic images and the 3D visualization provided by

mapping systems give only a rough impression of the catheter’s contact. Addi-

tionally, the regularly measured endocardial impedance can be used to analyze

the endocardium contact. Values between 150 – 250 Ω have been figured out as

threshold [137, 138]. Nevertheless, the impedance can only give a tendency as the

absolute values are not known and the impedance values vary significantly be-

tween different patients and even in one patient at different locations within the

heart.

Figure 9.1 depicts atrial signals measured with and without catheter contact at dif-

ferent locations. The signals were measured in the left and right atrium. The upper

signals were measured at the posterior wall, the lower ones in close proximity

to the septum, and the signals in the middle result from a location at the terminal

crest. The left column shows signals with endocardial contact and the right column

shows signals without or less endocardial contact. Obviously, the signal’s shape is

changing when loosing endocardial contact. The amplitude is decreasing and the

spikes are getting smoother and more dulled.
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Fig. 9.1: Measured signals with catheter contact to the endocardium and measured at the same location

without contact. Each row depicts signals from the same location within the left atrium.

Rango et al. also described the influence of endocardial contact on the catheter sig-

nal [126]. They described blunt signals with loose contact to the endocardium due

to missing high frequency parts within the signal. Compared to this, contact sig-

nals gave sharp, peaky signals. It would be helpful to distinguish between contact

and non-contact signals by automatically analyzing the signal. Using the descrip-

tors introduced in chapter 7 and a classified database of contact and non-contact

EGMs, a classifier was trained. To support the observations of the physicians and
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the findings of the descriptors, a simulation of atrial electrograms and varying

catheter distances and orientations was performed.

9.1 Simulation of Intracardiac Electrograms

Besides the analysis of measured signals, the influence of catheter contact as well

as the catheter orientation on a bipolar electrogram will be analyzed in a simu-

lation setting. This could confirm the clinical observations and could lead to a

better understanding of the formation of the bipolar EGM. Therefore, a computer

model of atrial tissue and the catheter is defined and the excitation propagation on

this model is computed. Varying the catheter distance to the endocardium and the

orientation of the catheter will lead to different EGMs, that can be compared to

measured signals.

The excitation simulation in an atrial tissue is calculated with acCELLerate. This

software package was developed at the Institute of Biomedical Engineering for

the computation of reaction-diffusion-systems. It uses the bidomain equations

(sec. 2.6) to compute the intracellular and extracellular currents and voltages of

cardiac cells and tissue.

Fig. 9.2: Schematic representation of the tissue model. The atrial tissue will be excited from the left side.

The upper layer is filled with blood in which the catheter will be added.

Fig. 9.3: Excitation propagation computed in the tissue model with acCELLerate. Depicted is the x-y-plane

and the color coded transmembrane voltage at one time instant. Yellow color indicates 0 mV, blue

color −80 mV.
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Instead of simulating on a whole atrium a tissue patch of 300×50×80 voxel with

a resolution of 0,1 mm is chosen. On this tissue patch the excitation is computed.

This simplification is justified as only a small region around the tip of the catheter

influences the measurement of the catheter. The resulting patch is 30× 5× 8 mm

and is filled in z-direction with 2 mm of atrial tissue and 6 mm of blood (fig. 9.2).

The simulation of an atrial excitation is started with an initial stimulation at the

left side of the tissue patch (fig. 9.3). As consequence the excitation spreads over

the whole tissue patch and extracellular potentials can be computed [139].

Fig. 9.4: Catheter orientation for different simulation outcomes. The distance d between the tip of the

catheter and the endocardium, the angle α between the catheter and the x-y-plane, and the angle

β between the catheter and the x-z-plane will be varied.

The excitation is computed based on the Courtemanche-Ramirez-Nattel cell model

(sec. 2.5.2). This model generates an AP based on the general setup. As the EGMs

measured in the atria can be very different according to where they have been

measured, the CRN model can not reproduce this variety. Nevertheless, this model

can be used to analyze the influence of catheter distance and orientation on the

bipolar EGM in general.

To measure the simulated signals a catheter with electrodes is modelled. In a first

approach the electrodes are modelled as point-sensors with a distance of 2 mm.

The catheter signal is obtained from the difference of the potentials in these sen-

sors. In a further approach the catheter is modelled like a regular ablation catheter.

Therefore, the catheter shaft is modelled and ring electrodes are added (fig 9.4).

The catheter has a diameter of 1 mm. The electrodes have a length of 1 mm with an

inter-electrode spacing of 2 mm. They are assigned to the material class of metal.

Thus, the extracellular conductivity within an electrode is very high and the sin-
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gle electrode signal is gained as mean from the “point-electrodes” lying within

the catheter. The atrial EGM then is calculated from the difference of the single

electrode signals.

With this setting the catheter distance to the endocardium is modelled. Starting

with a distance of 0 mm (contact signal), the distance is increased in 0.1 mm steps

up to 2 mm. Also the angles between the catheter and the x-y-plane (α) and the

catheter and the x-z-plane (β ) are varied (tab. 9.1).

Table 9.1: Different orientations of the simulated catheter to the endocard. α is the angle in direction of

the excitation propagation, β is perpendicular to the excitation propagation.

Position α β

1 0◦ 0◦

2 45◦ 0◦

3 0◦ 45◦

4 45◦ 45◦

5 90◦ 0◦

9.2 Detecting Signals with Endocardium Contact

For the signal analysis as well as for the ablation process during an EP study it

is crucial to have catheter contact to the endocardium. Based on the experience

of the Karlsruhe physicians a database of contact and non-contact signals was

generated as described in section 4.3.3. Based on the this data a set of discriptors

that delineate features of contact and non-contact signals was developed. With

these descriptors and the classified database then a CART decision tree is build

(sec. 3.8).

Fig. 9.5: Block diagram to detect catheter contact on the endocardium.

Figure 9.5 depicts a block diagram of the general algorithm to detect signals with

endocardium contact. The signals are preprocessed as described in section 4.3.3.
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Afterwards the signals are segmented with help of the NLEO segmenting algo-

rithm to find active segments within the signal. On the active segments then the

different descriptors are calculated. Table 9.2 gives an overview of the utilized

descriptors. The calculation of these descriptors is introduced in chapter 7. With

the methods described in section 3.8 a decision tree as classifier is build, that de-

cides whether a signal had endocardium contact or not. The resulting decision

tree is evaluated with a 10×10 cross validation. Finally, the decision tree is cross

checked with signals resulting from the simulations described in the preceding

section.

9.3 Results of Analyzing the Endocardium Contact of Catheter

9.3.1 Simulated EGMs Results

From the simulations it turned out that the catheter orientation influences the signal

morphology. As the results are nearly the same for all orientations, exemplarily

the signals for only one catheter orientation are depicted here. The signals for the

remaining catheter orientations can be found in appendix B.

In section 9.1 two methods have been introduced to simulate a catheter. One possi-

bility was to have only point-sensors, and the second option was to model a more

realistic catheter that averages several point-sensors. The signals have small differ-

ences in morphology and amplitude. As the simulation was made in a simplified

environment, these differences can be considered negligible.

Influence of Distance

The results of simulating electrograms calculated with different distances to the

endocardium are discussed with catheter position 2 and a modeled catheter. The

simulation was realized with distances between the catheter and the endocardium

in 0.1 mm steps, starting at 0 mm and ending at 2 mm. The results will be discussed

for distances of 0 mm, 0.1 mm, 0.5 mm, 1 mm, and 2 mm, as the changes from

one distance step to the next were small. For the distances of 0 mm and 0.1 mm

contact is assumed, for the remaining distances non-contact. A distance of 0 mm

represents strong catheter contact, whereas a distance of 0.1 mm represents weak

catheter contact. The results of the simulated electrograms can be seen in fig. 9.6.

The single electrograms for each catheter position are depicted for a detailed view

and additionally a plot with the signals superimposed for better comparison. It can
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Fig. 9.6: Simulated electrograms with different distances between the catheter and the endocardium.

be seen, that the simulated signals behave according to the observations made in

the EP lab. With increasing distance from the catheter to the endocardium, sig-

nal’s amplitude is getting smaller and the peakedness is vanishing. This effect was

observed for all different orientations of the catheter.

Influence of Catheter Orientation

When comparing the different orientations of the catheter, it becomes clear, that

there is an obvious influence. Both, the amplitude and the signal morphology are

changing according to the orientation of the catheter. For position 1 and 3, both

electrodes of the catheter have contact to the endocardium (α = 0), whereas for the

other three positions only the tip electrode touches the endocardium (α �= 0). When
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varying the angle between the catheter and the excitation direction (α) mainly the

amplitude height and the signal width is influenced. This can be seen when com-

paring position 1 and 3 or position 2 and 4. The signal complex is getting smaller,

as the excitation hits the second electrode earlier. Changing α leads to slightly

changing morphology. Changing β leads to heavy changes in the signal’s mor-

phology. This is mainly caused by an increasing distance of the second electrode

to the endocardium and leads to a signal loss in the same electrodes. This effect

can be seen when comparing position 1 and 2 or position 3 and 4.

So, one can state, that there is a large influence of the catheter orientation. Chang-

ing β effects the electrogram more than changing the angle to the excitation direc-

tion (α). This covers the experience physicians made in the EP lab.
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Fig. 9.7: Simulated electrograms with different orientations between the catheter and the endocardium.
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Influence of Filtering

As there is no opportunity to do a quantitativ measure on the correctness of the

simulation, a qualitative comparison is discussed. Measured signals in the EP lab

are regularly tainted with artifacts and are denoised with low-pass and high-pass

filters. Commonly the signals are filtered with a 30 Hz high-pass and a 150 Hz low-

pass filter. This filtering has a large influence on the EGM’s morphology [135].

Figure 9.8 depicts an EGM before and after applying filtering.

As the simulated signals are pure and unfiltered, the same filtering is applied on

them. If they reflect at least to a small extent the features of realistic signals, they

should behave in a similar manner to the filtering. The filters are applied on a

simulated EGM that looks similar to the unfiltered EGM depicted in figure 9.8.

The resulting EGM is shown in figure 9.9. It is obvious that the filtering affects the

simulated EGM analogically. The resulting EGM is very similar in shape to the

one depicted in figure 9.8.

Fig. 9.8: Effect of applying a band-pass filter (30 – 150 Hz) on electrograms (adapted from [135]).
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Fig. 9.9: Effect of applying a band-pass filter (30 – 150 Hz) on simulated electrograms.
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Although the simulation environment is very simplified, the signals achieved from

the simulation cover the experience and knowledge gained from EGMs measured

in the EP lab [135, 136]. Conclusive, this method can be used to easily investigate

and show complex events in the interaction of atrial tissue and catheters.

9.3.2 Decision Tree Results

Descriptor Results

To distinguish between contact and non-contact signals, a database and a set of

descriptors is needed. All descriptors used to train a decision tree are shown in

table 9.2. Also the median μ̃ and the interquartile range (IQR) for each descriptor

calculated on the classified database (sec. 4.3.3) are given. The median and the

IQR give an overview of the distribution of the descriptor values and the power to

separate between contact and non-contact classes of each descriptor. Additionally,

the boxplot representation for the descriptors used by the tree with smallest error

rate (fig. 9.11) are presented. The boxplot for all other descriptors can be found in

appendix A.2.

Resulting from the observation that signals are loosing peakedness with increas-

ing catheter distance, analyzing the frequency domain lead to good separation re-

sults. Loosing peakedness is represented by vanishing high frequency parts in the

power spectrum. This is reflected by the descriptors Dc16 (max. energy peak >

100 Hz) and Dc12 (percental frequency distribution 130 – 300 Hz). The mean and

the IQR are significantly different for contact and non-contact signals. All descrip-

tors based on the frequency domain analysis could differentiate between the two

classes (e.g. Dc19 – Dc22). Using, for example, only Dc1 with a fixed threshold

to separate the classes, would lead to a correct rate of 90.2%. Thus, the vanishing

high frequency componentes are supposed to be the main difference between the

classes.

Descriptors analyzing the amplitude and morphology of the signals also lead to

significant different representations (e.g. Dc3 – Dc6) of the two classes. The PCA-

based decision also lead to good separation results. For contact signals with a sharp

peak, most data values are zero and only a few are non-zero. Data values for non-

contact signals are more scattered around zero in the amplitude histogram. This

can be reflected by higher order statistics (Dc3 – Dc6), but also with phase space

representation (Dc7 – Dc11). This behavior can be seen by the boxplot representa-
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Fig. 9.10: Boxplots of descriptors used by the tree with best correct rate.

tion in figure 9.10. Descriptors Dc8 and Dc9 show a significant difference in the

median and also the PDF estimation is changing distinctively.

Most descriptors work well to separate the two classes. The outcome of the fre-

quency domain descriptors have to be highlighted, as e.g. Dc1 can be used solitary

to achieve a correct rate from more than 90%. To improve correct rates additional

descriptors will be used. This has also the advantage to use non-dependent de-

scriptors and to justice the variety of electrograms. Thus, the presented set of de-

scriptors will be used to train and validate a decision tree.

Table 9.2: Results of descriptors used to classify contact and non-contact signals. Median μ̃ and interquar-

tile range (IQR) are given.

contact non-contact

Descriptor signal signal

Dc1 Percental frequency distribution 0 – 90 Hz 0.74 (0.12) 0.91 (0,08)

Dc2 Zero crossings, wavelet-based 5.00 (1.00) 6.00 (2.00)

Dc3 Expectation value of amplitude histogram 28.94 (11.31) 30.14 (6.38)

Dc4 Variance of amplitude histogram 65.95 (21.00) 126.10 (70.44)

Dc5 Skewness of amplitude histogram −0.93 (2.69) −0.86 (1.17)
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Table 9.2: (continued)

contact non-contact

Descriptor signal signal

Dc6 Excess of amplitude histogram 6.71 (5.52) 1.53 (2.85)

Dc7 Phase space sample ratio region 1 (PSSR 1) 0.59 (0.17) 0.29 (0.39)

Dc8 Phase space sample ratio region 2 (PSSR 2) 0.13 (0.11) 0.19 (0.13)

Dc9 Phase space sample ratio region 3 (PSSR 3) 0.12 (0.08) 0.21 (0.23)

Dc10 Phase space sample ratio region 4 (PSSR 4) 0.13 (0.08) 0.24 (0.14)

Dc11 Entropy of phase space region 4 (EPS 4) 0.56 (0.23) 0.81 (0.24)

Dc12 Percental frequency distribution 130 – 300 Hz 0.02 (0.02) 0.00 (0.00)

Dc13 Entropy signal 3.20 (0.98) 2.86 (0.87)

Dc14 PCA-based decision 1.00 (0.50) −0.50 (0.50)

Dc15 NLEO energy 1.26 (6.43) 0.00 (0.05)

Dc16 Max. energy peak > 100 Hz 22.77 (21.40) 1.57 (2.66)

Dc17 Correlation PCA with non-contact signals 0.63 (0.47) 0.80 (0.24)

Dc18 Correlation PCA with contact signals 0.84 (0.22) 0.58 (0.37)

Dc19 Expectation value spectrums’s envelope 61.39 (21.34) 44.60 (12.18)

Dc20 Variance spectrums’s envelope 855.47 (366.59) 577.84 (378.8)

Dc21 Skewness spectrums’s envelope 1.19 (0.95) 1.73 (0.55)

Dc22 Excess spectrums’s envelope 1.99 (3.34) 4.38 (3.44)

Classification Results

To classify contact and non-contact signals a classical CART decision tree is built

as described in section 3.8. The tree is build and trained with the database of clas-

sified signals introduced in section 4.3.3. The evaluation of the decision tree is

made by a 10×10 cross validation. Figure 9.11 depicts the decision tree resulting

from a 10×10 cross validation with the smallest error rate. This tree has a correct

rate of 97.2%.

The tree has also been tested with simulated electrograms. A database of signals is

generated as test database. Therefore, signals are simulated in different distances

to the endocardium. Signals resulting from a distance of 0 mm or 0.1 mm are con-

sidered to be contact signals, all other signals are considered to be non-contact sig-

nals. All together 38 signals are generated, 18 contact signals and 20 non-contact

signals. These signals have been applied to the tree trained with measured and clas-

sified data. The correct rate was 94,7%. Only two simulated signals have been mis-

classified. The proposed method to classify contact and non-contact EGMs works
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Fig. 9.11: Decision tree to detect catheter contact on the endocardium with the best correct rate resulting

from cross validation. A ’0’ at a leaf node indicates no catheter contact, a ’1’ indicates catheter

contact.

well on the database of 256 signals. These signals have been recorded in patients

suffering from atrial flutter, atrial fibrillation and Wolff-Parkinson-White syndrom.

Only signals with very regular shape have been chosen. This method might fail

when trying to classify more complex AF signals. Even in SR or AFlut the pos-

sible signal morphology can vary heavily and e.g. non-contact signals recorded

at the christa terminalis may look like contact signals recorded at the septum. To

improve the reliability of the decision tree, the database should be extended. Other-

wise, this method is an improvement to state-of-the-art analysis of catheter contact

and might lead to better ablation results.
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3D Visualization

During AF ablation a common way to reduce radiation exposure is to use mapping

systems (sec. 2.4.2). With these systems catheters within the heart can be localized

and the position of the electrodes can be tracked. While sliding the catheter over

the endocard, a pointcloud will be produced which represents the atrial geometry.

From this pointcloud the surface of the patient specific atria is reconstructed by

the mapping systems. After triangulation the system displays the atria as a mesh

or solid surface. In addition to this atria visualization, the current position of the

catheter can be displayed in relation to the atria surface. As commercial software

systems like EnSite NavX™ or CARTO only allow to export data and not to play

new gained data or information back into the system, all signal processing and

analysis must be done offline in an external environment. In this work all signal

processing and visualization is done within the matlab environment.

10.1 Visualization of Atrial Geometry

The exported triangulated atria consist of two matrices. The first matrix represents

the vertices of the triangulation and consists of (x,y,z)-coordinates. The second

matrix holds the information in which order the vertices have to be connected to

build the surface. To visualize the atria in the matlab environment each coordinate

is plotted and the coordinates are connected according to the given order in the

second matrix. On the left hand side in figure 10.1 the triangulation of the exported

patient specific atria is represented. Based on this surface representation the atria

can be colored (fig. 10.1, right hand side).
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Fig. 10.1: EnSite NavX™ anatomical map of the left atrium. The triangulated representation of a patient

specific anatomy (left) recorded during an EP examination and its colored surface (right).

10.2 Spatial Analysis — Visualization of Descriptors

During an electrophysiological examination all signals are stored together with

the (x,y,z)-coordinates of the signal’s measurement location. With this informa-

tion the complete electrophysiological examination can be replayed and additional

information gained from the signal’s analysis can be displayed at the specific mea-

surement location onto the atrium’s surface. To add newly gained information (de-

scriptors) on the patient specific atria, the new information is visualized on the

anatomical map. The measurement coordinates of the catheter electrodes are in

general not identical with the anatomical vertices. As matlab can only color tri-

angulations starting from a vertex, for each measurement point the nearest vertex

must be found. This is done by calculating the euclidean distance and searching

the smallest distance between the measurement point and a vertex. Next the infor-

mation (descriptor) gained on the measurement point is projected onto the nearest

vertex. The error that is made by transposing the real measurement point to the

nearest anatomical vertex is smaller than one edge length of a triangle. Analyzing

the mean edge length of 27 patient specific atrial geometries lead to a mean value

of 1.8± 4.5 mm. Thus, the error is smaller than 2 mm, what is also the system’s

spatial resolution [140]. So, this error is negligible.

To get a spatial impression of the descriptor distribution on the atria not only the

measurement vertex vx must be colored but also some neighboring vertices. The

neighboring vertices will be assigned with a weighted descriptor value of vx. This

weighting is done to get a smooth value distribution and to emphasize the measure-

ment vertex. Starting with vx the vertices that can be reached within two traverses

will be assigned with a value according to the descriptor value f (vx) at vx. The first



10.2. SPATIAL ANALYSIS — VISUALIZATION OF DESCRIPTORS 153

Fig. 10.2: A colored visualization of the CFAEmean descriptor on a left atrium as displayed by EnSite

NavX™ system (left) and the visualization method presented in this work (right). The method

introduced here displays only colors at small areas around measurement points, whereas the En-

Site NavX™ algorithm interpolates color generously. Grey areas are areas with no measurement

values.

generation of neighboring vertices (direct neighboring vertices) will be assigned

with 0.95 · f (vx), the second generation of vertices wil be assigned with 0.9 · f (vx).

If one of these vertices has itself a descriptor value or has an assignment from a

neighboring vertex, the mean of these values will be assigned to this vertex.

With the medical assumption that the atrial condition during arrhythmias is steady

in a 15 min segment [141], the descriptors gained from step-by-step measured sig-

nals can be visualized as spatial information on the atria. This is done also by

EnSite NavX™ or CARTO systems. They both provide methods to display for ex-

ample the fractionation of the electrograms on the atria or the local activation time.

Figure 10.2 depicts on the left hand side the EnSite NavX™ visualization of the

fractionation index. The same information is provided in the visualization on the

right hand side by the visualization implementation of this work. There is a no-

ticeable difference between both visualizations. The visualization method used in

this work colors only small areas around measurement locations. All other loca-

tions where there is no information available will be displayed in grey. The EnSite

NavX™ visualization instead has a large interpolation width so that the atria will

be colored fully with only a few measurements.
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Analysis of Coronary Sinus Signals

During nearly every electrophysiological examination a catheter is placed in the

coronary sinus (CS). The catheter located in the CS can be placed stable over

several hours. It is used to give information of the status of the atria during a

catheter ablation. Thus, the signals recorded from this catheter can be used to

analyze the organization during different atrial rhythms. Bipolar recordings were

performed in the coronary sinus with a straight 8-pole catheter. The catheter is

composed of 4 pairs of electrodes. The inter-electrode spacing of a pair is 2 mm

and the spacing between pairs is 5 mm. The signals were sampled with 1 kHz

and each signal has a length of 60 seconds. Only signals that were steady for the

whole recording period have been taken into account. Recordings were performed

during sinus rhythm, atrial flutter, and atrial fibrillation. In addition to the atrial

signals the surface ECG has been recorded as reference. In this section a method is

introduced that can analyze the regularity of signal patterns occurring during sinus

rhythm, atrial flutter and atrial fibrillation. First, signal patterns for each rhythm

are extracted. On these patterns a PCA is applied to cluster the patterns.

11.1 Segmenting & Clustering

All signals are recorded during EP studies and were preprocessed in the manner

described in section 4.4. After removing high frequency noise and baseline wan-

der, the atrial signals are divided into patterns reflecting atrial activity. Each lead

of the CS catheter is processed on its own. To detect atrial activity, the absolute

maximum amplitude is searched and the signal within 50 ms before and after the

maximum is declared as a pattern. This region is marked as processed and the

next absolute maximum is searched. The process stops if no further maxima are

found or an amplitude threshold of 0.14 mV is reached. After that, all patterns are
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normalized and aligned to their maximum. With these patterns a data matrix D of

size N ×M is build, where N is the number of found patterns and M is the pattern

length (here 100 ms).

D = [Pattern1, . . . ,PatternN]
T (11.1)

On this data matrix a principle component analysis (PCA) is performed to reduce

the number of patterns and to detect structure in the relation between the patterns.

On basis of the first 5 principle components (PC) then a hierarchical clustering

is performed. The first five eigenvalues in general contain more than 85% of the

signals’ variance, so it is suitable to use only the first five principle components

for the clustering process. The purpose of clustering is to identify groups of data

in the PCA space. Similar patterns will be transformed into the same regions in

the PCA space. To find clusters, the city block distance d (11.2) for each pair of

points (r,s) in the PCA space is calculated and a hierarchical cluster tree is build.

drs =
n

∑
j=1

|xr j − xs j| (11.2)

The cluster tree groups the data points according to their city block distance into

clusters. All found clusters will be grouped successively into bigger clusters. To

find the best cluster representation of the patterns, the cluster tree is cut manually

such that the number of patterns is not exploding and the different patterns are

separated into different clusters. Finally, the PC scores for each cluster are trans-

formed back into the time domain.

11.2 Results of Coronary Sinus Analysis

To get an impression of the chaotic condition during atrial fibrillation, electro-

grams recorded in the coronary sinus are compared during sinus rhythm, atrial

flutter, and atrial fibrillation. Active parts in the EGM are cut out, aligned to their

maximum, and a PCA is performed. In the PCA space a clustering is performed

afterwards. All signals have been preprocessed (sec. 4.4), but the ventricular far

field has not been removed.

Figure 11.1 depicts the electrograms recorded during sinus rhythm. The atrial as

well as the ventricular activity is clearly to be seen. When performing the cluster-

ing in the PCA space in each lead two clusters are found. One cluster corresponds
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Fig. 11.1: Coronary sinus signals during sinus rhythm.

to the VFF and the other to atrial activity. The results of the clustering are depicted

in figure 11.2. On the left hand side the results for lead CS 3/4 are shown and on

the right hand side the results for lead CS 5/6. The upper line depicts the PCA

space spanned by the first three principle components and the PCA representation

of the patterns. The identified clusters are colored in cyan and red. The lower line

shows the clustered patterns.

In case of sinus rhythm always two kind of clusters were found (fig. 11.2). Cluster

1 corresponds to the atrial signal and cluster 2, correlating to the QRS complex,

represents the ventricular far field. Both signals are in regular rhythm correspond-

ing to the heart rhythm measured on the surface. The number per interval of atrial

signals and VFF corresponds to the calculated heart rate. From lead CS 1/2 over

lead CS 3/4 and CS 5/6 to lead CS 7/8 the ventricular far field is getting smaller

and is often not to be seen in lead CS 7/8 (fig. 11.1). The shape of patterns is very

regular and there is no spread in shape.

Figure 11.3 depicts electrograms during atrial flutter. Compared to figure 11.1 it is

obvious that the atrial frequency as well as the ventricular frequency is increased.

The coronary sinus excitation is doubled compared to the ECG. This is called 2-1

transition, meaning that only each second atrial activation leads to a ventricular

excitation. Also the VFF and each second atrial activity nearly coincide and can

not be separated easily.

This is also reflected by the number of clusters observed. During atrial flutter there

were mostly two kinds of signals. The first cluster of signals corresponds to the

pure atrial excitation. The second cluster is a combination of atrial signals and

VFF. After removing the ventricular far field from each pattern of the second clus-
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Fig. 11.2: Clustering results for the case of SR. Clustering was performed on leads CS 3/4 (left) and CS

5/6 (right). The green dashed line depicts the mean pattern of each cluster.

ter and performing another clustering, the first and second cluster are combined in

the majority of cases. Compared with sinus rhythm the quantity of atrial patterns is

more than doubled and there is a greater variation in shape. The patterns typically

do not match as good as they do in sinus rhythm. So, aligning the patterns to the

maximum peak sometimes fails and the misaligned patterns will produce outlier

or will be found in a third cluster.

The electrograms for the case of atrial fibrillation are depicted in figure 11.5. It

can be seen that it is not as easy to separate activity in the CS signals. Also the

ventricular rhythm is irregular, which is evident from the ECG. During atrial fib-

rillation there is no such straight organization as found in the first two cases. The
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Fig. 11.3: Coronary sinus signals during atrial flutter.
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Fig. 11.4: Clustering results for the case of atrial flutter. Clustering was performed on lead CS 3/4. The

green dashed line depicts the mean pattern of each cluster.

number of patterns and the number of clusters is increasing (fig. 11.6 and 11.7).

Although some clusters look similar, there are noticeable differences in the shape

of such signals (fig. 11.6). Also the spread of the shape for each cluster is increas-

ing strongly. This is reflected in the PCA space, too. The data is scattered around

the origin of ordinates and the distances between clusters is decreasing. This ex-
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Fig. 11.5: Coronary sinus signals during atrial fibrillation.

amination was applied on data of different patients, that were sent to hospital for

catheter ablation. Table 11.1 gives an overview of the found cluster for each patient

and each atrial rhythm.

Table 11.1: Found number of clusters for each case. The cycle length is calculated from the number of

patterns and the signal length.

Case No. SR AFlut AF

1 2 2 15

2 2 2 14

3 2 2 20

4 2 2 12

5 2 2 22

NoPattern 80 268 450

cycle length (ms) 750 224 133

When heart rhythm evolves from sinus rhythm via atrial flutter to AF the number

of clusters increases from 2 to approximately 17 for each lead, which means that

the range of variation of patterns is getting larger. In addition, the organization of

the signals is decreasing. In sinus rhythm atrial excitation is always followed by

ventricular excitation. During atrial flutter not every atrial excitation will lead to a

ventricular excitation. According to the atrial frequency only each second or third

excitation will be trespassed to the ventricles. During AF theres is no correlation

between atrial and ventricular activity. The ventricles act independent from the

atria. This means that the VFF is decoupled from the atrial excitation. This is also
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Fig. 11.6: Clustering results for the case of atrial fibrillation. Clustering was performed on lead CS 1/2. 14

cluster were found, but only the first 9 cluster are depicted. The green dashed line depicts the

mean pattern of each cluster.

backed by the observation, that in case of AF, the observed patterns vary heavily

in shape. This implies, that during AF there is no regularity in atrial activity. On

the other hand, comparing the mean patterns, there is a recognizable similarity

between some patterns. This implies, that AF is not that chaotic as assumed. The

introduced method can be used to measure and display the increasing disarrange-

ment of the excitation propagation from sinus rhythm to AF in an objective and

quantitative way.
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Analyzing the Influence of Pulmonary Vein Isolation

12.1 Clinical Issue & Method

Catheter ablation of persistent atrial fibrillation is discussed controversially [46,

101]. The most promising strategy at the moment is the stepwise approach consist-

ing of pulmonary vein isolation (PVI), ablation of complex fractionated electro-

grams (CFAE) and linear lesions [142]. Effects of the single steps are still unclear.

To show the effect of PVI on the defractionation of the left atrium, CFAEmean

maps were analyzed before and after PVI. Furthermore, maps that show the distri-

bution of CFAE classes, NLEO energy, and activity ratio have been computed to

confirm the outcome of commercial mapping systems.

Data was collected from 27 patients sent to hospital for catheter ablation suffering

from AF. For each patient CFAEmean maps of the left atrium were performed

before and after PVI using the EnSite NavX™ system. Both maps were recorded

during atrial fibrillation. Data was transferred and reconstructed by the methods

presented in this work. To point not only the outcome of one descriptor, three

more descriptors have been chosen to analyze the effect of PVI. Besides the mean

fractionation of an electrogram (CFAEmean), CFAE classification derived from

the fuzzy decision tree, the energy calculated with the non-linear energy operator,

and the activity ratio gained from segmenting EGMs have been analyzed.

12.2 Results of the Influence of PVI

The main problem while analyzing descriptor maps recorded at different times, is

that the measurements positions are commonly not the same and also the number

of measurements vary heavily. Furthermore, all data was recorded during daily

practice in the EP lab, what makes accurate recordings difficult. Thus, interpreting
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mean, median or other measures of distributions might be ambiguous as some re-

gions might be over- and other regions underrepresented. Hence, a single number

will not give a good conclusion. The generated maps were evaluated by physicians

retrospectively. The following results and discussions hold true for all recorded

data, but only one case is depicted exemplarily in figures 12.1 and 12.2. White
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Fig. 12.1: Maps recorded before (left) and after (right) PVI. Shown are the distributions for the CFAEmean

(upper) and the extracted CFAE classes (lower).

areas in the CFAEmean map reflect high fractionation, whereas purple areas are

considered to represent healthy tissue (fig. 12.1). Comparing the CFAEmean map

before and after PVI, one can state, that size and number of high fractionated

(white) areas are decreasing. Coinciding, the size and number of not fractionated

(purple) areas increase. That implies, that after PVI less fractionation is visible

and, therefore, less CFAEs can be detected. PVI isolates the triggers originating

within the pulmonary veins. Preventing the excitation originating from these trig-

gers to reach the atrium, leads to a undistorted view on the atrial substrate and the

fibrillating tissue within the atrium. The PVI has also an effect on the distribution

of CFAE classes. There are more areas assigned to CFAE class C3 (continuous



12.2. RESULTS OF THE INFLUENCE OF PVI 167

activity) before than after PVI. After PVI there are lot of more areas assigned to

CFAE class C1 and C2. These classes represent more regular activity. Comparing

the distribution of CFAE classes with the CFAEmean, mostly high fractionation

areas correspond with CFAE class C3. In some casses continuous activity will also

be found in not fractionated areas (chap. 13). The energy calculated with a non-

linear energy operator shows lower energy values for the map after PVI (fig. 12.2).

This might correspond with the decreasing number of high fractionated electro-

grams. At the moment, there is no plain relation between ischemia and energy,

respectively the amplitude, of an EGM as it is defined in the ventricles. Thus,

interpreting a signal’s energy has to be done carefully. Nevertheless, higher en-

ergy values correspond with higher fractionation. Finally, the effect of PVI can be

shown with activity ratio, too. The activity ratio is a measure for continuous activ-

ity. Continuous activity is always high fractionated activity, but high fractionation

does not imply continuous activity. Before PVI there is more continuous activity

to be seen (activity ratio tends to be 1) as after PVI.
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Fig. 12.2: Maps recorded before (left) and after (right) PVI. Shown are the distributions for the NLEO-

based energy (upper) and the activity ratio (lower).
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So, the effect of isolating the pulmonary veins and preventing pulmonary activity

from reaching the atrium could be shown with different independent descriptors.

Even in patients with persistent AF the isolation of the pulmonary veins can reduce

the substrate for atrial fibrillation. Therefore, PVI should be the first step in a

stepwise approach.

Pulmonary vein isolation alone does affect the mean fractionation, CFAE class

distribution, signals’ energy, and activity ratio in the left atrium in patients with

persistent atrial fibrillation. This has implications for ablation strategies for persis-

tent atrial fibrillation.
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Continuous Activity with High Fractionation
during AF

13.1 Clinical Issue & Method

Despite the knowledge received from clinical studies and trials, the exact mecha-

nism of AF is still unknown. Especially, the importance of ablating complex frac-

tionated atrial electrograms (CFAEs) is discussed [143–145]. Continuous activity

has been reported to be a promising target for terminating AF. However, there is

at the moment no supporting commercial algorithm to detect continuous activity.

Thus, the physicians are preselecting interesting areas in the atria by the automated

fractionation index algorithm. In areas of high fractionation then electrograms with

continuous activity are searched.

It is common practice to use 3D maps of the fractionation of signals while ablating

persistent AF [65,136]. The EnSite NavX™ algorithm can localize areas with high

fractionation (CFAEs), but high fractionation areas not necessarily overlap with

continuous activity signals. Therefore, selective ablation of continuous activity

remains operator dependent. Based on the information gained from the 3D maps

and the analysis of the measured EGMs physicians plan the ablation strategy. The

setup of the commonly used CFAEmean index (sec. 7.5.1) is very dependent on

the fashion of each physician. Commonly, the CFAEmean map is divided into

three regions. High fractionated EGMs are supposed to have a mean cycle length

smaller than 120 ms (R1). Regular activity is supposed to have a cycle length of

larger than 200 ms (R3). The region in between (R2) is a border zone with CFAEs

more or less important to the ablation process.

The CFEAmean conveys the impression, that the fractionation in region R1 and

R3 are homogenous. As CFAEmean does not necessarily reflect the occurrence

of continuous activity, this homogeneity might be not that uniform. Together with

physicians from Städtisches Klinikum Karlsruhe the divergence in these different
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regions with independent descriptors was analyzed. Additional descriptors may

provide new information in understanding the AF substrate.

In the prospect of this study 7800 EGMs from 27 patients suffering from AF

were retrospectively analyzed. CFAEmean maps were recorded during electro-

physiolocical examinations by use of the EnSite NavX™ software (St. Jude Med-

ical, St. Paul, Mn, USA). Stable rhythms at different regions of the left atrium are

recorded with conventional catheters using the EnGuide-System. The automated

algorithm of the EnSite NavX™ system is used to identify fractionated electro-

grams. A list of settings for the EnSite NavX™ algorithm are made as usual by

the physicians (P-P sensitivity = 0.04 mV, electrogram detection: –dV/dt, refrac-

tory = 40 ms, segment length = 5 s, etc.). For each recorded region the automated

algorithm delivers a fractionation index (CFAEmean) based on the cycle length of

distinguishable local activities in one electrogram and the (x,y,z)-coordinates of

the electrode location.

For each recorded electrogram the NLEO-based energy (NLEOenergy), activity

ratio (AR), mean length of active segments (MLAS), and the number of active

segments (NoAS) are computed. The definition for all descriptors can be found in

chapter 7. The distribution for each descriptor in the specified regions is computed

on the patient data (fig. 13.1). The results are visualized by use of boxplot repre-

sentation and the probability density function is shown, to give a more accurate

view on the maximum dispersion of the distribution. The PDF is estimated with a

kernel density function (gaussian normal). Additionally, the distribution for each

descriptor on the patient specific atrium can be visualized (fig. 13.2).

13.2 Results of Characterizing Continuous Activity

The maximum value of NLEOenergy is decreasing from region R1 to region R2

and R3. The median values are significantly different on a 5% niveau. Also the

distribution is shifted to smaller values, which can be seen by the estimated PDF.

The distributions of region R2 and R3 are nearly equal (fig. 13.1).

The evaluation of the activity ratio (AR) showed a slight change in the PDF. Re-

gion R1 and R2 are not significantly different, but region R3 has a significantly

larger median, whereas the maxima and minima are not changing. The mean length

of active segments (MLAS) is increasing from region R1 to region R3. This is re-

flected by the increasing maximum value as well as the increasing median. The

PDF is changing from a bulgy to a more long-drawn-out dispersion. Finally, com-
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Fig. 13.1: Descriptor distributions for the specified CFAEmean regions. It can be seen, that the CFAEmean

regions are not homogenous, when taking a different look at them. R1: 0 – 120 ms, R2: 120 –

200 ms, R3: >200 ms.

pared to the MLAS, the number of active segments (NoAS) behaves the other way

around. Maximum values and medians are decreasing from region R1 to region

R3. Here, also the boxes, representing the first and third quartile, are moving to-

wards smaller values.

While ablating AF the physician is searching for high fractionated and continu-

ous activity. Commonly he/she is supported by commercial software like EnSite

NavX™. A CFAEmean map will separate high fractionated from less fraction-

ated EGMs. A mean cycle length with values smaller than 120 ms is considered as

high fractionated and a mean cycle length larger than 200 ms as regular. But, high

fractionation areas cover not necessarily continuous active signals.

Comparing the new introduced descriptors for the specified regions, one can state,

that the regions are not as homogenous as expected, when only taking the CFAE-
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Fig. 13.2: Visualization of the presented descriptors on a patient specific map of the left atrium during atrial

fibrillation. Areas where no EGMs have been measured are colored in dark grey. The upper left

picture depicts the patient specific atrial geometry recorded during an electrophysiological study.

Region R1 corresponds to the white areas in the CFEAmean map (upper right), region R3 to the

purple area and region R2 to the remaining colors.

mean into account. Region R1 is assumed to be the most fractionated region, but

activity ratio is not changing significantly from region R1 to region R2. Similar

findings result from NoAS and MLAS. Only the NLEOenergy gives a significant

difference between region R1 and R2. Fig. 13.2 depicts the descriptor distribu-
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tion of a single case. It can be seen, that additional information can improve the

findings from the CFAEmean map and can give a more detailed view on CFAEs.

Taking a closer look at CFAEs and using more than one information gained from

these signals is advisable. The presentation of new and additional information

gained from the CFAEs can improve the knowledge about atrial fibrillation sub-

strate and therefore, lead to improved ablation success.





14

Conclusion

The scope of this project was to investigate atrial electrograms during atrial fibrilla-

tion to improve the understanding and knowledge of these signals. The main inter-

est here was the investigation of complex fractionated atrial electrograms (CFAEs).

First, the ventricular far field has been analyzed and removed from atrial signals.

This was achieved with a principle component based algorithm. It could be shown,

that the presence of ventricular far fields will lead to ambiguous investigations of

the atrial activity. The applied method removes not only the superimposed ventric-

ular activity, but also recovers the atrial activity. Thus, this method is a basic step

for further analysis of atrial signals without superimposition. Next, a segmentation

into active and inactive parts was done by a non-linear energy operator with adap-

tive thresholding. The frequency as well as the amplitude are taken into account

to detect active parts. The detected active segments represent the interesting parts

of atrial activity during atrial fibrillation. This segmentation reflects the physi-

cian’s view on signals and is a basis of finding attributes for these signals. To get

a deeper understanding of fractionated signals during atrial fibrillation, different

descriptors have been introduced, that characterize and measure attributes. That

way new signal representations were found for time domain, frequency domain,

and phase space. Additional characteristics were encountered by wavelet-based,

NLEO-based, and statistics-based methods. All introduced descriptors reflected

the influence of diverging atrial rhythms on the electrogram. Also different types

of fractionated electrograms lead to different representation by the descriptors.

At the moment one main strategy to find the arrhythmogenic atrial substrate is

the analysis of the mean fractionation of an electrogram. Nevertheless, this covers

only one part of the definition of CFAEs. Continuous activity is reported a suc-

cessful ablation target, but will not be detected. Additional descriptors like CFAE

classes, activity ratio, or the energy of an electrogram will detect continuous ac-
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tivity and provide, therefore, valuable information. The presence of different types

of fractionated electrograms during atrial fibrillation is accepted in the medical

community, but they are disputed and their definition is ambiguous. Nevertheless,

they have been reported to play an important role during catheter ablation. A fuzzy

decision tree has been implemented that can distinguish between different kinds

of reported CFAEs. This classifier is a combination of a classical decision tree

with fuzzy-logic. In addition to a classification result a certainty for this result

is given. Thus, the reliability of the given result can be estimated. In the scope

of this work, the fuzzy decision tree can give objective decisions, that can be a

guidance for physicians or can help to find a more universal definition of CFAEs.

A second classifier was presented to detect signals that have been measured with

insufficient catheter contact to the endocardium. Catheter contact is important to

measure reliable signals as well as to set transmural lesions while ablation. The

decision tree shown in this work, implements the physicians’ observation of the

changing morphology of an electrogram when loosing catheter contact. Further-

more, a computer simulation of a catheter and an atrial tissue patch was realized

to generate electrograms with different catheter orientations to the endocardium.

This way the physicians’ observations could be proven and extended. The new

gained information is visualized on patient specific 3D models of the atria. Thus,

the information is presented in a way physicians are used to. This lowers the doubts

about unknown methods and provides a quick evaluation of new descriptors and

comparison to regularly used descriptors. The interpolation width in commercially

used mapping systems is adjustable. Commonly, the interpolation width is set to

high values, to get a colored map with only a few measurements. This leads hardly

to reliable representation of the arrhythmia. Against this, the 3D maps introduced

in the scope of this work, have a very small interpolation and reflect rather the real

state of knowledge of the arrhythmia.

Finally, clinical applications of the presented methods were realized. In a first

investigation the regularity of atrial activity recorded in the coronary sinus was

examined. Signals recorded from the coronary sinus catheter are used as refer-

ence for the state of the atrium. Signal patterns were extracted for sinus rhythm,

atrial flutter, and atrial fibrillation. It could be shown that the regularity is decreas-

ing when the heart rhythm evolves from sinus rhythm to atrial fibrillation, but the

pattern distribution is not as chaotic as expected. The variance of the amplitudes’

morphology is increasing, however, there is recognizable similarity between some
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mean patterns. This approach can be used, to measure and display increasing disar-

rangement of atrial patterns in an objective and quantitative way. The proceeding

during ablation of persistent atrial fibrillation is still discussed. With the intro-

duced methods applied on data of 27 patients, it could be shown that pulmonary

vein isolation influences the representation of the atrial substrate. 3D maps that

display the mean fractionation have been compared to energy maps, activity ratio

maps, and maps that display the distribution of recognized CFAE classes. Maps

have been recorded before and after pulmonary vein isolation. All map represen-

tations showed, that pulmonary vein isolation decreases the complexity and di-

vergence of the single descriptors and, thus, pulmonary vein isolation alone does

affect and can reduce the substrate for atrial fibrillation. Continuous activity has

been reported to be a promising target for terminating atrial fibrillation. However,

there is at the moment no way to detect electrograms with continuous activity au-

tomatically. The distribution for several descriptors in regularly used CFAEmean

regions were computed. It could be shown, that CFAEmean index does not reflect

the occurrence of continuous activity. So, taking a closer look at CFAEs and using

more than one information gained from these signals is advisable and could lead

to promising ablation outcomes.

All developed methods could be used for online analysis of the electrograms

recorded in the EP lab. Implementing these methods into electro-anatomical map-

ping systems, will give a fast analysis and provide new information of high diag-

nostic value.

Catheter ablation is a lead and on-top technology in the cure of atrial arrhythmias.

Nevertheless, mechanisms of the underlying disorder and the origin of complex

fractionated atrial electrograms are discussed controversially and take part in clin-

ical investigations. The developed methods can be a step forward in understanding

atrial fibrillation and CFAEs.

In summary, it was shown that additional representation of complex fractionated

atrial electrograms leads to more information of the underlying arrhythmia. In-

vestigating not only the fractionation of an electrogram by evaluating the cycle

length, but also interpreting information obtained from several new descriptors

could improve the ablation outcome. Providing the physician with additional valu-

able information about fractionated electrograms will, hopefully, shorten ablation

time, improve the success rate of the procedure and will decrease the number of
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recurrence. Thus, the general treatment costs could be reduced and the patients’

burden will be lowered.

A follow-up project of this work is granted by the German Research Foundation
with the title “Merkmalsextraktion und Klassifizierung komplex fraktionierter atri-

aler Elektrogramme (CFAEs)” (“Feature Extraction and Classification of Complex

Fractionated Atrial Electrograms (CFAEs)”). This project will be a joint research

project of Städtisches Klinikum Karlsruhe and the Institute of Biomedical Engi-

neering. Aim of this new project is to carry on the fundamental investigations

presented in this thesis and to start clinical studies.
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Appendix





A

Boxplots of all Introduced Descriptors

A.1 CFAE Class Descriptors

In the following all boxplots of the descriptors computed on the database intro-

duced in section 4.3.1 are displayed. The descriptors are used to distinguish be-

tween different CFAE classes. All together 429 EGMs have been classified. They

are split into 144 EGMs in CFAE class C0, 84 in CFAE class C1, 148 in CFAE

class C2, and 53 in CFAE class C3. In addition to each boxplot, the probability

density function for each distribution (PDF) is depicted, to give a more accurate

view on the maximum dispersion of the distribution. The PDF is estimated based

on a Gaussian kernel function. The full naming for the descriptors can be seen in

table 8.3.
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Fig. A.1: Boxplot visualization and PDF for the different descriptors computed on the CFAE classes

database.
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Fig. A.2: Boxplot visualization and PDF for the different descriptors computed on the CFAE classes

database.
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Fig. A.3: Boxplot visualization and PDF for the different descriptors computed on the CFAE classes

database.
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Fig. A.4: Boxplot visualization and PDF for the different descriptors computed on the CFAE classes

database.
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A.2 Contact vs. Non-contact Descriptors

In the following all boxplots of the descriptors computed on the database in-

troduced in section 4.3.3 are displayed. The descriptors are used to distinguish

between contact and non-contact electrograms. 149 contact EGMs and 107 non-

contact EGMs are evaluated. In addition to each boxplot, the probability density

function for each distribution (PDF) is depicted, to give a more accurate view

on the maximum dispersion of the distribution. The PDF is estimated based on

a Gaussian kernel function. The full naming for the descriptors can be seen in

table 9.2.
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Fig. A.5: Boxplot visualization and PDF for the different descriptors computed on the contact/non-contact

database.
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Fig. A.6: Boxplot visualization and PDF for the different descriptors computed on the contact/non-contact

database.



A.2. CONTACT VS. NON-CONTACT DESCRIPTORS 187

Dc19

non-contactcontact

20

40

60

80

100

Dc20

non-contactcontact
0

500

1000

1500

2000

Dc21

non-contactcontact

0

1

2

3

4
Dc22

non-contactcontact

0

5

10

15

Fig. A.7: Boxplot visualization and PDF for the different descriptors computed on the contact/non-contact

database.





B

Simulated Electrograms

In the following all signals resulting from the simulation introduced in chap-

ter 9 are displayed. First, the results gained from the simulations with a point-

electrode are depicted. Distances between the catheter and the endocardium of

0 mm, 0.1 mm, 1 mm, and 2 mm are realized. Because of the limited size of the

simulation environment, a distance of 2 mm for catheter position 5 could not be

realized.

Next, the simulation results from a modeled catheter are shown. Distances between

the catheter and the endocardium of 0 mm, 0.1 mm, 0.5 mm, 1 mm, and 2 mm are

realized. Because of the limited size of the simulation environment, a distance of

2 mm for catheter position 5 could not be realized.

B.1 Point-electrode Catheter
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Fig. B.1: Simulated EGMs received from a point-electrode catheter in position 1 (tab. 9.1).
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Fig. B.2: Simulated EGMs received from a point-electrode catheter in position 2 (tab. 9.1).
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Fig. B.3: Simulated EGMs received from a point-electrode catheter in position 3 (tab. 9.1).
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Fig. B.4: Simulated EGMs received from a point-electrode catheter in position 4 (tab. 9.1).
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Fig. B.5: Simulated EGMs received from a point-electrode catheter in position 5 (tab. 9.1).
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B.2 Modeled Catheter

 

 

2 mm
1 mm
0.5 mm
0.1 mm
0 mm

A
m

pl
itu

de
(m

V
)

Time (ms)
0 20 40 60 80

−2

−1

0

1

Time (ms)
0 50

2 mm

1 mm

0.5 mm

0.1 mm

0 mm

Fig. B.6: Simulated EGMs received from a modeled catheter in position 1 (tab. 9.1).
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Fig. B.7: Simulated EGMs received from a modeled catheter in position 2 (tab. 9.1).
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Fig. B.8: Simulated EGMs received from a modeled catheter in position 3 (tab. 9.1).
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Fig. B.9: Simulated EGMs received from a modeled catheter in position 5 (tab. 9.1).
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