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Preface

In our technology-driven society there is a constant need for functional materials with
new or improved properties. Most of the relevant physical properties of these materials
are determined significantly by their microstructure. Understanding the relationship
between the microstructure and physical properties lead to fundamental physical in-
sights. Furthermore, the knowledge of the microstructure as well as the local chemical
composition is absolutely essential if materials with new or enhanced properties have to
be tailored for a special application. For this purpose, electron microscopy is a powerful
tool to characterize these materials, because it facilitates the correlation of microstruc-
tural information and chemical composition down to the atomic level. Among functional
materials, those with perovskite structure are characterized by a variety of interesting
physical and chemical properties. Due to the flexibility of the perovskite structure re-
garding chemical composition, the arising properties can be tuned in a broad range.
Among these are for example mixed ionic and electronic conductivity, high-temperature
superconductivity, magnetoresistance, ferroelectricity, dielectricity, piezoelectricity and
catalytic properties. These properties make them suitable for wide range of applications
like gas-diffusion membranes, magnetic sensors, read heads for hard-disk drives or as
non-volatile computer memories.
Furthermore, perovskite-type materials are a popular cathode material for solid oxide
fuel cells (SOFCs). The actual challenge in SOFC research is the reduction of the op-
erating temperature from 700–900 ∘C to 500–700 ∘C. Especially for mobile applications,
such as auxiliary power units (APUs), reduced operating temperatures are advantageous,
because this facilitates faster start-up times, simplifies thermal management, minimizes
thermal degradation of cell and stack components and, thus, enhances system reliability
and longevity. However, an operating temperature in the range of 500–700 ∘C decreases
electrolyte conductivity and electrode kinetics significantly. New cell materials and de-
signs are needed to overcome this drawback. Although thin-film electrolytes in anode
supported cells are capable to reduce the portion of ohmic losses significantly, reduction
of cathodic polarization losses is still a subject matter of research. Nanoscaled Sr-
substituted LaCoO3 is a capable cathode material for the intended temperature regime.
Compared to state-of-the-art cathode materials like (La,Sr)(Co,Fe)O3-𝛿, it exhibits bet-
ter mixed ionic and electronic conduction and better electro-catalytic activity.
Within this work the microstructure and local chemical composition of nanoscaled
La0.6Sr0.4CoO3-𝛿 thin-film cathodes were investigated by electron microscopic techniques
to attain deeper physical insights into the correlation between microstructure and elec-
trochemical properties.
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Furthermore, LaCoO3 has recently attracted much attention due to its unusual electronic
and magnetic properties at ambient pressure and the observation of ferromagnetism in
epitaxially strained thin films. While bulk LaCoO3 exhibits a non-magnetic ground
state, ferromagnetic order is observed in strained, epitaxial films below a Curie tem-
perature of 𝑇C ≈ 85K. Understanding the microstructural origin of the ferromagnetic
order will lead to deeper physical insights, which may stimulate the development of fu-
ture sensor applications on the basis of LaCoO3.

The present work is composed of four parts; each of them focuses on a different as-
pect of material properties, preparation of samples for transmission electron microscopy
(TEM) and the microstructural and local chemical characterization of LaCoO3 and Sr-
substituted LaCoO3.

Chapter 1 gives an overview on the material properties (e.g. structural, electrochem-
ical and magnetic properties) of pure and Sr-substituted LaCoO3, with focus on the
properties covered in this work. The second part of the work (Chapter 2) deals with
the optimization of Ar-ion milling for TEM sample preparation. As for all microscopic
techniques an optimal sample preparation is essential for outstanding results. Without
the findings gained in this part most of the results in the following chapters would not
have been possible. Major parts of this chapter were published in Ultramicroscopy [1]. In
the third part (Chapter 3) nanostructured La0.6Sr0.4CoO3-𝛿 SOFC cathodes are charac-
terized. Electron diffraction, electron tomography and extensive chemical analysis were
performed and correlated with electrochemical properties. The presented results were
published in Advanced Energy Materials [2].
The last part (Chapter 4) addresses the microstructural origin of ferromagnetism in
strained epitaxial LaCoO3 layers and the suppression of the ferromagnetic state in case of
rhombohedral distortion. Parts and excerpts of this chapter were published in Physical
Review B [3].
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1. Fundamentals

1.1. Properties of pure and Sr-substituted LaCoO3

1.1.1. Perovskite structure

Sr-substituted LaCoO3 is one member of the large group of materials adopting per-
ovskite structure. The perovskite prototype structure is derived from the mineral per-
ovskite (CaTiO3), which was first discovered in the Ural Mountains of Russia by Rose
(1798–1873) in 1839 and named after the Russian mineralogist Perovski (1792–1856).
Figure 1.1 shows two examples of naturally-occurring perovskites of two different lo-
calities.

ba

Figure 1.1.: a) Perovskite crystal. The complex faces result from a combination of
pseudo-cubic, pseudo-octahedral and various pseudo-dodecahedral faces.
Type locality�: Akhmatovskaya Kop’ (Achmatovsk Mine), Nazyamskie Mts,
Zlatoust, Chelyabinsk Oblast’, Southern Urals, Russia. Ink drawing by
M. Descloizeaux [4]. b) Dysanalite (niobium-rich perovskite variety) inter-
growth of two truncated octahedra (1.6 cm × 1.5 cm × 1.4 cm). Locality:
Perovskite Hill, Magnet Cove, Hot Spring County, Arkansas, USA. Photo
and collection Kelly Nash [5].

� the locality where a particular mineral species was first identified.
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Many fascinating properties are observed in the family of materials with perovskite
structure making them interesting for theoretical and application-oriented point of view.
Interesting physical properties of perovskites range from colossal magnetoresistance, fer-
roelectricity, superconductivity, charge ordering to complex interaction between struc-
tural, magnetic and transport properties.

The general chemical formula for a perovskite-type compound is ABX3, where A and
B are cations of different sizes and X is an anion that bonds to both. The A-ions are
larger than the B-ions. In the ideal structure with cubic symmetry, the B-cation is in
6-fold coordination, surrounded by an octahedron of anions. The A-cation has a 12-fold
cuboctahedral coordination. Axes formed by B-X bonds of the octahedra coincide with
the crystallographic axes in cubic symmetry. Several viewpoints can be used to describe
the structure. The most common description is the corner-sharing octahedron. It is
the most intuitive depiction if distortions from ideal symmetry are considered. Beside
the lattice parameter no further degree of freedom is available in case of ideal cubic
symmetry to modify the perovskite structure.

Despite the simplicity of the original perovskite crystal structure, this family of com-
pounds shows an enormous variety of structural modifications and variants. Hence,
Goldschmidt [6] proposed an empirical tolerance factor 𝑡tol to specify the degree of dis-
tortion from the ideal cubic structure. For vanishing distortion from the ideal cubic
structure, the tolerance factor approaches the value of one. The tolerance factor can be
calculated by using the ionic radius of oxygen 𝑟O and the radii 𝑟A and 𝑟B of the cations
A and B:

𝑡tol =
𝑟O + 𝑟A√
2(𝑟O + 𝑟B)

Up to now, all known, stable perovskite structures have 𝑡tol-values in the range of
0.78 < 𝑡 < 1.05. Perovskites with tolerance factors 𝑡tol > 1 are typically tetrago-
nal, while materials with lower tolerance factors exhibit rhombohedral, orthorhombic or
monoclinic symmetry.

For LaCoO3, 𝑡tol lies between 0.92 and 0.96, depending on the spin configuration of
the Co-ion. The ionic radius of the Co-ion in low-spin configuration (LS) corresponds
to a value of 𝑟Co3+LS

= 0.525�A and in high-spin configuration (HS) to 𝑟Co3+LS
= 0.61�A [9].

At ambient temperature, bulk LaCoO3 exhibits a rhombohedral distorted perovskite
crystal structure (space group 𝑅3𝑐) with a lattice parameter 𝑎rh = 5.3788�A and angle
𝛼rh = 60.798° between the basis vectors, independent of the spin configuration [7,10–15].
In this structure the La-ion occupies Wyckoff position 2a, the Co-ion position 2b and
the O-ion 6e [7]. The structural parameters are summarized for the rhombohedral struc-
ture in Table 1.1 and for the cubic in Table 1.2. Three-dimensional representations of
the rhombohedral and cubic unit cells are depicted in Figure 1.2a and Figure 1.2d,
respectively.
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site element Wyckoff position coordinates

A cation La 2a (1/4, 1/4, 1/4)
B cation Co 2b (0, 0, 0)
X anion O 6e (0.2003(1), 0.2972(1), 0.75)

Table 1.1.: Atomic sites in the rhombohedral perovskite structure
(space group 𝑅3𝑐, 𝑎rh = 5.3788�A and 𝛼rh = 60.798°) [7].

site element Wyckoff position coordinates

A cation La/Sr 1b (1/2, 1/2, 1/2)
B cation Co 1a (0, 0, 0)
X anion O 3d (1/2, 0, 0)

Table 1.2.: Atomic sites in the cubic perovskite structure
(space group 𝑃𝑚3𝑚, 𝑎cub = 3.84�A) [8].

For better comparability with cubic symmetry it is convenient to describe the rhombohe-
dral perovskite structure in a pseudo-cubic representation. The axes of the pseudo-cubic
LCO unit cell correspond to those of the aristotype� perovskite, with lattice parame-
ter 𝑎pc and angle 𝛼pc. They can be calculated with the general dot product for affine
(non-rectangular) coordinate systems:

𝛼pc = arccos
1− 2 cos𝛼rh

2 cos𝛼rh

= 90.685°

𝑎pc =
1

2

√︁
𝑎2rh(3− 2 cos𝛼rh) = 3.826 Å

In order to avoid confusions, the use of the pseudo-cubic representation is marked with
the index pc in the following.
The view along the pseudo-cubic [1 0 0]pc (see Figure 1.2b) and [1 1 0]pc zone axis (see
Figure 1.2c) in the rhombohedral perovskite structure reveals the alternate rotation
and tilting of the O-ion octahedra, which are twisted around the [1 1 1]pc direction.
Substitution of La 3+ by the roughly two times larger Sr 2+ increases the pseudo-cubic
lattice parameter 𝑎pc almost linearly. Figure 1.3a shows the pseudo-cubic lattice pa-
rameter 𝑎pc as a function of the Sr-content [14]. In addition to the increase of 𝑎pc due
to the Sr 2+-substitution, 𝑡tol also increases, resulting in a decrease of the rhombohedral
distortion of the unit cell (see Figure 1.3b), until a transition to the cubic perovskite
structure occurs.

� a high-symmetric structure, which can be viewed as an idealized version of a structure with lower
symmetry. It was introduced by Megaw and Darlington [16] in relation to perovskites, where it is
still mostly used. The cubic perovskite structure (adopted at most by half a dozen compounds) is
regarded as the aristotype for the vast number of perovskites with lower symmetry, which are denoted

as hettotype structures.
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Figure 1.4.: La1-𝑥Sr𝑥CoO3-𝛿 phase transition
temperature from rhombohe-
dral to cubic structure.

This transition, which is a function of
temperature and degree of substitution,
is given for example by Petrov et al. [14]
or Mastin et al. [17] (see Figure 1.4).
Despite the large discrepancy at low Sr-
substitutions, both data sets converge
with increasing Sr-content. Kharton et
al. [18] analyzed the occurring phases at
room temperature as a function of Sr-
substitution. They restricted the phase
transition range to 0.5 < 𝑥 < 0.6 in accor-
dance to van Doorn and Burggraaf [19].
Other groups determined the transition
from rhombohedral to cubic symmetry of
La1-𝑥Sr𝑥CoO3-𝛿 at ambient temperature at
a substitution level of 𝑥 = 0.5 [14, 19–21].
A further increase of the Sr-content lowers
the temperature for phase transition. In

the cubic ABX3 perovskite structure (symmetry 𝑃𝑚3𝑚), the La 3+ and Sr 2+-cations sta-
tistically occupy Wyckoff position lb (0,0,0), the Co-ion Wyckoff position la (1/2, 1/2, 1/2)
and O-anions Wyckoff position 3d (1/2,0,0) (see Table 1.2) [8]. A three-dimensional
representation of the cubic unit cell is depicted in Figure 1.2d. The view along the
[1 0 0] and [1 1 0] zone axes is shown in Figure 1.2e and Figure 1.2f, respectively. In
contrast to the rhombohedral structure, the edges of the oxygen octahedra are orientated
along the ⟨1 1 0⟩ directions.
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a
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f

Pm m3R c3 [100]

[001]

[010]

[100]

[001]
[010]

Figure 1.2.: Model of the perovskite structure. Green spheres represent the A-cations,
blue spheres the B-cations and red spheres the oxygen anions forming an
octahedron. a) Rhombohedral cell with rotated oxygen octahedron (space
group 𝑅3𝑐), with b) view along [1 0 0]pc and c) along [1 1 1]pc and d) ideal
cubic cell (space group 𝑃𝑚3𝑚), with e) view along [1 0 0] and f) along [1 1 1].
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Figure 1.3.: a) Pseudo-cubic lattice parameter 𝑎pc and b) cell angle 𝛼pc between [1 0 0]
and [0 1 0] for in pseudo-cubic representation.
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Ordered phases

Besides simple cubic and rhombohedral structures, several quite complex ordered perovs-
kite-related structures are known. Especially oxygen vacancy ordered structures are
common in oxygen-deficient perovskites [22]. In the La-Co-O system two homologous
structure series are known, which are obtained by reduction of LaCoO3.

Figure 1.5.: Reprensentation of the brown-
millerite structure. Color as-
signment analog to Figure 1.2.

The homologous Ruddlesden-Popper se-
ries La𝑚+1Co𝑚O3𝑚+1 is received by reduc-
tion at high temperature (𝑇 > 900K)
until complete reduction into Co and
La2O3 occurs [23, 23]. Upon reduction at
lower temperature, the homologous series
La𝑛Co𝑛O3𝑛-1 is known [24, 25]. For 𝑛 = 2
the well-known brownmillerite prototype
structure is adopted, which is shown in
Figure 1.5. It is derived from the per-
ovskite structure by introducing oxygen
vacancies in every second CoO plane par-
allel to the 𝑐-direction. The vacancies
are arranged in strings along the [1 1 0]
direction in the CoO planes. Klie and
co-workers [26] observed a brownmillerite-
like structure for La𝑥Sr1-𝑥Fe𝑦Cr1-𝑦O3-𝛿.
Stemmer et al. [27] found perpendicular
brownmillerite nano-domains in epitax-
ial La0.5Sr0.5CoO3-𝛿 thin films on (0 0 1)-
orientated LaAlO3 as well as in SrCoO3-𝛿

bulk material [28]. Furthermore, this
structure was found in other perovskite-
type material systems like La1-𝑥Ca𝑥FeO3-𝑦

[29] or SrFe1-𝑥V𝑥O2.5+𝑥 [30]. The struc-
ture formed for 𝑛 = 3 (La3Co3O8) can be
considered as an intergrowth between the
brownmillerite and the perovskite proto-
type structure [24]. For 𝑛 = ∞ the rhom-
bohedral perovskite structure LaCoO3 is
adopted. Gspan and co-workers [31]
found a brownmillerite-related structure

for La0.4Sr0.6CoO2.71, with oxygen vacancies arranged along the [100] direction. For
La0.3Sr0.7CoO3-𝛿 van Doorn and Burggraaf [19] proposed a oxygen-vacancy superstruc-
ture comparable to the structure of (La,Sr,Ba)(Co,Cu)O3-𝛿 [32] and YBaCo2-𝑥Cu𝑥O3-𝛿

[33].
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1.1.2. Phase equilibria and phase stability

Investigations of the phase equilibria in the system La–Sr–Co–O are very spare. Aksen-
ova et al. [34] investigated the phase equilibria and crystal structures of solid solutions
in the system LaCoO3-𝛿– SrCoO2.5±𝛿– SrFeO3-𝛿– LaFeO3-𝛿 (cf. Figure 1.6a). Chere-
panov et al. [35] investigated the phase equilibria of La–Sr–Co–O at 1100 ∘C in air (see
Figure 1.6b and 1.7). Slight deviation from the La1-𝑥Sr𝑥CoO3-𝛿 solid solution results
either in the precipitation of CoO in the case of Co-excess or La1-𝑦Sr𝑦CoO4 for Co-
depletion. This was confirmed by Morin et al. [36], who stated that the stability regime
of La0.5Sr0.5CoO3-𝛿 is very narrow. Even deviations of only 0.3% from the nominal
A/B-cation ratio of the perovskite, i.d. 0.997 < A/B < 1.003, results in formation of a
secondary phase as mentioned above.
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Figure 1.6.: a) Phase equilibria and crystal structures of solid solutions in
the LaCoO3-𝛿–SrCoO2.5±𝛿–SrFeO3-𝛿–LaFeO3-𝛿 system at 1100 ∘C in
air: I) La1–𝑥Sr𝑥Co1–𝑦Fe𝑦O3–𝛿 solid solutions (space group 𝑅3𝑐), II)
La1–𝑥Sr𝑥Co1–𝑦Fe𝑦O3–𝛿 solid solutions (space group 𝑃𝑏𝑛𝑚), III) mixture of

𝑅3𝑐 and 𝑃𝑏𝑛𝑚 solid solutions, IV) La1–𝑥Sr𝑥Co1–𝑦Fe𝑦O3–𝛿 solid solutions

(space group 𝑃𝑚3𝑚), V) SrCoO2.5±𝛿+SrFe0.3Co0.7O3-𝛿+La0.15Sr0.85CoO3-𝛿

and VI) SrFe1-𝑧Co𝑧O3–𝛿+La1–𝑥Sr𝑥Co1–𝑦Fe𝑦O3–𝛿 [34].
b) Cross-sections of the La–Sr–Co–O phase diagram along
La1-𝑥Sr𝑥CoO3-𝛿with I) La1-𝑥Sr𝑥CoO3-𝛿, II) La1-𝑥′Sr𝑥′CoO3-𝛿 + SrCoO𝑥,
III) La1-𝑥′Sr𝑥′CoO3-𝛿 + (La1-𝑦′Sr𝑦′)2CoO4, IV) (La1-𝑦′Sr𝑦′)2CoO4 + SrCoO𝑥

and V) La4Co3O10 + (La1-𝑦′Sr𝑦′)2CoO4 [35].

Ovenstone and co-workers [37] analyzed the phase transitions and phase decomposition
of La1-xSrxCoO3-𝛿 at low oxygen partial pressures and reducing atmospheres, respectively.
La0.6Sr0.4CoO3-𝛿 was found to be stable up to 1000 ∘C at oxygen partial pressure of
10−4 atm, whereas Morin et al. [36] stated 1254 ∘C as phase transition temperature for
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Figure 1.7.: Phase diagram of the La–Sr–Co–O system at 1100 ∘C in air [35].

La0.5Sr0.5CoO3-𝛿. At higher temperature La0.6Sr0.4CoO3-𝛿 decomposes irreversibly to
(La,Sr)CoO4 and CoO. Formation of a brownmillerite phase was not observed down to
an oxygen partial pressure of 10−5 atm.
In reducing atmosphere (4% H2) a brownmillerite phase is formed at 250 ∘C, which
decomposes at 375 ∘C and LaSrCoO4 begins to form. The decomposition into La2O3,
SrO and metallic Co starts above 400 ∘C until it is completed at about 600 ∘C [37].

1.1.3. Defect model

According to current knowledge, transport properties, like electronic and ionic conduc-
tivity, but also oxygen-reduction characteristics depend significantly on the defects at the
anionic sublattice in La1-𝑥Sr𝑥CoO3-𝛿 [14]. In general, it is assumed that the valence states
of the lanthanum (La 3+), strontium (Sr 2+) and oxygen (O 2 – ) ions are fixed, while the
transition metal cobalt can adopt a valence state between Co 2+ and Co 4+ [38]. Hence,
in order to ensure electro-neutrality, substitution of a trivalent A-site cation (La 3+) by a
divalent acceptor (e.g. Sr 2+) requires the compensation of the effective negative charge.
This is achieved either by increasing the valence state of the B-site cation (electronic
compensation) and/or the formation of oxygen vacancies (ionic compensation). Using
the common Kröger-Vink notation [39] this can be expressed by:

2 [V ∙∙
O ] + [Co ∙

Co]−−[Sr ′La]

The brackets therein refer to the concentration of the enclosed species in mole fraction,
the prime symbol represents one unit of negative charge with respect to the site in the
host lattice which is indicated by the index. The superscript bullet represents one unit
of positive charge. VO refers to a vacancy in the oxygen lattice and [V ∙∙

O ] corresponds
the oxygen non-stoichiometry 𝛿.
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In general, ionic and electronic compensation mechanisms compete with each other,
depending on composition, oxygen partial pressure and temperature. Oxygen non-
stoichiometry increases with increasing temperature, increasing Sr-content and decreas-
ing oxygen partial pressure. Figure 1.8a shows the relationship between oxygen non-
stoichiometry and mean Co-valence for different Sr-substitution levels and oxygen partial
pressures at 800 ∘C [38]. Here the mean valence state 𝑛Co of the Co-ion is calculated
under consideration of electro-neutrality to 𝑛Co = 3 + 𝑥 − 2𝛿. For low Sr-substitutions
(𝑥 < 0.2), an increase in 𝑥 mainly results in an increase in mean Co-valence, while for
0.2 ≤ 𝑥 ≤ 0.5 the ionic compensation is the dominating process and 𝛿 increases. For
larger 𝑥 ≥ 0.5 electronic compensation prevails again. A comparable behavior is also
observed for other temperatures [38]. The oxygen non-stoichiometry 𝛿 as a function of
the oxygen partial pressure 𝑝O2 is plotted in Figure 1.8b. According to Mizusaki et
al. [38], log 𝛿 is almost proportional to log 𝑝O2

−1/2 for 𝛿 < 0.01. For 𝛿 > 0.01 the 𝑝O2

dependence becomes weaker with increasing 𝛿.

Figure 1.8.: a) Change in oxygen stoichiometry and mean cobalt valence and b) non-
stoichiometry 𝛿 vs. oxygen partial pressure of La1-𝑥Sr𝑥CoO3-𝛿 with different
Sr-content at 800 ∘C [38].

1.1.4. Electronic and ionic conductivity

Compared to other perovskite-type materials for SOFC cathode applications, the elec-
tronic and ionic conductivity is exceptionally large in La1-𝑥Sr𝑥CoO3-𝛿. Hence, LSC is clas-
sified as a mixed ionic and electronic conducting (MIEC) material. For La0.5Sr0.5CoO3-𝛿

Ullmann et al. [42] reported an electrical conductivity 𝜎el of 1349 S/cm measured at
800 ∘C in air. For La0.6Sr0.4CoO3-𝛿 they determined a value of 𝜎el = 1585 S/cm, while
Petrov et al. [14] and Petric et al. [40] found slightly higher values of 𝜎el = 1820 S/cm
and 𝜎el = 1595 S/cm, respectively. Figure 1.9a shows Arrhenius plots of the electrical
conductivity for different Sr-substitutions [14, 40]. As it can be seen, the maximum in
electrical conductivity is reached for the stoichiometry La0.6Sr0.4CoO3-𝛿. The observed
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Figure 1.9.: a) Arrhenius plot of electrical conductivity 𝜎el at 680
∘C La1-𝑥Sr𝑥CoO3-𝛿 for

different Sr-substitutions [14, 40] and b) ionic conductivity as a function of
oxygen partial pressure [41].

values for 𝜎el are three order of magnitude higher than the values observed for the ionic
conductivity. Teraoka et al. [43] determined the ionic conductivity to 𝜎ion = 0.22 S/cm at
800 ∘C in air. Ullmann et al. [42] reported values between 𝜎ion = 0.09 S/cm and 0.8 S/cm
at 800 ∘C for La0.5Sr0.5CoO3-𝛿 and La0.3Sr0.7CoO3-𝛿, respectively. As 𝜎ion depends on the
O 2 – -vacancy concentration, it should increase with decreasing 𝑝O2. However, Bucher
et al. [41,44] found for 𝑝O2 < 1 atm, which corresponds to 3− 𝛿 < 2.93, no region of in-
creasing 𝜎ion with increasing oxygen vacancy concentration at 775 ∘C (cf. Figure 1.9b).
This indicates an immobilization of ionic charge carriers due to formation of vacancy-
ordered structures even at relatively low oxygen non-stoichiometries of 𝛿 > 0.07. At
825 ∘C, the ionic conductivity increases with increasing oxygen non-stoichiometry up
to 𝑝O2 = 0.1 atm (𝛿 = 0.1) until it drops. Bucher et al. concluded that vacancy
ordered structures are less easily formed at higher temperatures and low oxygen non-
stoichiometry.

1.1.5. Thermal expansion

Thermal expansion of solid materials is classically described in terms of a thermal expan-
sion coefficient (TEC) 𝛼. Ohno, Nagata and Sato [45] determined the thermal expansion
coefficient for La0.6Sr0.4CoO3-𝛿 to be 𝛼 = 20.5× 10−6 1/K for (400 ∘C ≤ 𝑇 ≤ 700 ∘C) and
16.4× 10−6 1/K for (20 ∘C ≤ 𝑇 ≤ 400 ∘C). This value coincides in the high-temperature
regime with the findings of Petric and co-workers, who determined the thermal expansion
coefficient in the temperature range 30 ∘C ≤ 𝑇 ≤ 1000 ∘C [40]. Furthermore, the ther-
mal expansion coefficient increases with Sr-content. It increases from 18.5× 10−6 1/K
for 𝑥 = 0.2 to 26.0× 10−6 1/K for 𝑥 = 0.9.

However, the classical description is not quite adequate for MIEC oxides, because lattice
volume is a function of both, temperature and oxygen-vacancy concentration. As shown
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by Adler [46] thermal expansion can be described more adequately by using a volumetric
chemical expansivity (𝛽chem) in addition to the traditionally defined volumetric thermal
expansivity (𝛽𝑇 ).

𝛽𝑇 =

(︂
𝜕 ln𝑉

𝜕𝑇

)︂
𝑥𝑉 ,𝑃

𝛽chem =

(︂
𝜕 ln𝑉

𝜕𝑥𝑉

)︂
𝑇,𝑃

Where 𝑉 is the specific volume, 𝑇 the temperature, 𝑃 the total pressure and 𝑥𝑉 is
the O-vacancy mole fraction, defined as 𝑥𝑉 = 𝛿/3. Chen et al. [47] determined the
equilibrium thermal expansivity (𝛽𝑇 ) and O-vacancy chemical expansivity (𝛽chem) for
La1-𝑥Sr𝑥CoO3-𝛿(𝑥 = 0.2, 0.4 and 0.7) at different 𝑝O2-values. Equilibrium thermal
expansion was found to depend only moderately on temperature, whereas the chem-
ical expansivity increases with O-vacancy concentration. They explained this behav-
ior by lattice-strain relaxation due to increased introduction of O-vacancies into the
lattice. For La0.6Sr0.4CoO3-𝛿 the chemical expansivity was found to be 1

3
𝛽chem(𝑥𝑉 ) =

(0.055 + 0.811𝑥𝑉 ) × 10−6, whereas the mean equilibrium thermal expansion coefficient
was determined to 1

3
𝛽𝑇 = (14.2 + 4.84× 10−3(𝑇 − 25 ∘C))× 10−6.

Compared to state-of-the-art electrolytes like Y-substituted zirconia with a thermal ex-
pansion coefficient of 𝛼 ≈ 10.0× 10−6 1/K at 600 ∘C [48] or Gd-substituted ceria (CGO)
with 𝛼 ≈ 12.5× 10−6 1/K at 600 ∘C [49], La0.6Sr0.4CoO3-𝛿 has a much higher thermal ex-
pansion. This mismatch results in mechanical stress upon heating and cooling of SOFCs
during thermo cycles and ultimately may leads to cracking and breakdown of the SOFC
system. However, the application of porous LSC thin-film cathodes can outflank this
mismatch in thermal expansion coefficients between cathode and substrate as shown by
Peters [50].

14



1.1.6. Crystal field theory and spin states

Magnetic properties are determined essentially by the electronic configuration of the
material. For a free atom or ion, the valence electrons are distributed in the available
orbitals according to Hund’s rules:

1. The total spin 𝑆 is maximized without violating the Pauli principle to minimize
the Coulomb energy.

2. The angular momentum 𝐿 is maximized regarding rule 1.

3. The total angular momentum is 𝐽 = |𝐿±𝑆|; (+) if the shell is more than half full,
else (−).

In the case of the transition-metal (TM) ion Co 3+ the valence electrons occupy the 3𝑑-
orbitals which are five-fold degenerated in energy per spin. The atomic orbitals, with
exception of the 𝑠-orbital, show no spherical symmetry. The angular dependency of the
electron density of the different 3𝑑 orbitals is shown in Figure 1.10.
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Figure 1.10.: Angular dependence of the electron distribution in the six 3𝑑 orbitals. Pos-
itive phase is displayed in blue and negative phase in red [51].
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Within the perovskite lattice, the arms of the 𝑑𝑧2 and 𝑑𝑥2−𝑦2 orbitals lie along the 𝑥, 𝑦
or 𝑧-axis, respectively, where the octahedrally arranged negative charged ligands are lo-
cated. Those two 3𝑑-orbitals will experience a repulsive force from the ligands, resulting
in a higher energy, while the three orbitals lying between the ligands (𝑑𝑥𝑦, 𝑑𝑦𝑧, 𝑑𝑥𝑧) will
have lower energy. Hence, the energetic degeneracy of the 3𝑑-orbitals is partly resolved
under the influence of the anisotropic crystal field (CF) caused by the six surrounding
O 2 – -ions in the perovskite lattice. The influence of the O 2 – -ions (the so called ligands)
surrounding the Co-ion on its 3𝑑-states is described by the ligand-field theory (LFT).
The 𝑚𝐿-levels split into the 𝑡2𝑔 ground level (three-fold degenerated per spin) and the
𝑒𝑔 upper level (two times degenerated per spin) due to the octahedral environment of
the perovskite structure (see Figure 1.11). The energy difference between the 𝑡2𝑔 and
𝑒𝑔-states that arises from the interaction of the orbitals with the electric field of the
ligands is usually expressed as Δcf = 10𝐷𝑞, the crystal field splitting.
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Figure 1.11.: Energy levels of 3𝑑 orbitals within isotropic and octahedral environment.
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The electrons can be distributed in three different ways into the orbitals, depending on
the strength of the crystal field splitting Δcf compared to the strength of the Hund’s
coupling 𝐽H:

� If Δcf > 3𝐽H, all six electrons occupy the 𝑡2𝑔-states. The energy 𝐽H is neces-
sary to place an electron in a paired state. This state (𝑡62𝑔𝑒

0
𝑔, total spin 𝑆 = 0)

(1. Hund’s rule is broken) is denoted as low-spin (LS) state.

� For 2𝐽H < Δcf < 3𝐽H all spin-up states of the 𝑡2𝑔-orbital are filled with one electron.
Then two spin-down electrons are placed into the 𝑡2𝑔 states and an additional spin-
up electron occupies the 𝑒𝑔-state. This state (𝑡52𝑔𝑒

1
𝑔, total spin 𝑆 = 1) is denoted

as intermediate-spin (IS) state.

� When 𝐽H < Δcf < 2𝐽H all spin-up states are occupied and the last spin-down
electron is placed in 𝑡2𝑔 orbital. Hence, the so called high-spin (HS) state (𝑡42𝑔𝑒

2
𝑔)

has a total spin 𝑆 = 2. This state corresponds to the electronic configuration of a
free ion, according to the Hund‘s rules.

The octahedron can be distorted spontaneously because the distortion lowers the overall
energy of the complex. This distortion removes the energetic degeneration in case of
asymmetric filled orbitals and is known as Jahn-Teller effect.
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1.2. Experimental techniques

The goal of this work was the microstructural and chemical characterization of per-
ovskite-based materials by means of scanning and transmission electron microscopy. As
numerous characterization techniques were used, the following section only gives a brief
overview with emphasis on the most important aspects of the methods applied.

1.2.1. Equipment

The microstructural characterization was carried out using a 200 kV Philips CM200
FEG/ST transmission electron microscope equipped with a field-emission electron gun.
For imaging, a 2k × 2k CCD as well as a 4k × 4k TemCam-F416 CMOS camera from
TVIPS (Tietz Video and Imaging Processing Systems GmbH, Munich, Germany) was
used. Selected-area electron diffraction (SAED) patterns for characterization of the
crystalline phases were recorded on imaging plates from DITABIS (Digital Biomedical
Imaging Systems AG, Pforzheim, Germany), which provide a linear contrast transfer.
Digitization of the diffraction patterns was achieved by a 16-bit scanner (DITABIS AG,
Pforzheim, Germany), providing an excellent dynamic range. In addition, the 4k ×
4k TemCam-F416 CMOS camera provides a capable alternative as recording device for
electron diffraction patterns. The open-source curve-fitting and data analysis software
FITYK [52] was used for empirical background subtraction of radially integrated SAED
patterns. In addition to the CM200 FEG/ST, an aberration-corrected FEI Titan3 80-
300 operating at 300 kV equipped with an image Cs-corrector was used for investigations
of the two and three-dimensional microstructure on the nanoscale. This microscope is
equipped with an EDAX X-ray detector operating at a dispersion of 20 eV/channel as
well as a post-column energy filter (Gatan imaging filter, GIF) from Gatan, Inc. (USA).
Image simulations (kinematic diffraction patterns and high-resolution TEM (HRTEM)
images) were performed with the software package JEMS by P. Stadelmann [53].

1.2.2. Electron tomography

The efficiency of SOFC cathodes depend significantly on their microstructure. Com-
plex morphologies like rough surfaces, pores and gas channels increase the electrochem-
ically active surface area of the cathode. The nanocrystalline and porous nature of
La1-𝑥Sr𝑥CoO3-𝛿 fabricated by metal-organic deposition (see in detail in Chapter 3.3)
leads to an overlap of a wealth of features when viewed in projection by TEM. This
complicates conclusions on the three-dimensional structure or makes porosity evalua-
tion due to an unknown sample thickness impossible. Electron tomography facilitates
the investigation of the three-dimensional microstructure, which is reconstructed on the
basis of two-dimensional projections of the sample acquired in different directions of
view. Although several techniques like 𝜇-tomography [54], focused ion beam tomogra-
phy [55–57], transmission X-ray microscope based X-ray tomography [58, 59], mercury
intrusion [54,60], nitrogen adsorption [61] or the Archimedes method [54,62] are known,
they fail either with respect to spatial resolution for pores in the 10 to 40 nm range or
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are averaging techniques, hence lacking essential information about the spatial distribu-
tion of pores. Therefore, electron tomography is the only experimental method which
combines both, imaging of nanometer-sized pores, gas channels and their spatial distri-
bution and quantitative measurement of the volume fraction of porosity. Porosity data
for nanoscaled La0.6Sr0.4CoO3-𝛿-based materials were not reported in literature before.
However, knowledge of the actual porosity and correlation with the electrochemical per-
formance is essential, if finite element methods shall be used to model, optimize and
tailor the microstructure.

The projection requirement

A transmission electron microscope is commonly equipped with several image acquisition
devices like CCD cameras or different types of scanning transmission electron microscopy
(STEM) detectors (c.f. Figure 1.12a), more or less suitable for electron tomography.
To be suitable for a tomographic reconstruction, an image signal must meet several
prerequisites. The most crucial is, that the acquired signal is the sum of intensity
𝐼(𝑥, 𝑦) of the transmitted object perpendicular to the image plane. This is true for the
ideal case. In two dimensions this is expressed by

𝑃 (𝑟, 𝜃) =

∫︁
𝐼(𝑥, 𝑦)𝑑𝑠

as schematically sketched in Figure 1.12b. However, a strictly monotonically varying
function is commonly sufficient to fulfill the projection requirements.
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Figure 1.12.: a) Projection process in two dimensions and b) Schematic diagram of the
detector layout in a scanning transmission electron microscope showing the
relative positions of the brightfield (BF), dark-field (DF) and high-angle
annular dark-field (HAADF) detectors.
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In TEM, there are several competing contrast mechanisms. However, only some obey
the projection requirement. For amorphous materials, contrast in conventional TEM
bright-field (BF) images is mainly determined by mass-thickness contrast. It arises from
changes in sample density and thickness. Hence, images underlying mass-thickness con-
trast are suitable for tomographic reconstruction. In contrast to amorphous materials,
dynamical interactions between electron beam and the crystal potential result in com-
plex image contrasts (e.g. thickness and bending contours or diffraction contrast) within
crystalline materials.
BF contrast depends almost entirely on the diffraction conditions of the investigated crys-
tallites, resulting in a non-monotonic relationship between contrast and sample thick-
ness. Hence BF TEM images cannot be used for electron tomography of crystalline
samples [63].
To overcome this limitation, STEM can be used. Images in STEM-mode are formed by
scanning a small focused electron probe (typically in the order of 1�A) over the sample.
At each point either the transmitted electrons (STEM BF image) or scattered electrons
(dark-field (DF) image) or both are detected. The different possible detector setups are
schematically shown in Figure 1.12a. However, images formed by unscattered or elec-
trons scattered into low angles (𝛼scatt < 10mrad) still exhibit diffraction contrast. Only
the signal of electrons scattered into angles beyond Bragg-reflections (𝛼scatt ≫ 10mrad)
obey the projection requirement, because they are predominantly incoherent. Hence,
they do not show contrast changes associated with coherent scattering. These electrons
are detected by the so called high-angle annular dark-field (HAADF) detector. Moreover,
these electrons are scattered close to the nucleus of the atom. Hence, the cross-section
for HAADF scattering approaches the unscreened Rutherford scattering cross-section,
which is strongly dependent on the atomic number 𝑍, resulting in an image intensity,
which is proportional to 𝑍𝜈 . The exponent 𝜈 is smaller than 2 because the Coulomb
potential of the bare nucleus is screened by the atomic electron cloud. It ranges from
1.6 < 𝜈 < 1.9 depending on the used inner and outer collection angle of the detector [64].

Volume reconstruction

The goal of volume reconstruction is the recovery of missing 𝑧-information of an object
point (𝑥, 𝑦, 𝑧) in 3D space that is lost during the imaging process. The reconstruction
of a three-dimensional object from a set of two-dimensional projections is based on the
central slice theorem, stating that the Fourier transform of an object’s projection is a
central plane in the Fourier transform of the object [65].
The standard method of tomographic reconstruction is the weighted back-projection
(WBP). Unfortunately, this method is not stable against formation of artifacts. These
filtering artifacts occur predominantly around edges and may lead to information loss.
An alternative and often used method for reconstruction is the simultaneous iterative
reconstruction technique (SIRT) [66]. The iterative procedure is repeated until the
increase in image information stagnates, typically after at least 15 iterations. Due to
the lack of a good termination criterion to determine whether the number of iterations
is sufficient or not [67], this point remains always somewhat subjective. At present,
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SIRT gains increasing popularity due to the increase in computing power. Furthermore,
this algorithm increases the signal-to-noise ratio by averaging the noise out. Since the
reconstructed volume contains all frequency information and is only negligibly affected
by edge artifacts, SIRT instead of WBP is used for volume reconstruction in this work.

1.2.3. Analytical transmission electron microscopy

If a beam of fast electrons interacts with a sample, numerous signals are generated. Typi-
cal electron energies in TEM are in the range of 60 to 300 keV. The occurring interactions
range from elastically and inelastically scattered electrons, Auger electrons and in certain
materials, visible light. Furthermore, continuum radiation (called Bremsstrahlung) and
element characteristic X-rays are generated. In conventional TEM only the elastically
scattered and transmitted (unscattered) electrons are used for imaging (bright- or dark-
field imaging or diffraction patterns). However, it is possible to collect X-rays with an
appropriate detector for qualitative and quantitative chemical analyses [68]. The power
of analytical TEM lies in the fact that the compositional information can be correlated
with the microstructure of the sample on the nanometer scale.
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Figure 1.13.: Generation of element characteristic X-radiation

A high-energy electron can transfer energy to an inner-shell electron of an atom in the
sample. If the transferred energy exceeds the binding energy, the inner-shell electron is
excited in the conduction band, leaving a hole in the inner-shell behind. The excited
(ionized) atom will approach its lowest energy (ground state) by filling the hole with an
electron from an outer shell. This transition is accompanied by the emission of either
an X-ray or an Auger electron. The energy of the emitted X-ray quantum corresponds
to the energy difference between initial and final state of the emitting electron. If, for
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example, an inner K-shell electron is ejected from an atom of the sample, the hole in
the K-shell can be filled by an electron from the L-shell by emission of an element-
characteristic K𝛼 quantum. This process is shown schematically in Figure 1.13.

The International Union of Pure and Applied Chemistry (IUPAC) recommendations are
to refer to X-ray lines by writing the initial and final levels separated by a hyphen [69],
e.g. Co K-L3 and to abandon the Siegbahn notation, e.g. Co K𝛼1, which is based on the
relative intensities of the lines. The nomenclature and the correspondence between the
two notations is given in Table 1.3. Since the substitution has not yet become common
in the community, the Siegbahn notation is used for this work.
Siegbahn labeled the element characteristic X-ray emission lines after following scheme:

1. element (La, Sr Co, etc.)

2. electron shell that was ionized and subsequently filled (K, L, M...).

3. energetic ”distance” of the shell providing the neutralizing electron (marked by a
Greek letter; 𝛼 indicates the next upper shell, 𝛽 the shell after next, ...).

4. sublines are identified by numerical subscripts.
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Quantitative energy-dispersive X-ray analyses

Quantitative energy-dispersive X-ray spectroscopy (EDXS) was performed using the
standard-based Cliff-Lorimer method [70]. This technique is preferred to quantification
with the database of the EDXS system software because it yields higher accuracy data
if standard samples with well known and similar composition compared to the investi-
gated sample are available for calibration. The method converts the observed integrated
intensity ratio of the elements A and B into the atomic fraction ratio by the equation:

𝑐A
𝑐B

= 𝑘AB
𝐼A
𝐼B

where 𝑘AB is the so called Cliff-Lorimer 𝑘-factor, 𝑐A and 𝑐B the atomic fractions and
𝐼A and 𝐼B the measured integrated characteristic X-ray intensities of the elements A
and B within the analyzed volume. Atomic fractions of cations in a ternary system
(like the investigated La–Sr–Co system) are converted to absolute concentrations using
the relation 𝑐La + 𝑐Sr + 𝑐Co = 1. The original work of Cliff and Lorimer neglects the
influence of absorption and secondary fluorescence within in the thin-foil approximation.
However, if the generated X-ray intensity is appreciably absorbed in the TEM sample
it should be corrected, using Beer-Lambert´s law,

𝐼 = 𝐼0 exp

(︃
−
(︂
𝜇

𝜌

)︂𝜂

𝜒

𝜌𝑥

)︃

where 𝐼 is the transmitted X-ray intensity, 𝐼0 the initial intensity and
(︁

𝜇
𝜌

)︁𝜂
𝜒
the mass-

absorption coefficient (in cm2/g) for X-radiation at a given energy 𝜂 in matter with
composition 𝜒 and density 𝜌 along a path of the length 𝑥. Mass-absorption coefficients
for compound materials are calculated by averaging the values for the constituent ele-
ments according to their respective mass concentrations. In Table 1.4 mass-absorption
coefficients [71] which are relevant for this work are given.

compound
(︁

𝜇
𝜌

)︁La-L𝛼1

comp
[cm2/g]

(︁
𝜇
𝜌

)︁Sr-K𝛼1

comp
[cm2/g]

(︁
𝜇
𝜌

)︁Co-K𝛼1

comp
[cm2/g]

LaCoO3 219 - 303
LaSrGaO4 291 42 -
LaSrAlO4 293 55 -
La0.6Sr0.4CoO3-𝛿 240 52 233

Table 1.4.: Mass-absorption coefficients [cm2/g] of La-L𝛼1, Sr-K𝛼1 and Co-K𝛼1 radiation
in LaCoO3, LaSrGaO4, LaSrAlO4 and La0.6Sr0.4CoO3-𝛿, respectively [71].
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Using Beer-Lambert´s law the intensity ratio 𝐼B
𝐼A

can now described as [72]:

𝐼B
𝐼A

=

(︂
𝐼B
𝐼A

)︂
0

(︁
𝜇
𝜌

)︁A
(︁

𝜇
𝜌

)︁B 1− exp

[︂
−
(︁

𝜇
𝜌

)︁B
𝜌𝑡 csc𝛼

]︂
1− exp

[︂
−
(︁

𝜇
𝜌

)︁A
𝜌𝑡 csc𝛼

]︂
where

(︁
𝐼B
𝐼A

)︁
0
is the absorption-corrected intensity ratio, 𝑡 the foil thickness, 𝛼 the take-

off angle of the X-ray detector (𝛼 = 14.9° in case of the FEI Titan3 80-300 microscope),(︁
𝜇
𝜌

)︁A
and

(︁
𝜇
𝜌

)︁B
the mass-absorption coefficients of the characteristic X-ray radiation of

element A and B in the analyzed sample volume, respectively.
If it is assumed that the X-ray intensity is completely generated at one half of the sample
thickness, the equation can be simplified to:

𝐼B
𝐼A

=

(︂
𝐼B
𝐼A

)︂
0

exp

(︃
−

[︃(︂
𝜇

𝜌

)︂B

−
(︂
𝜇

𝜌

)︂A
]︃
𝜌
𝑡

2
csc𝛼

)︃
This equation can be rewritten as

ln
𝐼B
𝐼A

= ln

(︂
𝐼B
𝐼A

)︂
0

+ΔAB𝑡

where ΔAB describes the thickness dependence. Using this equation, the measured inten-
sity ratio 𝐼B

𝐼A
can be used for the linear extrapolation to 𝑡 = 0 to get the absorption-free

intensity ratio
(︁

𝐼B
𝐼A

)︁
0
and the absorption-free Cliff-Lorimer (𝑘A,B)0-factor. This factor

can be used to calculate the atomic fractions of elements A and B in the investigated
samples.
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2. Optimization of Ar+-ion milling
procedure for TEM cross-section
sample preparation

2.1. Introduction

Samples of high quality are indispensable for every kind of transmission electron mi-
croscopy (TEM) investigation. In this context, high quality means TEM samples with
large electron-transparent regions of interest (ROI). Furthermore, it means constant
sample thickness in the order of only a few ten nanometers within such ROI. This is ad-
vantageous for most TEM techniques, in particular for quantitative analyses by energy-
dispersive X-ray spectroscopy (EDXS) or electron energy-loss spectroscopy (EELS).
However, the preparation of cross-section samples of thin films or layered structures
especially on substrates with different sputtering yields may be difficult. Ayache et
al. [73,74] published a comprehensive and authoritative guide for (ROI) sample prepara-
tion that presents all common techniques. Preparation techniques like cleaving [75, 76],
micro-cleaving [77], ion digging [78] or tripod polishing [79,80] usually do not reach the
specification of plane parallelism described above.
The well-established procedure by grinding, foil- or felt-polishing and Ar+-ion milling
may fail as well, due to inappropriately chosen milling parameters. Various detailed so-
lutions for the mechanical thinning procedure are described in the literature [74,81–83].
Nevertheless, applicable information on parameters for the Ar+-ion milling is sparse,
although Ar+-ion milling as the final preparation step is the most critical step in achiev-
ing the demand of plane parallelism of the electron transparent regions. Depending on
primary ion energy and geometrical (e.g., sputtering angle) as well as device-specific pa-
rameters (e.g., selection of azimuthal sectors for anisotropic ion milling during rotation
of the sample in the ion mill) a large variety of inappropriately etched TEM samples can
be obtained. Hence, much time is often wasted for preparation of cross-section samples
with large wedge angles or even cross-section samples, where the ROI is preferentially
etched or, in worst case, completely removed during ion milling [84,85]. Solely Barna [86]
recommended single-sector ion milling as adequate technique to prepare plane parallel
sample regions. He presented a phenomenological model that qualitatively explains the
evolution during ion milling.
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Goals and outline

In the following, the Ar+-ion milling process of TEM cross-section samples is investi-
gated more quantitatively to improve reliability and reproducibility of this preparation
step. Therefore, systematic ion-milling experiments of Si cross-section samples were per-
formed using a commercial Gatan precision ion polishing system (PIPS) [87, 88]. The
obtained cross-sectional profiles were evaluated after focused ion beam (FIB) sectioning
these final samples. Furthermore, topographical evolution of the TEM sample profile
is modeled by Monte-Carlo (MC) methods with main emphasis on understanding the
strong discrepancies between single-sector (milling only one half of the cross-section sam-
ple) and double-sector (simultaneous milling of both halves of a cross-section sample)
ion milling.
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2.2. Experimental results

This part of the work comprises Monte-Carlo simulations of profile evolution of TEM
cross-section samples during Ar+-ion milling (Section 2.2.2) as well as the experimental
evaluation (Section 2.2.3).

2.2.1. Geometrical setup

Figure 2.1 shows the schematic arrangement of the ion guns and their covered solid
angles, i.e. active sectors, in side and top view for clarification of the nomenclature,
used in the following. Furthermore, a TEM cross-section sample and the central epoxy
line is depicted with respect to the orientation of the ion guns. The graphics applies to
both, the simulations as well as the presented ion-milling experiments. It is essential for
application of the proposed ion-milling procedure that the ion guns (from both sides of
the TEM sample, top and bottom) are only active in specific sectors perpendicular to
the central epoxy line, as indicated in Figure 2.1 (top view).
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Figure 2.1.: Geometrical setup for a) double-sector ion-milling and b) single-sector ion-
milling in side- and top-view.

Two ion-milling modes are distinguished in the following:

� dual-sector milling: top and bottom ion guns are activated in specific sectors while
half A or B is opposed during sample rotation (c.f. Figure 2.1a).

� single-sector milling: top and bottom ion guns are activated in a specific sector
while half A is opposed during sample rotation (c.f. Figure 2.1b).
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For many commercial ion mills this is realized either by an oscillating/rocking sample
holder (e.g., Fishione, Baltec, Linda Technoorg) or the modulation of the incident ion
beam, i.e. switching the ion beam sector-wise on/off (e.g., Gatan PIPS [87, 88]) during
sample rotation. The sputtering angle 𝛼sputt denotes the incident angle which is directly
accessible for most ion mills.

2.2.2. Monte-Carlo simulation of the sputtering process

To understand the strong difference in the cross-sectional profiles that evolve during
single- and double-sector Ar+-ion milling of TEM cross-section samples, a qualitative
two-dimensional MC simulation was implemented in the software package MATLAB [89]
(source code is presented in Appendix A). The simulation is based on the assumption
that the local removal of material during ion milling is, apart from shadowing, inde-
pendent of sputtering at neighboring regions. Hence, it only depends on the sputtering
speed determined by the local surface inclination and composition (i.e. by the local
binding, which is not considered in this study). Thus, the sample topography is mod-
ified at the impact position (sampling point of the surface) of the Ar+-ion projectiles.
However, the simulation does not model the atomistic processes in detail. The program
code relies on the parameterized dependency of normalized sputtering yield 𝑌 (𝜃) on the
impact angle 𝜃, i.e. the angle between direction of the incident beam and the surface
normal of the sample (see inset in Figure 2.2. Since Si cross-section samples are easily
prepared and its Ar+-ion sputtering yield is well known, silicon was chosen as appropri-
ate model system. The experimental results of the systematic ion milling are presented
in Section 2.2.3.
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Sputtering yield

Figure 2.2 shows a compilation of available experimental data [86,90–96] on the sput-
tering yield of silicon (Ar+-ion impact) versus incident angle 𝜃. For better comparability
(experimental data obtained at various primary energies) all datasets were normalized
with respect to the sputtering yield at vertical impact (𝑌 (0°)). Despite the large amount
of data sets close to normal (0°) and at intermediate incident angles, studies at oblique
incident angles beyond the maximum of the sputtering yield are sparse.

Figure 2.2.: Compilation of experimental data [86,90–96] of the Si sputtering yield 𝑌 (𝜃)
(Ar+-ion impact), normalized to 𝑌 (0°), as a function of the incident angle
𝜃 (angle between impacting ions and surface normal) and 𝛼imp = 90°− 𝜃.

As can be seen in Figure 2.2, the sputtering yield increases continuously up to a max-
imum at about 𝜃 = 73°, which is followed by a strong decrease. Finally, the sputtering
yield levels off to zero at glancing incident (90°). Furthermore, two curves (dashed lines)
are displayed, matching the data only to a limited extend. Both are based on Yama-
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mura’s empirical description [97] of the angular dependency of the normalized sputtering
yield:

𝑌Yam(𝜃) =
1

cos(𝜃)𝑓
exp(−Σ(

1

cos 𝜃
− 1)) (2.1)

Two sets of parameters were used to calculate the curves:

� 𝑓 = 2.485, Σ = 0.682 were proposed by Yamamura and co-workers for 3 keV Ar+-
ion impact on Si [97]. Both values were derived from extrapolation (in comparison
to other materials) and are not directly based on Ar+-ion sputtering experiments
on Si.

� fit of Equation 2.1 to the summarized literature data (see Figure 2.2) results
in 𝑓fit = 2.97± 0.17, Σfit = 0.81± 0.06 (𝜒2

red = 0.45).

To minimize the discrepancies between model and experiment, a modified analytical
expression for the normalized sputtering yield

𝑌fit(𝜃) = (1 + 𝑎 sin𝑏 𝜃) exp

(︂
−𝑐 ·

(︂
1

cos 𝜃
− 1

)︂)︂
(2.2)

was used for the MC simulations in this work. A better fit of the experimental data
with 𝑎 = 4.92 ± 0.24, 𝑏 = 3.30 ± 0.20, and 𝑐 = 0.068 ± 0.008 can be obtained with
Equation 2.2 (𝜒2

red = 0.11). The result is plotted as red solid line.
In this study the angle 𝛼imp = 90° − 𝜃, i.e. the angle between the surface and incident
ion beam, is used (see inset in Figure 2.2). For a completely flat sample surface, 𝛼imp

equals 𝛼sputt, which is adjusted at the ion-milling device.

For realistic modeling of the ion-milling behavior of Si cross-section samples, the prop-
erties of the epoxy layer have to be considered besides the bulk properties of the silicon
halves. Unfortunately, no data for the angular dependency of the Ar+-ion sputtering
yield on the epoxy used, or comparable hydrocarbons are available in literature. From
experimental experience - epoxy is often completely removed when the final sample
thickness is reached (despite the fact, that hydrocarbons may form a graphitic protec-
tion layer during ion milling, because it tends to coke) - a higher sputtering yield is
assumed. This is implemented in the simulation by a sputtering yield which is 𝑚 = 1.5
times higher than that of Si (same angular dependency). The influence of this arbitrary
factor 𝑚 on the final simulated cross-section profiles as well as the explanation for the
chosen value is discussed in detail in Section 2.3. It is noted that a variation of the
factor does not have a drastic influence on the cross-section profiles as long as it is not
set to 1 (equal sputtering yield of the epoxy and the Si).
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Simulation of cross-section sample profiles

In commercial ion mills usually two ion guns for simultaneous thinning of top and bottom
sample side are used. In contrast to this arrangement, only impacting ions from one ion
source are modeled in the MC simulations. This ion source is situated above one of
the two halves (half B) of the cross-section sample (sputtering angle 𝛼sputt). Thus, the
evolution of only one of the two sample surfaces (top) is simulated. The final sample
profiles presented in the following are obtained by mirroring the simulated topography
(sample surface) on the horizontal center line. This simplification is only valid for
negligibly small holes at the final stage of ion milling, as long as impacting ions do not
hit the thinnest regions of the opposed half directly. Double-sector milling (milling of
both halves simultaneously) is achieved by mirroring the simulated topography vertically
after 300000 ion-collision events, whereas sample orientation was kept static relative to
the impacting projectiles for single-sector milling.

For both cases a two-dimensional model was generated that represents a cut through the
cross-section sample perpendicular to the epoxy as indicated by a red line in Figure 2.1.
It consists of an epoxy layer in between two Si halves named A and B. Starting point for
each simulation was a completely flat surface. Factors like crystalline orientation, ion
reflection, redeposition of sputtered material, density variations of sample and epoxy,
variations of incident beam angle due to sector rotation, and surface amorphization of
the sample during ion milling were not taken into account in the simulation. From
the physical point of view one would try to model the lateral expansion of a sampling
point of the surface as small as the original interaction area of a single impacting ion.
Since this area is only of the order of a few nanometer the whole model would consist
of orders of magnitude more sampling points than used in the simulations. This would
increase the computing time immensely. Consequently, only a limited number of 𝑛 = 400
sampling points was chosen; each sampling point represents a finite area of the sample
surface. The local properties of the sample surface are given in a matrix. Each sampling
point 𝑖 at the position 𝑥𝑖 stores parameters like local height ℎ𝑖, projected coordinate 𝑙𝑖
(seen from the ion source, measured with respect to ℎ1), and surface inclination angle
𝛼𝑖 (see Figure 2.3). All local angles are measured with respect to the original surface.
Positive values indicate an ascending surface, while negative values denote a descending
surface. For each collision event several calculation steps were performed to simulate
the change in local height of the respective sampling point (cf. Figure 2.3a). First,
a projectile (ion) is generated at a random position 𝑝 between 0 and the maximum
projected coordinate 𝑙max. The probability for the generation at position 𝑝 is uniformly
distributed corresponding to an assumed constant ion-current density. This can be
expected in the center of a TEM sample due to the small sputtering angle and, thus, wide
spread ion beam on the surface. Its impact position, i.e. sampling point on the surface,
is determined as the smallest index 𝑖 where 𝑙𝑖 > 𝑝. The height ℎ𝑖 of the corresponding
sampling point is reduced proportionally to the sputtering yield according to the local
impact angle 𝛼𝑖,imp = 𝛼sputt + 𝛼𝑖. To adjust the local removal of matter (sputtering
yield) to the initially chosen sample height of 100 ul (unit of length) a proportionality
factor 𝑘 = 0.00001 is introduced.
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The shape of the obtained cross-sectional profiles, either wedge-shaped or plane parallel,
is independent of that proportionality factor in a large range. However, the roughness of
the modeled surfaces depends slightly on it. The chosen value is a compromise between
calculation time (number of events necessary for a sufficient removal of material) and
surface roughness. Since the local roughness of common Ar+-ion milled TEM samples
is small in comparison to their coarse cross-sectional profile, the value 𝑘 = 0.00001 is
justified. Only large values (> 0.1) lead to implausible steps and thus to an extreme
local surface roughness which have never been observed in ion-milling experiments. As
mentioned before, the roughness on the atomic scale is not investigated here.

Figure 2.3.: Schematic illustration of the geometry (sampling point properties) used in
the MC simulation a) before and b) after the impact of a projectile.
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Finally, the surface inclination angles 𝛼′
𝑖, 𝛼

′
𝑖+1, and the new projected coordinate 𝑙′𝑖 are

recalculated for the next iteration step (see Figure 2.3b). The coordinate 𝑙𝑖+1 is not af-
fected by this step because ℎ𝑖+1 is not changed. To simulate the topographical evolution
of a sample profile (see below) during Ar+-ion milling several millions of such collision
events were performed.

Three different setups for ion milling of TEM cross-section samples are discussed in
the following, double-sector milling at the sputtering angles 𝛼sputt of 4° and 10°, and
single-sector milling at 𝛼sputt = 4°. Figure 2.4 and Figure 2.5 show the simulated
sample profiles (gray) in units of length (ul) as well as the temporal evolution of the top
surface (faint lines) in equidistant time intervals (in each subfigure from top to bottom).
Each interval corresponds to 7.2× 105 projectiles. The direction of the incident Ar+-ion
beam is marked in the subfigures by red and blue arrows. According to Figure 2.4, both
double-sector milling simulations start with the formation of a small trench at the sample
interface due to the higher sputtering yield of the epoxy. The impact angle and, thus,
the sputtering rate (cf. Figure 2.2) is much higher at the uncovered edges of the silicon
halves than at the flat surfaces of the sample. This leads to a broadening of the trench
and thus to the formation of plane sidewalls with opposed but constant slopes, i.e. a
wedge-shaped profile (wedge angle 𝛽). Depending on the sputtering angle the resulting
wedge angles are 𝛽DS10,sim = 22.3° (𝛼sputt = 10°, Figure 2.4a) and 𝛽DS4,sim = 7.1°
(𝛼sputt = 4°, Figure 2.4b), respectively. With increasing number of collision events,
the width of the trench is broadened continuously whereas the slopes of the sidewalls of
the Si halves remain constant. The broadening of the trench is enhanced with decreasing
sputtering angle. In contrast to the double-sector milling simulations, the simulation of
the single-sector ion milling shows a completely different behavior (cf. Figure 2.5).
Again, milling of the epoxy proceeds faster than that of the silicon. However, only the
edge of the ion-beam-facing side is exposed to the ion beam. This is side A in the
first part, and side B in the second part of the simulation. In the first part of the
simulation, the epoxy remains in the shadow of Si half B with a constantly inclined
surface (Figure 2.5, dashed line, −10 ul < 𝑥 < 10 ul). Since the removal of material at
the uncovered edge of side A is much higher compared to the bulk of side B (angular
dependency of sputtering yield) the edge is smoothened and repelled into the material
on the surface of Si half A, leaving an almost plane surface behind. This is associated
with formation of a topographic step between sample halves A and B as indicated by
a dashed black line in Figure 2.5. The height of this step remains constant in time,
due to the similar inclination of the surfaces of A and B next to the epoxy. It only
depends on the width of the epoxy between the sample halves A and B as well as on
the sputtering angle of the incident beam. Since the milling rate of the plane surfaces
is limited by the small sputtering angle, the sample topography is horizontally mirrored
(on the epoxy plane) after 10 time steps (B facing active ion gun) corresponding to
an azimuthal rotation of the sample by 180° in the ion mill. As it is recognizable in
the second part of the simulation (Figure 2.5, part below the dashed line), strongly
enhanced sputtering immediately starts at side B. This again leads to the formation of
a plane plateau on the formerly thicker sample half B, which lies below the previous
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plateau of half A. This procedure - milling the two sample halves alternately - turned
out to preserve plane parallel surfaces even if the sample is flipped as it is visualized in
Figure 2.5. However, the overall removal of material and, thus, the thinning rate are
smaller compared to double-sector thinning as indicated by the thickness evolution in
the simulations (cf. Figure 2.4b and Figure 2.5).
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Figure 2.4.: Monte-Carlo simulations of cross-section sample profiles in units of length
(ul) during Ar+-ion milling in the double-sector mode at a) 10° and b) 4°.
The Si halves (A, B) are dark gray, the epoxy is light gray.
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Figure 2.5.: MC simulations of cross-section sample profile in units of length (ul) during
single-sector Ar+-milling at 𝛼sputt = 4°. The Si halves (A, B) are dark
gray, the epoxy is light gray. The dashed line indicates the change of the
impact direction of the Ar-ions on the surface, corresponding to a azimuthal
rotation by 180° of the sample.
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2.2.3. Preparation and ion milling of Si cross-section samples

Standard (1 0 0) Si wafers were used to prepare cross-section samples to verify the simu-
lated profiles by experiments. Final samples were orientated along the [1 1 0]-zone axis.
For this purpose, a stack of four Si pieces were glued together using Gatan G-1 epoxy
(curing on a hot plate at 𝑇 = 100 ∘C until the epoxy changed its color). The obtained
sandwich was cut into slices (thickness 300 µm) using a precision diamond-wire saw
(Well Drahtsägen, Mannheim, Germany). Discs were cut using an ultrasonic disk cutter
(Gatan, Model 601). The discs were mechanically ground to a final thickness of about
80 µm. Both sample sides were then dimple ground with a 15mm brass wheel with 3 µm
diamond paste. Each side was consecutively felt-polished using 3, 1 and 0.25 µm dia-
mond paste, until a final thickness of 4 µm to 5 µm was reached in the center of the TEM
cross-section sample. In this stage, the silicon appears reddish-orange translucent under
back-illumination [98]. After the mechanical thinning, the samples were ion milled using
a commercial Gatan PIPS. This milling system consists of two rare-earth Penning-type
ions guns (PIGs). The maximal sputtering angle for both ion guns is +10° (top) and
−10° (bottom). Electronic ion-beam modulation facilitates automated deactivation of
the ion guns each time the ion beam leaves the fixed sector of ±10° perpendicular to the
epoxy of the cross-section sample. The acceleration energy of both ion guns was set to
3 keV. The gas flow was used to regulate the beam current per ion source to 90% of its
maximum resulting in a beam current of about 25 µA.

Figure 2.6.: SEM image (secondary-electron imaging) of the TEM silicon cross-section
sample milled in double-sector mode at 4° (DS4). The arrows mark the
central epoxy line. The red rectangle indicates the region close to the hole
where the FIB-cutting was performed to evaluate the final cross-sectional
profile.
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sample DS10 DS4 SS4

sector selection double-sector double-sector single-sector
sputtering angle 𝛼sputt ±10° ±4° ±4°
Ar+-ion energy 3 keV 3 keV 3 keV
rotation speed in
the milling sector 2.5 rpm 2.5 rpm 2.5 rpm

MC simulated
wedge-angle 𝛽sim 22.3° 7.1° 0°

experimental
wedge-angle 𝛽exp,FIB 17.7° 11.9° ≈ 0°
wedge-angle 𝛽exp,TEM 19.2° 11.8° ≈ 0° (not measurable)

Table 2.1.: Ion-milling parameters, MC-simulated and experimental determined wedge-
angles of Si cross-section samples.

To compare the sample profiles after Ar+-ion milling with the simulations (Figure 2.4
and Figure 2.5), the same sputtering angles and selection of active sectors (single-
sector/double-sector milling) as in the simulations were applied. The milling parameters
and sample labels are summarized in Table 2.1.

Figure 2.6 shows a scanning electron microscopy (SEM) image of DS4 after ion milling
(secondary electron (SE) imaging). The epoxy line between both Si halves (marked by
black arrows in Figure 2.6) is oriented horizontally in the center of the picture. Next
to the small lenticular hole, which extends about 30 µm along the interface, the thinned
(wedge-shaped) regions along the epoxy line are visible by showing bright and dark gray
contrast. This contrast results from the wedge shape of the cross-sectional profile and
is due to the inclination of the surfaces with respect to the Everhart-Thornley detector
used for SE imaging. Due to that topographical contrast, opposing inclined Si surfaces
show darker and brighter contrast, respectively. Scratches originating from mechanical
polishing were broadened during ion milling. Due to the higher sputtering yield of the
epoxy compared to the silicon, both edges of the silicon sandwich were exposed to the
ion beam instantaneously during double-sector ion milling. This fact led to a locally
increased impact angle and, thus, to an increase of the sputtering rate (cf. Figure 2.2)
along the edges. As predicted by the simulations (Figure 2.4b), a wedge-shaped sam-
ple profile with constant slope is formed. Increasing the sputtering angle to 10° (DS10)
decreases the width of the central thinned area with wedge shape, as predicted by the
simulation. As will be shown later, this is explained by a significantly larger wedge
angle. Altering the milling conditions from double-sector to single-sector milling drasti-
cally changes the milling behavior and, thus, the final topography. This is also in good
consistence with the simulations. In contrast to DS4 and DS10, SS4 did not show the
formation of a trench with symmetric side walls. The ion-gun-facing side of the sample
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is preferentially etched as suggested by the simulations. With increasing milling time
the topographical step was driven into the bulk (away from the epoxy interface), leav-
ing a thinner and almost flat region behind. The surfaces of this region are parallel to
the initial sample surfaces. Hence, the ROI of this sample half was protected from ion
milling by shadowing (cf. Figure 2.5). The small inclination angles of the surfaces were
too small to utilize any topographical contrast for SEM imaging. The sputtering on the
plane sample surfaces close to the epoxy line is strongly limited by the small sputtering
angle 𝛼sputt = 4° (cf. Figure 2.2). It is therefore necessary to flip the sample by 180°
after the edge is driven away several µm from the epoxy line. As a result, the opposite
sample side is thinned by driving a new step back from the epoxy. Depending on the
initial sample thickness, this procedure of flipping the sample may become necessary
several times. For the initial sample thickness and parameters used it was sufficient to
flip the sample once (one time milling each half of the sample).

To confirm the simulated wedge angles and thickness profiles, two different methods
were applied to evaluate the prepared samples:

� analyzing thickness contours at defined imaging conditions (known imaging vector)

� direct imaging of the profile by FIB cutting.
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Figure 2.7.: Bright-field images using g(220) as imaging vector and evaluated thickness
profile of silicon cross-section samples of a) DS4 and b) DS10. Graph and
micrographs are scaled equally.

Figure 2.7 shows TEM bright-field micrographs of the Si cross-section samples DS4
(see Figure 2.7a) and DS10 (see Figure 2.7b) acquired in g(220) two-beam condition.
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The equidistant thickness contours indicate a linearly increasing thickness with increas-
ing distant to the sample edge. The imaging condition corresponds to an extinction
length of 𝜉(220) = 99 nm [99]. Evaluation of the thickness contours at several positions
along the sample yields wedge angles of 𝛽DS4,TEM = 11.8° for DS4 and 𝛽DS10,TEM = 19.2°
for DS10. The wedge angle for the sample SS4 was not measurable, because thickness
contours were not visible within the homogeneously thinned area.

To confirm the TEM-evaluated wedge angles, cuts perpendicular to the epoxy line were
prepared in the vicinity of the hole by means of focused ion beam (FIB) milling using a
FEI Strata 400S. A representative region for DS4 is marked by a rectangle in Figure 2.6.
Prior to FIB milling, the samples were covered by a layer of platinum to avoid surface
damage induced by the Ga+-ion beam. Additionally, the mechanical stability of the
electron transparent region especially of SS4 was enhanced by this procedure.
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Figure 2.8.: a) SEM images of FIB cuts of Si cross-section samples (DS10, DS4, and
SS4) and b) measured thickness profiles (ordinate inflated) of DS10 (light
gray), DS4 (middle gray) and SS4 (dark gray).

Figure 2.8a shows SEM micrographs of cross-sectional profiles of DS10, DS4 and SS4.
The deposited platinum exhibits two different intensities, which depends on the depo-
sition technique. Electron-beam deposited platinum appears darker, whereas the use of
the Ga+-ion beam for deposition led to a Pt layer with brighter contrast in the SEM
images due to its higher density and thus higher SE yield. The determined sample pro-
files are summarized in Figure 2.8b.
The thickness for the two double-sector milled samples increases almost linearly with
distance to the epoxy (left to right) and levels off in a flat plateau after 4 µm (DS10)
and 10.5 µm (DS4), respectively. In contrast, SS4 shows almost constant thickness un-
til it increases slightly in a distance of 4 µm from the interface. Behind this homo-
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geneously thinned area the overall sample thickness increases negligibly with a wedge
angle of 𝛽SS4 = 1.3°, whereas DS4 and DS10 show wedge angles of 𝛽DS4,FIB = 11.9° and
𝛽DS10,FIB = 17.7°, respectively.

2.2.4. Single-sector milling of other materials

The knowledge obtained by the combination of simulation and experimental evalua-
tion was transferred to other materials to verify the capability of the single-sector ion-
milling procedure. Figure 2.9a shows a TEM bright-field micrograph of an epitaxial
EuTiO3 thin film deposited on a single-crystalline SrTiO3 substrate by pulsed laser de-
position. After grinding and polishing (thickness 1 µm to 2 µm, measured in the center)
this sample was ion milled at 4° and 3.3 keV Ar+-ion energy using the single-sector
mode (sample turned two times by 180° during the complete milling procedure). The
whole electron-transparent area extends a few 10 µm along the EuTiO3 thin film. The
(0 0 2) two-beam imaging conditions correspond to a calculated extinction length of
𝜉(002) = 52 nm [99]. From the observed contrast sequence of the thickness contours
(white arrow in Figure 2.9a marks a hole in the SrTiO3 substrate) it is concluded that
a 1.2 µm-broad region with a thickness of 0.5 to 1.5 𝜉(002) along the epoxy has formed.
Contrast variations within this region are attributed to local bending. Beyond this area
the thickness rises rapidly (narrow, parallel thickness contours in Figure 2.9a).
A second example is presented in Figure 2.9b. The bright-field image shows a 130 nm
thick Sm2O3 thin film on polycrystalline CeO2, which contains a grain boundary within
the substrate on the right-hand side of the image. The sample was milled at 4° (3.7 keV
Ar+-ion energy) in the single-sector mode (sample turned two times by 180° during
the complete milling procedure). The contrast is homogeneous apart from some bend
contours, indicating that thickness variations are small within the depicted field of view.
Figure 2.10 illustrates the time evolution of the step position of this sample during
single-sector ion milling in equidistant time steps (Δ𝑡 = 2min). The sample is imaged
in reflected light applying polarized-light microscopy in crossed polarization. For better
visualization, micrographs are contrast inverted, thus pores appear as dark/black dots
within the light gray CeO2 substrate. The schematic geometry of the sample is given at
the top of the diagram to clarify the geometry used. Furthermore, the actual sputtering
direction as well as the step position is marked by a red arrow and red line, respectively.
After 8min the sputtering direction is changed by 180° and the sputtering angle is slightly
reduced to about 3.5°. Henceforth, the height of the step on sample side A decreases, as
illustrated by the vanishing contrast of the step in the micrographs.
These two material-science examples underline the outstanding potential of the proce-
dure of alternating single-sector Ar+-ion milling to prepare homogeneously thick TEM
samples.
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Figure 2.9.: TEM bright-field image of a) an epitaxial EuTiO3 thin-film (50 nm) on single
crystalline SrTiO3 substrate recorded in (002) two-beam condition, b) TEM
bright-field image of a Sm2O3 thin-film on poly-crystalline CeO2. Both
samples were milled by alternating single-sector milling the two samples
halves using an angle of 4°.
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Figure 2.10.: Movement of formed step during single-sector ion milling of Sm2O3 thin-
film on CeO2 in equidistant time steps of 2min. Sputtering direction is
marked by a red arrow.
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2.3. Discussion

2.3.1. Double-sector versus single-sector ion milling

Despite the simplicity of the model used for the MC simulations, the calculated sample
profiles (see Figure 2.4 and 2.5) are qualitatively in good agreement with the exper-
imentally determined ones (see Figure 2.8). The formation of wedge-shaped cross-
sectional profiles during double-sector milling can be understood by the lack of shadow-
ing of the sample edges of that sample half which faces the ion guns during ion milling.
The trend of decreasing wedge angle with decreasing sputtering angle (Figure 2.8) is
qualitatively explained by the increase of the impact angle of the incident ion beam on
the ion-gun-facing surface of the opposing sample half. As a rough guide one can say
that the resulting wedge angle is about twice the sputtering angle.

𝛽 ≈ 2𝛼sputt

Hence, this strategy of double-sector ion milling will fail in preparing large plane paral-
lel, electron-transparent regions along the epoxy line of cross-section TEM samples. In
contrast, simulations as well as ion-milling experiments clearly demonstrate that the sug-
gested procedure of alternate milling the halves of a cross-section TEM sample (single-
sector mode) enables the preparation of the required plane parallel regions. During
single-sector milling, the sample half, which faces the active ion gun, is always protected
(shadowed) by the sample half below the active gun. The simulations (Figure 2.5)
corroborate this explanation by the reproduction of the formation of a topographical
step between both sample halves during single-sector milling. These qualitative findings
coincide with the conclusions drawn by Barna [86].
The suggested milling procedure for TEM cross-section samples exhibiting large, plane
parallel regions of interest can be summarized as:

1. Mechanical sample preparation including sectioning, sandwich gluing (ceramic
or brass cylinder), cutting as well as dimple grinding and polishing from both sides

2. Single-sector Ar+-ion milling until

a) ion-gun opposed sample side is near electron transparency
⇒ proceed with point 3
or

b) formed topography step is repelled several micrometer into material. Change
the sputtering direction (azimuthal rotation by 180°) and return to point 2

3. Final ion polishing

a) flip sample by 180°

b) reduce ion energy and sputtering angle

c) start Ar+-ion polishing (ROI is always shadowed and protected by the sub-
strate)
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For better visualization, Figure 2.11 shows a detailed flow chart of the suggested single-
sector milling. For final ion polishing of the sample half of interest, it is recommended to
mill that respective half downwards (self-shadowing). Using the example of Figure 2.5
(final thinning of side B), downwards means that the ion guns are positioned above
and below side B, facing side A. A small sputtering angle (1.5 to 3°), depending on
the milling device used) assures slow and, thus, secure but homogeneous thinning of
the thin ROI until the desired thickness is reached. A larger sputtering angle may be
chosen to homogeneously thin the plane surfaces at higher rate. It is clear that the thin
regions of side A (directly facing the ion guns) may be completely removed due to lack
of shadowing by side B (dependent on sputtering angle and milling time).

Figure 2.11.: Flow chart of suggested single-sector ion milling procedure.
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2.3.2. Discrepancies between simulations and experiments

The deviations between simulated and experimentally obtained wedge angles (compare
Table 2.1) are attributed to various reasons. Different aspects contributing to these
deviations are discussed in the following.

As most important contribution, the imprecise description of the angular dependency
of the sputtering yield at low sputtering angles was identified. Slight variations of
that dependency especially at small sputtering angles 𝛼sputt (< 10°) at glancing inci-
dence have a significant impact on the cross-sectional profiles obtained by simulations.
In this angular range (important for ion milling) the experimental data are sparse and
the theoretical predictions of the sputtering yield (Figure 2.2) differ most significantly.
This particularly explains the strong deviation of the simulated and experimental wedge
angle of DS4, while the experimental wedge angle of DS10 deviates less from the sim-
ulation. Due to the large variety of target-projectile combinations and target-atom
binding energies, no universal description of the angular dependency of the sputtering
yield is available. Seah et al. [100] concluded that Yamamura et al.’s [97] approach for
the angular dependence of the sputtering yield is more accurate than the SRIM-derived
(SRIM-The Stopping and Range of Ions in Matter; software package) dependence, which
results in severe artifacts. Yamamura and coworkers provide a complete table set of Σ
and 𝑓 -values for a large variety of target-projectile combinations. A part of these pa-
rameters is obtained by fitting available experimental data on polycrystalline materials.
Others, including the values for Si, are derived from extrapolation. However, Figure 2.2
clearly demonstrates that Yamamura et al.’s approach does not describe the sputtering
yield for Ar+-ions on silicon at glancing incidence satisfyingly. The experimental deter-
mination of 𝑌 (𝜃) requires flat surfaces and low doses, because surface roughness averages
the angular dependence due to a distribution of microscopic incidence angles. Silicon
and also other materials are known to form ripples which increase the surface roughness
significantly at larger doses and/or longer sputtering time, respectively [101]. For small
incidence angles 𝛼sputt most published measurements of sputtering yields are affected by
this problem.

Missing experimental data on the sputtering yield of the epoxy used is a drawback
for the simulations. This value strongly influences the step height between sample halves
A and B in the case of single-sector milling and the final wedge angle evolving during
double-sector milling. From daily experience it is known, that the sputtering rate of
pure epoxy at common ion energies is higher than for most non-organic materials (as
considered in our simulations).

Figure 2.12 shows the dependency of the resulting wedge angle (double-sector milling)
for 𝛼sputt = 4° and 𝛼sputt = 10° on the factor m between sputtering yield of Si and that of
the epoxy (cf. Section 2.2.2). The values were obtained by repeating the simulations
by varying the value 𝑚 in the range of 1 ≤ 𝑚 ≤ 2 as well as one simulation without
epoxy in between both halves. The extreme case of 𝑚 = 1, where the sputtering yield
of the epoxy equals that of Si, leads to a wedge angle of 0° (homogeneous thinning
all over the surface). This is obvious as it represents the case of homogeneous Si with
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Figure 2.12.: MC-simulated wedge angles of double-sector ion-milled TEM samples in
dependence of the scaling factor 𝑚.

flat surface. In general, any increase of this value leads to the formation of a wedge-
shaped profile. Since a factor of 𝑚 = 1.5 represents the experimental results in good
approximation, it was chosen for the simulations. However, the resulting simulated
wedge angle slightly underestimates (𝛼sputt = 4°) or overestimates (𝛼sputt = 10°) the
experimental results, due to the mentioned reasons above. In order to tune (minimize)
the final wedge angle (cf. Figure 2.12) of double-sector milled samples one may think
about the possibility to reduce the sputtering yield of the epoxy by adding a specific
amount of more resistant material, e.g. inorganic nanoparticles. However, the average
sputter yield of the envisaged compound should be slightly higher than that of the
surrounding material of interest to facilitate trench formation.

Furthermore, geometrical aspects contribute to the observed discrepancies. Ion chan-
neling [22] along low-indexed crystallite directions may influence the sputtering yield
for a specific incident sputtering angle on single crystals. To minimize this influence,
the ion guns are commonly active while the sample is rotated/rocked azimuthally in a
finite sector (for the Gatan PIPS this sector covers ±30°) perpendicular to the epoxy
(cf. Figure 2.1). In addition, it is well-known that rotating/rocking of inhomogeneous
samples (e.g., with holes, or a mixture of different phases) during ion-milling at small
sputtering angles minimizes anisotropic thinning and, thus, the formation of localized
thickness variations due to inhomogeneous shadowing. These facts associated with sam-
ple rotation/rocking are not taken into account in the simulations. Rotating/rocking the
sample leads on the one hand to an increasing projected distance between both sample
halves (width of the epoxy) along the incident ion beam. Hence, it has a direct influence
on the step height evolving between the two sides during single-sector milling. On the
other hand, the absolute impact angle 𝛼imp on inclined surfaces decreases with increasing
semi-sector angle. Figure 2.13a depicts the dependence of impact angle 𝛼imp in the
center of the sputtering-sector (𝛾semi = 0°) and at maximum deflection of the semi-sector
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Figure 2.13.: a) Absolute projectile impact angle 𝛼imp in the center of the sputtering-
sector and at maximum semi-sector angle of 𝛾semi = 30° and b) relative
change in the impact angle at maximum semi-sector angle (𝛾semi = 30°)
and sputtering-angles of 𝛼sputt = 0°, 4° and 10° as a function of the surface
inclination 𝛼.

angle (𝛾semi = 30°) on the surface inclination 𝛼. The relative change of the impact angle
Δ𝛼imp at maximum sector elongation is shown in Figure 2.13b. This geometric effect
leads, especially at strongly inclined surfaces and high sputtering angles, to a decrease
of the absolute impact angle and, therewith, to a shift to higher sputtering rates. As
a result, the sputtering yield of strongly inclined surfaces increases, resulting in a de-
creased sample wedge angle for larger sputtering angles, if sample rotation/rocking is not
taken into account. This correlates with the two-dimensional simulations, for which too
large wedge angles are observed at higher sputtering angles. Energetic aspects may
contribute to the deviations as well. The installed ion guns in the PIPS are not mono-
energetic as assumed in the simulations. In fact, there is a distinct maximum around
the adjusted acceleration energy with moderate contributions to lower energies [102].
This fraction consists of non-ionized atoms accelerated by collision interactions within
the beam. In addition, the direction of the incident Ar+-ions is not as precisely defined
as assumed in the simulations (average sputtering angle 𝛼sputt).Furthermore, ion reflec-
tion at the sample surface has not been considered in the simulations, which increases
with decreasing sputtering angle (glancing incidence) and leads to a higher sputtering
yield at protruding topography features.
Despite of all these shortcomings, the formation of homogeneously thinned areas during
single-sector milling is well reproduced by the simulations.
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2.3.3. Influence of the epoxy width

Milling Si cross-section samples with central epoxy layers of various thicknesses showed
that the initial width of the epoxy plays an important role for the quality of the final
TEM sample. Zinkle et al. [85] described this phenomenon geometrically. For a critical
sample thickness of 𝑡crit = 2𝑤 tan𝛼sputt (𝑤 is the thickness of the epoxy layer between
both sample halves) both sample surfaces are exposed to the ion beam after removing
the epoxy completely. In other words, the width of the epoxy determines the removal
of matter and, thus, the final thickness of the shadowed half of the TEM sample. Fur-
thermore, Zinkle et al. [85] assumed that the inclination of the surface of the adhesive
runs parallel to the incident ion beam whereas the MC simulations in this study showed
that the inclination of that surface depends on the sputtering yield of the epoxy. It is
obvious that, if the gap between both sample halves is too wide, a significant portion
of the region of interest is sputtered away before the sample thickness reaches electron
transparency. As a consequence, sandwiches with thin glue gaps (< 1 µm) are essential
to preserve the interesting surface regions along the adhesive during double-sector ion
milling. To overcome the disadvantage of thicker epoxy layers (> 2 µm), e.g., in the case
of rough or structured sample surfaces, single-sector milling at low incident sputtering
angles (1.5 to 3°) may be helpful. Milling at such small angles is also recommended by
Helmersson and Sundgren [83] for preparation of samples consisting of materials with
strongly differing sputtering yields. Hence, the problem of preferential thinning can be
reduced.
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3. Nanocrystalline La0.6Sr0.4CoO3-𝛿
thin-film cathodes

3.1. Introduction

Rising raw oil prices, increasing environmental pollution and ever-expanding energy
needs lead to a change of thinking in our society. Environmental protection and sustain-
able utilization of energy sources gain more and more attention. Therefore, governmental
and non-governmental organizations seek for a solution for present and future energy
problems on an international level. Furthermore, increasing energy prices will push
technology development in the sector of renewable energy sources as well as sustainable
energy usage. As energy-conversion device, fuel cells with high efficiency and low or zero
emissions have received significant attention in the past 20 years. They are a promising
approach to replace combustion-based mobile and stationary electrical generators at all
sizes and can contribute to reduce carbon dioxide emission.

Working principle of a solid-oxide fuel cell

A ceramic solid oxide fuel cell (SOFC) is an all solid-state energy conversion device that
produces electricity by electrochemical combination of fuel and oxidant gases across an
ionic conducting electrolyte. The working principle can be described as a galvanic cell,
in which reagents and products of the redox reaction are continuously supplied and
removed [103,104]. A simplified functional principle of an SOFC is schematically shown
in Figure 3.1.
The chemical energy is provided in the form of fuel (hydrogen or hydrocarbons) on the
anode side and oxidization gas (oxygen or air) on the cathode side. To prevent a direct
combustion of the reactants, fuel and oxidant-gas compartments are separated by an
oxygen-ion (O 2 – ) conducting, electrically insulating and gas-tight ceramic electrolyte
membrane, consisting of Y-substituted zirconia (YSZ) or Gd-substituted ceria (CGO)
[104, 106, 107]. The operation mechanism of the SOFC is based on the presence of a
chemical potential gradient across the electrolyte due to the difference in oxygen partial
pressures between cathode and anode. This chemical potential gradient is the driving
force for oxygen-ion diffusion from the cathode through the solid electrolyte to the
anode. Constant oxygen-ion diffusion is maintained by a continuous supply and removal
of reagents and products.
Before oxygen ions are incorporated into the electrolyte material, a variety of reactions
take place at the cathode side, including adsorption and dissociation of oxygen molecules
into atoms and ionization of the oxygen atoms by collecting two electrons. In the case of
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Figure 3.1.: Schematic function principle of an SOFC [105] (slightly modified).

materials with negligible ionic conductivity like (La,Sr)MnO3-𝛿 (LSM) this mechanism is
restricted to the cathode-electrolyte-gas triple-phase boundaries (TPB). In contrast, this
reduction takes place on the whole cathode surface for materials with mixed-ionic and
electronic conducting (MIEC) properties like (La,Sr)CoO3-𝛿 (LSC) or (La,Sr)(Co,Fe)O3-𝛿

(LSCF). After migration through the electrolyte, the oxygen ions react with the fuel gas
to water vapor (in case of hydrogen fuel) and/or carbon oxides (in case of hydrocarbon
fuels) on the anode side.
If, for example, hydrogen is used as fuel gas, the electrochemical reactions at the cathode
and anode can be summarized as follows:

cathode: 1
2
O2 (gas) + 2 e –

(cathode) −→ O 2 –
(electrolyte)

anode: O 2 –
(electrolyte) +H2 (gas) −→ H2O(gas) + 2 e –

(anode)

sum: H2 (gas) +
1
2
O2 (gas) −→ H2O(gas)

The oxygen-ion transport results in electron depletion at the cathode and electron en-
richment at the anode. Consequently, a potential difference between the electrodes is
generated, forcing the electrons to flow through the external electric circuit and to per-
form electrical work.
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In case of an open circuit and ideal cell, the Nernst voltage 𝑈N arises between cathode
and anode:

𝑈N =
𝑅𝑇

𝑛el𝐹
ln

√︃
𝑝O2(cath)

𝑝O2(an)

where 𝑅 is the gas constant, 𝑇 the absolute temperature, 𝐹 the Faraday’s constant,
𝑛el = 2 the number of released electrons during the ionization process of one utilized
fuel molecule and 𝑝O2(cath)

and 𝑝O2(an)
the oxygen partial pressures at cathode and an-

ode, respectively. However, due to several internal irreversible loss mechanisms the cell
voltage drops below the thermodynamically predicted Nernst voltage, if the fuel cell is
loaded with an electric current.

𝑈load = 𝑈N − 𝑗load ·
∑︁
𝑘

𝐴𝑆𝑅𝑘

with 𝑗load being the load current density. The respective loss portions 𝑘 are given by
their respective area-specific resistance 𝐴𝑆𝑅.

Cathode materials for intermediate-temperature SOFC applications

Conventional SOFCs are commonly operated at 700–1000 ∘C. However, degradation
effects like secondary-phase formation at the cathode-electrolyte interface [108] or cath-
ode poisoning via Cr, which is evaporated from metallic interconnectors used in cell
stacks [109], reduce the durability.
Hence, a major target in present SOFC research is the reduction of the operating tem-
perature to an intermediate-temperature range of 500–700 ∘C, or lower. Especially for
mobile applications like auxiliary power units [110, 111] this temperature regime is of
great interest. Start up times can be drastically decreased if the operating temperature
is lowered. Furthermore, cell degradation is expected to be reduced, thus resulting in
an extended lifetime. Moreover, material costs for insulation, housing and interconnects
of the fuel cell are reduced because a larger variety of suitable and considerably less
expensive materials are available.
However, losses of the electrochemically active electrodes and electrolyte conductivity
increase significantly at lower operating temperatures because ionic transport processes
in the electrolyte and electrochemical reactions at the electrodes are thermally activated.
One approach to face the challenges associated with lower operating temperatures is the
application of thin-film electrolytes (thickness < 10 µm) [110, 112] in anode supported
cells. They are capable to reduce significantly ohmic losses. The reduction of the po-
larization losses of the cathode is also still of intense research. Here, reduction of losses
can be achieved by the application of materials with high electrochemical activity and
optimized microstructure.
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Based on the functional principle and requirements for application in an intermediate-
temperature SOFC (IT-SOFC), the following properties can be deduced for the cathode
material:

� good electronic and ionic conductivity

� large surface area due to a high amount on open porosity

� grain size in the nanometer regime

� stability under working conditions (high temperature and oxidizing atmosphere)

� chemical compatibility with the electrolyte (no interfacial reaction)

� thermal expansion coefficient compatible with that of the solid electrolyte

These requirements for highly sophisticated SOFC cathodes indicate that the cell per-
formance strongly depends on the microstructure of the cathode as well as the cathode-
electrolyte interface. Hence, nanoscaled thin-film cathodes with sufficient porosity are of
substantial interest for development of intermediate-temperature SOFCs (IT-SOFCs).
On the one hand, cathode oxygen reduction is facilitated with increasing porosity, which
corresponds to an increased active inner surface. On the other hand, Tuller [113, 114]
and Maier [115–121] pointed out that a substantial reduction of the mean grain size of
ionic-conducting materials to the nanoscale may lead to an enhanced ionic conductivity
due to grain-boundary charging effects. A promising material system for the intended
temperature regime is (La,Sr)CoO3-𝛿, a perovskite-type material possessing exceptional
mixed ionic and electronic conducting properties.

Goal of this work and outline

The goal of the present work was the study of the microstructure (grain-size and porosity)
and chemical composition of nanocrystalline La1-𝑥Sr𝑥CoO3-𝛿 films (nominal Sr-content
of 𝑥 = 0.4) on polycrystalline Gd0.1Ce0.9O1.95 (CGO) electrolyte substrates. This
electrolyte material exhibits good oxygen-ion conduction and in contrast to YSZ [108]
does not react with the cathode material. Furthermore, the microstructural properties
were correlated with the SOFC electrochemical performance. Transmission electron
microscopy (TEM) combined with selected-area electron diffraction (SAED), energy-
dispersive X-ray spectroscopy (EDXS) and scanning transmission electron microscopy
(STEM) tomography was applied to study all relevant aspects of the prepared cathode
films. The results contribute to the clarification of the origin of the extraordinary good
electrochemical performance of nanoscaled La0.6Sr0.4CoO3-𝛿 thin-film cathodes that were
studied by Hayd et al. [122].
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3.2. Sample fabrication

The investigated samples were fabricated in cooperation with the Fraunhofer-Institut für
Silicatforschung (ISC) in Würzburg and the Institut für Werkstoffe der Elektrotechnik
(IWE) at the Karlsruhe Institute of Technology (KIT). Development and fine tuning of
the coating solution for metal organic deposition of La0.6Sr0.4CoO3-𝛿 thin-films was per-
formed by Dr. Uwe Guntow (ISC). Coating of the electrolyte substrates, pyrolysis and
thermal annealing was performed in close collaboration with Jan Hayd (IWE). Compar-
ative chemical analyses of the standard materials for quantitative X-ray spectroscopy
were performed by Dr. Dirk Fuchs at the Institut für Festkörperphysik (KIT).

3.2.1. Ce0.9Gd0.1O1.95 electrolyte substrates

Metal-organic deposition was used for fabrication of nanoscaled La0.6Sr0.4CoO3-𝛿 thin-
film cathodes on Gd-substituted ceria oxide Ce0.9Gd0.1O1.95 (CGO) electrolytes (diam-
eter 25mm, thickness 400 µm to 800 µm). The substrates were produced, ground and
polished by Daiichi Kigenso Kagaku Kogyo Co., Ltd (Japan).
However, first results on as-received electrolytes showed formation of a high density of
lattice defects within 160 nm beneath the surface due to mechanical stress during pol-
ishing. Furthermore, the surface of the CGO substrate contained scratches and pits
resulting from single grains, which were pulled out during polishing (see Figure 3.2a).
To prevent enhanced diffusion along dislocation cores or spurious effects on the elec-
trochemical properties two different annealing setups were tested to heal out defects.
Annealing at 900 ∘C for 24 h resulted in massive recrystallization of the electrolyte sur-
face (compare secondary-electron image or TEM bright-field image in Figure 3.2b,
recrystallized grain marked by white arrow). Slight contrast variations in near-surface
areas indicate an incomplete healing of lattice defects. In contrast, the second tested
annealing of an as-received electrolyte at 1300 ∘C for 3 h resulted in a defect-free sur-
face, accompanied by an increase in surface roughness due to thermal etching of grain
boundaries (see Figure 3.2c). Based on these preceding experimental results, all CGO
electrolytes were subjected to an annealing at 1300 ∘C for 3 h to anneal surface defects.

3.2.2. La0.6Sr0.4CoO3-𝛿 thin-film cathodes

For the synthesis of the La0.6Sr0.4CoO3-𝛿 precursor, solid propionates of La, Sr, and Co
were prepared separately. They were obtained by the reaction of La2(CO3)3, Co(OH)2,
and metallic Sr with propionic acid (in excess) in the presence of propionic acid anhy-
dride. The metal-organic precursors were mixed together at room temperature according
to the desired stoichiometry of La0.6Sr0.4CoO3-𝛿 and dissolved in propionic acid, result-
ing in a ready-to-use coating solution. The obtained stoichiometry was cross-checked by
inductively coupled plasma-atomic emission spectroscopy (ICP-AES).
Top and bottom side of the CGO electrolytes were coated simultaneously by a computer-
controlled single dip-coating process (inserting velocity 𝑣in = 11 cm min=1, immersing
time 𝑡hold = 10 s, withdraw rate of 𝑣out = 8 cm min=1), followed by drying at room
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Figure 3.2.: Surface (top, SEM secondary-electron images by Jan Hayd, IWE, KIT) and
cross-section (bottom, TEM bright-field images) of the electrolytes. a) as
received, b) after annealing at 900 ∘C for 24 h and c) after annealing at
1300 ∘C for 3 h.

temperature for 5min. Best coating results in terms of homogeneity and crack deficiency
were obtained with a solution (kinematic viscosity of 𝜂 = 3.67× 10−6m2 s=1 at 20 ∘C)
containing 10mass% of the resulting oxide. In contrast to other coating techniques
like pulsed-laser deposition or physical-vapor deposition, this coating technique is highly
suitable for commercially mass production.

The film thickness achieved by dip coating is affected by numerous factors like withdraw
rate 𝑣out, sol viscosity 𝜂, gravitational acceleration 𝑔 and sol density 𝜌. The final film
thickness for Newtonian liquids [123] is described by

𝑙 = 0.8

√︂
𝜂𝑣out
𝜌𝑔

.

If withdraw rate and viscosity are low, which is often the case for sol-gel film deposition,
this equation is modified by the ratio of viscous drag to liquid-vapor surface tension 𝛾lv
according to the relationship derived by Landau and Levich [124].

𝑙 = 0.94
(𝜂𝑣out)

2
3

𝛾
1
6
lv(𝜌𝑔)

1
2

In a subsequent rapid thermal annealing (RTA) step (heating rate Δ𝑇↑ > 200Kmin−1)
at 170 ∘C for 5min in a preheated oven all volatile solvents were removed from the
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processing parameters
label Δ𝑇↑ 𝑇max Δ𝑇↓ 𝑡an at 𝑇max Figure

LSC700 3Kmin−1 700 ∘C 10Kmin−1 0 h 3.3a, b

LSC700-10 3Kmin−1 700 ∘C 10Kmin−1 10 h 3.3c, d

LSC700-100 3Kmin−1 700 ∘C 10Kmin−1 100 h 3.3e, f

LSC800 3Kmin−1 800 ∘C 10Kmin−1 0 h 3.4a, b

LSC800-10 3Kmin−1 800 ∘C 10Kmin−1 10 h 3.4c, d

LSC800-100 3Kmin−1 800 ∘C 10Kmin−1 100 h 3.4e, f

Table 3.1.: Sample labeling and processing parameters

coating. For pyrolysis, samples were heated with a heating rate Δ𝑇↑ = 3Kmin−1 to
𝑇max = 700 ∘C or 800 ∘C, respectively, and immediately cooled down to room temperature
with a cooling rate Δ𝑇↓ = 10Kmin−1. During this step the actual perovskite phase is
formed. Four samples were additionally subjected to a long-time thermal treatment
at 𝑇max = 700 ∘C or 800 ∘C in air for 𝑡an = 10 h or 100 h, respectively, to study the
chemical and structural changes of the nanocrystalline LSC and the interface between
LSC cathode and CGO electrolyte. Samples labeled as LSC700 and LSC800 in the
following were pyrolyzed at 700 ∘C or 800 ∘C. LSC700-10, LSC700-100, LSC800-10 and
LSC800-100 were additionally subjected to a long-term thermal treatment at 700 ∘C or
800 ∘C for 10 h or 100 h in air, respectively. The processing parameters and corresponding
sample labeling are summarized in Table 3.1.

3.2.3. Reference materials for quantitative X-ray spectroscopy

Three reference materials LaSrAlO4, LaSrGaO4 and LaCoO3, were analyzed to ob-
tain 𝑘AB-factors for standard-based quantitative EDXS of La0.6Sr0.4CoO3-𝛿. LaSrAlO4

and LaSrGaO4 single crystals (5mm× 5mm× 1mm in size) grown by the Czochral-
ski method were purchased from Crystec GmbH Kristalltechnologie (Berlin, Germany).
Sintered polycrystalline LaCoO3 tablets, fabricated by citric acid sol-gel method, were
provided by Dr. Dirk Fuchs (Institut für Festkörperphysik, KIT). The tablets were sin-
tered at 1250 ∘C for about 35 h. The expected crystal structure was verified at room
temperature by means of X-ray diffraction (Cu source equipped with Ni 𝛽-filter). The
material was single-phase and XRD-cell refinement confirmed the space group 𝑅3𝑐 with
lattice parameter 𝑎 = 0.544 nm and 𝑐 = 1.310 nm according to literature data. The
chemical composition of the three standard materials was cross-checked by Rutherford
backscattering spectroscopy (RBS). They were found all to be stoichiometric within the
experimental limits of ±5%. Hence, the nominal composition was used for the calcu-
lation of the absorption free 𝑘AB-factors in the following. Table 3.2 summarizes the
quantitative results of the RBS measurements.
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experimental nominal
cation ratio cation ratio

sample La/Sr La/Co La/Sr La/Co

LaSrGaO4 1.05 — 1.00 —
LaSrAlO4 1.00 — 1.00 —
LaCoO3 — 1.04 — 1.00

Table 3.2.: Quantitative cation ratios determined by RBS.

3.2.4. Sample preparation for transmission electron microscopy

The type of TEM sample, which needs to be prepared, always depends on the kind of
desired characterization. Hence, one should be aware of the type of required analyses
prior the preparation process. If structural and chemical variations close to an interface
have to be analyzed, a sample, in which the interface is parallel to the incident elec-
tron beam, has to be prepared. This necessitates the preparation of TEM cross-section
samples. They are prepared conventionally by sandwich gluing, slicing, grinding to a
thickness of about 80 µm, dimple grinding and felt polishing as described by Strecker
et al. [81]. Afterwards, sample thinning by single-sector Ar+-ion milling is performed
according to the procedure described in Section 2.2. The presented technique enables
a reliable and reproducible sample preparation, because the common double-sector ion
milling fails by losing the complete LSC thin film in the electron-transparent areas.
For the preparation of plan-view samples, a small piece of sample (about 1.5mm ×
2.5mm) is glued on a supporting copper ring. The sample is then dimple ground from
the electrolyte side to a minimum thickness of a few microns. This yields short ion-
thinning times at sputtering angles of about 15° at an acceleration voltage 4 kV (Gatan
Duomill). For the final polishing the acceleration voltage was decreased to about 2.5 kV.
The bottom side of the sample holder is sealed with a cover slip glass during Ar+-ion
sputtering from the top to prevent unwanted redeposition of sputtered material on the
LSC thin-film cathode.
Prior to investigation, all TEM samples were coated by a thin carbon layer to reduce
charging of the insulating substrate and, thus, sample drift in the microscope. For this
purpose the thinned area in the middle of the sample was masked in order to prevent
artifacts from the carbon added.
For STEM investigations, the TEM samples were cleaned using a plasma cleaner (Binder
Labortechnik, Germany) immediately before the experiment to prevent sample contam-
ination by deposition of cracked hydrocarbons on the sample surface.
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3.3. Experimental results

The following subchapter presents the results of the microstructural characterization of
nanocrystalline LSC cathodes, including temperature-related microstructural changes,
e.g. isothermal grain growth (Section 3.3.1) and decrease of porosity (Section 3.3.2),
crystalline phase composition (Section 3.3.3) as well as chemical composition
(Sections 3.3.4 and 3.3.5).

3.3.1. Isothermal grain growth and grain-size distribution

The transport properties of MIECs significantly depend on grain size and associated area
of intergranular grain boundaries. Hence, the LSC thin-film cathodes were investigated
by means of TEM to study the microstructural changes in dependence of annealing
parameters.
Figure 3.3 shows TEM bright-field (BF) images of samples pyrolysed and annealed
at 𝑇max = 700 ∘C after an annealing time 𝑡an of 0 h, 10 h or 100 h in plan-view and
cross-section perspective, respectively. The corresponding image set for 𝑇max = 800 ∘C
is displayed in Figure 3.4. The cross-section images are orientated in such a way that
the LSC thin-film is on top and the CGO electrolyte substrate is on the bottom. The
contrast in the cross-section images indicates the absence of interface-reaction phases
for all samples, even after the harshest applied thermal treatment (800 ∘C for 100 h,
c.f. Figure 3.4f). The interface between surface of the LSC thin-film cathode and
material, which was redeposited during ion milling, is marked by a dashed line for
sample LSC800-100.
All samples consist of isotropically orientated grains because the mean grain size is
smaller than the thin-film thickness. Furthermore, both, plan-view and cross-section
images, respectively, yield an increase of the mean grain size with rising 𝑇max and 𝑡an.
The mean grain size of the different cathode layers was determined quantitatively from
the micrographs in plan-view perspective. The evaluation of the grain size was carried
out by estimating the average grain diameter 𝑑 from a circle being equivalent to the
projected grain area 𝐴proj

𝑑 = 2

√︂
𝐴proj

𝜋
.

This procedure is appropriate, as long as the mean grain size is smaller than the film
thickness. In case of equal or larger size (brick-like grains) this technique overestimates
the mean grain size. This is, to some extent, the case for LSC800-100 (cf. Figure 3.4f).
For the evaluation, 𝐴proj was measured for 100 to 180 grains with distinct Bragg contrast
using the public-domain JAVA-based image processing software ImageJ [125]. Since not
all grains show homogeneous contrast due to bending or change in thickness, no global
threshold value could be applied for grain-size evaluation. Hence, the boundary of the
grains was estimated by eye.
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sample grain size 𝑑 film thickness 𝑙

LSC700 (17± 5) nm (176± 15) nm
LSC700-10 (27± 7) nm (167± 13) nm
LSC700-100 (28± 10) nm (128± 12) nm
LSC800 (29± 10) nm (135± 26) nm
LSC800-10 (49± 15) nm (112± 13) nm
LSC800-100 (90± 33) nm (131± 25) nm

Table 3.3.: Tabulated mean grain size 𝑑 and thin-film thickness 𝑙 for all samples.

Figure 3.5 shows the relative frequency of grains as a function of grain size for all sam-
ples. For better comparability the distribution was normalized with respect to the total
number of evaluated grains. Furthermore, mean grain size (marked by a vertical blue
line) and Gaussian fit of the grain-size distribution (red curve) are shown in the figures.
All samples exhibit normal grain growth, which can be concluded from the unimodally
distributed grain sizes (only one maximum of the grain-size distribution), independent
of final annealing temperature. The mean grain size as a function of annealing time
𝑡an and temperature 𝑇max is displayed in Figure 3.6a. It increases from (17± 5) nm
(LSC700) to (28± 10) nm (LSC700-100) applying isothermal annealing at 700 ∘C and
from (29± 10) nm (LSC800) to (90± 33) nm (LSC800-100) at 800 ∘C.
According to the cross-section micrographs, the thickness of the LSC cathode layer
decreases with annealing temperature and time. Since the LSC film thickness 𝑙 varies
significantly due to the surface roughness of the CGO substrate, it was measured at
about thirty different positions along the film for each sample. It decreases with 𝑡an
from (176± 15) nm to (128± 12) nm for 𝑇max = 700 ∘C. In contrast, the film thickness
for 𝑇max = 800 ∘C stays almost constant with 𝑡an at about 125 nm. The mean LSC
film thickness as function of annealing time is depicted in Figure 3.6b and listed in
Table 3.3.
In addition to the increase of grain size with annealing temperature and time, the amount
of porosity decreases upon long-term thermal treatment. Furthermore, larger residual
pores are observed in the LSC thin-film at CGO grain boundaries intersecting the elec-
trolyte surface. The substrate surface exhibits a larger curvature in these areas due to
thermal etching during annealing of the substrates. These two aspects are presented in
Section 3.3.2 in more detail.
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Figure 3.3.: TEM bright-field images of plan-view (left column) and cross-section (right
column) samples prepared from (a,b) LSC700, (c,d) LSC700-10, (e,f)
LSC700-100.
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Figure 3.4.: TEM bright-field images of plan-view (left column) and cross-section (right
column) samples prepared from (a,b) LSC800, (c,d) LSC800-10, (e,f)
LSC800-100.
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Figure 3.5.: Grain-size distribution of a) LSC700, b) LSC700-10, c) LSC700-100, d)
LSC800, e) LSC800-10 and f) LSC800-100 given by the relative frequency
as a function grain size.
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Figure 3.6.: a) Isothermal grain growth, b) LSC cathode layer thickness 𝑙 and c) poros-
ity 𝜑 in dependence of the annealing time 𝑡an = 0h, 10 h and 100 h for
𝑇max = 700 ∘C and 800 ∘C and d) correlation between porosity 𝜑 and layer
thickness 𝑙.
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3.3.2. Porosity and three-dimensional microstructure

Image acquisition

The amount of porosity significantly controls the air/oxygen flow and oxygen exchange
with the LSC cathode layer. Hence, knowledge of the kind (open or closed) and amount
of porosity is essential if microstructural and electrochemical properties need to be cor-
related.
The porosity distribution and three-dimensional microstructure of the LSC cathodes
was characterized by STEM tomography in HAADF mode. This imaging mode is ad-
vantageous for tomographic experiments because the image contrast is predominantly
determined by the average atomic number, sample thickness and density. Compared
to TEM bright-field imaging or STEM using a bright-field detector, it is only weakly
affected by diffraction contrast. The experiments were performed with a FEI Titan3

80-300 microscope using a Fischione Instruments Model 2020 Advanced Tomography
Holder, enabling sample tilting up to ±80°. However, during experiments it became
apparent, that only a maximum tilt angle of 𝛼max = ±70° was applicable, because the
region of interest was shadowed by adjacent regions. For acquisition of tilt-image series,
an inner detection angle between 84 and 120mrad was used for the HAADF detector.
The sample was mounted into the tomography holder in such a way that the rotation
axis during tomographic data acquisition was perpendicular to the LSC/CGO interface.
Before starting the experiment, brightness and contrast adjustments were performed at
maximum tilt angle to ensure that the HAADF detector covers all image information
within the dynamic range during the experiment. The acquisition of the HAADF STEM
tilt image series was performed in a area including a section of the LSC film as well as
the LSC/CGO interface. A tilt-angle increment Δ𝛼 = 1.5° was used for all experiments,
resulting in a stack of 94 images. Throughout the acquisition, the region of interest was
recentered after each tilt to adjust the chosen field of view.

Three-dimensional reconstruction and porosity evaluation

Before reconstruction, all projections must be precisely aligned with respect to each
other. Since all analyzed samples provided sufficient contrast and image details, align-
ment of the image stack was performed fiducial-less by cross-correlation. This process
defines the rotational axis for the dataset, which runs through the center of the re-
constructed volume. The direction of this axis is determined by the tilt axis of the
microscope goniometer and the relative sample orientation.
Image reconstruction was performed with the FEI Inspect3D V3.0 software, which ap-
plies the simultaneous iterative reconstruction technique (SIRT) algorithm [66]. Between
15 and 25 iterations were used for reconstruction. The reconstructed volume information
was stored in a 3D image stack. A representative slice of the LSC cathode of LSC800
is displayed in Figure 3.7a. The 3D reconstructions are rescaled in 𝑧-direction by the
elongation factor 𝑒 = 1.10 (based on the experimental findings of Kawase et al. [126])
to compensate the distortion arising from the inaccessible angle range (missing wedge).
This is discussed in detail in Section 3.4.1.
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Figure 3.7.: Representative slice of the reconstructed image stack of LSC800 and the
corresponding representation after setting a threshold value 𝑣th of a) 40, b)
24 and c) 56.
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For further quantitative characterization, e.g. porosity evaluation of the three-dimen-
sional (3D) microstructure, this image stack has to be sectioned into the different phases
(e.g. pores, cathode and electrolyte material). Segmentation, i.e. the distinction be-
tween pores and solid matter, was performed by setting a suitable threshold value 𝑣th
over the reconstructed volume in each slice of the image stack. This technique was
applied, e.g. by Joos et al. [55], for segmentation of focused ion beam-polished micro-
crystalline (La,Sr)(Co,Fe)O3-𝛿 SOFC cathodes surfaces. All voxels (3D pixels) - resp.
pixels of a single slice of the 3D image stack - with a gray scale value below the thresh-
old are partitioned as pores, whereas all others were defined as solid. This threshold
value is directly linked to the contrast and brightness settings during image acquisition.
Hence, no global value for different samples is applicable. All images in the stack were
median filtered after setting 𝑣th to decrease the noise. Figure 3.8a shows one gray-scale
histogram of a reconstructed image stack of cathode layer LSC800. The electrolyte was
separated before. Here, the voxel frequency is mapped in dependence of the gray value.
Two distinct maxima are observed, which can be ascribed either to pores or to the solid
matter of the cathode. The minimum in between (marked by red arrow) can be used
as reference point for the determination of the threshold value used for segmentation.
Due to the fact that not all reconstructed volumes exhibited such a clear minimum or
distinct features in the histogram, the threshold value for segmentation was estimated
by eye. Figure 3.8b shows the measured porosity of LSC800 as a function of threshold
value. As expected, the measured porosity is sensitive to the setting of the threshold
value. It increases almost linearly with 𝑣th. Therefore it is essential to use a suitable
threshold value for calculating the porosity fraction which is shown in Figure 3.7.

Figure 3.8.: a) Gray scale histogram of the reconstructed image stack of LSC800 and
b) porosity in dependence of the threshold value 𝑣th.

Figure 3.7a shows a representative slice of the reconstructed image stack of LSC800 and
the corresponding representation for three different threshold values (see Figure 3.7b–
d). Besides the gray-scale image (left column) where the segmentation border is marked
by a thin red line, the segmented black and white images are displayed also. Here, pores
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are displayed in black and solid matter as white (right column). In the case of LSC800,
the threshold value 𝑣th = 40 represents the phase boundary between solid matter and
pore at best (cf. Figure 3.7b). The porosity for each sample is evaluated on the basis
of all available segmented black and white image stacks. The porosity or void fraction*

𝜑 of a material is described by the fraction of volume of voids 𝑉void over the total volume
𝑉tot, including solid and void components.

𝜑 =
𝑉void

𝑉tot

=
𝑛pores

𝑁
.

In this case, the porosity was calculated by dividing the number of voxels segmented
as pores 𝑛pores by the overall number of all voxels 𝑁 within the reconstructed volume
of the cathode layer. The systematic error of the porosity was estimated by increas-
ing/decreasing 𝑣th until an obvious under/overestimation of the porosity occurred. For
LSC800 a value of 𝑣th = 24 underestimates (cf. Figure 3.7c) the amount of porosity,
whereas for 𝑣th = 56 the porosity is overestimated. This correlates to a systematic er-
ror of Δ𝜑 = ±5%. Electrolyte substrate and surface roughness were omitted in this
evaluation to ensure straight and comparable results.

sample no. of
experiments

volume 𝑉tot porosity 𝜑

LSC700 2 7.9× 10−3 µm3 (38± 10)% Figure 3.9a

LSC700-10 1 8.1× 10−3 µm3 (31± 7)% Figure 3.9b

LSC700-100 1 2.8× 10−3 µm3 (18± 5)% Figure 3.9c

LSC800 2 8.5× 10−3 µm3 (18± 5)% Figure 3.9d

LSC800-10 — — 5%* —

LSC800-100 — — 5%* —

*not measured, estimated value

Table 3.4.: Porosity measured by STEM tomography

The porosity drops from (38± 10)% for LSC700 to (18± 5)% for LSC700-100. A signifi-
cant lower initial porosity of (18± 5)% is obtained for LSC800 after pyrolysis at 800 ∘C.
Since the cathode layer densifies significantly upon heat treatment at 800 ∘C, the re-
maining amount of porosity within the cathode layers of LSC800-10 and LSC800-100 is
negligible. Hence, porosity in these two samples was defined to 5%. Residual pores are
only present at the cathode/electrolyte interface and at the intersections between CGO
grain boundaries and electrolyte surface (cf. Figure 3.5e and Figure 3.5f). The re-
sults of the porosity determination and the totally evaluated volume 𝑉tot are summarized
in Table 3.4 and depicted in Figure 3.6c.

* If specified as percentage, the value is multiplied by 100%
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Figure 3.9.: Colored 3D reconstruction of a) LSC700, b) LSC700-10, c) LSC700-100
and d) LSC800. Lateral size of the reconstructed volume is 360 nm. A
corresponding HAADF STEM image is presented in the background.
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The observed densification is accompanied with reduction of film thickness. As the same
amount of LSC is deposited on each sample during the metal organic deposition via dip-
coating, porosity is directly correlated with the cathode-layer thickness. In Figure 3.6d
the average LSC film thickness is plotted over the porosity which shows a linear correla-
tion. The film thickness after complete densification can be calculated by extrapolating
the mean film thickness to zero porosity and was found to be 𝑙dense = (109± 8) nm.
Figure 3.9 shows 3D reconstructions of LSC700, LSC700-10, LSC700-100 and LSC800
after threshold segmentation. A corresponding HAADF STEM image of the tilt im-
age series acquired at tilt angle 0° is depicted in the background. The LSC cathode
layer is displayed in light blue and the CGO electrolyte substrate in light yellow. Pores
are transparent and grain boundaries within the substrate are marked by a thin black
line. Material and pores intersecting the edges of the reconstructed volume are clipped.
It is noted that the segmentation procedure does not allow a distinction between pos-
sible different crystalline phases within the cathode material (see Section 3.3.3 and
Section 3.3.4). The 3D reconstruction illustrates that open porosity and gas channels
to the surface pervade the complete LSC700 cathode layer (see Figure 3.9a) which
consists of a porous and fragile framework of nanoscaled LSC grains. This results in
a large surface area and makes the complete cathode volume electrochemically active.
In contrast to LSC700, a major fraction of the pores appear to be closed porosity in
LSC800.

3.3.3. Crystalline phases

The crystal structure of the LSC cathode films was analyzed by electron diffraction
using plan-view samples. Due to the small grain sizes, Debye diffraction was employed
for structure determination and phase identification. Two different image acquisition
devices were used for recording the diffraction pattern: Ditabis imaging plates and a
TVIPS TemCam-F416 16 MegaPixel CMOS camera, respectively. Images of the CMOS
camera are indicated by the presence of a beam stop in the diffraction pattern. This is
necessary to screen the camera chip and scintillator from high intensity irradiation of
the directly transmitted electron beam.
In Figure 3.10a, b, c and Figure 3.11a, b, c contrast-inverted Debye electron-diff-
raction patterns (left column) of all samples (LSC700, LSC700-10, LSC700-100, LSC800,
LSC800-10 and LSC800-100) are presented. Diffraction from such polycrystalline sam-
ples (especially for nanoscaled grain sizes) can be viewed in the same way as X-ray
diffraction from powders (beside deviating intensities due to differing structure factors).
If the reciprocal lattice of a random polycrystal is rotated around all axes it will pro-
duce a set of nested concentric spheres. Upon intersection with the Ewald sphere (which
approximates in TEM to a slightly curved plane), diffraction patterns composed of con-
centric rings are produced due to the large number of simultaneously illuminated grains
in various orientations.
Prior to radial integration, all evaluated diffraction patterns are distortion corrected by
an ImageJ routine to ensure a clear intensity separation of Debye-Scherrer rings. In a
first step, an ellipse is fitted to a single Debye ring. Its diameter was chosen as large
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as possible to minimize arising errors. The semi-major axis 𝑎, semi-minor axis 𝑏 and
rotation 𝜑 corresponding to the border of the micrograph were used as fitting param-
eters. The determined parameters were used to rotate the image by 𝜑, compress it in
the direction of 𝑎 and stretch it in direction of 𝑏, resulting in a undistorted diffraction
pattern with perfect circularity. For the CM200 microscope used, the 𝑎 to 𝑏 ratio was
found to be 𝑎/𝑏 = 1.019 and 𝜑 = 8°. The observed distortion originates most likely from
the projection system of the microscope. It is not a scanning artifact of the imaging
plates during readout, because it is also detected in diffraction patterns recorded with
the TVIPS CMOS TemCam-F416 or conventional negatives. Without distortion correc-
tion, peaks would be broadened or adjacent rings would smeared up completely during
rotational integration. The diffuse background below the reflections was estimated em-
pirically, because a reliable model to simulate background contribution of amorphous
material and/or contaminations is not available. Therefore, the free software tool Fi-
tyk [52] was applied to model and subtract the diffuse background by fitting user-set
sampling points by spline functions.

Background corrected, radial intensity profiles are presented in Figure 3.10d, e, f for
the LSC700 sample series and Figure 3.11d, e, f for the LSC800 series. The radial
intensity profile [127] normalizes the integrated intensities around concentric circles with
respect to their circumferences as a function of their radii, yielding comparable intensity
values. According to the diffraction peaks, several phases within the cathode layer
are present. Corresponding kinematical simulations of the diffracted intensities of the
phases identified by electron diffraction were performed with the JEMS software [53].
They are displayed in Figure 3.10 and 3.11 as vertical lines and marked by ( ) for
La0.6Sr0.4CoO3-𝛿, ( ) for the oxygen-vacancy ordered phase, ( ) for Ce0.9Gd0.1O1.95 and
( ) for Co3O4.
LSC is identified as rhombohedral perovskite structure with the space group 𝑅3𝑐 (No. 67)
as described in Section 1.1.1. The diffraction data clearly confirm that LSC with
perovskite structure is the major crystalline phase. Nevertheless, additional weaker
reflections are present in the diffraction patterns. The intensities at the reciprocal lattice
distances of 2.14, 4.10 and 4.95 nm=1 can be clearly assigned to the {1 1 1}, {1 1 3} and
{4 0 0} reflections of Co3O4. This cobalt oxide crystallizes in cubic spinel structure (space
group No. 227, 𝐹𝑑3𝑚) with the tetragonal 8(a) sites occupied by Co 2+, octahedral
16(d) sites (5/8 5/8 5/8) occupied by Co 3+ and 32(e) sites (0.3881 0.3881 0.3881) occupied
by 32 O 2 – ions [128]. The {2 2 0} reflections of Co3O4 coincide with reflections of
LSC and are only noticeable as small shoulder at 3.5 nm=1 in the diffraction pattern
of LSC800-100. This can be explained by the decrease in the FWHM of the peaks
with increasing grain size. Beside the reflections associated with LSC, CGO and Co3O4,
further minor reflections at 1.3 nm=1, 2.9 nm=1, 4.65 nm=1 and 5.3 nm=1 exist in LSC800
and LSC800-100. These can be clearly identified as oxygen-vacancy ordered tetragonal
La1-𝑦Sr𝑦CoO3-𝛿. The remaining reflection at 3.2 nm=1 is assigned to the Ce0.9Gd0.1O1.95

phase with fluorite prototype structure. It originates from remaining parts of CGO
crystallites, which were not removed completely during back thinning of the plan-view
samples.
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Figure 3.10.: Experimental, contrast-inverted Debye diffraction patterns (left col-
umn), radially integrated intensity profiles and simulated Debye diffrac-
tion patterns (right column) of (a,d) LSC700, (b,e) LSC700-10 and
(c,f) LSC700-100. The individual phases are marked by ( ) for
La0.6Sr0.4CoO3-𝛿, ( ) for the oxygen-vacancy ordered phase, ( ) for
Ce0.9Gd0.1O1.95 and ( ) for Co3O4.
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Figure 3.11.: Experimental, contrast-inverted Debye diffraction patterns (left col-
umn), radially integrated intensity profiles and simulated Debye diffrac-
tion patterns (right column) of (a,d) LSC800, (b,e) LSC800-10 and
(c,f) LSC800-100. The individual phases are marked by ( ) for
La0.6Sr0.4CoO3-𝛿, ( ) for the oxygen-vacancy ordered phase, ( ) for
Ce0.9Gd0.1O1.95 and ( ) for Co3O4.
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The discrepancy in relative intensity of measured and simulated reflections is most prob-
ably caused by dynamical effects due to varying grain sizes in the different samples. An
overall decrease in full width at half maximum (FWHM) of the reflections with increas-
ing annealing temperature and duration from LSC700 to LSC800-100 can be explained
by the increasing grain size (see Figure 3.6a). Furthermore, diffuse intensity is ob-
served around 3 nm=1, especially in LSC700 and LSC700-100, but it does not occur to
such an extent in LSC700-10 and the LSC800 series. However, no clear trend with 𝑡an or
𝑇max is observed concerning the disappearance of the diffuse intensity in the diffraction
patterns. Hence, this effect is assigned to a TEM-sample preparation artifact due to
redeposition of material and surface-near amorphization during Ar+-ion sputtering.

3.3.4. Qualitative X-ray analyses

The surface exchange coefficient and catalytic properties of a SOFC cathode crucially
depends on its chemical composition. Hence, the local chemical composition within
the LSC thin-film cathodes was measured with high spatial resolution by EDXS. Drift-
corrected EDXS mappings were recorded in STEM mode to obtain an overview of the
element distribution in the cathode layers and at the LSC/CGO interface. One second
dwell time per pixel for the acquisition of an EDX spectrum resulted in a complete ac-
quisition time of 10–14 h, depending on the resolution used for characterizing the area
of interest.
Figure 3.12 shows the distribution of the elements Ce, La, Sr and Co as well as corre-
sponding HAADF STEM images, recorded simultaneously during spectrum acquisition.
For elemental mappings of the Ce- and La-distribution the La and Ce K-lines (32.7
and 33.9 keV) were used, because intensities of the L-lines of both elements overlap and
cannot be separated properly by a simple energy window, which is a prerequisite for
generating element maps. Using K-lines of both elements, a reliable separation of the
intensities is assured, however, at the expense of the signal-to-noise ratio. All EDXS
maps exhibit a clear separation between cathode and electrolyte material. No intermix-
ing or interfacial reaction phases are observed. Only a slight roughening of the interface
is detected in LSC800-100. Furthermore, the mappings clearly demonstrate the exis-
tence of grains without La with increasing annealing time (LSC700-100) and pyrolysis
temperature (LSC800). They are mainly located in the upper half of the cathode layer.
The Sr-distribution was imaged with a combination of Sr-K and Sr-L lines to improve
the signal-to-noise ratio. Since both element maps (Sr-K and Sr-L) contain the same
information, they were added up. Besides slight fluctuations within the Sr-distribution,
especially observed in LSC700-100 and LSC800, there are also grains without Sr in the
LSC cathode layers. These crystallites coincide with the La-depleted grains. The Co-
map imaged with the Co-K line clearly visualizes that the grains depleted in Sr and La
are cobalt oxide precipitates, which were identified as Co3O4 by Debye electron diffrac-
tion. They are located mainly in the surface region of the cathode. Their number
decreases with annealing time, whereas their overall grain diameter increases according
to the LSC grain size.
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Figure 3.12.: HAADF STEM images and corresponding element distributions of Ce, La,
Sr and Co of a) LSC700, b) LSC700-100, c) LSC800 and d) LSC800-100.
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3.3.5. Quantitative X-ray analyses

The Cliff-Lorimer method was applied for quantitative analyses of the chemical com-
position. This method was favored with respect to quantification with the software of
the EDXS system because it yields higher accuracy data if standard samples with well
known composition (similar to the samples of interest) are available for calibration. For
determination of the required absorption-corrected 𝑘A,B-factors, sol-gel derived poly-
crystalline LaCoO3 as well as LaSrAlO4 and LaSrGaO4 single crystals were used as
standards. The chemical composition of the three standards was analyzed by RBS using
a 2MeV van-de-Graff 4He 2+ linear accelerator. All standard samples are found to be
stoichiometric within the experimental-error limits of ±5%.

EDX spectra of the standards were recorded at different sample thicknesses using a
constant probe current and acquisition time of 𝑡ac = 100 s to determine the absorption-
free Cliff-Lorimer 𝑘A,B-factors. Figure 3.13 and 3.14 show representative EDX spectra
of the standard samples LaCoO3, LaSrAlO4 and LaSrGaO4 as well as the corresponding
mass-attenuation coefficient for X-ray absorption of the respective compound [71]. The
net counts of the La-L𝛼1,2, Sr-K𝛼1,2 and Co-K𝛼1,2 lines were extracted by subtracting
a polynomial background and standardless peak-fitting, allowing variation in energy
calibration and resolution (FEI TEM Imaging Analysis software version 3.2 SP6). This
method was favored with respect to linear background subtraction determined by two
energy windows (positioned at slightly higher and lower energy, relative to the peak
position) and peak integration, owing to two reasons:

� Signal overlap with X-ray radiation from spurious electrons and radiation arising
from redeposited matter during sample thinning using Ar+-ion sputtering.

� Problems in placing appropriate energy windows for background determination
between numerous peaks especially in the case of La-L series and Co-K peaks in
La0.6Sr0.4CoO3-𝛿 and the LaCoO3 standard.

Furthermore, the common Top-Hat filtering could also not be applied because weak peak
intensities vanish. All spectra were evaluated by the same procedure to avoid different
systematic errors.
For the microanalysis of transition metal elements, K-lines are usually preferred to L-
lines to avoid chemical effects (changes in peak shape and position). Furthermore, the
K-lines are in general better separated. Nevertheless, the L𝛼1,2-line was used for La-
quantification due the unfavorable signal-to-noise ratio of the high-energy La-K𝛼2 line
at 33.034 keV. The absorption-free Cliff-Lorimer factors 𝑘La,Sr and 𝑘Co,La are determined
by linear extrapolation of the net intensity ratio of

ln(
𝐼Sr-K𝛼1,2

𝐼La-L𝛼1,2

) and ln(
𝐼La-L𝛼1,2

𝐼Co-K𝛼1,2

)

to zero foil thickness (c.f. Figure 3.15).

78



Figure 3.13.: Representative experimental EDX spectra and theoretical mass-attenua-
tion [71] (including element characteristic absorption edges) of a) LaCoO3,
b) LaSrAlO4 and c) LaSrGaO4 as a function of energy.
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Figure 3.14.: Representative experimental EDX spectrum and theoretical mass-at-
tenuation [71] (including element characteristic absorption edges) of
La0.6Sr0.4CoO3-𝛿 as a function of energy.

The intensity ratios are plotted as a function of the characteristic line with the lowest
mass-attenuation coefficient (Sr-K𝛼1,2 intensity in the case of 𝑘La,Sr and the La-L𝛼1,2

intensity for 𝑘Co,La), which is, in first approximation, proportional to the sample thick-
ness [129, 130]. The calculated mass-attenuation coefficients of the materials analyzed
are summarized in Table 1.4. The thickness dependence of the 𝑘Co,La factor is negligible
due to similar mass-attenuation coefficients of La and Co.
Allowing a value of 5% as maximum absorbed X-ray intensity, the critical sample thick-
ness can approximated as

𝑡 <
0.1

(𝜉A − 𝜉B)𝜌

where

𝜉A,B =

(︂
𝜇

𝜌

)︂
A,B

1

sin𝛼

for element A and B respectively [130].
Since the critical thicknesses, calculated on the basis of the attenuation factors given in
Table 1.4, are 270 nm and higher (see Table 3.5), X-ray absorption can be neglected
because TEM sample thicknesses were well below these values.

The 𝑘Sr,Co factor was calculated on the basis of the relation

𝑘Sr,Co =
𝑘Sr,La
𝑘Co,La

=
1

𝑘La,Sr · 𝑘Co,La

using the experimental values of 𝑘La,Sr and 𝑘Co,La due to the lack of a Sr-Co standard.
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Figure 3.15.: Determination of absorption-free Cliff-Lorimer 𝑘-factors.

𝑘A,B-factor experimental value TIA database* 𝑡c [nm]

𝑘La,Sr 0.69± 0.01 0.74 270
𝑘Co,La 1.05± 0.01 0.96 6900
𝑘Sr,Co 1.38± 0.02 1.41 290

*database 𝑘A,Si-factor (with reference element Si) used for the evaluation of wt.% concentra-

tion ratios, converted for the evaluation of at.% concentration ratios with modified reference.

Table 3.5.: Measured absorption-free Cliff-Lorimer 𝑘AB-factors and calculated critical
sample thicknesses 𝑡c of the corresponding element combination.

The determined absorption-corrected 𝑘A,B-factors for vanishing TEM sample thickness
are summarized in Table 3.5. For comparison, software-based 𝑘A,B-factors (FEI TEM
Imaging & Analysis software version 3.2 SP6) are given, too.

The local chemical composition of the LSC thin-films cathode was determined quan-
titatively using the experimental 𝑘A,B-factors. For this purpose element characteristic
X-ray intensities were accumulated in four rectangular areas (200 nm x 10 nm in size) at
different positions within the cathode layers. They were positioned equidistantly, start-
ing with position 1 close to the LSC/CGO interface and ending with position 4 close
to the LSC cathode surface. Figure 3.16a depicts the position of the acquisition areas
using the example of LSC700. However, absolute distances of the acquisition areas vary
slightly due to differing cathode layer thicknesses (compare Section 3.3.1).

Figure 3.16 shows the elemental compositions of LSC700 (Figure 3.16b), LSC700-100
(Figure 3.16c), LSC800 (Figure 3.16d)and LSC800-100 (Figure 3.16e) as a function
of the position. Specified error bars result from statistical errors of the count rates (as-
suming, that the number of counts obey Poisson statistics, 𝜎𝐼 =

√
𝐼) and statistical

errors of the experimental determined 𝑘A,B-factors. The graphs show that the intended
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composition of La0.6Sr0.4CoO3-𝛿 is achieved close to the LSC/CGO interface. As ob-
served in the EDX mappings before, Co is enriched at the cathode surface due to the
precipitation of Co-oxides, though, the gradient decreases with annealing time and tem-
perature. Furthermore, La is slightly depleted at the surface, whereas there is no strong
dependency of the Sr-content on the position in the LSC films. The increase in statisti-
cal errors in LSC700 (see Figure 3.16b) can be explained by decreasing TEM sample
thickness towards the surface.
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Figure 3.16.: a) Relative positions of acquisition areas within the cathode layer and
quantitative La-, Sr- and Co-concentration profiles as a function of the
position in the cathode film for b) LSC700, c) LSC700-100, d) LSC800 and
e) LSC800-100.
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3.4. Discussion

3.4.1. Microstructure

Isothermal grain growth

Isothermal grain growth usually follows a power law. Hence, normal grain growth can
be described by

𝑑𝑚 − 𝑑𝑚0 = 𝛾0 exp(−
𝑄

𝑘B𝑇
) · 𝑡

for a non-negligible initial grain diameter 𝑑0. Here, 𝑑 is the average grain diameter after
time 𝑡, 𝑑0 is the average initial grain diameter and 𝛾0 is a weakly temperature-dependent
constant. 𝑄 represents the activation energy for the predominant transport mechanism
for grain boundary motion, 𝑘B the Boltzman constant and 𝑇 the temperature, respec-
tively [131]. In this case 𝑑0 corresponds directly to the grain diameter after pyrolysis of
the LSC thin-film cathode. The growth exponent 𝑚 for ceramic materials is generally
expected to vary between 2 and 4, depending on the predominant transport mecha-
nism [132]. Unfortunately, none of the parameters could be satisfyingly determined on
the basis of the actual number of data points (three different annealing times per tem-
perature). Especially the integration of the 𝑑 values for LSC700 and LSC800 causes
difficulties, because the samples were slowly heated up and immediately cooled down
after reaching 𝑇max. Thus, the duration for the heating up and cooling down procedure
is a non-negligible factor which contributes to the grain growth.

Nevertheless, it can be concluded that grain growth is subjected to different growth
mechanisms for 𝑇max = 700 ∘C and 800 ∘C because self-limited grain growth is observed
for 𝑇max = 700 ∘C (see Figure 3.6). At 700 ∘C, the grain growth stagnates at a grain
size of (28± 10) nm (LSC700-100), after an initial increase in grain size from (17± 5) nm
(LSC700) to (27± 7) nm (LSC700-10). In contrast, grain sizes for 𝑇max = 800 ∘C increase
rapidly from (29± 10) nm (LSC800) to (90± 33) nm (LSC800-100) within the first few
hours of annealing, accompanied with a nearly complete densification and, thus, de-
struction of the porous cathode structure. Self-limited grain growth during densification
is well known and observed in different material systems. It is discussed in detail for
example by Yan [133]. Peters [50] investigated this effect for La0.5Sr0.5CoO3-𝛿. Despite
different growth mechanisms for the two different annealing temperatures, both series
exhibit normal grain growth. Normal grain growth is characterized by a steady-state
behavior, which means, that the grain-size distribution function is monomodal and has a
time invariant shape [134]. Hence, the full width at half maximum (FHWM) scales with
the mean grain size. Accordingly, standard deviation of the grain size scales too and was
found to be 𝜎𝑑 ∼ 1/3𝑑 for all samples investigated in this work (compare Table 3.3).

Zener pinning [135, 136] may also contribute to a limitation of the LSC grain growth.
It describes the influence of finely dispersed particles or precipitates on the movement
of low- and high-angle grain boundaries through a polycrystalline material. The precip-
itates prevent motion of grain boundaries by exerting a pinning pressure, which coun-
teracts the driving force of the grain-boundary motion and consequently limits grain
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growth. To study this effect, Akashi et al. [137] characterized the grain-growth behavior
of LaCoO3 grains in 15 vol% Co3O4-dispersed LaCoO3 and 15 vol% La2O3-dispersed
LaCoO3 films. They found, that abnormal grain growth of LaCoO3 film is inhibited by
dispersion of Co3O4 and grain growth in La2O3-dispersed LaCoO3 films is slower com-
pared to pure LaCoO3. Sawada and Akashi [138] found no significant influence of the
presence of Co3O4 on isothermal grain growth of La0.6Sr0.4CoO3-𝛿.
Since the mean grain size of the Co3O4 precipitates in the vicinity of the surface correlates
with the mean LSC grain size of the thin-film cathodes, Zener pinning is negligible in
the actually investigated system. Hence, the predominant contribution to the observed
limitation of isothermal grain growth at 700 ∘C is attributed to the densification, as
described above.
In previous work [108] La0.5Sr0.5CoO3-𝛿 thin-film cathodes were deposited on 3.5mol%
yttria-stabilized zirconia (YSZ) electrolytes and subjected to successive RTA steps at
170 ∘C, 700 ∘C and 900 ∘C (15min each), followed by an additional annealing step at
temperatures between 700 ∘C and 1000 ∘C for 8 h. Compared to this work, the average
grain size after calcination (LSC700) could be decreased by a factor of three in the
present work. This is explained by reduction of the maximum processing temperature
from 900 ∘C to 700 ∘C or 800 ∘C, respectively. Westin et al. [139] also reported grain sizes
in the range of 20 to 60 nm for La0.5Sr0.5CoO3-𝛿 after heat treatment at 800 ∘C for 30min,
prepared by an alkoxide route. This is in good accordance with the values determined in
this study for this temperature. Bansal and Zhong [140] determined a mean grain size of
15 nm after annealing (700 ∘C for 2 h) of La0.5Sr0.5CoO3-𝛿 nanopowders prepared by low
temperature combustion synthesis (between 300 and 400 ∘C). The results of isothermal
grain growth show that the fabrication of nanoscaled LSC cathodes is restricted to
temperatures of 700 ∘C (or lower), because fabrication at higher temperature results in a
significant increase in grain size. Furthermore, the operation is limited to temperatures
below 600 ∘C because the microstructure coarsens within short time periods, as soon as
the samples are subjected to temperatures higher than 700 ∘C.

Porosity

The presence of the pores within the nanocrystalline LSC cathode layer can be explained
by the metal-organic deposition process. During pyrolysis all organic components of the
precursor are burned out. This results on the one hand in volume shrinkage of the
film. On the other hand, a stream of gas consisting of carbon oxides and water leaves
the cathode. This leads to the formation of a fragile, mechanically interlinked net-
work of LSC grains. Gas channels and high open porosity pervades the whole cathode
(𝜑 = (38± 10)% for LSC700). In addition, a large surface area is achieved. Upon heat
treatment, the LSC layers densifies accompanied by grain growth, resulting in almost
dense LSC films after annealing at 800 ∘C for 10 h (c.f. Figure 3.6c and d). Moreover,
residual pores, located at the intersection of CGO grain boundaries with the electrolyte
surface (see Figure 3.3d, f and Figure 3.3d, f), are observed in all samples. They are
attributed to a non-optimal wetting of these substrate areas during dip-coating due to
the surface tension of the sol.
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Distinction between closed and open porosity is not possible due to the small size of the
volume analyzed compared to pore and grain size. Furthermore, a significant amount
of pores are intersected by the borders of the reconstructed volume. However, a large
amount of porosity in LSC700 and partly LSC700-10 seems to be open porosity. How-
ever, the fraction of open porosity decreases with annealing time and temperature. Fur-
thermore, the volume fraction of the Co3O4 precipitates in the cathode layer could not
determined, on the one hand due to small difference in contrast compared to LSC within
the HAADF images, and, on the other hand, due to reconstruction artifacts affecting
the local contrast.
Despite the great power of electron tomography for characterization of 3D microstruc-
tures, one should keep errors associated with the reconstruction process in mind. Accord-
ing to Radermacher [141,142], the reconstructed volume significantly suffers elongation
caused by the lack of data in the so called missing wedge. The elongation of the re-
constructed volume takes place in the direction parallel to the electron beam (along the
𝑧-axis), which results in a distortion of features in that direction. The 𝑥-axis (paral-
lel to the tilt axis) and 𝑦-axis (perpendicular to tilt axis and beam direction) remain
unaffected. So, distance measurements in 𝑧-direction have to be taken with caution.
Following expression is derived by Radermacher for the elongation factor 𝑒:

𝑒 =

√︂
𝛼max + sin𝛼max cos𝛼max

𝛼max − sin𝛼max cos𝛼max

with 𝛼max as maximum tilt angle. This implies for the maximum experimentally used
tilt angle 𝛼max = ±70° a theoretical elongation factor of 𝑒 = 1.3. However, van Bavel
and Loos [143] stated that experimentally observed elongations in 𝑧-direction are con-
siderably smaller than those predicted by Radermacher. Their conclusion is based on
experiments performed on spherical gold particles. An elaborate study by Kawase et
al. [126] on the impact of the missing wedge for quantitative structural analysis confirm
this finding. They carried out experiments on a rod-shaped FIB-cut sample of zirconia
fillers in a polymer matrix that could be tilted in the full range of ±90°. The elonga-
tion factor was determined to be 1.10 for 𝛼max = ±70° and 1.23 for 𝛼max = ±60° tilt.
Since, volume ratios, respectively porosities, are invariant against transformation of co-
ordinates, the described elongation has no effect on the porosity evaluation by electron
tomography.

Crystalline phases and chemical composition

The experiments confirm LSC perovskite as the main crystalline phase. Nevertheless
the formation of Co3O4 precipitates in the upper half of the film is detected. They are
believed to be an intermediate phase occurring during pyrolysis. This is in accordance
with high-temperature XRD analysis of Peters [50] who investigated the phase forma-
tion during pyrolysis of the propionic-acid based sol-gel preparation route with slightly
differing stoichiometry of La0.5Sr0.5CoO3-𝛿. He observed that the solid-state reaction of
the dried films started with the formation of cobalt oxide (Co3O4) during pyrolysis. The
first indication for the Co3O4 phase is the detection of the most intense (1 1 3) reflection
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at 550 ∘C. For temperatures of 700 ∘C and above, thermogravimetric analysis showed
constant weight indicating the complete removal of the organic compounds and complete
crystallization of the perovskite phase besides a minor amount of Co3O4. This corre-
sponds with the findings of Pohl and Westin [144], who investigated La0.5Sr0.5CoO3-𝛿

prepared by an alkoxide sol-gel route. Cizauskaite and Kareiva [145] investigated LSC
samples with different Sr-concentrations, also fabricated by a sol-gel process, by X-ray
diffraction. They demonstrated the formation of single-phase perovskite at tempera-
tures between 900 and 1000 ∘C. During pyrolysis they identified metastable phases like
Co2O3, SrCO3 and SrO up to 700 ∘C. Depending on the sol-gel chemistry, Co3O4 was
also found up to 900 ∘C annealing temperature. Furthermore, Palcut et al. [146] showed
that cobalt ions are very mobile. The mobility of the Co 3+-cations in LaCoO3 dominates
over the mobility of the La 3+-ions for bulk diffusion. Hence, the high mobility may also
contribute to the formation of Co3O4.
A formation of the Co3O4 phase throughout the TEM sample preparation could be ex-
cluded, because the grain size of Co-oxide corresponds to that of LSC and increases with
annealing temperature and time. As preparation artifact, grain size of Co3O4 precipi-
tates would be independent of the annealing temperature and distributed evenly over
the thinned cathode film regions. Furthermore, formation of Co3O4 precipitates during
pyrolysis of metal-organic deposited LSC significantly contributes to the formation of
SrZrO3 in case of Y2O3-substituted ZrO2 electrolytes [108]. The formation of Co3O4 as
intermediate phase leads to an excess on A-site cations, favoring enhanced formation of
an insulating SrZrO3 phase. The formation of Sr- and La-rich phases like (La,Sr)2CoO4

is expected in case of an used inert CGO substrate [35, 36]. However, this phase could
not be detected directly by Debye-electron diffraction, because the angular resolution
of electron diffraction is not sufficient to resolve the peaks from those of the dominant
perovskite phase. Slight variation of the Sr- and La-content (c.f. Figure 3.12b and
3.12c) indicate the presence of such a phase. Heel et al. [147] for example observed
the formation of (La,Sr)2CoO4 in flame-sprayed La0.6Sr0.4CoO3-𝛿. The related La2CoO4

phase is also known to be formed if the perovskite-type LaCoO3 is reduced at high tem-
peratures [148]. A preferential cation evaporation which was detected by Kubicek et
al. [149] by time of flight secondary ion mass spectroscopy (ToF-SIMS) and ICP-AES
was not observed. They analyzed annealed LSC thin films deposited by PLD and found
a significant increase of the Sr/La- and Sr/Co-ratio in the topmost 2–5 nm, which con-
tributes to a decrease in electrochemical activity.
The deposited LSC films analyzed in this work seem to be stoichiometric within the error
limits of EDXS, because the average composition over the complete film thickness de-
termined by EDXS and ICP-AES measurements of the precursor prior coating coincide.
Small gradients of Co- and La-concentrations are suggested to originate from differential
gelification, drying and pyrolysis reactions for the different elements. Furthermore, gas
species (CO2 and H2O) leaving the cathode during pyrolysis may influence the resulting
phase composition, too. However, no indications for differential cation evaporation exist,
because the gradient in stoichiometry is most pronounced in LSC700 and the composi-
tion homogenates with temperature and time. The nominal stoichiometry is observed
in LSC800-100 along the complete film thickness.
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sample film thickness 𝑙 grain size 𝑑 porosity 𝜑 𝐴𝑆𝑅chem
�

LSC700 (176± 15) nm (17± 5) nm (38± 10)% 22mW cm2

LSC700-10 (167± 13) nm (27± 7) nm (31± 7)% 48mW cm2

LSC700-100 (128± 12) nm (28± 10) nm (18± 5)% 69mW cm2

LSC800 (135± 26) nm (29± 10) nm (18± 5)% 27mW cm2

LSC800-10 (112± 13) nm (49± 15) nm 5%� 106mW cm2

LSC800-100 (131± 25) nm (90± 33) nm 5%� 165mW cm2

�Hayd et al. [122] �not measured, estimated value

Table 3.6.: Compilation of all measured microstructural (film thickness 𝑙, grain size 𝑑
and porosity 𝜑) and electrochemical parameters (area-specific resistance
𝐴𝑆𝑅chem, measured in symmetric cells at 600 ∘C in stagnant air).

3.4.2. Correlation of microstructure with electrochemical cathode
performance

The electrochemical performance of the samples was evaluated by determining the area-
specific polarization resistance 𝐴𝑆𝑅pol by means of electrochemical impedance spec-
troscopy using a symmetrical cell setup with an micro-crystalline La0.6Sr0.4CoO3-𝛿 cur-
rent collector (𝐷50 = 1.8 µm). It represents the sums of all cathodic losses resulting from
the electrochemical reactions 𝐴𝑆𝑅chem and gas diffusion 𝐴𝑆𝑅gas. As the latter strongly
depend on the testing setup and may be partially caused by the current collector layer
(especially at low oxygen partial pressures). They are not related to the thin-film cath-
ode and are therefore not considered here. Electrochemical impedance spectroscopy
(EIS) was performed under stagnant air in temperature steps of 25K from 400 ∘C to
600 ∘C by means of a Solartron 1260 frequency response analyzer in a frequency range
of 10−1Hz < 𝑓 < 106Hz. A detailed description of electrochemical characterization is
outlined by Hayd et al. [122,150,151].
An exceptionally low area-specific resistance resulting from electrochemical reaction
losses as low as 𝐴𝑆𝑅chem = 22mW cm2 was measured for LSC700 at 600 ∘C in stagnant
ambient air [150, 151]. An even lower value of 9mW cm2 was achieved if dry synthetic
air (a mixture of N2 and O2 (𝑃O2

= 0.20 atm)) is used [122]. Minor concentrations
of impurities such as CO2 or H2O in ambient air are assumed to cause this significant
difference. The results of all samples in comparison with microstructural data are sum-
marized in Table 3.6. The 𝐴𝑆𝑅chem values increase with annealing temperature and
annealing time. This is expected from the reduction of the open porosity which reduces
the available active surface area for the electrochemical reaction, resulting in an increase
of the area-specific polarization losses. According to Adler [152], the 𝐴𝑆𝑅chem is in-
verse proportional to the volume-specific surface area in the case of a surface-controlled
cathodic reaction.
However, the excellent cathode performance cannot be fully understood by the increase
of the inner surface area resulting from the downscaled microstructure if theoretical mod-
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els like the one-dimensional model of Adler [152] or the three-dimensional finite element
model of Rüger et al. [153] are applied for 𝐴𝑆𝑅chem calculation. An improved oxygen
surface exchange must be invoked to explain the low values. This effect becomes more
obvious, if LSC700-100 is compared to LSC800. Both samples exhibit about the same
cathode-layer thickness, grain size and porosity. However, the 𝐴𝑆𝑅chem value of LSC800
is about 2.5 times smaller. The most significant difference in both samples is the volume
fraction and density of the Co3O4 precipitates, which is higher in LSC800. Hence, it is
suggested that the catalytic activity of small Co3O4 precipitates in the upper part of the
LSC layers leads to an enhanced oxygen surface exchange as already shown by Zhang
and Yang [154]. Yamahara and co-workers [155] also demonstrated that infiltrating a
La0.85Sr0.15MnO3 cathode with cobalt nitrate solution results in a performance improve-
ment of about a factor of two. AC measurements revealed that this effect results from a
reduced non-ohmic cathode resistance and AC impedance response showed a decrease of
the effective charge-transfer resistance. Recently Chen et al. [156] published comparable
results for Co3O4-dispersed Ba0.5Sr0.5Co0.8Fe0.2O3-𝛿 IT-SOFC cathodes. They found that
the addition of Co3O4 results in an increase of the electrical conductivity, improvement
of the electrode activity for oxygen reduction and in a decrease of the activation energy
for oxygen reduction.
The contribution of Co3O4 is most pronounced directly after pyrolysis (LSC700 and
LSC800) where the highest density of small Co3O4 precipitates is present. After 100 h
annealing the density of precipitates is already strongly reduced by coarsening of the
grain structure. The reduction of precipitate density is clearly observed in the Co-
maps (Figure 3.12) correlating with a distinct increase of 𝐴𝑆𝑅chem from values be-
low 30mΩcm2 for LSC700 and LSC800 to values of 69mΩcm2 for LSC700–100 and
165mΩcm2 for LSC800–100.
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4. Microstructure of epitaxial LaCoO3
thin films

4.1. Introduction

3𝑑-transition metal oxides (TMOs), like manganites, cuprates or cobaltates, exhibit a
wide range of properties based on a variety of structural, electronic and magnetic phases.
Among these materials cobalt-based oxides have recently received intense interest, both
experimentally and theoretically. This family of compounds with mixed-valency possess
a rich variety of phases, many with unusual macroscopic properties based on different
interactions in the electron system (like Hund’s coupling, double exchange or crystal
field) competing on a similar energy scale. Among these compounds, cobaltates exhibit
an additional degree of freedom regarding the spin state of the transition metal ion
compared to the structurally related manganites and cuprates. This additional degree
of freedom makes them even more interesting because three different spin states of the
cobalt ion are possible. The crossover between the different spin states arises from a
delicate interplay between crystal-field splitting Δcf within the CoO6 octahedron, i.e.
between the 𝑡2𝑔 and 𝑒𝑔 energy levels, and the intra-atomic exchange interaction (Hund’s
rule coupling) Δex.

Especially the perovskite-type rare-earth lanthanum cobalt oxide LaCoO3 (LCO) has re-
cently attracted much attention due to its unusual electronic and magnetic properties at
ambient pressure [13,157] and the observation of ferromagnetism in epitaxially strained
thin films [158,159]. At low temperatures (𝑇 ≤ 35K) unstrained LCO is a non-magnetic
semiconductor, with a ground state of Co 3+ ions in low-spin (LS) configuration (𝑡62𝑔𝑒

0
𝑔,

𝑆 = 0). This changes to a primarily intermediate-spin (IS) (𝑡52𝑔𝑒
1
𝑔, 𝑆 = 1) state in the

temperature range 35K < 𝑇 < 100K and further to a mixture of IS and high-spin (HS)
(𝑡42𝑔𝑒

2
𝑔, 𝑆 = 2) states in the interval 300K < 𝑇 < 600K [13,160–163].

Various effects influence the population of the different spin states. The balance be-
tween Δcf and Δex is affected by, e.g., hole or electron doping [164], and by chemical or
external pressure [165, 166]. Since the crystal-field splitting is very sensitive to changes
of inter-atomic distances 𝑟, because Δex ∝ 𝑟−5 [167], and the Co−O−Co bond angle 𝛾,
structural changes with respect to bond length and angle easily change the spin state
of the Co 3+ ion. For instance, a population of higher spin states in LCO films can be
enhanced by tensile strain, as shown by Fuchs et al. [158].
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Goals and outline

Goal of the present work was the study of growth and relaxation processes of epitaxially
strained LCO films on cubic lanthanum strontium aluminum tantalum oxide (LSAT)
(LaAlO3) 0.3(SrAl0.5Ta0.5O3) 0.7 substrates. While investigation using X-ray diffractom-
etry provides only integral information over a large sample area, transmission electron
microscopy allows a more detailed and site specific investigation of the local microstruc-
ture. This directly interpretable microscopic information facilitates the interpretation
of complex X-ray diffraction data.
The results will contribute to a better understanding on the microstructural origin of the
suppression of the ferromagnetic state in LCO with increasing rhombohedral distortion.
More details on the magnetic properties of the investigated samples can be found in [3].
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4.2. Sample preparation

Sample fabrication was performed by Dirk Fuchs (Institut für Festkörperphysik, Karls-
ruhe Institute of Technology) using pulsed-laser deposition (PLD). This technique is
highly suited for the precise growth of multi-component oxides, especially for TMO like
LCO.

The LCO target used for PLD was fabricated by citric acid sol-gel method. For this
purpose, baked out La2O3 and metallic cobalt were dissolved separately in 30% HNO3.
After mixing both solutions and complete dissolution of the chelating agent citric acid
monohydrate (HOC(COOH)(CH2COOH)2 ·H2O), ethylene glycol (C2H6O2) was added
as cross-linker. The achieved reagent is decomposed on a hot plate, followed by com-
plete incineration in an oven. The resulting LCO powder was pressed into tablets and
sintered at 1250 ∘C for about 35 h. The expected crystal structure was verified at room
temperature by means of X-ray diffraction (XRD) (Cu source equipped with Ni 𝛽-filter).
The material was single-phase LCO, XRD-cell refinement confirmed the space group 𝑅3𝑐
with lattice parameters 𝑎 = 0.544 nm and 𝑐 = 1.310 nm according to data in literature.
For epitaxial deposition of LCO on LSAT, a pulsed KrF-excimer laser beam (wavelength
𝜆 = 248 nm, pulse energy 𝐸 = 350mJ, pulse frequency 𝑓 = 5Hz) is focused onto the
polycrystalline LCO target. This short-wavelength laser is used due to the strong absorp-
tion of LCO in the ultraviolet (UV) spectral range. Figure 4.1a shows the KrF-excimer
laser setup, beamline and the target chamber with flange for the rotatable sample holder
and different gas supplies.

Figure 4.1.: a) Experimental setup for pulsed-laser deposition: KrF excimer laser, beam-
line and target chamber with supplies for different gases and b) originating
plasma plume during laser ablation.
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deposition parameters
label 𝑃O2(dep) 𝑛ls 𝑃O2(an)

LCO80 0.4mbar 80 0.9 bar
LCO250 0.4mbar 250 0.9 bar
LCO500 0.4mbar 500 0.9 bar
LCO1000 0.4mbar 1000 0.9 bar

Table 4.1.: LCO sample labeling and processing parameters

During deposition, the pulsed-laser beam strikes into the target and ablates an energetic
plume of material, generally preserving cation stoichiometry, which precipitates on the
substrate. The 5mm x 5mm single-crystalline LSAT substrates in [0 0 1] orientation are
placed directly in the plasma plume during thin-film deposition to ensure a homogeneous
film growth. Figure 4.1b shows the view into target chamber in top view during
operation. The LSAT substrate is positioned opposite to the stoichiometric LCO target,
which is struck by the laser under an angle of 45°. The originating plasma plume emerges
perpendicular to the target surface.
While deposition, the LSAT substrates were heated to a temperature of 𝑇sub = 650 ∘C
and the oxygen partial pressure was adjusted to 𝑃O2(dep) = 0.4mbar to preserve the
oxygen stoichiometry. The substrate temperature 𝑇sub is a crucial parameter, because
it provides the kinetic energy on the substrate surface, to ensure a perfect epitaxial
growth. After deposition, the samples were cooled down to 500 ∘C, where they were
kept for 30min in 𝑃O2(an) = 0.9 bar oxygen atmosphere for a complete and homogeneous
oxidation of the films.

n = 0 n = 80 n = 250 n = 500 n = 1000

Figure 4.2.: LSAT substrate (as received, 𝑛ls = 0) and coated with epitaxial grown LCO
thin films using 𝑛ls = 80, 250, 500 and 1000 laser shots on the LCO target
for deposition.

Different film thicknesses were grown successively, using 𝑛ls = 80, 250, 500 and 1000 laser
shots on the LCO target. The samples are denoted as LCO80, LCO250, LCO500 and
LCO1000 in the following. Processing parameters and sample labeling are summarized
in Table 4.1. Small pieces (2mm × 2.5mm) of the prepared samples are depicted in
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the photographs of Figure 4.2 next to a piece of as-received LSAT substrate (left).
The color changes with the number of used laser shots from yellow ocher (𝑛ls = 80) to
nearly black/dark brown (𝑛ls = 1000) indicating the continuous increase of the LCO
layer thickness.
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4.3. Experimental results

The results of the microstructural characterization of epitaxial LCO films on LSAT
substrates are presented in the following. The local investigation of microstructure
was performed by means of TEM (Section 4.3.2), while structural properties such as
out-of-plane c-axis lattice parameter and mosaic spread were analyzed by Dirk Fuchs
employing X-ray diffraction (XRD) (Section 4.3.3). The film thickness was obtained
from measurements with a Dektak profilometer, cross-section TEM bright-field images
and X-ray diffraction if possible.

4.3.1. Geometric relation between deposited film and substrate

It is convenient to describe the rhombohedral perovskite structure of LCO in a pseudo-
cubic representation. Especially in combination with a cubic substrate like LSAT it is
advantageous to depict both structures in an analogous manner, because the relative ori-
entation becomes more intuitive. The axes of the pseudo-cubic LCO unit cell correspond
to those of the aristotype* perovskite, with lattice parameter 𝑎pc and angle 𝛼pc. The
pseudo-cubic representation is marked with the index pc in the following. The rhom-
bohedral lattice is formed by compressing the idealized cubic unit cell along one of the
four body diagonals ⟨1 1 1⟩, i.e. [1 1 1], [1 1 1], [1 1 1] and [1 1 1], resulting in four different
rhombohedral orientation variants, denoted by 𝑟𝑖 (𝑖 = 1 . . . 4). The three rhombohedral
basis vectors correspond to the [1 1 0]pc, [0 1 1]pc and [101]pc direction in the pseudo-cubic
representation. With the general dot product for non-rectangular coordinate systems
the lattice parameter 𝑎pc and angle 𝛼pc can be calculated with the rhombohedral lattice
parameter 𝑎rh and and angle 𝛼rh:

𝛼pc = arccos
1− 2 cos𝛼rh

2 cos𝛼rh

= 90.685°

𝑎pc =
1

2

√︁
𝑎2rh(3− 2 cos𝛼rh) = 3.826 Å

However, the experimental O−Co−O bond angle at room temperature is slightly larger
𝛼pc,exp = 91.2° [16,168]. The deviation is likely caused by the irregularity of the CoO6 oc-
tahedra, i.e. different Co−O bonding lengths, caused by the Jahn-Teller distortion [169]
and thus, related to the rhombohedral distortion. The geometric relation and the rela-
tive orientation between the rhombohedral LCO unit cell, its pseudo-cubic representation
and the cubic LSAT substrate is depicted in Figure 4.3.

The LCO films were grown on (0 0 1)-oriented LSAT single-crystal substrates with a
lattice constant of 𝑎sub = 3.865�A. Hence, the epitaxial LCO films experience an in-

* a high-symmetric structure, which can be viewed as an idealized version of a structure with lower
symmetry. It was introduced by H. Megaw in relation to perovskites, where it is still mostly used. The
cubic perovskite structure (adopted at most by half a dozen compounds) is regarded as the aristotype

for the vast number of perovskites with lower symmetry, the so called hettotype structures.
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Figure 4.3.: Geometrical relation between rhombohedral LCO unit cell, its pseudo-cubic
representation and the cubic LSAT substrate.

plane tensile lattice strain due to the lattice mismatch between LCO and LSAT. The
mismatch 𝜖 between the substrate and the compound to be deposited is defined as

𝜖 =
𝑎pc − 𝑎sub

𝑎sub
= −0.010.

where 𝑎pc is the pseudo-cubic in-plane lattice parameter of LCO.

4.3.2. Microstructural characterization by electron microscopy

The ferromagnetic state of LCO can be changed by slight structural distortion. Since
the crystal-field splitting ΔCF is very sensitive to changes in the Co-O bond length and
the Co-O-Co bond angle, structural changes modify the population of available spin
states of the Co 3+-ion. Hence, the epitaxial LCO films were investigated by TEM to
study the microstructure and the epitaxial quality of the LCO/LSAT interface in depen-
dence of LCO film thickness. Based on the XRD results (presented in Section 4.3.3 )
two samples, LSC80 and LSC500, respectively, were chosen for detailed characterization.

The HRTEM cross-section micrograph (see Figure 4.4a) of LCO80 visualizes the abrupt
and flat interface between epitaxial film and substrate. The image shows uniform con-
trast without formation of dislocations, anti-phase boundaries, domains or intermediate
layers. The interface between LCO film and LSAT substrate is marked by red arrows.
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Figure 4.4.: a) High-resolution TEM image of LCO80 on (0 0 1) LSAT imaged along the
[0 1 0] zone axis and b) lattice-fringe image of LCO500 imaged in (0 0 2)pc
two-beam conditions along the [0 1 0] zone axis.

Figure 4.4b shows a (0 0 2)pc lattice-fringe image of LCO500 in a cross-section per-
spective obtained by the interference of the transmitted beam and the strongly excited
(0 0 2)pc. Due to the magnification of the image, only the brighter (0 0 1)pc fringes are
visible. In contrast to LCO80, bright and dark bands (marked by white arrows) with
diffuse contrast are observed perpendicular to the LCO/LSAT interface with an average
periodicity of (19± 4) nm. Two different lattice inclinations (ascending and descend-
ing) are present within one period, changing at the bright or dark bands, respectively.
The observed inclination is attributed to twin formation within the LCO film, while the
bands represent the twin boundaries.
For further characterization of lattice plane inclination and modulation, (0 0 1)pc Bragg-
filtered (0 0 2)pc lattice fringe images were evaluated by strain-state analysis using the
digital analysis of lattice images (DALI) software package [170]. This facilitates the
visualization of the local displacement of the (0 0 1)pc planes with respect to a reference
lattice with the lattice parameter 𝑎sub of the LSAT substrate. The evaluated local dis-
placement is displayed in a color-coded map in fractional units of the LSAT (0 0 1)-plane
distance 𝑎sub. For better orientation, interfaces between epoxy/LCO and LCO/LSAT
are marked by red arrows in the image. Lattice fringes observed in the amorphous epoxy
layer are an artifact of digital image processing. No lattice modulation is detectable in
the (0 0 1)pc lattice-fringe image of LCO80 (c.f. Figure 4.5a) by the naked eye.
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Figure 4.5.: High resolution Bragg filtered (0 0 1)pc lattice fringe of a) LCO80 and b)
LCO500 and corresponding strain-state analysis of a) and b) showing the
local displacement of the (0 0 1)pc planes with respect to a reference lattice
with the lattice parameter 𝑎sub of the LSAT substrate. The displacement is
given in fractional units of 𝑎sub.
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However, the result of a strain-state analysis shown in Figure 4.5c reveals a sinu-
soidal lattice modulation perpendicular to the growth direction with a periodicity of
(12± 2) nm, resulting in small rhombohedrally distorted regions merging fluently into
another without formation of twins. This indicates that the epitaxial growth in the
initial state is not pseudomorphic in a strict sense. In contrast, strain-state analysis of
LCO500 (see Figure 4.5d) compared to LCO80 shows a more abrupt, zigzag-shaped
inclination of the lattice planes, as expected for twin formation. For further character-
ization of the relative orientation of the lattice modulation with respect to the LSAT
substrate, LCO80 was investigated in plan-view perspective. Figure 4.6 shows TEM
BF images of LCO80 as well as the corresponding diffraction patterns indicating the two-
beam diffraction condition used for imaging close to the [0 0 1]-zone axis. The bright-field
micrograph Figure 4.6a was acquired in a (1 1 0)pc two-beam condition. Imaging condi-
tions, respectively sample orientation relative to the incident electron beam, are depicted
in Figure 4.6b (used aperture position for BF-imaging is marked by a dashed circle).
The BF micrograph shows perpendicular oriented domains exhibiting a striped contrast.
The domains/stripes are oriented along the pseudo-cubic [1 0 0]pc and [0 1 0]pc directions.
The average stripe distance is about 15 nm. Beside domain boundaries between perpen-
dicular oriented domains, boundaries between antiparallel domains are observed (marked
in Figure 4.6a by red arrows), with lateral domain sizes between 50 nm and 200 nm.
Furthermore, BF images in (0 1 0)pc and (0 1 0)pc two-beam conditions and the corre-
sponding diffraction patterns are displayed in Figure 4.6c, d, e and f, respectively.
Within both BF micrographs only half of the domains are visible, indicating that the
displacement vector R of these lattice planes is perpendicular to the imaging vector
as well as perpendicular to that of the invisible domains, according to the g · R = 0
criterion [68]. Figure 4.7a shows the electron diffraction pattern of LCO and LSAT
along the [0 0 1] zone axis of the LSAT substrate using a 1 µm SAED aperture. Hence,
different LCO domains contribute to the presented diffraction pattern due to the large
size of the SAED aperture. Beside the major {ℎ 0 0} and {ℎ 𝑘 0} reflections of the LSAT
substrate, weaker star-shaped satellite reflections are visible along the [1 0 0] and [0 1 0]
direction in reciprocal space in the vicinity of the major reflections.
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Figure 4.6.: TEM bright-field images (left column) and corresponding two-beam imaging
conditions (left column) of LCO80.
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Figure 4.7.: a) Electron-diffraction pattern of LCO80 along the [0 0 1] zone axis of the
LSAT substrate and b) line-scan trough the (0 1 0) reflection along [1 0 0]
and [0 1 0].

The satellite reflections are more clearly seen in the inset of Figure 4.7b, which is an
enlarged image of the area marked by a white box in Figure 4.7a. The periodicity
of the structure was determined by analyzing the (0 1 0)pc-satellite reflections in more
detail. Figure 4.7b shows two line scans through the (0 1 0)pc reflection along the
[1 0 0]pc and [0 1 0]pc direction. Furthermore, an enlarged view, which corresponds to
the area marked by a red square in Figure 4.7a, is given in the inset. Satellites were
found to be present in both directions in a distance of (0.069± 0.003) nm−1 from the
substrate reflections. This indicates the presence of a long-periodic structure with a
periodicity of (14.4± 0.5) nm in real space. This value corresponds to the range of
stripe periodicities observed for domains in Figure 4.6a. This slightly larger modulation
periodicity compared to the periodicity derived from cross-section TEM images can be
explained by stress relieve of LCO due to the small thickness or even complete loss of the
LSAT substrate after plan-view TEM sample preparation. High strain and brittleness of
thicker LCO films impedes the preparation of plan-view samples because fracture occurs
during the preparation process.

4.3.3. Microstructural characterization by X-ray diffractometry

For determination of the structural properties of the epitaxial films such as the out-
of-plane c-axis lattice parameter and the mosaic spread, 𝜃/2𝜃-scans and rocking curves
were carried out by Dirk Fuchs using a two-circle x-ray diffractometer in Bragg-Brentano
geometry. A four-circle x-ray diffractometer was used to determine the in-plane lattice
parameters (see also [3]).
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Due to the negative lattice mismatch between the pseudo-cubic LCO and cubic LSAT
substrate, the films adopt a pseudo-tetragonal structure with 𝑎f ≈ 𝑎sub > 𝑐f where 𝑐f
is the out-of plane lattice parameter of the LCO film [159]. The nearly perfect and
defect-free pseudomorphic growth resulted in a mosaic spread of the LCO films, which is
comparable to that of the single-crystal substrates. The mosaic spread was measured by
full width at half maximum (FWHM) of the rocking curves of the (0 0 𝑙)pc film reflections.
A non-elastic structural relaxation usually comprises structural lattice distortions, which
lead to an increase in the mosaic spread Δ𝜔 of the film. Figure 4.8a shows rocking
curves of the (0 0 2)pc reflection of the epitaxial LCO films for different film thicknesses
(LCO80 to LCO1000). Besides the central peak at 𝜔0 ≈ 23° with a narrow line width
of Δ𝜔0 = 0.2°, broad satellite peaks occur symmetrically with respect to the central
peak. Rocking curves for different diffraction orders of LCO80 and LCO1000 are shown
in Figure 4.8b and Figure 4.8c. For the thinner film (LCO80), only the first-order
satellite peaks are visible symmetrically at both sides of the (0 0 𝑙)pc reflection indicat-
ing a rather short correlation length. Furthermore, the small LCO film thickness also
contributes to the low intensity of the satellites and the absence of higher-order satel-
lites. The angular difference between (0 0 1)pc central peak and the first-order satellites
is 𝑙-times longer than for the higher order (0 0 𝑙)pc central peaks, indicating a periodic
in-plane modulation. The modulation length as given by Gebhardt [171] is determined
by

𝐷 =
1

Δ𝑞𝑥

where Δ𝑞𝑥 is the satellite spacing in reciprocal-lattice units. Since only first-order satel-
lites are observed, Δ𝑞𝑥 is approximated by the spacing between the central peak and
the first-order satellite peak. Thus, the determined 𝐷 values represent the modulation
length to a limited extend. In Figure 4.9a the modulation length 𝐷 is plotted as a
function of the film thickness. For 𝑡 = 8nm, 𝐷 is about 8 nm and increases with in-
creasing 𝑡 to roughly 22 nm for 𝑡 = 50 nm, where it seems to saturate. Discrepancies
with respect to the TEM data (open symbols in Figure 4.9a) can be explained by the
small regions which are analyzed by TEM imaging.
In contrast, rocking curves of the thick film 𝑡 = 100 nm show pronounced satellite peaks
at 0.65°, independent of diffraction order. The peaks are attributed to macroscopic twin
domains, caused by tilted (0 0 1)pc lattice planes with a twinning angle of 0.65°. Further-
more, faint satellite peaks arising from the periodic modulation are also present, which
indicate a relationship between both structures. Figure 4.9b documents the twinning
angle as a function of t. Only films with 𝑡 > 15 nm displayed macroscopic twin domains
with 𝛼 ≈ 0.65°. The observed twinning angle corresponds to the twinning angle of bulk
LCO, 𝛽 = 90° − 𝛼pc, with the pseudo-cubic angle 𝛼pc = 90.7° and thus documents a
relaxation toward the rhombohedral structure.
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Figure 4.8.: Rocking curves a) at the (0 0 2)pc LCO reflection for different film thicknesses
and for different orders of Bragg reflections for b) LCO80 and c) LCO1000
[3]. The intensity is plotted for b) and c) as a function of 𝛼 = 𝜔−𝜔0, where
𝜔0 corresponds to the position of the central peak. Satellite peaks caused by
periodic twinning modulation and lattice-plane tilt are marked by arrows.
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The 𝑐-axis lattice parameter determined from the {0 0 𝑙} Bragg reflections of 𝜃/2𝜃 scans
does not change for films in the thickness range 15 nm < 𝑡 < 100 nm, i.e., 𝑐f = 3.78�A.
For the in-plane lattice parameter 𝑎f we observe only minor changes with respect to
the substrate value 𝑎sub/2 = 3.865�A. Therefore, the pseudo-tetragonal unit-cell volume
𝑉 = 𝑐f ×𝑎2f ≈ 56.5�A3 is nearly constant for 𝑡 ≤ 100 nm (cf. Figure 4.9c). A noticeable
increase to 𝑐f = 3.80�A is only observed for films with 𝑡 > 120 nm. An investigation of
the corresponding in-plane film lattice parameters reveals a strong relaxation of 𝑎f as
well. The films always show numerous macroscopic cracks, which are possibly caused by
volume shrinkage, twinning, and corresponding local strain concentration. The cracking
leads to some kind of exfoliation of the film from the substrate that strongly affects
the mosaic spread. Hence, measurements on films with 𝑡 > 120 nm were discarded for
the following experiments. The volume fraction of the nearly homogeneously strained
pseudomorphic part and the twinned (rhombohedrally distorted) part of the film is
determined by integrating the rocking curves (see Figure 4.8a). The pseudomorphic
part is proportional to the area of the central peak at 𝜔0, whereas the twinned part is
proportional to the area of the satellite peaks. For the central peak at 𝜔0 the [0 0 1]pc film
direction is exactly parallel to the [0 0 1] direction of the substrate. Hence, the narrow
peak can be attributed to the pseudomorphic part of the film. The satellite peaks
originate from a periodic-twinning modulation and nanotwinning and are thus caused
by a partial relaxation of strain towards the rhombohedral structure of bulk LCO.
Figure 4.9d visualizes the decrease of the pseudomorphic (PM) volume fraction of the
film as a function of 𝑡 in comparison with the twinned (TW) volume fraction. The
PM volume fraction decreases almost linearly up to a film thickness 𝑡 = 15 nm. For
𝑡 > 15 nm the reduction of the PM volume fraction is less pronounced. The functional
behavior indicates that the film does not grow completely pseudo-tetragonal up to a
certain critical film thickness 𝑡crit at which the pseudomorphic growth stops and above
which the film starts to relax. For comparison, Figure 4.9d also shows the functional
relation for a simple two-stage growth model (plotted as dashed line). In the first stage
𝑡 ≤ 𝑡crit a pure pseudomorphic and for 𝑡 > 𝑡crit a fully relaxed growth with 𝑡crit = 15 nm
has been assumed. In the latter case, the PM volume fraction 𝑓PM is calculated by

𝑓PM(𝑡) =
𝑉PM

𝑉tot

=
𝑉PM

𝑉PM + 𝑉relaxed

=
𝑡crit
𝑡

However, this model fits the observed behavior only to a limited extend. Moreover,
it seems that nanotwinning occurs from the initial stage of growth, however, in an
only moderate way, making the relaxation more gradual. This is obtained by periodic
twinning modulation, whereas pseudomorphic regions in the films still grow well up to
at least several tenths of nanometers.
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Figure 4.9.: a) The modulation length 𝐷 of the periodic in-plane structure and b) the
domain twinning angle 𝛼 as determined from rocking curves versus the film
thickness 𝑡. D values as extracted from TEM measurements are shown by
open symbols. c) The pseudo-tetragonal unit-cell volume 𝑉 = 𝑐f × 𝑎2f of the
LCO films versus t and d) the pseudomorphic (PM) volume fraction of the
LCO film in dependence of the film thickness 𝑡. Courtesy of Dirk Fuchs [3].

106



4.4. Discussion

4.4.1. Microstructure

All films show single-phase (0 0 1)pc-oriented cube-on-cube growth, i.e., the in-plane di-
rections of the film [1 0 0]pc and [0 1 0]pc are nearly parallel to [1 0 0] and [0 1 0] direction
of the LSAT substrate. In the initial stage of growth the films usually show a pseudo-
morphic (PM) growth mode where the film adopts structural properties and symmetry
of the substrate material within the growth plane with an in-plane film lattice param-
eter 𝑎f = 𝑎s. Perfect coherence of the lattice planes across the interface suggests that
the misfit accommodation is purely elastic. Besides such an elastic accommodation of
substrate-induced stress, perovskites also often show interfacial dislocations, the forma-
tion of antiphase domains or even phase transitions to relieve epitaxial strain. Most of
these structural-phase transitions to lower symmetry are accompanied by twin forma-
tion. Symmetry breaking induced by phase transition gives rise to energetically equiva-
lent domain states in the low-temperature phase which are mapped onto each other by
the symmetry elements which are lost with respect to the prototype symmetry [172].
In particular, perovskites such as LaAlO3, La1-𝑥Sr𝑥MnO3 or LCO, which undergo a
displaceive phase transition from a paraelastic cubic perovskite at high temperatures
to a ferroelastic rhombohedral structure, usually show ferroelastic domains formed by
deformation twinning [173,174].

According to Streiffer et al. [175], the observed domain structure is explained by a com-
bination 𝑟𝑖/𝑟𝑗 of two of the four structural variants 𝑟1, 𝑟2, 𝑟3 and 𝑟4 (c.f. Section 4.3.1)
with respect to the orientation to the substrate. This results either in the formation
of (1 0 0) or (1 1 0)-domain walls. In the actually investigated LCO thin films, (1 0 0)-
domain walls are observed (see Figure 4.6). Possible 𝑟𝑖/𝑟𝑗 combinations and resulting
domain patterns with {1 0 0}pc-twin planes are shown in a projection along the [0 0 1]
direction of the LSAT substrate in Figure 4.10. The different orientation variants of
the pseudo-cubic (1 1 1)pc axis are represented by black arrows in the graph. The epitax-
ial growth of rhombohedral LCO on the cubic LSAT substrate results in a displacement
of the LCO lattice sites along the [1 0 0] and [0 1 0] direction compared to the LSAT
substrate when viewed along [0 0 1]. This slight displacement compared to the substrate
explains the observed contrast behavior of the different domains. According to the in-
visibility criterion g ·R = 0 [68], where g is the imaging vector and R the displacement,
𝑟1/𝑟2 and 𝑟3/𝑟4 domains are invisible using a (1 0 0)-imaging vector (Figure 4.6e, f),
while the 𝑟2/𝑟3 and 𝑟1/𝑟4 domains are observable. Vice versa, 𝑟2/𝑟3 and 𝑟1/𝑟4 domains
are not observable using a (0 1 0)-imaging vector, while the 𝑟1/𝑟2 and 𝑟3/𝑟4 domains are
visible (Figure 4.6c, d).

Rocking curves similar to those observed in this work were published for manganite films
grown on (0 0 1) SrTiO3 by Gebhardt et al. [171] recently. They were discussed in terms
of periodic twinning modulation waves and twin domains. For thin films (𝑡 = 26 nm) the
authors observed satellites with a constant in-plane momentum transfer implying a peri-
odic height modulation with an in-plane periodicity of 𝐷 ≈ 13 nm. This was found also
by Jin et al. [176] for La0.7Sr0.3MnO3 on (0 0 1) LSAT. For thick films (𝑡 = 88 nm), the 𝜔
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Figure 4.10.: {1 0 0}-𝑟𝑖/𝑟𝑗 twin patterns shown in projection along the [0 0 1] direction
of the LSAT substrate. The different orientation variants are shown in
projection by the sense of arrows (based on [175]).

position of the satellites was found to be independent of the diffraction order, indicating
individual twin domains with (0 0 1)pc lattice planes tilted by 0.5° with respect to the sur-
face [171]. Beside the nanotwinning (LCO500), elastic lattice modulation is detected in
LCO80. This is believed to be a prestage of the nanotwinning. This behavior is observed
in many other systems. Vailionis et al. [177] for example investigated La0.67Sr0.33MnO3

and SrRuO3 on various single-crystalline substrates by XRD. They assume that the unit
cells have a periodic displacement along the out-of-plane direction [0 0 1]. Using this as
an input for their kinematical XRD model, they were able to reproduce all features of
the XRD spectra: main Bragg peak, satellite peak positions, intensities and peak widths
using the modulation amplitude and a slightly variating periodicity as parameters. How-
ever, simulations using a displacement along the [1 1 0] direction did not reproduce the
results satisfyingly, indicating that unit-cell displacements occur only along the out-
of-plane direction. This is consistent with a coherent layer growth on a single-crystal
substrate. Vailionis et al. [177] believe that the observed lattice response to epitaxial
strain is of general nature and can be applied to other perovskite-type materials that
possess orthorhombic or rhombohedral structures. Their structural model corresponds
well with the results of strain-state analysis in this work.
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4.4.2. Correlation with magnetic properties

The magnetic properties of the LCO films were studied using a superconducting quan-
tum interference device (SQUID) system from Quantum Design. The measurements
were performed by Dirk Fuchs. To determine 𝑇C and 𝑚eff , field-cooled (FC) magneti-
zation measurements were carried out in the temperature range 4K ≤ 𝑇 ≤ 150K. The
external field strength of 𝜇0𝐻 = 20mT was applied parallel to the film surface. To
correct the diamagnetic contribution of the LSAT substrate, it was determined in sepa-
rate experiments and subtracted from the magnetization data. To deduce the saturated
moment 𝑚s in the FM state, magnetization measurements as a function of external field
were performed up to 𝜇0𝐻 = 7T at 𝑇 = 10K.

Figure 4.11.: a) Magnetic moment 𝑚 and b) normalized magnetic moment 𝑚/𝑚0 as a
function of the temperature 𝑇 for LCO80, LCO150, LCO250, LCO500
and LCO1000, respectively. 𝑚0 corresponds to the magnetic moment at
𝑇 = 5K. The field-cooled measurements were carried out using a field
strength of 𝜇0𝐻 = 20mT, applied parallel to the film surface [3].

Figure 4.11a displays field-cooled measurements of the magnetic moment 𝑚 as a func-
tion of temperature for LCO80 to LCO1000. The magnetic moment increases with in-
creasing film thickness due to increasing volume fraction of magnetic material, whereas
the Curie temperature decreases with film thickness from 𝑇C ≈ 87K for LCO500 to
𝑇C ≈ 80K for LCO80. The Curie temperature 𝑇C of the ferromagnetic (FM) phase
transition was determined by extrapolating the magnetic moment to 𝑚 = 0. There
is a clear reduction in 𝑇C with decreasing 𝑡. For clarification, Figure 4.11b shows the
normalized magnetic moment 𝑚/𝑚0 versus 𝑇 for films with different film thickness, where
𝑚0 corresponds to the magnetic moment at 𝑇 = 5K. The Curie temperature decreases
with film thickness from 𝑇C ≈ 87K for LCO500 to 𝑇C ≈ 80K for LCO80.
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This decrease in 𝑇C with decreasing film thickness is explained by the finite-size effect
[178]. The rather broad FM transition may be also caused by this effect. A scaling
analysis of 𝑇C for the LCO films indeed results in the expected power-law scaling:

𝑇C(∞)− 𝑇C(𝑡)

𝑇C(∞)
∝ 𝑡−𝜆.

The critical shift exponent was determined to be 𝜆 ≈ 1. Previous investigations by
Fuchs et al. [164, 179] and Ziese et al. [180] on hole-doped cobaltates La0.7A0.3CoO3

(A = Ca, Sr, Ba) as well as on La0.7Ca0.3MnO3, respectively, revealed a power-law scal-
ing with the same exponent. Hence, this behavior seems to be typical for FM cobaltate
and manganite thin films. Besides the finite-size-effect epitaxial strain, structural phase
transitions and microstructural deficiencies can also cause a reduced 𝑇C. However, since
the crystalline quality and epitaxial strain increases with decreasing 𝑡, these effects can
be excluded. In addition, previous results have shown that an increase in tensile strain
leads to an increase in 𝑇C. The effective paramagnetic moment per Co-ion 𝑚eff , deduced
from the magnetic susceptibility above 100K is 𝑚eff ≈ 3.8𝜇B and stays constant over
the investigated thickness range.

Figure 4.12.: a) Saturated ferromagnetic moment 𝑚𝑠 at 𝑇 = 10K and 𝑚* = 𝜕𝑚/𝜕 1
𝑇
,

which is proportional to the square of the effective paramagnetic moment
above 𝑇𝐶 and the film thickness, i.e. 𝑚* ∝ 𝑡 × 𝑚2

eff , as a function of the
film thickness 𝑡. b) Linear behavior of 𝑚 and 𝑚𝑠 in dependence of 𝑡 and
𝑡PM, respectively. 𝑡PM = 𝑡×PM corresponds to an effective pseudomorphic
thickness and PM is the pseudomorphic volume fraction of the LCO film [3].
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In Figure 4.12a the slope 𝑚* = 𝜕𝑚/𝜕 1
𝑇
for 𝑇 > 100K is plotted over the film thickness

𝑡. Assuming that the Curie-Weiss law is valid, 𝑚* is determined by

𝑚* =
𝑛Co𝐻𝑚2

eff

3𝑘B

where 𝑛Co is the number of Co-atoms and 𝑘B the Boltzmann constant. Since 𝑛Co is
proportional to 𝑡, the slope of 𝑚 versus 𝑡 is proportional to 𝑚2

eff . The linear increase
in 𝑚 vs. 𝑡 demonstrates the constant behavior of 𝑚eff over the measured thickness
range. The effective paramagnetic moment is determined by the angular moment 𝐽 , i.e.
𝑚eff ∝

√
𝐽(𝐽+1) and therefore strongly related to the spin state of the Co 3+-ion. Thus,

the spin state above 100K is constant over the investigated thickness range. In contrast,
a cracked film with 𝑡 = 216 nm, which contains a significant amount of fully-relaxed bulk-
like material, shows a clear reduction of 𝑚 by about 30% with respect to the expected
value from the linear increase in 𝑚 vs. 𝑡. For bulk LCO 𝑚eff amounts to about 2𝜇B

per Co-ion [181, 182]. Therefore, 𝑚eff seems to depend more strongly on the unit-cell
volume, which is nearly constant for 𝑡 ≤ 120 nm, than on the rhombohedral distortion
which clearly proceeds with increasing 𝑡. The experimental findings are consistent with
the generalized gradient-corrected density-functional calculations (GGA+U) by Kńıžek
et al. [181], who calculated the dependence of the magnetic state of LCO on crystal
structure parameters. Structures without a rhombohedral distortion 𝛼pc = 𝜂 = 90° were
compared to analogous structures with maximum observed rhombohedral deformation
of 𝜂 = 91.5°, i.e. bulk LCO at 𝑇 = 4K. The calculations show that the effect of
the rhombohedral distortion on the spin state is rather small. The authors found a
rather abrupt transition from the LS to the IS state above 𝑇 ≥ 100K (𝜂 = 91.4°). The
O−Co−O bond angle decreases only slightly to 𝜂 = 91° at 700K, indicating that the
IS state is also stable in the presence of small rhombohedral distortions. A stabilization
of the IS state of Co 3+ was also found for an increasing unit-cell volume by Ravindran
et al. [183]. The increased unit-cell volume of the LCO films, compared to that of bulk
LCO, is nearly constant for 8 nm ≤ 𝑡 ≤ 100 nm. Therefore, 𝑚eff does not change for
𝑡 < 100 nm, even though a rhombohedral distortion is present in some part of the film.
In contrast to the constant 𝑚eff in the paramagnetic state above 𝑇C, the magnetization
in the FM state at 5K and 𝜇0𝐻 = 20mT decreases from about 0.6 to 0.3𝜇B per Co
with increasing 𝑡. The plot of 𝑚s versus 𝑡 (see Figure 4.12a) shows that the increase
is sublinear above 𝑡 ≈ 25 nm, indicating that some parts of the film exhibit a reduced
saturated moment or are even not in the FM state. Figure 4.12b shows𝑚s as a function
of the ”effective pseudomorphic thickness” 𝑡PM, where 𝑡PM = 𝑡×𝑓PM. 𝑓PM is the volume
fraction of the pseudomorphic part of the LCO film (c.f. Figure 4.9d). Obviously, 𝑚s

shows a perfect linear dependence on 𝑓PM as well as 𝑚* on 𝑡. Hence, the FM state in
epitaxially strained LCO films is confined to the pseudo-cubic (tetragonal) phase and
instantly suppressed in case of emerging rhombohedral distortion of the unit-cell.
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5. Summary

The physical properties of functional materials are determined to a large degree by their
microstructure. Consequently, understanding the relationship between microstructure
and physical properties can lead to fundamental physical insights and the development of
materials with new or improved properties. Among the functional materials perovskite-
based materials stand out due to their variety of physical properties. Within this work
the microstructure of pure and Sr-substituted LaCoO3 was studied by transmission elec-
tron microscopy (TEM). Sr-substituted LaCoO3 provides outstanding electrocatalytic
performance which makes it suited as cathode material for intermediate-temperature
solid oxide fuel cells (IT-SOFCs). Moreover, the magnetic properties of LaCoO3 are
interesting from a fundamental point of view.

For TEM characterization, thin electron-transparent samples of high quality are indis-
pensable. Since double-sector ion milling of multi-phase samples often fails, a single-
sector Ar+-ion milling technique was developed, which allows the reliable preparation
of TEM cross-section samples. This technique contributed significantly to the success
of the microstructural characterization of La0.6Sr0.4CoO3-𝛿 thin-film cathodes and epi-
taxial LaCoO3 films. Monte-Carlo simulations as well as ion-milling experiments on Si
cross-section samples clearly showed that TEM cross-section samples with almost plane
parallel surfaces and thus large electron-transparent regions with constant thickness can
be prepared reproducibly by single-sector Ar+-ion milling. This plane parallelism is a
feature, which is advantageous for most TEM techniques, especially for quantitative
composition analyses in analytical TEM applications. In contrast, sample thinning by
double-sector Ar+-ion milling results in wedge-shaped sample profiles where the thickness
of the electron transparent area increases linearly with the distance to the sample edge.
The wedge angle was found to be roughly two times the adjusted Ar+-ion sputtering
angle. The proposed systematic ion-milling procedure is applicable for any commercial
ion-milling system that allows separate milling of one of the two halves of a cross-section
sample. The procedure is not restricted to the preparation of single-crystalline materials
like silicon. It can be also applied for preparation of cross-sections of inhomogeneous
materials with strongly differing sputtering yields, e.g., thin-films on polycrystalline sub-
strates or epitaxial thin-films on single-crystalline substrates as shown by two examples
in this work.

Another part of the presented work is concerned with nanocrystalline and nanoporous
La0.6Sr0.4CoO3-𝛿 IT-SOFC thin-film cathodes, which were deposited on polycrystalline
Ce0.9Gd0.1O1.95 (CGO) electrolytes by low-temperature metal-organic deposition. After
optimization of the annealing treatment, the cathodes exhibit an outstanding electrocat-
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alytic performance with area-specific resistances as low as 9mW cm2 at 600 ∘C in synthetic
air and 22mW cm2 in stagnant ambient air as observed by Hayd et al. [122,150,151]. The
exceptional cathode performance cannot by fully understood by the increase of the inner-
surface area resulting from the nm-scaled microstructure if theoretical models like the
three-dimensional finite elements model of Rüger et al. [153] are applied for calculating
the area-specific resistance. To clarify the origin of the exceptional cathode performance,
the microstructural changes in nanocrystalline and nanoporous La0.6Sr0.4CoO3-𝛿 (LSC)
thin-film cathodes were studied by TEM as a function of annealing parameters. For
quantification of the porosity, high-angle annular dark-field STEM tomography was ap-
plied to study quantitatively the coarsening and porosity of nm-scaled LSC cathodes for
the first time.
Annealing at 𝑇max = 700 ∘C yields self-limited grain growth. The average grain size
increases from 17 nm to 28 nm after annealing for 100 h. This increase in grain size is ac-
companied with a significantly decrease of porosity. As-prepared LSC cathodes exhibit a
high volume fraction of open porosity of (38± 10)% which results in a large electrochem-
ically active surface area. Coarsening of the microstructure with annealing time leads to
a decrease of the total porosity to (18± 5)% after annealing at 700 ∘C for 100 h. An ac-
celerated coarsening is observed at 𝑇max = 800 ∘C. Here, the average grain size increases
from 29 nm to 90 nm after annealing for 100 h. As-prepared LSC cathodes exhibits poros-
ity values of (18± 5)% with a marginal amount on open porosity. Additional annealing
at 𝑇max = 800 ∘C leads to complete densification of the cathode films. This demonstrates
that grain size and porosity of sol-gel derived LSC can be tailored by adequate annealing
parameters to obtain high-performance cathodes for application in IT-SOFCs. However,
the observed coarsening of the microstructure (increase of grain-size/decrease of poros-
ity) limits the operating temperature of nanocrystalline and nanoporous LSC cathodes to
temperatures of ≤ 600 ∘C. Furthermore, chemical composition analyses revealed a high
density of small Co3O4 precipitates close to the surface of the LSC thin films, which are
formed as intermediate phase during pyrolysis. The particle number density of these pre-
cipitates decreases with the coarsening of the cathode microstructure. The local chemical
composition after pyrolysis is not homogeneous due to the presence of the Co3O4 pre-
cipitates. However, quantitative energy-dispersive X-ray spectroscopy revealed that the
intended composition of La0.6Sr0.4CoO3-𝛿 is achieved close to the CGO/LSC interface,
whereas an enrichment of the Co-concentration and a slight La-depletion is observed
close to the cathode surface. Nevertheless, the chemical composition homogenates with
annealing time and temperature. It is reasonable suggest, that the Co3O4 precipitates
contribute significantly to the outstanding electrochemical performance as shown by the
correlation between microstructure, phase composition and electrochemical characteri-
zation. Hence, the application of Co3O4-dispersed La0.6Sr0.4CoO3-𝛿 cathodes will be a
promising approach to further enhance electrochemical performance of future IT-SOFCs
cathodes.

The last major part of this work is concerned with the correlation of microstructure
and magnetic properties of pure LaCoO3 (LCO). For this purpose LCO was epitaxially
deposited on single crystalline (0 0 1)-orientated (LaAlO3) 0.3(SrAl0.5Ta0.5O3) 0.7 (LSAT)
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substrates by pulsed-laser deposition. LCO film with thicknesses between 8 nm and
100 nm were studied. In the initial state of film deposition the growth is nearly pseu-
domorphic which results in a pseudotetragonal LCO structure with increased unit-cell
volume compared to bulk LCO. The strain is relieved elastically by nanotwinning along
the ⟨1 0 0⟩pc directions in the investigated thickness range. This process already starts
during the initial stage of growth by the formation of a periodic lattice modulation.
Nevertheless, pseudomorphic regions in the films grow up to a thickness of at least sev-
eral tenths of nanometers. The pseudomorpic volume fraction of the films decreases
with increasing film thickness to about 35%. The observed twinning of the LCO films is
attributed to symmetry lowering of the epitaxially strained pseudotetragonal structure
towards the fully relaxed rhombohedral structure of bulk LCO. Despite the different
observed strain-relaxation mechanisms, the unit-cell volume was found to be nearly con-
stant over the investigated thickness range. The Curie temperature of the LCO films
is slightly reduced with decreasing layer thickness from 𝑇C = 87K for 𝑡 = 50 nm to
𝑇C = 80K for 𝑡 = 8nm, which is likely to be caused by a finite-size effect. The effective
paramagnetic moment 𝑚eff and, thus, the spin state of the Co 3+-ion was found to be
almost constant for 𝑡 ≤ 100 nm. However, the saturated ferromagnetic moment 𝑚s is
only proportional to the pseudotetragonal part of the film and decreases with increasing
rhombohedral distortion. The experiments clearly demonstrate that the ferromagnetic
state of LCO is strongly affected by the rhombohedral distortion. The increased unit-
cell volume contributes to a lesser degree. It mainly controls the effective paramagnetic
moment and, thus, the spin state of the Co 3+-ion. Hence, epitaxial strain is able to
stabilize the pseudocubic tetragonal structure and thus the ferromagnetic state of LCO
until strain relaxation via nanotwinning and emerging rhombohedral distortion takes
place.
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A. MATLAB source code

Function used for calculating the sputtering yield

𝑌 (𝜃) = 𝑌 (0)
1

cos(𝜃)𝑓
exp(−Σ(

1

cos 𝜃
− 1))

using
Σ = 𝑓 cos(𝜃opt)

1 function Y=sputteringYown(t,a)
2 %variables:
3 %a sputtering angle
4 %t local surface angle
5 t=abs(90+a−t);
6

7 %sputtering yield fitting parameters
8 a=4.91623;
9 b=3.30167;

10 S=0.06791;
11

12 %sputtering yield
13 Y=(1+a*(sin(t*pi/180))ˆ(b))*exp(−S*(1/cos(t*pi/180)−1));
14

15 end
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Function for building the cross-section sample matrix

1 function [mysample] = makeCSsamplewoGlue(samp,a,h)
2

3 %mysample sample matrix
4 %a sputtering angle
5 %h overall sample height
6

7 mysample=zeros(samp,5);
8 l=length(mysample);
9

10 % local coordinate x
11 for i=1:l
12 mysample(i,1)=i;
13 end
14

15 %local sample height
16 mysample(:,2)=h;
17

18 %change local sample material (epoxy)
19 mysample(:,3)=1;
20 for i=191:211
21 mysample(i,3)=2;
22 end
23

24 %local surface angle
25 mysample(1,4)=0;
26 for ind=2:l
27 mysample(ind,4)=−atan(mysample(ind−1,2)−mysample(ind,2))*180/pi;
28 end
29

30 %projected surface distance
31 for ind=1:l
32 n=((mysample(ind,2)−mysample(1,2))ˆ2+indˆ2)ˆ0.5 *cos((90+a)*pi/180−

atan((mysample(ind,2)−mysample(1,2))/ind));
33 if n<0
34 mysample(ind,5)=0
35 else
36 mysample(ind,5)=n;
37 end
38 end
39 end
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Main program

1 function sputtering()
2

3 clear mysample
4 %=============================
5 %variable parameters
6 %angle incident Ar ions
7 a=−4; %−10:
8

9 %sample height
10 h=100;
11

12 %sampling points of sample should be an odd number
13 samp=401;
14

15 %number of iteration
16 iterations=1500;%500
17

18 %interactions per iteration
19 interactions=3000;%300000
20

21 %sputter parameter
22 sputterparameter=0.001;%0.00001
23

24 %factor for epoxy sputtering
25 f=1.5;
26

27 %sample matrix
28 %colum 1 − x
29 %colum 2 − height
30 %colum 3 − matrial
31 %colum 4 − surface angle
32 %colum 5 − projected surface length
33

34 %initialize arrays
35 %surface topography
36 timeevolution=zeros(samp,iterations+1);
37 %surface angle
38 timeevolutionangle=zeros(samp,iterations+1);
39

40 for i=1:samp
41 %initialize x−coordinate in first column in both arrays
42 timeevolution(i,1)=i*10−1010;
43 timeevolutionangle(i,1)=i*10−1010;
44 end
45

46 %make CSsample
47 sample=makeCSsampleGlue(samp,a,h)
48

49 %initial surface and angles
50 timeevolution(:,2)=sample(:,2)*10;
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51 timeevolutionangle(:,2)=sample(:,4);
52

53 %=============start ion bombardment===================
54 for k=1:iterations
55

56 for j=1:interactions
57

58 %generate Ar ion at random position x
59 arx=rand*max(sample(:,5));
60

61 %find first projected surface length bigger than arx
62 ind=find(sample(:,5)>arx,1);
63

64 %reduce height
65 %be carefull, reduction in sputtered height <= shadowed area
66 if sample(ind,3)==2
67 yield=f*sputteringYown(sample(ind,4),a);
68 else
69 yield=sputteringYown(sample(ind,4),a);
70 end
71

72 %scale sputtering yield
73 sputtered=sputterparameter*yield;
74

75 %new local sample height
76 sample(ind,2)=sample(ind,2)−sputtered/cos(sample(ind,4)*pi/180);
77

78 %new local surface angle
79 if ind > 1
80 sample(ind,4)=−atan(sample(ind−1,2)−sample(ind,2))*180/pi;
81 end
82 if ind < samp
83 sample(ind+1,4)=+atan(sample(ind+1,2)−sample(ind,2))*180/pi;
84 end
85 %new integrated projected surface length
86 sample(ind,5)=((sample(ind,2)−sample(1,2))ˆ2+indˆ2)ˆ0.5 *cos((90+a)

*pi/180−atan((sample(ind,2)−sample(1,2))/ind));
87

88 end
89 %save surfacetopography and angles for iteration step
90 timeevolution(:,k+1)=sample(:,2)*10;
91 timeevolutionangle(:,k+1)=sample(:,4);
92

93 %if k==rot
94 sample=RotateSample(sample,a);
95 %end
96 end
97 save timeevolution;
98

99 end
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Function for rotating the cross-section sample matrix

1 function RS=RotateSample(sample,a)
2 %length of sample matrix
3 [l,w]=size(sample);
4 %initialize rotated sample matrix with length l and 5 colums
5 RS=zeros(l,5);
6 %boundary condition − surface angle for index1=0 −> prevent edge

effects
7 RS(1,4)=0;
8

9 RS(:,1)=sample(:,1);
10

11 for i=1:l
12 RS(i,2:3)=sample(l−i+1,2:3);
13 RS(i,5)=((RS(i,2)−RS(1,2))ˆ2+iˆ2)ˆ0.5 *cos((90+a)*pi/180−atan((RS(i

,2)−RS(1,2))/i));
14 end
15

16 for i=2:l
17 RS(i,4)=−atan(RS(i−1,2)−RS(i,2))*180/pi;
18 end
19

20 end
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Manganitfilmen in Abhängigkeit von der Schichtdicke. PhD thesis, Universitäts-
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