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Chapter 1

Introduction

In 1968 Veselago made a theoretical analysis of media where both the electric permittiv-

ity and magnetic permeability were negative [1]. He found that media exhibit negative

refraction. While negative electric permittivities were known in 1968, it took more than

20 years to find materials where the magnetic permeability becomes also negative in a

certain frequency window [2]. In order to highlight that such a behavior does not appear

in known natural materials, the term metamaterial is used. The first suggestion for the

geometry of a building block of a metamaterial was a split ring resonator (SRR), where an

external magnetic field perpendicular to the ring plane excites a plasmonic resonance that

is accompanied by a current which in turn leads to a huge magnetic moment. The basic

physics of these resonators is traditionally analyzed by employing circuit models, where

the inductance and the capacity are solely determined by the geometry of the resonator

and the resistance is obtained from Drude theory. In addition to SRRs, cut wire pairs [3]

and fishnet structures [4] are also used as building blocks for metamaterials.

One main focus of the active research in metamaterial sciences is the construction of

materials that exhibit a negative index of refraction in the optical frequency regime, as

such materials are proposed to be applicable to perfect lensing [5, 6] or to the construction

of cloaking devices [7, 8, 9, 10]. In recent years, a considerable effort has been made in

order to achieve this goal [11, 12, 13]. However, there are still problems tracing back to

the experimental techniques that are used for the construction of the materials [12]: (i)

One has not yet achieved to fabricate building blocks of sizes that are smaller than a

few nanometers. As the resonance frequency roughly drops with the reciprocal system

size, smaller building blocks are highly desirable in order to obtain resonances in higher

frequency regimes. (ii) The fabrication of a three-dimensional metamaterial is really

demanding.

In addition to the need of improvement in experimental setups, the circuit based theoreti-
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8 CHAPTER 1. INTRODUCTION

cal approaches had to be extended by taking into account the acceleration of the electrons

due to their moments of inertia [14, 15] as well as quantum effects [16, 17], if one goes to

smaller system sizes.

Recently, the attention of the metamaterial community has been drawn to studying the

coupling effects of individual resonators. The concept of plasmon hybridization was intro-

duced, allowing to interpret the coupling in the same manner as the linear combination of

atomic orbitals, forming molecular orbitals [18, 19, 20, 21]. However, the calculation of the

effective material parameters is still actively discussed in recent literature [22, 23, 24, 25]

and seems to be a topic with a long history [26, 27, 28, 29].

In the light of the developments in metamaterial sciences in the last 10 years, the im-

portant question arises, if there exist alternative routes for the construction of building

blocks and media thereof. In this thesis, a new bottom up pathway for the development

of these building blocks is investigated theoretically: Organic molecules with delocalized

electronic π-systems are proposed as candidates for possible building blocks of metama-

terials. This choice seems suitable because of the structural flexibility and the possibility

to build molecular crystals. The central theme of this work will be the analysis of the re-

sponse of such molecular crystals to electromagnetic fields based on a microscopic theory.

The results of this analysis will then be used to suggest guide-lines for the construction

of molecular crystals with desired propoerties.

In this work the following strategy will be followed: First, a formalism has to be developed

that is capable of describing plasmonic resonances in nanostructures (Chapter 4). Based

on that formalism, a numerical model (Chapter 5) and a continuum model (Chapter 6)

will be developed. Both models will be tested by reproducing known results of plasmonic

excitations (Chapter 7). The models will then be applied to the calculation of the micro-

scopic response properties of isolated split ring resonators (Chapter 8). By performing

quantum chemical calculations for molecules the analytical model will be tested against

density functional theory calculations and differences will be analyzed (Chapter 9). Hav-

ing understood the response behavior of isolated molecules, an effective medium theory

will be developed: The coupling of the individual resonators will be calculated (Chapter

11) and an averaging procedure yields the macroscopic material parameters (Chapter 12).

Finally, the index of refraction will be determined and guide-lines for the construction of

metamaterials with desired properties will be suggested (Chapter 13).



Chapter 2

Introduction to metamaterial science

2.1 Metamaterials

The recent developments in nanotechnology have opened a pathway to the construction

of material classes with outstanding optical properties that have not been found in nature

so far. In order to distinguish these artificially tailored materials from structures that

are known in nature, the term metamaterial has been introduced. One major focus of

the research in metamaterial sciences is the fabrication of materials with desired optical

properties. The research in this field, however, is not only restricted to electromagnetic

waves, but also ranges to acoustic [30] and seismic waves [31].

2.2 Negative refraction

In cases of ordinary refraction, i.e., when the refractive index is positive, a light ray

traveling from one medium with refractive index n1 into another medium with refractive

index n2 is refracted at the boundary according to Snell’s law:

sin θ1
sin θ2

=
n2

n1
, (2.1)

where the angles are measured with respect to the normal of the boundary between the

two media as depicted in Figure 2.1. Looking at equation (2.1), it is obvious, that the sign

of the refracted light ray changes its sign when n becomes negative. This is also shown

in Figure 2.1.

In order to understand how the index of refraction may become negative, we have a closer

look at the quantities that determine the index of refraction: the electric permittivity ε

and the magnetic permeability µ. Both quantities are complex, depend on the frequency

9



10 CHAPTER 2. INTRODUCTION TO METAMATERIAL SCIENCE

Figure 2.1: Snell’s law of refraction at the boundary of two media with refractive indices

n1 and n2. The red line shows the ray path in the case of normal refraction and the blue

line shows the ray path in the case of negative refraction.

of the light field, and are related to the index of refraction via

n =
√
ε µ , (2.2)

where one has to take the principal value of the square root. In many materials µ has

only a weak dependency on the frequency and is close to one. In this case the index of

refraction is solely determined by the electric permittivity. A typical parameterization for

ε is obtained by utilizing the Lorentz oscillator model. Within this model one treats the

bound electrons of the material under consideration in a harmonic approximation. Each

oscillator has a resonance frequency ωj as well as a damping constant γj and is driven by

the electric field. The oscillating electrons give rise to oscillating dipole moments, so one

obtains for ε

ε(ω) = 1 +
4πe2N

m

∑

j

fj
ω2
j − ω2 − iωγj

, (2.3)

where e is the electron charge, N the number density of electrons and fj the oscillator

strength. The prefactor in front of the sum is just the square of the usual plasma frequency

in three dimensions. As the imaginary part of ε must be positive in dissipative media,

one knows that the polar angle φ of ε lies between 0 and π when ε is considered in the

complex plane. If one now takes the principal value of the spare root of ε in order to

obtain n, one sees that the polar angle of n lies between 0 and π, so the real part of n

must be positive. The situation can change, if µ can differ from unity. We now consider

the case that µ has a resonance in the vicinity of the resonance of ε such that there is a

frequency window in which the real part of both ε and µ is negative. We have depicted

such a situation in Figure 2.2 Now the polar angle of n2 is greater than π, so the polar

angle of n lies between π/2 and π and the real part of n is therefore negative.

Finally, we present the results of the povray simulation of a negative index material [32]

that is depicted in Figure 2.3.
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Figure 2.2: Example of material parameters ε and µ that lead to negative index of refrac-

tion.

Figure 2.3: The difference in the optical density of air and ’normal’ water (left) causes

a straw in a glass of water to seem to be shifted at the interface and slightly enlarged

inside the liquid. In ’negative-index water’ (right), the straw would seem to continue in

’the wrong direction’. This is the principle that applies to negative index materials [32].

2.3 The building blocks

Knowing that one needs a negative real part of both ε and µ in order to obtain negative

refraction and that the real part of ε becomes easily negative in the vicinity of resonances,

the most natural idea is to look for structures exhibiting strong magnetic resonances. The

first suggestion for such a structure was the split ring resonator (SRR) whose structure

is shown on the right side in Figure 2.4. In the presence of a time-dependent external

magnetic field that is perpendicular to the ring plane there is a voltage drop at the ends of

the SRR. According to Ohm’s law the voltage drop induces a current. As a result charges

with different signs are accumulated at the ends, so the ends act like a plate condensator.

Time-dependent current gives also rise to an induced voltage, so the SRR behaves like

a coil. Combining now both results suggests that the SRR behaves like an LC-circuit
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Figure 2.4: On the right side the structure of an SRR is shown. On resonance, a huge

current I is excited accompanied by a huge magnetic moment m. The interpretation of

the resonances in terms of a circuit model is depicted on the left side.

with inductance L and capacitance C. Such circuits are known to exhibit a resonance for

frequencies ω0 that are given by

ω0 =
1√
LC

. (2.4)

The circuit parameter are obtained by using the usual expression from classical electro-

dynamics. We will give explicit calculations in Chapter 8.

If one now fabricates a material that consists of SRRs and building blocks that exhibit

a negative real part of the permittivity at the resonance frequency of the SRRs, one has

constructed a negative index material. The first experimental verification of the negative

refractive index of such a material has been given in 2000 [33], where the electric resonances

come from wires. The structure of the material is depicted in Figure 2.5.

Figure 2.5: Structure of a metamaterial that consists of SRRs and wires [33].

Comparing now the size of the SRRs and the wires, one may wonder what the additional

building blocks are good for, as one would expect that SRRs should by themselves al-

ready have electric and magnetic resonances in the same frequency window as the wires.
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Such common resonances indeed exist, but it has been shown that bianisotropy makes it

impossible for media consisting solely of SRRs in a parallel alignment to achieve negative

refraction [34], making bianisotropy a parasitic effect [35, 36]. Bianisotropy takes into

account that electric fields may excite magnetic moments and that magnetic fields may

excite electric moments. The corresponding material parameters are denoted as ξ and ζ .

The constitutive equations for such materials then read
(

D

B

)

=

(

ε ξ

ζ µ

)(

E

H

)

, (2.5)

and the corresponding index of refraction is given by

n =
√

εµ− ξζ , (2.6)

where we have assumed that the medium is isotropic. We will demonstrate in Chapter

3 that ξ and ζ lead to a cancellation of the terms that are necessary in order to achieve

negative refraction.

2.4 How to measure the response parameters?

The typical experimental approach in order to obtain the response parameters of a given

metamaterial comprises two steps:

i) The transmission and reflection spectra of the material under consideration are

measured. As an example for experimental spectra we show the spectra obtained in

[37] in Figure 2.6.

ii) One then solves the Maxwell equations numerically using finite element methods.

The parameters that enter these calculations are the geometries of the building

blocks, the lattice constants and effective bulk permittivities and conductivities. The

transmission and reflection spectra are calculated and compared with experimental

spectra. If they agree, a retrieval procedure [38, 39, 40] is applied in order to extract

the effective response parameters. We show the theoretical spectra from [37] in

Figure 2.7 and the effective material parameters obtained with a retrieval procedure

in Figure 2.8. Some retrieval procedures are based on transfer matrix methods

allowing to calculate the transmission and reflection spectra, while others use the

Fresnel equations for the calculation of the spectra. The theoretically expected

spectra are then fitted to the experimental yielding the material parameters as fit

parameters. It has been highlighted that the realiability of the retrieval procedure

depends on the inclusion of bianisotropy [38].
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Figure 2.6: Experimental transmission and reflection spectra from [37].

Figure 2.7: Theoretical transmission and reflection spectra from [37].
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Figure 2.8: Results of a retrieval procedure for ε and µ from [37].
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2.5 How to calculate the response parameters?

If one attacks the problem of determining the response parameters purely from the theo-

retical side, one could solve the Maxwell equations using finite element methods. Another

possibility is to understand the response of an isolated building block and then to calcu-

late the response of the material. It was shown in Section 2.3 that circuit models provide

an easy way in order to understand the resonances of these blocks. It has been suggested

that the coupling of the resonators can be treated by employing circuit models, too. The

most common approach, however, is the homogenization of the electromagnetic fields.

Homogenization means that one averages the induced dipole moments and the induced

electromagnetic fields in order to obtain (hydrodynamic) smooth response properties.

Roughly 100 papers on the homogenization of metamaterials have been published since

2003, indicating that the calculation of the macroscopic response properties is a topic of

great scientific interest.



Part I

Response of single nanostructures to

external electromagnetic fields
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Chapter 3

Circuit models for SRRs

The conventional approach to understand the resonance structure of the magnetic perme-

ability of a metamaterial built from split ring resonators is based on circuit models. These

simple models determine the inductance L and the capacity C solely from the geometric

parameters of the slit ring resonator of interest plus bulk material parameters, typically

on the level of static Drude theory. We will also show that one can improve on the simple

models by employing the dynamic conductivity from Drude theory, leading to the appear-

ance of the kinetic inductance term. The scaling of the resonance frequency is analyzed

with respect to the system size. The polarizabilities are calculated so as to determine the

index of refraction of a medium built up from the SRRs. Finally, we conclude that SRRs

by themselves cannot constitute a medium with negative refraction.

3.1 The resonance structure

The objective of this section is to show how the response of a single resonator to the

light field relates to parameters derived from circuit theory, very commonly used in the

literature for describing the resonance behavior of individual resonators [14, 34, 41, 42, 43].

The geometry of a single slit ring resonator is depicted in Figure 3.1.

First, one must understand how a resonance structure arises and which parameters control

the resonances. A frequency dependent external voltage Uext is applied at both arm ends

of the resonator. Within the linear regime, the induced current I oscillates with the same

frequency as the external voltage. This current is the source of an internal magnetic field,

giving rise to an induced voltage Uind in accordance with the Law of Induction. Via the

inductance L, one obtains a simple relationship between Uind and the time derivative of

I, denoted by a dot, such that

Uind = −Lİ . (3.1)

19
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A
b

h
w

l’

l

x
y

Figure 3.1: Split ring resonator geometry

A reasonable initial guess for L is obtained by approximating the SRR with a circular

loop with radius reff. Its circular cross section radius is denoted as rcs. The radii are given

by,

reff =
Leff

2π
(3.2)

and

rcs =

√

A

π
, (3.3)

where we have introduced the effective length of the wire,

Leff = 2l + 2l′ − b (3.4)

The explicit expression for the inductance reads [44]

L =
4π

c2
reff ln

(
8reff
rcs

)

. (3.5)

The oscillating current is accompanied by the accumulation of charges Q with different

signs at the ends of both arms corresponding to a plate condensator. The resulting voltage

drop Ucap between the two plates is determined by the capacity C,

Ucap =
1

CQ . (3.6)

For the geometry considered here, the capacity is approximately

C =
A

4πb
. (3.7)
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We include Ohmic losses via the resistance R,

R =
Leff

σ(ω)A
, (3.8)

which is obtained by using the Drude conductivity σ(ω) from Drude theory,

σ(ω) =
e2n3D

m
τ

1− iωτ
(3.9)

where e is the elementary charge, n3D the concentration of the conducting electrons, andm

denotes the electron mass. The relaxation time scale is denoted by τ . The first calculations

of the resonance frequency utilizing circuit theory have been performed neglecting the

frequency dependency of the conductivity. However, it has turned out that the inclusion

of the frequency depedency of the conductivity is necessary in order to obtain quantitative

results. The frequency dependency takes the intertia of the electrons into account and is

a direct consequence of Newton’s equation [45],

m

(
dv
dt

+
v

τ

)

= eEext , (3.10)

where v is the electron velocity.

If one plugs equation (3.9) into equation (3.8), the contribution from the electrons’ intertia

can be recast into the form of an inductance. In the literature this term is referred to as

kinetic inductance [46] or electron self-inductance [14, 15],

Lkin =
Lm

e2n3DA
. (3.11)

It is also known from the literature that the kinetic inductance is more important than

the regular inductance describing the magnetic restoring forces, when the system size is

decreased. The total inductance is then the sum of both inductances, Ltot = L+ Lkin.

One finally arrives at

Ltotİ +RI + 1

CQ = Uext . (3.12)

Introducing the frequency dependent impedance Z(ω),

Z(ω) = −iωLtot +R+
1

−iωC , (3.13)

equation (3.12) can be recast into the following form

I =
1

Z
Uext , (3.14)
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which is simply a generalization of Ohm’s Law. The resonance condition for the circuit

dictates that Z(ω) vanishes,

zLRC =

√

1

LtotC
− R2

4L2
tot

− i
R

2Ltot
. (3.15)

The real part of zLRC is the resonance frequency, which for small Ohmic losses depends

only on Ltot and C,

ω =
1√
LtotC

. (3.16)

The imaginary part describes the damping of the excitation.

3.2 Resonance frequency

We now attempt to address the following question: How does the resonance frequency

scale as a function of the system size? In order to answer this query, the resonance

frequency is initially calculated from the circuit parameters in the limit of small damping,

by employing equation (3.16) and utilizing the expressions from the two previous sections,

namely,

ω2 =
1

m
4πe2n3D

(
L
b

)
+ 1

c2
A
(
reff
b

)
ln
(

8 reff
rcs

) . (3.17)

For practical applications, one in interested in the dependence of the resonanze frequency

on the system size. For this purpose one introduces a dimensionless scaling factor s for all

lengths. The first term in the denominator is independent of s and the second term scales

as s2. For small system sizes, corresponding to the limit s→ 0, the resonance frequency is

independent of the system size and saturates[15, 46]. We will show in Chapter 5 that this

is the typical behavior of 3D plasmons. The second term dominates, if one increases the

system size, s → ∞. In this limit the resonance frequency drops off with the reciprocal

system size. The scaling behavior shows that it is not possible to go beyond the saturation

threshold. However, when quantum corrections are included, the scaling behavior changes

significantly in the limit s→ 0.

3.3 Calculation of response properties

Having obtained an expression for the current as a response to an external voltage, we can

now calculate all electromagnetic dipole moments that are necessary for determining the
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polarizabilities. The polarizabilities are defined by expanding the induced dipole moments

py and mz in terms of the applied electric and magnetic fields,
(

py

mz

)

=

(

αyy βEM,yz

βME,zy γzz

) (

Eext,y

Bext,z

)

. (3.18)

The external electric field Eext,y pointing into the y-direction will lead to an external

voltage drop Uext = Eextb at the condensator plates. If one assumes that the separated

charges are mainly located at the condensator plates, one has py = Qb and arrives at

αyy =
b2

Ltot

−ω2 − iω R
Ltot

+ 1
LtotC

. (3.19)

In addition to the electric dipole moment, there is also a magnetic dipole moment associ-

ated with the transverse current. The area of the coil is approximated by Acoil = L2/(4π)

and one obtains a magnetic dipole moment of m3 = IAcoil =
1
c
L2I/(4π). Thus, the polar-

izability that describes the magnetic dipole moment induced by an external electric field

is given by

βME,yz =
iωbL2

4πcLtot

−ω2 − iω R
Ltot

+ 1
LtotC

. (3.20)

For the calculation of the response to the external magnetic field Bz, one uses the

Law of Induction, Uext = iω Bz Acoil, in order to determine the induced voltage Uext =

iω(l + l′)2Bz/(4π). From the induced dipole moments, one finally obtains the following

expression:

βEM,zy =
− iωbL2

4πcL

−ω2 − iω R
Ltot

+ 1
LtotC

, (3.21)

γzz =
ω2L4

16π2c2Ltot

−ω2 − iω R
Ltot

+ 1
LtotC

. (3.22)

All polarizabilities have in common that they exhibit a resonance at the same frequency.

If one neglects any interaction between the resonators, the macroscopic response functions

read

εyy = 1 + 4πnSRRαyy , (3.23)

ξyz = 4πnSRRβEM,yz , (3.24)

ζzy = 4πnSRRβME,zy , (3.25)

µzz = 1 + 4πnSRRγzz . (3.26)

This equation will be derived later in Chapter 12.
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3.4 Index of refraction

If one considers electromagnetic waves with a wave vector that is parallel to the x-axis,

and with an electric field vector that is parallel to the y-axis, the corresponding index of

refraction can be expressed as

n2 = ǫyyµzz − ξyzζzy , (3.27)

or

n2 = 1 + 4πnSRR (αyy + γzz) + 16π2n2
SRR (αyyγzz − βME,yzβEM,zy) . (3.28)

A detailed derivation of this equation will be provided in Chapter 13. Looking now at

the explicit expressions as given by equations (3.19-3.22), one observes that the last term

in equation (3.28) in brackets vanishes, giving

n2 = 1 + 4πnSRR (α22 + γ33) . (3.29)

One takes the square root of both sides of equation (3.29) to determine n. The branch

cut must be chosen such that the imaginary part of n is positive in order to describe a

passive material. Aiming for the situation where the real part of n becomes negative, the

imaginary part of n2 must therefore be negative. However, according to equation (3.29)

the imaginary part of n2 is always positive, as the imaginary parts of the polarizabili-

ties are positive. Therefore, the split ring resonator alone cannot constitute a medium.

The product of αyy and γzz could provide a negative imaginary part, but this contribu-

tion is exaclty cancelled by the biansotropy. This illustrates the parasitic effect of the

bianisotropy [34].

By adding another component negative refraction can still be obtained. A widely-used

choice are cut-wires with electric resonances in the vicinity of the SRR resonances. In the

dilute limit, one can add the contribution from the cut-wires directly to the macroscopic

dielectric constant, as follows,

ε22 = 1 + 4πnSRRαyy + 4πnWIREα̃yy , (3.30)

where nWIRE denotes the density of the cut-wires and α̃22 their polarizabilities. The index

of refraction is then determined via

n2 = 1 + 4πnSRR (αyy + γzz) + 4πnWIREα̃yy + 16πnSRRnWIREα̃yyγzz . (3.31)

With equation (3.31) it can be seen that the medium can now exhibit a negative index of

refraction. This result has been demonstrated experimentally [33, 47].



Chapter 4

Basic linear response theory

The basic linear response formalism that is needed in order to understand the behavior

of matter in electromagnetic fields is presented in this chapter. We start by reviewing

major results from general linear response theory, and then analyze the density response

and discuss two types of elementary excitations of electronic systems: single-particle ex-

citations and plasmons. After this we proceed next to the conductivity enabling us to

determine the dynamical response to arbitrary electromagnetic fields. We then discuss

the connection of the results here with the circuit models from the previous chapter. We

further analyze the different damping mechanisms of the elementary excitations under

consideration. By introducing eigenmode expansions of the response functions we set up

the fundamental equations that lay the foundation for the continuum model discussed in

Chapter 6.

4.1 General response theory

We start with a Hamiltonian in second quantized form that consists of an unperturbed part

Ĥ0 whose eigenvectors |i〉 and eigenvalues ǫi are known, and a second part V̂ describing

an external perturbation:

Ĥ = Ĥ0 + V̂ =
∑

i

ǫiĉ
†
i ĉi +

∑

ij

Bij ĉ
†
i ĉj

︸ ︷︷ ︸

B̂

Fext(t) , (4.1)

where we call Fext(t) external force. We are interested in the effect of the external force on

the expectation value of an observable Â =
∑

ij Aij ĉ
†
i ĉj. We assume that the perturbation

vanishes for t→ −∞. We employ standard time-dependent perturbation theory at finite

temperature and work in the interaction picture (denoted by a subscript I), such that the

25
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time-evolution of the operators is determined by the unperturbed time evolution, Û0,

ÂI = Û †
0 (t)ÂÛ0(t) , (4.2)

where Û0(t) reads as follows,

Û0(t) = exp
(

−iĤ0t
)

. (4.3)

Note that we set ~ = 1. So one has for ÂI,

ÂI(t) =
∑

ij

Aij exp (i(ǫi − ǫj)t) ĉ
†
i ĉj . (4.4)

The time-evolution of the states is given by

|ΨI(t)〉 = ÛI|Ψ(−∞)〉 , (4.5)

and time-evolution of the grand-canonical density operator ˆ̺I in the interaction picture

is given as

ˆ̺I(t) = Û †
I (t)ˆ̺0ÛI(t) , (4.6)

where ˆ̺0 is the density operator of system without the external perturbation. The time-

evolution operator ÛI is defined as

ÛI(t) = T̂ exp

(

−i
∫ t

−∞

dt′ B̂I(t
′)Fext(t

′)

)

, (4.7)

where T̂ is the time ordering operator.

The change in the expectation value of Â is given by

δA(t) = Tr(ˆ̺I(t)ÂI(t))− Tr(ρ̂0Â) . (4.8)

In the case of small perturbations, one can perform a Taylor series expansion of the

time-evolution operator to first order in the external force, Fext(t), as follows:

δA(t) =

∫ t

−∞

dt′ iTr
(

ˆ̺0[ÂI(t), B̂I(t
′)]
)

Fext(t
′) . (4.9)

We are now in the position to define the dynamic susceptibility as

χAB(t, t
′) = iΘ(t− t′)Tr

(

ˆ̺0[ÂI(t), B̂I(t
′)]
)

, (4.10)

where the step function Θ expresses that the response is causal, i.e., that the reaction

of the system will always occur at a later time than that of the stimulus of the external
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force. Hence, the response function is described as retarded. Using the definition of the

response function from equation (4.10), equation (4.9) can be rewritten in more concise

form as follows:

δA(t) =

∫ ∞

−∞

dt′ χAB(t, t
′)Fext(t

′) . (4.11)

For further evaluation we employ the following expression,

Tr(ρ̂0ĉ
†
i ĉj) = f(ǫi)δij (4.12)

where the Fermi function f for a given chemical potential µ is denoted as

f(ǫ) =
1

1 + exp(β(ǫ− µ))
. (4.13)

Utilizing equations (4.10) and (4.4)-(4.13), we now arrive at an expression for the suscep-

tibility:

χAB(t, t
′) = iΘ(t− t′)

∑

ij

AijBji(f(ǫi)− f(ǫj)) exp (i(ǫi − ǫj)(t− t′)) . (4.14)

The fact that the susceptibility depends only on the difference between the two time

variables highlights the time translational invariance of equilibrium correlators. We now

consider the Laplace transform of equation (4.14) and use the convolution theorem to

obtain

δA(z) = χAB(z)Fext(z) (4.15)

where z = ω+ iη and η ∈ R
+, in order to ensure the convergence of the Laplace transform

of χAB. Equation (4.15) implies that the system under consideration reacts in the linear

regime with the same frequency as the external force. The Laplace transform of χAB

reads

χAB(z) =
∑

ij

AijBji
f(ǫi)− f(ǫj)

ǫj − ǫi − z
. (4.16)

In the limit η → 0+, one can employ the following expression,

lim
η→0+

1

ǫj − ǫi − ω − iη
= P 1

ǫj − ǫi − ω
+ iπδ(ǫj − ǫi − ω) (4.17)

where P denotes the principal value. Note that the susceptibility acquires an imaginary

part when the frequency of the external perturbation exactly matches the excitation

energy ǫj − ǫi. In this case the system absorbs power [45, 48] according to

P (ω) =
1

2
ωF ∗

ext(ω)Im(χBB(ω))Fext(ω) . (4.18)
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In real systems, however, there are processes that lead to a decay of the excited states.

Note that these processes are not contained in the original Hamiltonian. In principle one

could add coupling terms to a bath or interaction effects in order to include dephasing

processes. Solving then for the new single-particle states leads to shifted energy levels.

In addition, the excited state energies acquire an imaginary part being the reciprocal

lifetime. In the following, we will assume that the lifetimes of all excited states are

identical. Repeating then the calculation of the susceptibility leads to the same result as

in equation (4.16), but where η has a finite value. Consequently, the imaginary part of

the response function in the vicinity of a resonance is not a δ-function anymore, but has

a Lorentzian lineshape,

I(χBB(ω)) =
∑

ij

AijBji(f(ǫi)− f(ǫj))
η

(ǫj − ǫi − ω)2 + η2
. (4.19)

Now the system can absorb power, even if the resonance condition ω = ǫj−ǫi is not exactly

satisfied. The absorbed power will have a maximum on resonance, so one can identify

excitations of a system in a certain frequency window by calculating the absorbed power.

The position of each peak determines the resonance frequency, while the peak-width gives

the damping.

We will consider the physics of the relaxation processes in this thesis by using a finite

value for η. A summary of the most important damping mechanisms will be given in

Section 4.4.

So far an effectively non-interacting system has been considered. In general, however, the

Hamiltonian contains (i) a non-interacting piece Ĥ0, (ii) an interacting piece, and (iii) an

external perturbation, respectively:

Ĥ = Ĥ0 +
∑

Vijklĉ
†
i ĉ

†
j ĉkĉl + B̂f(t) . (4.20)

Equation (4.20) denotes a much more complicated situation where one not only performs

perturbation theory in the external forces, but also in the presence of interactions. We

shall investigate the density response and show in the next section in doing so, how this

problem, in principle, can be solved to linear order in the external perturbation. The Ran-

dom Phase Approximation (RPA) shall also be introduced and systematic improvements

to this approximation shall be discussed.
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4.2 Density response and RPA

4.2.1 Response functions

The coupling of an electronic system to an external scalar potential Φext is described by

the following Hamiltonian,

Ĥ =

∫

d3r ρ̂(r)Φext(r) . (4.21)

The induced (charge) density δρ is defined as the response to the potential, and is given

by

δρ(r, ω) =

∫

d3r′ χext(r, r
′, ω)Φext(r

′, ω) (4.22)

where χext is the (retarded) density-density correlation function,

χext(r, r
′, ω) =

∫

dt eiωt−ηt〈[ρ̂(r, t), ρ̂(r′, 0)]〉 Θ(t) . (4.23)

We shall make use of the shorthand notation for the integral in equation (4.23)

δρ = χextΦext (4.24)

in this body of work. We define the total potential Φtot = Φext + Φind as the sum of the

external potential and an induced Hartree potential Φind, given by

Φind = ṽHδρ , (4.25)

with

ṽH(r, r′) =
1

|r− r′| . (4.26)

We express the irreducible response function χirr as

δρ = χirrΦtot = χextΦext (4.27)

and can then solve for the response function in terms of the irreducible function,

χext = ε−1χirr . (4.28)

Here we have introduced the dielectric function ǫ, defined as:

ε(r, r′, ω) = δ(r− r′)−
∫

d3r′′ χirr(r, r
′′, ω)ṽH(r′′, r′) . (4.29)
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Figure 4.1: Single-particle excitations and plasmons for a homogeneous electron gas in

three dimensions.

4.2.2 Meaning of the poles

The poles of the external response function correspond to charge-neutral excitations of

the system under consideration: single-particle excitations, excitons or plasmons. Charge-

neutral means that the charge of the system is not changed during the excitation process.

Before we relate the different excitations to the response functions, we give a brief overview

over the possible charge-neutral electronic excitations in metals, insulators, and semi-

conductors:

i) In metals one distinguishes two types of excitations: intraband single-particle excita-

tions and plasmons. The intraband single-particle excitations are just particle-hole

pairs where the excitation energy corresponds to the energy difference of two single-

particle states. In contrast, the energy scale of the plasmonic excitations is mainly

determined by the classical restoring forces.

ii) In insulators and semiconductors one oberserves interband single-particle excitations

and interband plasmons. In addition one also has excitons, i.e. bound particle-hole

states. In this case the energy is lowered compared to the single-particle excitation

energy due to the attraction of the electron and the hole via the Coulomb interaction.

In macroscopic metallic systems, the long wavelength plasmon peaks and the single-

particle resonances are well separated, as can be seen from Figure 4.1.
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When the plasmon dispersion penetrates the particle-hole continuum, the plasmons decay

due to Landau damping.

We will now analyze how the resonances are changed when going from χirr to χext. Assume

now that the poles of χirr are known. If a resonance is not accompanied by a response

of the density, the Hartree potential vanishes and the resonance therefore appears as a

pole of both χirr and χext. In order to understand what happens in the other case, we

scale the Hartree potential by a factor ν with 0 ≤ ν ≤ 1, i.e. ṽH in equation (4.29) is

replaced by νṽH. The poles of χext then equal the poles of χirr in the limit ν → 0. If one

increases now ν, the shape of the induced density may change due to a redistribution of

the density driven by the Hartree potential. The total excitation energy, i.e., the energy

that corresponds to a pole of χext, then comprises the original energy, i.e., the energy

that corresponds to a pole of χirr, and the electric energy stored in the density response.

So each pole of χirr must flow to one pole of χext when ν goes from zero to one. As the

shifted poles are not present in χirr, they must be zero-modes of the dielectric function.

This means that there exists at least one eigenvector at the excitation energy with an

eigenvalue of zero. In this work, we are interested in modes that are accompanied by a

response of the density, so we can identify these modes by looking for frequencies at which

ε has a zero-mode. The remaining task is then to distinguish single-particle excitations

and plasmons. Plasmons are standing charge density waves with a long wavelength.

The charge oscillations originate from the collective motion of electrons. Note that the

long-range part of the Coulomb interaction sustains the structure of the plasmon. Each

plasmon is accompanied by strong electric fields making these modes very sensitive to a

scaling of ν. The normalized induced density corresponding to the plasmon will be called

plasmonic density profile π(r). The plasmonic excitations of various systems will be

studied in great detail in Chapter 7. Compared to the plasmons, the induced density of a

single-particle excitation is either localized or spatially fluctuating with short wavelengths,

resulting from an incoherent superposition of excitations described by χirr. Therefore, the

restoring forces are rather weak compared to plasmons. So these modes will barely move

with increasing ν.

4.2.3 Random Phase Approximation

In the meantime, our immediate task is the calculation of χirr. A common used approxi-

mation is the Random Phase Approximation, where one approximates χirr by the response

function of the non-interacting system [49]. That is, one uses equation (4.15), where the

matrix elements are calculated with the eigenfunctions ψµ(r) of the Hartree-Hamiltonian

and the energies are the corresponding eigenvalues ǫµ. We shall denote the response func-
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tion of the non-interacting system by a superscript (0). The explicit expression for the

density-density correlation function thus reads:

χ(0)(r, r′) = e2
∑

µ,ν

ψµ(r)ψν(r
′)ψµ(r)ψν(r

′)
f(ǫµ)− f(ǫν)

ǫν − ǫµ − ω − iη
. (4.30)

The diagrammatic representation of the density propagator is given in Figure 4.2. A

common name for this diagram is bubble-diagram. For an introduction to diagrammatic

Figure 4.2: Diagrammatic representation of the density propagator.

techniques we refer to the standard textbooks [50, 51].

In the zero temperature limit, the Fermi functions are simply Θ-functions. This means

that there exist contributions only, if one index corresponds to an occupied state and the

other one to an unoccupied state. These particle-hole pairs correspond to single-particle

excitations of the non-interacting system. If one now goes to the interacting case, there are

two possible elementary excitations: (i) renormalized single-particle excitations (RSPEs),

and (ii) plasmons. The transition from the non-interacting to the interacting case can

also be depicted by using Feynman diagrams as shown in Figure 4.3.

++ + · · ·

Figure 4.3: Summation of the bubble-diagrams.

In order to demonstrate the different behavior of the different types of excitations with

increasing Coulomb interaction, we give a simple example by considering a linear chain
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with 50 sites at half-filling. The results are depicted in Figure 4.4. One observes that

the square of the frequencies of some modes grows linearly with the interaction strength.

These modes are plasmonic excitations. The remaining modes barely move, so they

correspond to RSPEs. We will give a more detailed analysis of the resonances in Section

7.2.
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Figure 4.4: Flow of the excitation energies with increasing electron-electron interaction

strength.

4.2.4 Beyond the Random Phase Approximation

In order to systematically improve upon the Random Phase Approximation, one must

take into account further corrections for the single-particle levels and the response func-

tion. The corrections for the single-particle levels will be discussed when the Hartree-

Fock method is introduced. For the moment we will only consider contributions to the

response function. Within RPA, the electron-hole pairs constituting the response func-

tion are non-interacting. One can now take the bare Coulomb interaction of the electrons

and holes self-consistently into account, leading to a lowering of the electron-hole ex-

citation energies. The corresponding method is called time-dependent Hartree-Fock or

RPAE (Random Phase Approximation including exchange) [52, 53]. The inclusion of
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Fock exchange is depicted in the diagrammatic representation by a ladder summation

in the bubble diagrams as shown in Figure 4.5 In real systems, however, the Coulomb

+ + + · · ·

Figure 4.5: Diagrammatic representation of the ladder summation.

interaction is screened due to the presence of other particles. A perturbative treatment of

the inclusion of screening can be found in the literature [54, 55]. The full self-consistent

calculations requires solving the so-called Bethe-Salpeter equation that determines the

effective electron-hole interaction. The corresponding diagrams are depicted in Figure

4.6. Solving the Bethe-Salpeter equation is quite common in solid state physics and has

= + +

Figure 4.6: Diagrammatic representation of Bethe-Salpeter equation.

recently been applied to molecules [56, 57, 58]. Going beyond RPA is necessary if one

wants to describe excitons.

4.3 Dynamical conductivity

So far, only longitudinal electric fields have been considered. Longitudinal means the curl

vanishis, so that such fields may be derived as the gradient of the scalar potential. In this

section we now generalize the response formalism such that transverse electric fields and

magnetic fields can be taken into account, too. Transverse fields have the properties that

their divergence vanishes. For that reason, the magnetic field can be obtained as the curl

of the vector potential A. We introduce the external dynamical conductivity σext(r, r
′, ω)

where the spatial dependence arises from the fact that both the induced current density

δj(r, ω) and the external electric field Eext(r, ω) may depend on the position. The induced

current density is given within the linear regime by

δj(r, ω) =

∫

d3x′ σext(r, r
′, ω)Eext(r

′, ω) , (4.31)
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and we once again utilize the shorthand notation δj = σextEext. The induced current itself

is the source of an induced electric field Eind we now want to calculate. We employ the

Coulomb gauge,

divA = 0 , (4.32)

so the wave equation for A reads

�A =
4π

c
jtrans (4.33)

This means that the restoring longitudinal electric fields are determined by the longitu-

dinal current, jlong, while transverse fields arise from the transverse current, jtrans. The

induced density δρ is determined via the continuity equation,

−iωδρ+ divδj = 0 , (4.34)

that gives rise to the longitudinal induced electric field Eind,long which, in turn, is the

negative gradient of the Hartree potential (4.25),

Eind,long(r, ω) = −grad
∫

d3r′
δρ(r′, ω)

|r− r′| . (4.35)

Utilizing the continuity equation (4.34) and

∆
1

|r− r′| = −4πδ(r− r′) (4.36)

one finds

δjlong = − iω
4π

Eind,long . (4.37)

In order to calculate the induced transverse electric field, one first has to determine the

transverse current, given by:

δjtrans = δj− δjlong = δj+
iω
4π

Eind,long . (4.38)

The transverse vector potential A is given as a solution of the wave equation with the

transverse current as source,

A(r, ω) =
1

c

∫

d3r′
exp(iω|r− r′|/c)

|r− r′| δjtrans(r
′) . (4.39)

The transverse electric field results directly from the vector potential A via

Eind,trans = i
ω

c
A . (4.40)
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Adding the longitudinal and the transverse induced electric fields together yields the total

induced field,

Eind =

(

− 1

iω
vE + iω

[

vM +
1

4π
vMvE

])

δj , (4.41)

where we have introduced the matrices vE and vM,

vE
ij(r, r

′) =
∂

∂ri

1

|r− r′|
∂

∂r′j
, (4.42)

vM
ij (r, r

′) =
1

c2
δij

exp(iω|r− r′|/c)
|r− r′| . (4.43)

The total electric field Etot is just the sum of the external and the induced fields

Etot = Eext + Eind . (4.44)

With the use of the following expression

δj = σirrEtot (4.45)

we can define the irreducible conductivity σirr that can be calculated in a systematic man-

ner via perturbation theory. Plugging equation (4.41) into equation (4.44) and utilizing

equation (4.45), the response to the external field can be written in terms of σirr which is

the main result of this section:

δj =
1

σ−1
irr − iω[vM + vMvE] + 1

iω
vE

Eext . (4.46)

Note that the irreducible conductivity is just the dynamical conductivity that is measured

in experiments, i.e., when one detects the total current and the total electric field. We

now introduce a matrix Σ via

Σ(ω) = σ−1
irr (ω)− iω[vM(ω) + vM(ω)vE] +

1

iω
vE (4.47)

The resonance frequencies and the corresponding life times of renormalized single-particle

and plasmonic excitations are given as the complex roots z of the determinant of Σ. Com-

pared to the density response introduced in the previous section, the possible plasmonic

excitations here are not only limited to longitudinal plasmons, but transverse ones are

also included.

As a simple example we calculate the plasmonic excitations of a homogeneous electron

gas in three dimensions. We approximate the irreducible conductivity by the Drude

conductivity in the limit of zero damping,

σirr(ω) =
1

−iω
e2n

m
. (4.48)
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For the calculation of the longitudinal modes one needs vE,

vE =
4π

q2
(−q2) = −4π , (4.49)

and one has

Σ(ω) = −iω
m

e2n
− 1

iω
4π . (4.50)

The longitudinal resonance frequency derived from the condition Σ(ω) = 0 reads

ω =

√

4πe2n

m
, (4.51)

which is just the usual plasma frequency in three dimensions. In the transverse case one

needs vM,

vM(ω) =
1

k2 − ω2/c2
. (4.52)

Repeating the same steps as in the longitudinal case, one finds the following dispersion

relation for the transverse modes

ω =

√

4πe2n

m
+ c2k2 , (4.53)

recovering a well-known result [45]. The dispersion of the transverse plasmons comprises

the longitudinal plasma frequency and the free dispersion of electromagnetic wave. Thus,

the transverse plasmon can be considered as a combined excitation of the electron gas

and the electromagnetic field. Such excitations are usually called plasmon polaritons.

If one now compares the frequency dependence of Σ with the frequency dependence of

the impedance, it can be seen that the longitudinal electric restoring forces described by

vE are equivalent to the classical capacitance. The magnetic restoring forces described by

vM, on the other hand, are the analogue of the inductance. It should be noted that vM

is frequency dependent, whereas in the common LRC models one works with frequency

independent inductances neglecting retardation effects. The non-trivial part is the inverse

of the dynamical conductivity. This quantity contains all information about the damping,

which shall be discussed in the next section. It furthermore contains the physics of the

acceleration of the particles like in Drude theory, leading to an additional inductance

term that is proportional to the frequency. Lastly, there also exist quantum corrections.

We shall see later on that single-particle excitations lead to a renormalization of the

capacitance. Note that vE, vM, and σirr are matrices, whereas L, R, and C are numbers.
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4.4 Damping

The induced charge and current densities will oscillate, even if the external perturbation

is switched off. Due to relaxation processes, however, the amplitude of the oscillations

will decay in time. If the typical time scale of the relaxation dynamics is much lower than

the characteristic time scales of the oscillation, a Markow approximation can be employed

[48], producing the following effective equation of motion in the absence of external fields,

∂tδρ(r, t) =
(

−η
~
+ iω

)

δρ(r, t) . (4.54)

Here, η denotes the energy scale of the relaxation processes. Equation (4.54) shows how

the amplitude of the induced charge oscillations takes the form of an envelope function

that decays exponentially in time. The evolution of induced dipole with respect to time,

after the external field has been switched off, is plotted in figure 4.7, serving to illustrate

this decay.
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Decay of the induced dipole moment

Figure 4.7: Decay of the induced dipole moment, when the external electric field is

switched off. The red curve is an exponential envelope.

In principal, the damping may depend on the excitated state |i〉 under consideration. The

damping parameter ηi can be calculated by employing Fermi’s golden rule,

ηi =
2π

~

∑

f

|〈f |V̂ |i〉|2δ(ǫf − ǫi) (4.55)

where the sum runs over all possible final states |f〉 that can be reached via the operator

V̂ . The operator V̂ can describe for example the coupling of the electrons to phonons or
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photons. It can also contain electronic correlation that is not described within the Hartree

Fock theory.

The three important microscopic dephasing mechanisms are Umklapp scattering, electron-

phonon interaction and radiation of photons:

i) Electron-electron Umklapp scattering processes result from the underlying atomic

lattice. The total momentum in electron-electron scattering processes is conserved

up to vectors of the reciprocal lattice [59]. The Umklapp scattering flips the mo-

mentum of electrons with Fermi momentum, leading to a decay of the longitudinal

current propagator. The density-density correlation function must therefore decay

in the same manner as a direct consequence of the continuity equation. For explicit

calculations see [59, 60].

ii) In the presence of electron-phonon interaction, plasmons can decay into particle

hole pairs via absorption or emission of phonons. The particle hole pairs can then

relax via Umklapp scattering, further electron-phonon interaction or by emission of

photons. Detailed calculations can be found in [51, 60, 61].

iii) The induced oscillating charge density wave is a source of radiation fields. So the

system can relax via the emission of photons.

4.5 Eigenmode expansion

We now show a viable method for analytical calculations of the response functions if one

has an approximation for eigenvectors of either the conductivity or the density-density

correlation function. The eigenvectors |ξi(ω)〉 of Σ(ω) are introduced here. The induced

current is expressed as:

δj(ω) =
∑

i

|ξi(ω)〉
1

〈ξi(ω)|Σ(ω)|ξi(ω)〉
〈ξi(ω)|E〉 . (4.56)

The matrix Σ will have a zero-mode, whenever ω coincides with a resonance frequency

ωj. The corresponding eigenvector in such a situation will be denoted by |ξj(ωj)〉. In this

work, we are mainly interested in the system behavior in the vicinity of resonances, and

as such we expand the eigenvectors as follows

|ξj(ω)〉 = |ξj(ωj)〉+ ∂ω |ξj(ω)〉|ω=ωj
(ω − ωj) +O

(
(ω − ωj)

2
)
. (4.57)

Assuming that the eigenvector does not change significantly in the proximity of the res-

onance, we disregard the term proportional to ω − ωj to obtain the following expression
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for the current in the vicinity of the j-th resonance,

δj(ω) = |ξj(ωj)〉
1

〈ξj(ωj)|Σ(ω)|ξj(ωj)〉
〈ξj(ωj)|Eext〉 . (4.58)

Equation (4.58) clearly illustrates how the profile of the induced current at the j-th

resonance is determined by |ξj(ωj)〉. If one calculates the root of the denominator in

equation (4.58), one obtains approximate resonance frequencies.

Keeping in mind that the excitations we are after are longitudinal plasmons, we start with

the density profiles of the plasmonic excitations, and then determine via the continuity

equation the corresponding longitudinal current density profiles. The density profiles of

simple geometries are easily obtained by considering the standing waves excited by the

external electric field. The normalized eigenvectors of χext will be denoted as |Πj(ω)〉.
The density profiles are then given by

|πj〉 = |Πj(ωj)〉 . (4.59)

Note that density profiles obtained via the continuity equation have to be normalized.

The density-density correlation function can also be utilized in place of the conductivity, as

long as one is only interested in the longitudinal plasmons. One then considers the density

profiles that are the eigenvectors of the external density-density correlation function. One

starts with the response equation

δρ =
1

χ−1
irr − ṽH

Φext , (4.60)

expands in the eigenbasis of χext and then considers the response in the vicinity of the

j-resonance in the same manner as it was done for the conductivity,

δρ(ω) = |πi〉
1

〈πi|χ−1
irr (ω)− ṽH|πi〉

〈πi|Φext〉 . (4.61)

Finding the roots of denominator leads again to the approximate resonance frequencies.

In order to simplify the calculation further, we replace 〈πj|χ−1
irr (ω)|πj〉 by 1/〈πj|χirr(ω)|πj〉.

This replacement has to be checked for each system under consideration. If the replace-

ment is approximately valid, one finally has χext,

χext(r, r
′) =

∑

j

πj(r)πj(r
′)

〈πj |χirr|πj〉
1− 〈πj|ṽH|πj〉 〈πj|χirr|πj〉

. (4.62)

This equation provides the basis for all analytical calculations presented in this work.
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Discretized Model

5.1 Definition of the model

The systems under consideration are described by the following tight-binding Hamiltonian

in the jellium approximation:

Ĥ = Ĥatom + Ĥhop + Ĥbg + Ĥelbg + Ĥint + Ĥext , (5.1)

where

Ĥhop = −t
∑

〈i,j〉

ĉ†i ĉj + h.c. , (5.2)

Ĥbg =
1

2
ρ2bg

∑

i,j

vij , (5.3)

Ĥelbg = −eρbg

∑

i,j

vij ĉ
†
j ĉj , (5.4)

Ĥint =
1

2
e2
∑

i,j

vij ĉ
†
i ĉiĉ

†
j ĉj , and (5.5)

Ĥext = −e
∑

i

Φext
i ĉ†i ĉi (5.6)

with

vij =
1

√

(ri − rj)2 + λ2
(5.7)

where the indices i, j denote the lattice sites. We consider Nsites lattice sites with a lattice

spacing of a. The number of electrons Nel is determined by the filling fraction νff via

Nel = 2νFFNsites , (5.8)

41
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where the factor of two takes into account the electron spin.

The first term (equation (5.2)) describes the hopping of the electrons between neighboring

sites denoted by 〈i, j〉, where the hopping parameter t defines the kinetic energy scale.

The second term (equation (5.3)) is just a constant energy shift representing the self-

interaction energy of the homogeneous charge density ρbg with itself. In all cases we

select ρbg such that the total charge of the background is equal to the total charge of

the electrons. Then the third term (equation (5.4)) describes the Coulomb interaction

of the electrons with the background. The fourth term (equation (5.5)) takes the inter-

electronic Coulomb interaction into account. The energy scale of the Coulomb interactions

is in units of U = e2/a, where e is the electron charge. The position of the atoms are given

by ri. The interaction potential vij has the feature that one recovers the bare Coulomb

interaction at long distances, while for short distances the spatial structure of the atomic

orbitals described by the parameter λ becomes important. Its value depends on the atomic

orbitals and reflects the different orbital shapes. Finally, the last term (equation (5.6))

couples the electrons to an external time-dependent scalar potential Φext,i.

5.2 Electronic structure

5.2.1 Hartree theory

Hartree theory provides the most straightforward model for taking the electron-electron

interaction into account. In this approximation, each electron interacts only with the total

average electronic density of the other electrons. The corresponding effective Hamiltonian

is expressed as,

ĤH = Ĥhop + Ĥbg + Ĥelbg − e
∑

i

ΦH,iĉ
†
i ĉi . (5.9)

The Hartree potential ΦH is defined as

ΦH,i =
∑

j

vijρj , (5.10)

where the electron charge density ρ is given by

ρi = −2e
∑

µ

f(ǫµ) |ψµ,i|2 (5.11)

and f denotes the Fermi distribution and ψµ the single particle states. In principle, the

eigenvalue problem of the Hartree Hamiltonian must be solved self-consistently, owing

to the fact that it depends on the density. However, if the electron density is uniform,
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the Hartree potential and the electrostatic potential from the background cancel each

other out. Even if the electron density is not exactly uniform, the cancellation is still

approximately valid. This can be illustrated by a one-dimensional chain of length L. The

wave functions for such a case are ψµ(x) =
√

2/L sin((π/L)µ x), and the ground state

charge density at zero temperature is expressed as:

ρ(x) = −e
Nel/2∑

µ=1

ψ2
µ(x) (5.12)

= −eNel

L
− e

1

L
+ e

sin
(
(1 +Nel)

π
L
x
)

sin
(
π
L
x
)
L

. (5.13)

The first term on the RHS is just the negative of ρbg. The second and the third term

describe the impact of Friedel oscillations [62].

5.2.2 Hartree-Fock theory

The Hartree theory from the previous section is derived from a product Ansatz of single-

particle wave functions, combined with the variational principle. Note that this Ansatz,

however, neglects the fact that the wave function of the electrons must be antisymmetric

with respect to the permutation of two electrons. Starting from a single Slater determinant

and applying the variational principle, one eventually ends up with the Hartree Fock

equations. In addition to the Hartree potential from the previous section, one also obtains

a non-local exchange contribution. The Fock operator,

F̂ = ĤH + e
∑

i,j

ΦF,ij ĉ
†
i ĉj . (5.14)

acts as an effective Hamiltonian, where ΦF,ij is the (non-local) exchange or Fock term

ΦF,ij

ΦF,ij = vijρij (5.15)

with the density matrix ρij ,

ρij = −e
∑

µ

f(ǫµ)Ψµ,iΨµ,j . (5.16)

Because the Fock operator depends on the wave functions, the Hartree-Fock equations,

∑

j

FijΨµ,j = ǫµΨµ,i , (5.17)

become an eigenvalue problem that must be solved in a self-consistent manner.
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While the impact of the Hartree term on the single-particle levels in the jellium approxi-

mation is quite weak, the Fock exchange leads to an increase of the Fermi velocity which

even diverges in the continuum limit [63]. This divergency is unphysical and a result of

the Hartree-Fock approximation. However, it can be cured by replacing the bare Coulomb

interaction by the screened interaction [50, 64], and the Fermi velocity then acquires a

finite value. In finite systems, the Fock exchange overestimates the HOMO-LUMO gap

which can be cured in the same manner.

5.3 Response functions and calculation of the induced

density

5.3.1 Hartree theory

The density-density correlation function for the non-interacting system is expressed as,

see equation (4.30),

χ
(0)
ij (ω) = −2

∑

µν

ψµ,iψν,iψν,jψµ,j
f(ǫµ)− f(ǫν)

ǫν − ǫµ − ω − iη
, (5.18)

where the factor of 2 arises from the spin of the electrons. The response equation reads

δρi(ω) =
∑

j

χ
(0)
ij (ω) (Φext,j(ω) + Φind,j(ω)) , (5.19)

where the induced potential is just the Hartree potential given by

Φind,i(ω) =
∑

j

vijδρj(ω) (5.20)

The dielectric matrix ε(ω) in RPA reads

εij(ω) = δij −
∑

k

χ
(0)
ik (ω)vkj , (5.21)

the response equation reads

∑

j

εij(ω)δρj(ω) =
∑

j

χ
(0)
ij (ω)Φext,j(ω) . (5.22)

5.3.2 Hartree-Fock theory

The restoring forces at the Hartree-Fock level are considered non-local when compared to

those of the Hartree theory from section 5.3.1. In place of the density-density correlation
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function one must therefore work with the correlation function of the density matrices,

χ
(0)
ijkl(ω) = −2

∑

µν

ψµ,iψν,jψν,kψµ,l
f(ǫµ)− f(ǫν)

ǫν − ǫµ − ω − iη
. (5.23)

The induced charge density matrix δρij(ω) gives rise to an induced Hartree potential and

a non-local exchange potential,

Φind,ij(ω) = δij
∑

k

vjkδρkk(ω)−
1

2
vijδρij(ω) . (5.24)

The response equation then reads

δρij(ω) =
∑

kl

χ
(0)
ijkl (δklΦext,k(ω) + Φind,kl(ω)) , (5.25)

where Φext,i(ω) is a local external potential. Plugging equation (5.24) into equation (5.25),

one can bring all term containing δρij(ω) onto one side and finds the following set of linear

equations,

∑

kl

(

δikδjl − δkl
∑

m

χ
(0)
ijmm(ω)vmk +

1

2
χ
(0)
ijklvkl

)

δρkl =
∑

k

χ
(0)
ijkkΦext,k . (5.26)

Based on the response equation above, one can define an effective non-local dielectric

matrix εijkl(ω),

ǫijkl(ω) = δikδjl − δkl
∑

m

χ
(0)
ijmm(ω)vmk +

1

2
χ
(0)
ijkl(ω)vkl . (5.27)

5.3.3 Response equations in particle-hole space

In quantum chemistry a commonly used approach within the context of time-dependent

Hartree-Fock and time-dependent density functional theory, is the reformulation of the

Dyson equation for the external response function,

χext,ij(ω) = χ
(0)
ij (ω) +

∑

kl

χ
(0)
ik (ω)vklχext,lj(ω) (5.28)

as an eigenvalue problem in particle-hole space for T = 0:
(

A B

−B −A

)(

X

Y

)

= ω

(

X

Y

)

, (5.29)

Here, X and Y are vectors in particle-hole space defined via the following expansion of

the density response,

δρi =
∑

µ,n̄u

Xµν̄ψ
∗
µ,iψν̄,i + Yµν̄ψ

∗
ν̄,iψµ,i (5.30)
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where we use Greek letter to denote occupied states and use a bar in order to indicate

virtual states. The excited states of the system are determined by the excitation operator

Ê acting on the groundstate Slater determinant,

Ê =
∑

µν̄

Xµν̄ ĉ
†
ν̄ ĉµ + Yµν̄ ĉ

†
µĉν̄ . (5.31)

The eigenvalues ω are the excitation frequencies and the eigenvectors (X Y )T determine

the contributions of the individual single particle excitations of the non-interacting system

to the excitations of the interacting system. The matrices A and B at the Hartree level

are given by

Aµν̄,ρσ̄ = (ǫν̄ − ǫµ)δµρδν̄σ̄ + 2(µν̄|ρσ̄) , (5.32)

Bµν̄,ρσ̄ = 2(µν̄|ρσ̄) , (5.33)

where (µν̄|ρσ̄) is defined by

(µν̄|ρσ̄) =
∑

l,m

ψµ,lψν̄,lvlmψρ,mψσ̄,m (5.34)

with the summations going over all sites. When one is interested in the response at the

Hartree Fock level, the corresponding expression for A and B are

Aµν̄,ρσ̄ = (ǫν̄ − ǫµ)δµρδν̄σ̄ + 2(µν̄|ρσ̄)− (ν̄σ̄|µρ) , (5.35)

Bµν̄,ρσ̄ = 2(µν̄|ρσ̄)− (ρν̄|µσ̄) . (5.36)

In many cases, one is not interested in the full excitation spectrum, but only in the lowest

excitations. A typical approach is then utilizing an iterative diagonalization algorithm

like the Lanczos or the Davidson algorithm in order to obtain the lowest eigenvalues.

5.4 Implementation

Two C++ programs were written for the purpose of carrying out the numerical simula-

tions. The first program, gen_coord, generates files with the coordinates of the atoms

for given geometries like straight wires, rectangles, boxes, or rings with vacancies. The

second program, rpa, performs the electronic structure calculations and the calculation of

the induced densities. Additional properties such as polarizabilities are obtained from the

induced densities as well. The rpa program requires two input files: first, a coordinate file

coord, where the positions of the atoms are specified in Cartesian coordinates, and second

a file named rpa.inp, which specifies all parameters that are needed for the calculation

via control keywords listed in table 5.1.
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keyword description

eta η damping in units of t

nel Nel number of paired electrons

lambda λ effective width λ of the ring in units of a

freq fmin fmax steps frequency window of the external potential

Coulomb U Coulomb interaction energy scale U in units of t

hf Hartree Fock control flag

temp T temperature in units of t

iter determine the induced density by iteration

invert determine the induced density by solving a linear system of equa-

tions and calculate the eigenvalues of the dielectric function

Table 5.1: Keywords of the program rpa

When the rpa program is called, it first reads both input files and sets up all parame-

ters. The tight-binding Hamiltonian is then constructed from the given coordinates. The

coordinates are assumed to be given in units of the lattice spacing a, where the program

identifies two atoms as neighbors if the distance between them is within the range of

0.9a − 1.1a. The tight-binding Hamiltonian is then diagonalized, and the energies and

orbitals are written onto hard disk, but also kept in memory. If the hf flag is found

in rpa.inp, the program performs a Hartree-Fock calculation: It constructs the density

matrix from the tight-binding orbitals according to equation (5.16), and then sets up

the Fock matrix according to equations (5.9) and (5.14). In order to improve upon the

convergence behavior of the Hartree Fock iterations, the Fock matrix that is diagonalized

is calculated as the average of the old Fock matrix from the previous iteration (this is

just the tight binding matrix in the first iteration) and the most recently calculated Fock

matrix. After diagonalization the change in the density is calculated by subtracting the

electronic density of the previous iteration from the density calculated from the orbitals

obtained by the diagonalization. If the absolute value of the change at each lattice point

is below a given threshold, the orbitals and energies are again written to hard disk and

kept in memory, replacing the tight-binding orbitals and energies, respectively. Other-

wise, a new Fock matrix is constructed, and the whole procedure is repeated until the

convergence criteria are satisfied.

Having obtained single-particle states and the corresponding energies, the program goes on

to calculate the induced density, if a response flag is found in rpa.inp. Depending on the

choice of the response flag, the program uses different methods in order to solve equation

(5.22). The flag iter tells the program to find a solution by iteration. A preliminary idea
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for such an iteration is:

δρi =
∑

j

χ
(0)
ij

(

Φext,j +
∑

k

vjkδρk

)

. (5.37)

This iteration procedure simply corresponds to a direct summation of a geometric series.

In the vicinity of single particle and plasmonic resonances, however, one encounters nu-

merical convergence problems, i.e. the induced density diverges. In order to analyze this

behavior we transform into the eigenbasis of χ(0)v. The convergence of the geometric se-

ries is then verified by the eigenvalues of χ(0)v: The absolute value of all eigenvalues must

be less than one, otherwise the geometric series will diverge. In such a situation, neither

damping techniques nor DIIS lead to a convergent result. Note that the program first

calculates the total potential and then performs the integral with the response function.

The integration is done in two steps: (i) An intermediate Φµν is calculated,

Φνµ =
∑

j

ψν,jψµ,jΨtot,j . (5.38)

(ii) This can be utilized to calculate the induced density,

δρi = −2
∑

µν

ψµ,iψν,i
f(ǫµ)− f(ǫν)

ǫν − ǫµ − ω − iη
Φνµ . (5.39)

Therefore, each step of the iteration scales like O(N3
sites).

The convergence behavior, however, can be significantly improved by rewriting equation

(5.37) in the following way:

δρi =
1

1−
∑

j χ
(0)
ij vji

∑

j

χ
(0)
ij

(

Φext,j +
∑

i 6=k

vjkδρk

)

. (5.40)

The induced density in equation (5.40) achieves faster convergence, if the damping is

more than twice that of the mean level spacing. However, compared to previous iteration

scheme, the scaling behavior increases significantly from O(N3
sites) to O(N4

sites).

Finally, the program calculates the electric dipole moments and the absorbed power. The

dipole moments p(ω) are calculated via

p(ω) =
∑

i

riδρi . (5.41)

The absorbed power is determined by utilizing equation (4.18),

P (ω) =
1

2
ω
∑

i

Φext,iδρi . (5.42)
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The most robust results are obtained by directly solving the linear systems of equation

using the LAPACK routine zgesv. With this, the damping can be made even smaller than

the mean level spacing. All results of this dissertation were obtained by this procedure.

If not stated otherwise, all numerical results are obtained at the Hartree level.

In addition, we implemented a solution for the response equations in particle-hole space

using Mathematica [65]. This program has been used for the calculation of all density

profiles via equation (5.30) shown in this work.
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Chapter 6

Continuum model

In order to gain a better understanding of the results obtained with the discretized model,

we employ a continuum model. In addition, the continuum model enables us to find

analytic expressions for the plasmon frequencies in simple geometries and for the polar-

izabilities of SRRs. These analytical expressions allow to study in impact of the different

model parameters on the response properties.

6.1 The model

We assume that both the electronic dispersion and the plasmonic density profiles are

given. For all geometries, we consider density profiles that describe standing waves via

cosine functions in one dimension, and the density in the co-dimensions is further assumed

to be homogeneous. This latter assumption neglects the role of the boundaries on the

density profiles in the co-dimension. As a simple example consider a rectangular geometry

that lies in the xy-plane with length L in the x-direction and width b in the y-direction.

The geometry is depicted in Figure 6.1.

L

b
x

y

Figure 6.1: Sample rectangle geometry with length L and width b

In order to identify the possible standing wave patterns of the density, we start with the

51



52 CHAPTER 6. CONTINUUM MODEL

wave patterns of the current density. The plasmons shall be excited by an electric field

pointing into the x-direction, so the current density at each point will be parallel to the

x-direction. For x = 0 and x = L it must vanish, as otherwise particles would enter or

leave the system under consieration. The current density profiles therefore read

ξi(x) =

√

2

Lb
sin
(π

L
i x
)

with i = 1, 2, . . . . (6.1)

Utilizing the continuity equation one can easily calculate the density profiles,

π(x) =

√

2

Lb
cos
(π

L
i x
)

with i = 1, 2, . . . , (6.2)

Armed with the density profiles, the next task then becomes the determination of the

density-density correlation function of the non-interacting system, as approximated by

the density-density correlation in Fourier space. Note that we also neglect the off-diagonal

elements of the correlation function, i.e., elements which contain information about the

finite size of the sample.

The actual calculation of the response in d dimensions comprises several steps:

i) First, the density profiles πi of the plasmonic excitations of interest and the corre-

sponding wave vectors qi are determined. A reasonable guess is typically obtained

by searching for the standing waves that can be excited by a given external electric

field.

ii) Before one can calculate the response function, one also needs the electronic disper-

sion. We will mainly consider the cases with free dispersion or cosine bands.

iii) The response function is subsequently determined via

χ(0)(q, z) = −2

∫
ddk

(2π)d
f(ǫ(k))

1

z − (ǫ(k)− ǫ(k− q))
− 1

z − (ǫ(k + q)− ǫ(k))
(6.3)

which follows from equation (4.30) by using plane waves as single-particle wave

function and by taking the Fourier transformation. It is a general expression found

in many textbooks [50, 66].

iv) Next, the matrix elements of the Coulomb interaction are computed,

v(qi) =

∫

ddr ddr′πi(r)πi(r
′)

1
√

(r− r′)2 + λ2
. (6.4)

v) The plasmon frequencies and lifetimes are then obtained by finding the roots zi of

the dielectric function in the complex plane,

1− v(qi)χ
(0)(qi, zi) = 0 . (6.5)
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vi) Finally, the response function of the interacting system at the RPA level is given by

χ(r, r′, ω) =
∑

i

πi(r)πi(r
′)

χ(0)(qi, ω)

1− χ(0)(qi, ω)v(qi)
. (6.6)

6.2 Comparison between continuum and discretized model

i) Single particle excitation energies:

In order to analyze the difference of the single particle excitation energies, we con-

sider a linear chain with N sites and a given filling fraction νFF. The diagonalization

of the corresponding tight-binding Hamiltonian leads to the single particle energies

ǫµ,

ǫµ = −2t cos

(
π

N + 1
µ

)

with µ = 1, . . . , N . (6.7)

The excitation energy from the highest occupied state into the j-th virtual state is

given by,

∆disc = −2t

(

cos

(
π

N + 1
(νFFN + j)

)

− cos

(
π

N + 1
νFFN

))

. (6.8)

In the continuum model one has a cosine band,

ǫ(k) = −2t cos(ka) . (6.9)

The low-lying excitation energies from the Fermi level into empty states for single

particle excitations with momentum q are given by

∆cont(q) = −2ta(cos((kF + q)a)− cos(kF)) , (6.10)

where the Fermi momentum kF is given by kFa = νFFπ. One then performs a Taylor

expansion for small qa and finds

∆cont(q) = 2ta sin(kFa)q +O(q2a2) . (6.11)

Due to the finite size of the chain, the momentum is not a continuous number, but

quantized. Its possible values are given by

q =
π

(N − 1)a
ν with ν = 1, . . . , N − 1 . (6.12)

In order to analyze the finite-size corrections, we calculate the ratio ∆cont/∆disc and

perform a Taylor expansion for large N ,

∆cont

∆disc
= 1 +

2

N
+

πνFF

tan(νFFπ)

1

N
− πj

tan(νFF

1

N
. (6.13)
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One observes that the deviation of the single-particle energies vanishes, if one goes

to big system sizes (N → ∞) and considers only the low-lying excitations (j ≪ N).

Looking at the terms in more detail, one observes that the second term is depends

only on the system size. The third term depends on the filling fraction and takes into

account that the Fermi velocities of the discrete and the continuum model differ.

This term vanishes for the case of half falling and diverges in the limit of a full band.

In the limit of an empty band, νFF → 0, the term reads 1/N . The fourth term is

a result of the linearization of the excitation energies in the continuum model and

is not present if one uses equation (6.10) instead of equation (6.11). This term

diverges if the filling fraction goes either to zero or to one. Note that both case are

not physical as there are no electronic excitation possible within an empty or a full

band.

ii) Reflection oscillations:

The quasiparticle-quasihole pairs constituting a plasmonic density wave are reflected

at the boundaries of the sample. The interference of the incident and the reflected

wave leads to additional oscillations in the induced density that were absent without

the boundaries. We will denote these oscillations as reflection oscillations. We will

check the importance of these oscillations for each case studied in this work by

comparing results obtained with the discrete model to those obtained with the

continuum model.



Chapter 7

Longitudinal plasmons in simple

geometries

7.1 Introduction

In Chapters 5 and 6 both a numerical and an analytical model were developed in order

to describe plasmonic resonances. In this chapter we intend to analyze the plasmonic

excitations in simple geometries with the aim to study the impact of the finite system

size and to compare the results of the two models. In addition we also make contact to

calculations with periodic boundary conditions.

The general expression for the plasmon dispersion reads in the limit of long wavelengths

ω2(qi) = e2c1v(qi)q
2
i + c22q

2
i , (7.1)

where the first term is describes the classical restoring forces and the second term takes

into the account the contribution from single-particle excitations. The coefficients c1 and

c2 are solely determined by the electronic structure, but are independent of the system

size. So the single-particle contribution scales with L−2 and becomes important when the

system size is decreased. The finite size enters via the selection rule for qi. The influence of

the boundaries is also contained in the matrix elements of the Coulomb kernel which will

be discussed for an example in 3D, 2D, and 1D. When using periodic boundary conditions,

v(qi) is just the Fourier transform of the Coulomb kernel.

7.2 Identification of plasmons

We have discussed in Section 4.2 that the density response of an interacting electronic

system comprises two different excitations: plasmons and renormalized single particle ex-
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citations. These excitations can be seen as peaks in the absorption spectrum, i.e., the plot

of the absorbed power versus the frequency of the external fields. In addition, both types

of resonances appear as zero modes when studying the flow of the eigenvalues of the di-

electric function with respect to changes in frequency. However, the flow of the resonances

with the interaction strength is completely different for the two types of modes. While

the square of plasmon frequency depends roughly linearly on the interaction strength, the

single-particle resonances barely move when the interaction strength is increased.

We will now use the flow criterion from Section 4.2 in order to distinguish single-particle

and plasmonic resonances. As an example we study the excitations of a tight-binding

chain consisting of 50 sites with a filling fraction of 1/2. The flow of the excitation

energies with increasing interaction strength is depicted in Figure 7.1.

0 0.2 0.4 0.6 0.8 1
U / t

0

0.2

0.4

0.6

(ω
R

es
 / 

t)2

Flow of the resonance frequencies with respect to interaction strength
linear chain, 50 sites, ν

FF
 = 0.5, λ = a

Figure 7.1: Flow of the excitation energies with scaling the Hartree kernel in the response

equation.

One can clearly distinguish both types of resonances: The single-particle resonances barely

move, while the square of the plasmon frequency depends linearly on the interaction

strength. As a next step we analyze the plasmonic density profiles of the four lowest

plasmons shown in Figure 7.2 and compare them to the profiles used in the continuum

model.

One observes that one can assign to each plasmon a wave vector by looking of the envelope

of the density profile. One also sees the reflection oscillations. Because these oscillations

have to vanish when the boundary is removed, we consider a ring geometry. The density
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Figure 7.2: Density profiles of the plasmons of a tight binding chain with 50 sites

profiles are once again calculated and compared to those obtained from the continuum

theory (7.3). At first glance, one can see that there are no reflection oscillations.
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Figure 7.3: Plasmonic density profiles on a ring

The remaining excitations that barely move must be RSPEs. If one looks at the den-
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sity profiles of the RSPEs that are depicted one sees the the envelope does not exhibit

oscillations with a small wave vector.
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Figure 7.4: Density profiles of renormalized single particle excitations

The movement of the plasmons with scaling the Coulomb interaction can also be seen in

Figure 7.5 where the absorption spectra for different values of U are shown. In addition

absolute values of the eigenvalues of the dielectric function are shown.

As we have already identified the plasmonic resonances, we highlight them in orange in

Figure 7.5 and highlight some RSPEs in purple. One sees that the flow of the eigenvalues

exhibits two diffent peak shapes. The peaks of the RSPEs are narrow which is an imprint

of the resonance structure of χ(0). One also observes that the minimum of the peaks

of plasmonic resonances is much closer to zero than for the RSPEs. We looked at the

numerical data and found that the real part of the eigenvalues in both cases is close zero,

however, in the vicinity of a resonance of χ(0) aquires a non-negligible imaginary part

leading to an imaginary part for the eigenvalue of the dielectric function. It is therefore

possible to distinguish plasmons and RPSEs by studying the eigenvalues of the dielectric

constant. In the following, all plasmons will be identified using this approach.
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Figure 7.5: Plasmonic (orange dashed lines) and renormalized single particle excitations

(violet dashed lines) of a tight binding chain. The external potential is chosen to yield a

strong absorption for the first plasmonic wave.

7.3 Cuboid geometry in 3D

7.3.1 Parabolic dispersion

In this section, we investigate the plasmonic excitations of an electron liquid in a cuboid

geometry with periodic boundary conditions. We denote its length along the z-direction

by L and its cross section area by A. The geometry is depicted in Figure 7.6. We first

derive the plasmonic dispersion relation of an electron gas with free dispersion and obtain

the well-known result for the plasmon dispersion.

The dispersion relation of free electrons is given by,

ǫ(q) =
q2

2m
(7.2)

where m denotes the electron mass. Due to the finite length, only the following wave

vectors q are possible,

q =
π

L
i with i = 1, 2, . . . . (7.3)

We start with the expression for the density-density correlation function within the Ran-
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Figure 7.6: Cuboid geometry with length L and cross section area A.

dom Phase Approximation [66],

χ(0)(q, z) = −2

∫
d3k

(2π)3
f(ǫ(k))

(
1

z − (k2 − [k− q]2)/(2m)
− 1

z − ([k+ q]2 − k2)/(2m)

)

,

(7.4)

then perform a Taylor expansion for small wave vectors q ≪ kF,

χ(0)(q, z) =

∫

d3k

(
q2

4π3mz3
+

q2k · q
2π3m2z3

+
3q2(k · q)2
4π3m3z4

+O(k3q5m−4z−5)

)

, (7.5)

and integrate in spherical coordinates

χ(0)(q, z) =
e2n3Dq

2

m

(

1 +
3

5

(
kFq
m

)2

z2

)

+O(k4Fq
6m−5z−6) , (7.6)

where we have made use of the fact that the particle density n3D is related to the Fermi

momentum via

n3D =
k3F
3π2

. (7.7)

Note that the result depends only on the modulus of q, which simply reflects the isotropy

of the homogeneous electron gas. The Fourier transform of the Coulomb interaction in

3D is

v(q) =
4π

q2
, (7.8)
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so we have for the dielectric function,

ε(q, z) = 1− 4πe2n3D

m

(

1 +
3

5

(
kFq
m

)2

z2

)

. (7.9)

As discussed in Section 4.2, we have to find the roots of ε in order to obtain the plasmonic

dispersion relation:

ω2
pl(q) =

4πe2n3D

m
+

3

5

k2F
m2

q2 . (7.10)

The first term of the dispersion relation in equation (7.10) is independent of q, reflecting

the fact that the electric field arising from a homogeneously charged plane is independent

of the distance to the plane. The second term takes single particle excitations into account.

In order to relate this to the circuit theory, we must first calculate the external conductivity

via

σext(q, ω) =
iω
q2
χext(q, ω) . (7.11)

The total current passing through the cross section of the box can easily be calculated

from the current density jz. It is just jzA. If the electric field is constant along the

z-axis, the corresponding voltage drop Uext at the ends of the box is Eext,z L. Comparing

j3 = σextEext,z with I = Z−1Uext one can now see that

Z =
L

σextA
. (7.12)

The circuit parameters can simply be read off from the equation above,

L =
Lm

Ae2n3D

, (7.13)

C−1 =

(
A

4πL

)−1

+

(
5e2AkFm

9π2Lq2

)−1

, (7.14)

R =
2Lm

Ae2n3D
η . (7.15)

The inductance is related to the acceleration of the electrons due to the external force.

It is exactly the same term one would have obtained from the Drude conductivity. One

observes further that the capacity takes the form of a series of two capacitors,

C−1 = C−1
classical + C−1

quantum , (7.16)

where the first capacity Cclassical arises from the classical restoring forces, and the second

one is a pure quantum mechanical term resulting from the single-particle excitations,

Cquantum =
5e2AkFm

9π2~2Lq2
, (7.17)
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where we have written ~ out explicitly in order to highlight the quantum nature of the

term. Note that this capacitance is quantized through its dependency on the wave vector

q. In the classical limit, ~ → 0, the inverse quantum capacity vanishes, so the total

capacity equals the classical one.

7.3.2 Tight-binding cubes : cos-dispersion

In this section we specialize to cubic geometries, A = L2. We consider an external

potential with a wave vector parallel to the z-axis. The density profiles are expressed as

πi(r) =

√

2

L3
cos
(π

L
i z
)

, (7.18)

where we have made use of the assumptions from Chapter 6. The electronic dispersion is

just the usual sum of cosine bands,

ǫ(k) = −2t cos(kxa)− 2t cos(kya)− 2t cos(kza) . (7.19)

where t denotes the hopping parameter. As we did for the quadratic dispersion, we

calculate the density density correlation function, as in the last section, but now use the

tight binding dispersion relation in this case. The same steps are repeated, yielding the

following expression,

χ(0)(q, ω) =
2

π

∫

SF

d2k

(2π)2

(

2ta sin(kza)
q2

z2
+ (2ta sin(kza))

3 q
4

z4

)

(7.20)

where SF denotes the Fermi surface depicted in Figure 7.7 and The integrals cannot be

solved analytically, and so we evaluate them numerically and obtain,

χ(0)(q, ω) ≈ 0.66828 at
q2

z2
+ 2.15265 a3t3

q4

z4
(7.21)

The matrix elements of the Coulomb kernel are

v(qi) =
2

L3

∫

d3r

∫

d3r′ cos(qiz) cos(qiz
′)

1
√

(r− r′)2 + λ2
. (7.22)

Now using a trigonometric addition theorem, one can rewrite the product of the cosines

as a sum of two cosines. In the limit of big system sizes (L→ ∞) one obtains

v∞(qi) =

∫

d3r cos(qiz)
1√

r2 + λ2

+ lim
L→∞

1

L3

∫

d3r

∫

d3r′ cos(qi[z + z′])
1

√

(r− r′)2 + λ2

(7.23)
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Figure 7.7: Fermi surface of a cube at half filling with cosine bands for the electronic

dispersion.

The first term is just the Fourier transform of the Coulomb kernel, 4πλK1(λqi), where K1

is a modified Bessel function of the second kind. In the limit λ→ 0, one recovers the known

result 4π/q2i . The second term gives a finite contribution even in the thermodynamic limit.

We have calculated the Coulomb kernel for three different system sizes and compared it

to the Fourier transform of the first term. The results are depicted in Figure 7.8.

At first glance, one sees that the Coulomb kernel deviates from 4π/q2 for high wave vectors

(λq > 0.1) due to its λ-dependency. In this limit, the oscillation of the plasmonic wave

occurs at length scales that are comparable to those of the orbitals.

The results for the finite systems also approach the values of the infinite system with

periodic boundary conditions when the system size is increased. Such agreement for a

given finite size improves, when one goes to higher wave vectors. However, if one keeps

the number of nodes fixed in the limit of long wavelengths and then increases the system

size, the flow of the Coulomb kernel does not reach the value of 2π/q, but instead deviates

up to 65%. In order to analyze this deviation, we have calculated the matrix elements

of the Coulomb kernel in the thermodynamic limit for modes with up to 20 nodes. The

results are shown in Figure 7.9, where it is evident that the deviation quickly decreases

when the number of nodes is increased.
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Figure 7.8: Coulomb kernel in cube geometries.

The deviations of the data points in Figure 7.9 from unity result from the second term

in equation (7.23). In accordance with the recipe presented in Chapter 6 we are in

the position to determine the plasmonic dispersion relation by finding the roots of the

dielectric function. We finally arrive at the following expression:

ω2
pl(qi) ≈ 0.66828

e2

a
tv(qi)q

2
i + 3.22118 t2a2q2i . (7.24)

In order to compare this result to the dispersion of the plasmons based on a free electronic

dispersion, we choose for t a value of 1/(2ma2) such that for small filling fractions both

dispersion relations coincide. Equation (7.24) then reads

ω2
pl(qi) ≈ 0.33414

e2

a

1

ma2
v(qi)q

2
i + 0.80530

1

m2a2
q2i , (7.25)

and the corresponding expression based on the free electronic dispersion is obtained from

equation (7.10),

ω2
pl, free(qi) ≈

1

2

e2

a

1

ma2
v(qi)q

2
i + 3.61753

1

m2a2
q2i . (7.26)

where we now use the matrix elements of the Coulomb kernel in order to take the finite

size of the sample into consideration. It is evident from equations (7.25) and (7.26) that

the plasmon frequency for the free electronic dispersion is higher due to a higher Fermi

velocity.
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Figure 7.9: Coulomb kernel of cube geometries in the thermodynamic limit.

Finally, we study the dependence of the plasmon frequencies on the system size. Con-

sidering the first term in equation (7.1), the appearance of the matrix elements of the

Coulomb kernel changes scaling behavior compared to the second term. Via a simple

rescaling of the coordinates, equation (7.22) can be brought into the following form:

v(qi) = 2L2

∫ 1

0

dξ1

∫ 1

0

dξ2

∫ 1

0

dξ3

∫ 1

0

dξ′1

∫ 1

0

dξ′2

∫ 1

0

dξ′3
cos(i π ξ1) cos(iπξ

′
1)

√

(ξ − ξ′)2 + (λ/L)2
. (7.27)

If the system size is much larger than the orbital size encoded in λ, the product of v(qi)

and q2i is independent of system size. However, when both length scales are of the same

order of magnitude, the matrix elements of the Coulomb kernel decrease with respect to

decreasing the system size, as in this limit the λ-dependence becomes important. This is

evident by looking at Figure 7.8.

7.3.3 Comparison between continuum model and numerics

We now compare the results from the continuum theory with the results obtained from

the numerical simulations.

As can be seen from Figure 7.10, the difference between the plasmon frequencies obtained

from the continuum model and the numerics decreases when the system size is increased,

also shown by the inset. In all cases, the plasmon frequencies from the continuum model
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Figure 7.10: Plasmon frequencies in tight binding cubes at half-filling. Model parameters:

νFF = 0.5, λ = a, and U = t.

lie above the values obtained with the numerics. This results from the neglect of the

reflection oscillations in the plasmonic density profile, as these additional oscillations

serve to decrease the classical restoring force. According to the analysis of Chapter 6

concerning the single-particle energies, we know that the deviation for these energies are

between 34% and 50%.

7.4 Rectangular geometry in 2D

7.4.1 Parabolic electronic dispersion

We assume that we have a rectangular geometry with the width b and length L. The

geometry is depicted in Figure 7.11 We once again employ the free dispersion relation

for the electrons as we did in the last section. The irreducible density-density correlation

function reads in RPA

χ(0)(q, z) = −2

∫
d2k

(2π)2
f(ǫ(k))

(
1

z − (k2 − [k− q]2)/(2m)
− 1

z − ([k+ q]2 − k2)/(2m)

)

.

(7.28)
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Figure 7.11: Rectangular geometry with length L and width b.

We proceed in the same manner as in Section 7.3.1. The Fourier transform of the Coulomb

kernel is

v(q) =
2π

q
, (7.29)

giving the plasmonic dispersion relation,

ωpl(q) =
2πe2n2D

m
q +

3

4

k2F
m2

q2 , (7.30)

where q is fixed by the condition

q =
π

L
i with i = 1, 2, . . . . (7.31)

Note that compared to the 3D case the plasmon frequency vanishes when the wave vector

of the external field goes to zero, while in 3D the classical term is independent from q, as

can be seen from equation (7.10). The q-dependency of the classical contribution in 2D is

due to the fact that the restoring electric field from a homogeneously charged line drops

off with the reciprocal of the distance.

For the calculation of the circuit parameters, we employ again expression (7.11). The

voltage drop is like in the 3D case EextL, but the current is jb. The circuit parameters

are then given by

L =
Lm

e2bn2D
, (7.32)

C−1 =

(
b

2πLq

)−1

+

(
2be2m

3πLq2

)−1

, (7.33)

R =
2Lm

e2bn2D
η . (7.34)

As for 3D case, the capacity is composed of a portion arising from the classical restoring

forces, as well as a part involving a quantum correction.
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7.4.2 Half-filled tight-binding rectangles

We start with the same rectangular geometry as we did in the last section. The expected

plasmonic excitations, as a response to longitudinal excitations, are standing waves along

the x- or the y-axis. If the wave vector of the external potential is parallel to the y-

direction, the density profile becomes

πi(x, y) =

√

2

bL
cos
(

i
π

L
y
)

. (7.35)

The electronic dispersion within the tight-binding approximation is given by the following

expression:

ǫ(k) = −2t cos(kxa)− 2t cos(kya) . (7.36)

The Fermi energy is zero, as the filling fraction is 1/2. Thus, the Fermi surface is given

by the parameterization cos(kxa) = − cos(kya).

We take the usual expression for the response function of the non-interacting system,

χ(0)(qi, z) = −2

∫
d2k

(2π)2

(
1

z − (−2t cos(kya) + 2t cos(kya− qa))

− 1

z − (−2t cos(kya+ qia) + 2t cos(ky))

)

f(ǫ(k)) ,

(7.37)

repeating the strategy from the last section (Taylor expansion for small wave vectors and

integration) to find that

χ(0)(q, z) =
8

π2
t
q2

z2
+

64

3π2
a2t3

q4

z4
. (7.38)

According to the recipe from Chapter 6, the next step is the calculation of the matrix

element of the Coulomb kernel,

v(qi) =

∫ L

0

d2r

∫ L

0

d2r′
πi(r)πi(r

′)
√

(r− r′)2 + λ2
. (7.39)

Similar to the 3D case, we can rewrite the matrix element as a sum of two contributions. In

the limit of L→ ∞ and b→ ∞, one term once again corresponds to the Fourier transform

of the Coulomb kernel, 2π exp(−λq)/q, while a second term reflects the absence of periodic

boundary conditions. We focus only on square geometries in the analysis of these terms.

We have obtained the matrix elements according to equation (7.39) for three different

system sizes and compared them with the Fourier transform of the Coulomb kernel. The

results are depicted in Figure 7.12.
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Figure 7.12: Coulomb kernel for quadratic geometries.

Analogous observations can be made as in the 3D case:

i) If the wavelength becomes of the order of the orbital size, the deviation between the

matrix element of the Coulomb kernel and 2π/q can become very large.

ii) For a fixed wave vector, the matrix elements of the Coulomb kernel approach the

Coulomb kernel with periodic boundary conditions.

iii) The matrix elements of the Coulomb kernel of lowest resonances deviate up to 60%

when going to the thermodynamic limit. We have calculated the matrix elements

for the lowest twenty modes and plotted them in Figure 7.13. One can see that the

deviation quickly drops off when increasing the number of nodes.

In order to find the plasmon frequencies, we must find the roots of the dielectric function.

Neglecting any damping, the plasmon dispersion can be written as

ω2(qi) =
8

π2
t e2v(qi)q

2
i +

8

3
t2a2q2i . (7.40)

We study once again the scaling behavior of the plasmon frequency with respect to the

system size. We know from section 7.3.2 that the second term scales with the reciprocal

of the square of the system size. By employing the same rescaling for the matrix elements

of the Coulomb kernel as done in section 7.3.2, one finds that the first term scales with the

reciprocal of the system size, as long as L is much bigger than λ. If both quantities are
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Figure 7.13: Coulomb kernel for a square in the thermodynamic limit.

of the same order of magnitude, the matrix elements of the Coulomb kernel will decrease

when the system size is decreased.

7.4.3 Comparison of analytics with numerics

We now compare the plasmon frequencies obtained from numerical and analytical calcu-

lations. The systems under consideration are tight-binding squares at half-filling. Unlike

the calculations in the last section, we not only calculated the first resonance here, but

also obtained higher ones. We depict the comparison of the numerics with the continuum

model in Figure 7.14. The different colored circles correspond to various system sizes. A

circle of a certain color with the lowest frequency corresponds to the plasmonic excitation

with one node. The next circle of the same color but with a higher frequency corresponds

to the excitation with two nodes, the next circle in the series corresponds to the excitation

with three nodes, and so on and so forth.

At first, one observes that the numerical and analytical results based on the continuum

model from the last section agree more closely with each other when the system size is

increased. We have already given an explanation of this behavior in Section 7.3.3. In

addition, one also sees that the deviation between the numerical results and the results
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Figure 7.14: Plasmon dispersion in square geometries.

from the continuum model increases as one goes to higher excitations. The good agree-

ment shows that the assumption that the plasmonic density profiles are constant in the

dimensions perpendicular to the propagation direction of the is valid even for relatively

structures. The inset shows that the continuum model can make predictions for the

plasmon frequencies with an accuracy of 10% for system sizes bigger than 10 · 10.
We have also tested the continuum model for a set of tight-binding rectangles against the

numerical implementation, as shown in Figure 7.15.

Similar observations can be made as for the squares. However, in addition one also sees

that the agreement for a L × b rectangular is much better than for b × L, if L > b.

This suggests that the Friedel oscillations along the q-direction are the main source of the

deviation. This also implies that the assumption that the density is homogeneous in the

co-dimensions appears to be valid even for small lengths.
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Figure 7.15: Plasmons in rectangular geometries.

7.5 One dimensional systems

7.5.1 General dispersion

We consider a 1D wire with length L, where the electronic dispersion is denoted by ǫ(k).

The Random Phase Approximation for the irreducible density density correlation function

is

χ(0)(q, ω) = −2

∫
dk
2π

(
1

z − (ǫ(k)− ǫ(k − q))
− 1

z − (ǫ(k + q)− ǫ(k))

)

f(ǫ(k)) . (7.41)

After performing a Taylor expansion for small momenta, the integration yields

χ(0)(q, z) ≈ 2q2vF

π

z2 + v2Fq
2

z4
, (7.42)

where we have assumed that the electronic dispersion is even with respect to the wave vec-

tor, i.e., ǫ(q) = ǫ(−q). In addition, we have neglected a term involving a third derivative

of the electronic dispersion.

If we denote the matrix elements of the Coulomb kernel by v(q), the dielectric constant

is given by

ǫ(q, z) = 1− v(q)χ(0)(q, z) . (7.43)

From this we can extract the plasmon dispersion relation as follows

ω2
pl(q) =

2

π
e2v(q)vFq

2 + v2Fq
2 . (7.44)
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The density response function is given by

χext(q, ω) =
2
π
e2vFq

2

ω2
pl(q)− 2iηω − ω2

. (7.45)

We attempt once again to establish a connection between the conductivity and the phe-

nomenological parameters from circuit theory. For this purpose, we consider an external

homogeneous electric field Eext along the wire with potential EextL. In one dimension the

current and the current density are identical, so we have

Z =
L

σ
. (7.46)

We then make a comparison with the corresponding expression from circuit theory,

iω 2e2vF
πL

ωpl(q)2 − 2iηω − ω2
=

iω 1
L

ω2 + iR
L
− 1

LC

, (7.47)

where we have disregarded the term −η2 in the denominator of the lefthand side of

equation (7.47). A simple comparison of coefficients yields

L =
πL

2e2vF
, (7.48a)

R = 2ηL =
πηL

e2vF

, (7.48b)

C−1 =

(
1

v(q)Lq2

)−1

+

(
2

π

e2/L

vFq

1

q

)−1

. (7.48c)

The inductance is once again related to the acceleration of the electrons, as we have

already seen in the case of two and three dimensions. The inverse capacitance comprises

two different parts, the first one resulting from the classical restoring forces and the second

one originating from single particle excitations. The second one is also called quantum

capacitance.

Similar results have been derived in the literature [16]. However, the results presented

in this work differ on some accounts. The kinetic inductance (7.48b) calculated in [16]

is different by a factor of 2, owing to a neglect of spin. The quantum capacitance also

deviates by a factor of 2/π2. This can be traced back to an earlier assumption made

in [16], namely that the separated charges are ±e. A more detailed analysis based on

the plasmonic density profiles, in fact, reveals that the product of the separated charges

within our model is 2e2/π2 which explains the different pre-factors.

Straight wire profile

As a first application of the general plasmon dispersion derived in the previous section,
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L x

Figure 7.16: 1D wire with length L.

we study the plasmonic excitations of a straight wire that is parallel to the x-direction.

The length of the wire is L. The geometry is shown in Figure 7.16.

The density profiles are expressed as

πi(x) =

√

2

L
cos
(

i
π

L
x
)

, (7.49)

where L denotes the wire length. The electronic dispersion is chosen to be a cosine band,

ǫ(k) = −2t cos(k a) . (7.50)

The only missing information now involves the matrix elements of the Coulomb kernel,

v(qi) =

∫ L

0

dx
∫ L

0

dx′
πi(x)πi(x

′)
√

(x− x′)2 + λ2
. (7.51)

We have observed in the 3D and 2D cases that the matrix elements of the Coulomb kernel

are different from the Fourier transform of the Coulomb kernel for long wave lengths due

to the effect of the boundaries. We have therefore calculated the Coulomb kernel for three

different system sizes as shown in Figure 7.17.

It becomes evident once more that the Coulomb kernel approaches the Fourier transform

for a fixed wavelength when the system size is increased. However, in contrast to 3D and

2D the matrix element of Coulomb kernel of the plasmon with ine node approaches the

Fourier transform in the thermodynamic limit. For the purpose of illustration, we have

plotted the flow of the Coulomb kernel of the plasmonic mode with one node for different

system sizes in Figure 7.17.

Finally, we analyze the scaling behavior of the plasmon frequency with respect to the

system size. The second term in equation (7.44) scales in the same manner as in the cases

of 2D and 3D. The first term scales roughly like L−2 ln(L/λ), which can easily be seen by

rescaling the variables as it was done for the cases in 2D and 3D.
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Figure 7.18: Circle with radius R.

Ring profile

We now consider a ring with radius R. The geometry is depicted in Figure 7.18. We

assume that there exists the same dispersion, similar to the wire from the previous section.

Unlike the straight wire from the previous section, a ring can only exhibit plasmons with

an even number of nodes. However, each plasmonic mode is twofold degenerate, as one

can rotate the density profile by 90 degrees (see Figure 7.3), producing a density profile

that is orthogonal to the original one. If we denote the circumference of the ring by L,

the plasmonic density profiles become

πi(φ) =

√

2

L
cos(φ i) . (7.52)
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Thus, the matrix elements of the Coulomb kernel are given by the following expression

v(qi) =

∫ 2π

0

dφR
∫ 2π

0

dφ′R
πi(φ)πi(φ

′)
√

2R2 − 2R2 cos(φ− φ′) + λ2
. (7.53)

7.5.2 Comparison of continuum theory to numerics

We now compare the results from the numerics and the continuum model with one another.

We consider linear chains with a filling fraction of 0.5 and rings with a filling fraction of

0.5. The results are summarized in Figures 7.19 and 7.20.
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Figure 7.19: Plasmon dispersion for a linear chain.

As in the 3D and 2D case, the agreement between the numerics and the continuum model

improves when the system size is increased. The deviation on the other hand increases for

a fixed system size when going to higher wave vectors. A comparison of the data for the

lines and the circles shows that the deviation from the continuum model and the numerics

is smaller for the rings when compared to that of the lines. This suggests once again that

the main reason for the deviation is from the neglect of the reflection oscillations for the

plasmonic density profiles of the line.
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Figure 7.20: Plasmon dispersion on circles

7.6 Generalization and summary

We have reformulated the well-known results for the plasmon dispersion in 3D, 2D, and 1D

[67] by reviewing the expressions based on a free electronic dispersion and the assumption

of periodic boundary conditions. We then calculated the plasmon dispersion for finite

systems by employing the continuum model from Chapter 6, verified the results against

numerical simulations, and found good agreement between the two. This suggests that

the model is capable of describing the plasmonic resonances for other geometries and

electronic structures than presented in this chapter, too. Examples of relevant structures

are spherical geometries, serving as models for the description of plasmonic excitations

of metal clusters and fullerenes, or cylinders with applications in the field of carbon

nanotubes.

We have discussed the effect of the finite size and the boundary on the Coulomb inter-

action. In addition, we have found that the scaling behavior of the classical piece of the

plasmon dispersion is exactly the same as if one would calculate the classical restoring

forces based on charged plates, wires or point charges. We also noticed that the restoring

forces are reduced when the system size is comparable to the orbital size.

We have further established a connection to the circuit models by providing explicit

expressions for the circuit parameters. In order to do so, we calculated the current by

integration over the cross section the wave vector of the external field is perpendicular
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3D 2D 1D

ω2
pl(q)

4πe2n3D

m
+ 3

5

(
kF

m

)2
q2 2πe2n2D

m
q + 3

4

(
kF

m

)2
q2 2e2n1DK0(λq)

m
q2 +

(
kF

m

)2
q2

Lkin
Lm

e2An3D

Lm
e2bn2D

Lm
e2n1D

Cclassical
A

4πL
b

2πLq
1

2LK0(λq)q2

Cquantum
5e2AkFm
9π2~2Lq2

2e2bm
3π~Lq2

2e2m
πkF~

2q2L

Table 7.1: Plasmon dispersion in 1D-3D.

to. Additionally, we obtained the corresponding voltage drop by integrating the external

electric field. The appearing geometrical factors, such as the cross section area and some

lengths, entered the expressions for the circuit parameters, but did not come into play

for the plasmon dispersion equations. Therefore, the description based on densities and

current densities appears to be more favorable. This is especially true, when the wave

vector of the external field points into an arbitrary direction and is not parallel to a side

of the slab under consideration, the current density is not constant within the planes with

the wave vector as a normal, and thus, one would loose information about the spatial

structure of the current density upon integration.

The plasmon dispersions and circuit parameters are summarized for a parabolic electronic

dispersion in Table 7.1.



Chapter 8

The Split Ring Resonator

8.1 Introduction

The molecular split ring resonators we want to address in this chapter are organic ring

molecules that are composed of an delocalized π-system and methylene groups acting

effectively as an interruption of the π-system. An example of such a system is depicted

in Figure 8.1.

The low-lying electronic excitations of these molecules occur in the π-system, so our

model description will focus mainly on it. We will treat the π-electrons within the jellium

approximation. The electrons of the σ-system screen the charges of the atomic nuclei

such that the π-electrons experience the whole σ-framework as a homogeneously charged

background. The interaction of the π-electrons among each other at the Hartree level, the

interaction of the electrons with the background and the self-interaction of the background

roughly cancel, as discussed in Section 5.2.1. The slit will be modeled as a tunneling

barrier.

We will study the response behavior of the SRRs by employing both the discretized model

from chapter 5 and the continuum model from Chapter 6. First, we discuss the coupling of

the external light field to the molecule. We will then proceed to determine the plasmonic

waves, calculate their dispersion and compare the results from the numerics and the

continuum model. Next, we will compute the polarizabilities and make again a comparison

of the results obtained with both methods. Armed with the knowledge acquired from this

analysis, we will be in the position to discuss how to tune the electromagnetic response

properties of single SRRs.

79
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Figure 8.1: Model ring molecule as an SRR. Note that the structure will not stay pla-

nar when a geometry relaxation is performed. We have colored the carbon atoms that

constitute the π-system in blue and the slit atoms in red.

8.2 Definition of the model systems

8.2.1 Geometry the SRR

In this section we show the geometry of the SRRs under consideration. In the discerete

model, the geometry of the SRR is fixed by specifying the number of sites N , the distance

between two neighboring sites a, and the number of vacancies Nvac, as shown in Figure

8.2.

In the continuum model, one uses the length L and an opening angle 2φ0 for the specifi-



8.2. DEFINITION OF THE MODEL SYSTEMS 81
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y

x

N Nvac

Figure 8.2: Description of the SRR in the descretized model. a denotes the lattice con-

stant. The black dots are lattice site and their number is N . Vacancies are depicted by

red dots and their number is Nvac.

cation of the geometry, as shown in Figure 8.3.

R

L 2φ
0

y

x

Figure 8.3: Description of the SRR in the continuum model. The length is denoted by L

and the opening angle is 2φ0.

Note that L = (N − 1)a and 2φ0 = π (Nvac + 2)/(N +Nvac).

8.2.2 External fields

Both the wave vector of the external light field and its electric field are supposed to lie

in the xy-plane. Hence, the magnetic field vector is parallel to the z-axis. Concerning
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now the electric field, we will be interested in the cases where the field vector is either

parallel to the x-axis (see Figure 8.4 - left) or to the y-axis (see Figure 8.4 - middle). The

magnetic field gives rise to a longitudinal electric field along the ring (see Figure 8.4 -

right).

x

y

Figure 8.4: The external field configurations of the light field within the dipole approxi-

mation: Dashed arrows indicate the direction of the E-field. The B-field is perpendicular

to the plane. The red circles with a plug sign indicate the accumulation of positive charges

and the blue circles symbolize the accumulation of negative charges. The green arrows

depict the current flow.

8.3 Plasmonic excitations

8.3.1 Density profiles

The plasmonic excitations of the molecular SRRs are easily understood if one has a look

at the possible standing waves on the ring geometry, as they determine the plasmonic

density profiles,

πm(φ) =
1

√

(π − φ0)R
cos

(
φ− φ0

π − φ0

m

2
π

)

. (8.1)

By inspection of the shape of the plasmonic density profiles that are shown in Figure 8.5,

one observes that for an odd number of nodes the charge densities at the different sides of

the slit are different, whereas for an even number of nodes the sign of the charge densities

at both sides of the slit are identical.

The accumulation of charges with different signs at the ends of the slit results from either

an electric field parallel to the y-axis or a magnetic field parallel to the z-axis, so both

fields excite plasmons with an odd number of nodes. As an electric field parallel to the

x-axis accumulates charges with the same sign at the ends of the slit, this field excites

plasmons with an even number of nodes. The group theoretical considerations in the next

subsection will give the proofs of these statements.
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Figure 8.5: Plasmonic density profiles for an SRR.

8.3.2 Symmetry considerations

A systematic way of analyzing the plasmonic excitations of the SRRs is based on group

theory. The point group of a single SRR is C2v. In order to understand which plasmons

are excited by which external field, one must classify both the plasmonic excitations and

the external fields in terms of the irreducible representations of C2v, given in character

Table 8.1.

E C2 σv σ′
v

A1 1 1 1 1 Tx

A2 1 1 -1 -1 Rx

B1 1 -1 1 -1 Ty, Rz

B2 1 -1 -1 1 Tz, Ry

Table 8.1: Character table of the point group C2v.

Note that one has to be careful, as the conventional choice of the coordinate system used

in group theory does not coincide with the coordinate system we have chosen for the SRR.

Therefore, we added the transformation behavior of translations T along the coordinate

axes and rotations R around the coordinate axes to the character table.

In order to determine the transformation behavior of the plasmonic excitations, we an-

alyze the transformation properties of the plasmonic density profiles. We know that

the character for the identity operation will always be one. If we consider a plasmon
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with an odd number of nodes, the density profile will change its sign under a C2- or a σ′
v-

transformation, but stays invariant under a σv-transformation. So we know that plasmons

with an odd number of nodes transform like B1,

Γodd = (1 − 1 1 − 1) = B1 . (8.2)

Considering now the density profile with an even number of nodes, one easily sees that it

is invariant under all transformations, so the corresponding plasmons transform like the

totally symmetric irreducible representation A1,

Γeven = (1 1 1 1) = A1 . (8.3)

As a next step, we analyze the transformation behavior of the potentials originating from

the external fields. The electric field along the x-axis transforms as A1, the electric field

along the y-axis and the magnetic field along the z-axis as B1. An inspection of the

corresponding potentials shows that each potential transforms in the same manner as the

corresponding field. In order to check, if the external potential excites a certain plasmon,

one has to analyze the response equation

δρ(r, z) = (−e)2
∑

µν

Ψµ(r)Ψν(r)
f(ǫµ)− f(ǫν)

ǫν − ǫµ − z

∫

d3x′ Ψν(r
′)Ψµ(r

′)Φext(r
′) . (8.4)

At first, we analyze the matrix elements of the external potential. The states Ψµ and Ψν

transform like Γµ and Γν , the irreducible representation Φext transforms as is denoted by

Γext. In the following, we consider an arbitrary point group, so the results will not be

restricted to C2v. If one applies the Wigner-Eckart theorem to equation (8.4), the induced

density must transform as the same irreducible representation like the external potential.

This means in return that the knowledge of the plasmonic density profile enables one to

determine by which external field a plasmon can be excited. Thus, plasmons with an odd

number of nodes can only be excited by electric fields parallel to the y-axis or magnetic

fields perpendicular to the ring plane and that plasmons with an even number of nodes

can only be excited by an electric field parallel to the x-axis. So we have given a group

theoretical proof of the claim from the previous section.

We are now in the position to analyze the effect of the introduction of further slits. The

arrangement of the slits shall be such that two neighboring slits are equidistant. The

point group of an SRR with n slits is then Dnh. A direct inspection of the character

tables shows that all three types of external fields excite different plasmons for the case

n = 2. If n ≥ 3, the plasmons excited by electric fields are twofold degenerate, while the

magnetic field perpendicular to the ring plane excites plasmons transforming like another

irreducible representation. It should be noted that the possibility to excite the same
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plasmon by an electric field in the ring plane and a magnetic field perpendicular to it

exists only for the case of the single-slit ring resonator - at least if one considers ring

geometries. The group theoretical analysis can also be performed for other geometries, of

course. A very interesting case are resonators whose point group is the symmetry group

of the pure rotations of a tetrahedron, an octahedron, or an icosahedron, because all

plasmons excited by external electric and magnetic fields transform according to the same

irreducible representation. A material that is built from these building blocks exhibits

electric and magnetic resonances at the same frequencies.

8.3.3 Plasmon dispersion on SRRs

We have already derived the plasmon dispersion for one dimensional systems in Section

7.5.1,

ω2(qm) =
2

π
e2v(qm)vFq

2
m + v2F q

2
m . (8.5)

Here, qm is given by

qm =
π

L
m , (8.6)

and v(qm) is given by,

v(qm) =
1

π − φ0

∫ 2π−φ0

φ0

dφ
∫ 2π−φ0

φ0

dφ′ cos

(
φ− φ0

2π − 2φ0
qmL

)
1

√

2− 2 cos(φ− φ′) + λ2/R2

cos

(
φ′ − φ0

2π − 2φ0
qmL

)

i .

(8.7)

Bending a straight wire into an SRR

In order to analyze the impact of the geometry on the restoring forces, we bend a straight

wire to an SRR geometry, where we keep the length of the wire fixed. The filling fraction

is set to 0.5, so the Fermi velocity equals 2ta, and the energy scale of the Coulomb

interaction U is equal to the energy scale of the kinetic energy t, U = t. We then divide

the square of the plasmon frequency by (2taq)2; the resulting expression on the right-hand

side then solely depends on the restoring forces,

ω2
bend(qm)

(2taqm)2
=

1

π
v(qm) + 1 . (8.8)

We consider the ten plasmons with the lowest energy and compare the results from the

numerical calculation (100 sites) with the analytical expressions, as depicted in Figure

8.6.
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Figure 8.6: Dependence of the plasmon frequencies on the opening angle of the SRR.

The numerical plasmonic excitation frequencies were obtained by studying the flow of

the absolute values of the eigenvalues of the dielectric matrix under the variation of the

frequency.

One directly sees the good agreement between the analytical and the numerical results

for the restoring force, as the deviations lie only in a range of a few percents. The flow of

the excitation energies, however, is just opposite as one would naively expect. Looking at

Figure 8.4 suggests that the frequency for plasmons with an odd number of nodes should

go up as the two charges at the slit lead to an increase of the restoring force, whereas for

an even number of nodes the opposite should occur. Such a behavior is expected for 3D

systems as the restoring forces are then independent from the distance. In one dimension,

however, the force drops off with the reciprocal distance, so the main contribution comes

from the neighboring sites.

For the purpose of illustration and simplicity we employ a point charge model. We

associate with each minimum and maximum of the plasmon density a single point charge.

The strength Q of the charge is determined by integrating the charge density around

the extremum under consideration between the neighboring nodes. The charge of each

maximum will be +Q and the one for each minimum will be −Q - except for extrema

at the ends, where the charges are ±Q/2. We have sketched the point charge model of

the first four resonances in Figure 8.7 where we have denoted the positive charges by red

circles with a plus and the negative ones by blue circle with a minus. The factor of 1/2
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is depicted by using different radii.

Figure 8.7: Point charge model of the lowest resonances of an SRR

The point charge model can mathematically be defined by giving the density profile

πPC(r) =
∑

i

Qiδ(r−Ri) (8.9)

where Qi are the charges and Ri their positions. We calculate the matrix elements of the

Coulomb kernel using the point charge model in order to check if this models provides a

qualitative description of the dependeny of the restoring forces on the opening angle. The

results are shown in Figure (8.8).

One sees that the point charge model shows the same trends as the continuum model

concerning the dependency on φ0. It gives a correct description whether the plasmon

frequency increases when the opening angle is increases.

Finally, one can observe in Figure 8.6 that the matrix elements of the Coulomb kernel

for excitations with m ≥ 3 show up in pairs if the opening angle is small. When going

from a plasmon with an even number of nodes to the next higher one, the density profile

aquires one additional node, but now the sign of charge densities are equal. So the number

of nodes between positive and negative charge densities is not changed. Therefore, the

matrix elements of the Coulomb kernel have similar values in both cases.
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Figure 8.8: Matrix elements of the Coulomb kernel calculated with the point charge model.

Impact of the filling fraction

We have calculated the plasmon frequencies of the ten lowest excitations for an SRR with

100 sites, 2 vacancies, λ = a, and U = t, varying the filling fraction from 0.1 to 0.9 in

steps of 0.1. The results are depicted in Figure 8.9. One observes that the modes are
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Figure 8.9: Numerical plasmon frequencies for an SRR with 100 sites and 2 vacancies for

various filling fractions. The continuous curves are obtained by fitting the numerical data

to the expected analytical expression.
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symmetric with respect to νFF = 0.5. This is a direct consequence of the particle-hole

symmetry of the electronic dispersion. We have then calculated the matrix elements of

the Coulomb kernel, utilizing the continuum model, and performed a least square fit of

the data from the discretized model to the expression of the plasmon dispersion from the

continuum model, equation (8.5), in order to obtain the Fermi velocity. The fit values are

then compared with the values one would expect from the following expression

vF =
∂(−2t cos(k a))

∂k

∣
∣
∣
∣
k=kF

= 2ta sin(νFFπ) . (8.10)

The results are shown in Figure 8.10.
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Figure 8.10: Comparison of the Fermi velocity for different filling fractions obtained by

fitting of data from the discretized model to the plasmon dispersion of the continuum

model and the expected value given by equation (8.5). Model parameters: 100 sites, 2

vacancies, λ = a, and U = t.

Changing the Coulomb energy scale

In order to study the impact of the Coulomb energy scale, we consider the first ten

plasmonic excitations obtained from numerical calculations for a half-filled SRR-geometry

with 100 sites and 2 vacancies. We have determined the frequencies for the values of U/t

from 0 to 4 and plotted them in Figure 8.11. This plot once again shows the pairing of

the matrix elements of the Coulomb kernel.
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Figure 8.11: Numerical plasmon frequencies for an SRR with 100 sites and 2 vacancies

for different interactions strengths, λ = a.

However, we did not choose to plot the frequency directly, but rather the square of the

frequencies, as they are proportional to the ratio of the Coulomb energy scale and the

kinetic energy scale:

ω2
Coul(qm)

(vFqm)2
=

1

π

U

t
v(qm) + 1 (8.11)

The division by the square of the single particle excitation energies is supposed to yield

a result that only depends on the restoring forces contained in v(qm) and the ratio U/t.

Figure 8.11 shows the expected linear behavior from the analytical expression. Besides,

one can see that the axis interception lies for all excitations at 1. This means that the single

particle excitations of the non-interacting system are also described well by the analytical

theory. By means of a linear regression, we can determine the slope and compare it with
1
π
v(qm) from the analytical theory. We have depicted the results in Figure 8.12. One sees

a good agreement between the continuum and the discretized model. For the modes with

an even number of nodes, however, this agreement is better than for those modes with an

odd number of nodes.
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Figure 8.12: Comparison of the matrix elements of the Coulomb kernel obtained from the

numerics and the continuum model.

Impact of the system size

Now, we compare the results of the numerical and continuum approximation under a

scaling of the system size. We keep the slit angle (in the numerical model the ratio of

sites and vacancies = 5/1), the filling fraction νF = 0.5, the ratio U/t = 1 and λ = a

during the scaling fixed and compare the plasmon frequencies obtained from the numerical

model and the continuum model in Figure 8.13. As for the cases studied in Chapter 7,

one makes the observation that the agreement between the continuum theory and the

discretized model becomes better when the system size is increased.
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Figure 8.13: Comparison between data obtained with the discretized and continuum

model for different system sizes. Model parameters: N/Nvac = 5/1, νFF = 0.5, λ = a, and

U = t.

Influence of a barrier potential

Finally, we analyze the impact of a barrier potential Vbarrier with a non-zero tunneling

probability. Starting from a ring geometry, one increases the potential on one site and

arrives at a slit ring geometry. The model Hamiltonian in the absence of external fields

then reads,

Ĥ = −t
∑

〈i,j〉

ĉ†i ĉj + Vbarrierĉ
†
1ĉ1 . (8.12)

The idea of this model is to interpolate between the SRR and the ring geometry.

The plasmonic excitations on the ring excited by longitudinal electric fields are two-fold

degenerate, as we have seen in Section 7.5.1. The group theoretical argument for this

degeneracy is that the potentials of a spatially homogeneous electric field along the x- or

y-direction transform as the same irreducible representation. The introduction of the slit

reduces the symmetry from SO(2) to C2v. As a direct consequence the degeneracies will

be lifted. We have studied the flow of the lowest resonances of a ring with 50 sites upon

increasing the potential at one site. The flow is depicted in Figure 8.14

We further show the corresponding density profiles of the excitations on the ring without

a barrier potential and on the ring with the strongest barrier potential in Figure 8.15.
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Figure 8.14: Flow of the excitation energies by introducing a barrier potential on one site.

Arabic numbers denote the density profile as shown in Figure 8.15, and small Roman

letters distinguish degenerate excitations.

Excitations 3a and 3b as well as 6a and 6b correspond to plasmonic excitations of the clean

ring. All other excitations are RSPEs, where excitations 1 and 4a-4d are not accompanied
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by a response of the density. Such a case can occur when the electronic dispersion has a

particle-hole symmetry, i.e., the dispersion is symmetric with respect to the Fermi level.

So there are two particle-hole pairs fulfilling the resonance condition of a single-particle

excitation with momentum q. The induced wave oscillations can oscillate in phase or with

a phase shift of π. In such a case, the induced density waves are extinguished.

However, when introducing a barrier potential on one site, excitations 1 and 4d evolve to

the plasmonic excitations 1 and 9. Note that plasmonic excitations with an odd number

of nodes cannot exist on a clean ring due to the boundary conditions. The plasmons 3b

and 6a become the RSPE 4 and 12. Both excitations have in common that the current

density (obtained e.g. via the continuity equation) does not vanish at the position where

the barrier potential is introduced. When the barrier height is increased, the current

density which is reflected at the barrier increases. The superposition of the incident and

reflect waves leads to strong oscillations. The plasmonic excitations that stay plasmonic

excitations do not change their energy when the barrier potential is increased. However,

one can observe the apprearance of the reflection oscillations in the density profiles.
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Figure 8.15: Top: Density profiles of the lowest 12 excitations of a ring with 50 sites.

Bottom: Density profiles of the same excitations as in plot on top, but with a barrier

potential on one site. Both: Arabic numbers denote the energy level as shown in Figure

8.14, and small Roman letters distinguish degenerate excitations. The labels of the y-

axes in the plots have been omitted in order to keep the plots as simple as possible. The

position on the ring is given on the x-axis in all plots, while the amplitude of the induced

charge density is given on the y-axis.
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8.4 Polarizabilities

8.4.1 Definition and general properties

The microscopic polarizabilities determine the electromagnetic moments p and m that

are induced by external probing fields Eext and Bext,
(

p

m

)

= χPol

(

Eext

Bext

)

=

(

α βEM

βME γ

)(

Eext

Bext

)

, (8.13)

where α and γ are the electric and the magnetic polarizability, respectively. A common

name for βEM and βME in the quantum chemistry literature is optical rotation tensor. We

will call them electromagnetic and magnetoelectric polarizabilities.

Considering now the coupling Hamiltonian in the dipole approximation,

Ĥ = −p̂ · Eext − m̂ ·Bext, (8.14)

the polarizabilities may be written as correlation functions of dipole moments,

χPol = −
(

χpp χmp

χpm χmm

)

. (8.15)

The explicit expressions for the operators of the electric and magnetic moment will be

given in appendix (A). From their definition, it follows that the polarizabilities transform

as second rank tensors under rotations. This property will be very useful when discussing

media, where the single resonators are not aligned in a parallel manner, but rotated

against each other. Onsager’s symmetry relations imply on time reversal symmetry

χpm = −χmp . (8.16)

Our explicit calculations will show that this relation is satisfied for the SRRs under con-

sideration, see equations B.12 and B.13.

8.4.2 Symmetry considerations

As we know the transformation behavior of the plasmonic density profiles, we can easily

find out which multipole moments must vanish due to symmetry. Starting with the

plasmons with an odd number of nodes, transforming like B1, one directly sees from the

character table 8.1 that these plasmons can give rise to an electric dipole moment in

y-direction and a magnetic moment in z-direction, so the only non-vanishing component

of βEM is βEM,23, and for βME it has to be βME,32. One further knows that the only non-

vanishing component of γ is γ33. Concerning the plasmons with an even number of nodes,
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they can give only rise to an electric dipole moment in x-direction. As x and y transform

according to different irreducible representations, one also knows that α12 and α21 have

to vanish. A similar analysis has been carried out based on the transformation properties

of the current [68].

If one introduces a second slit at the antipodal position of the first slit, the point group

changes from C2v to D2h. Now the resonator has an inversion symmetry and therefore all

elements of βEM and βME must vanish. A look at the character tables of the groups Dnh

with n ≥ 3 shows that the elements have to vanish in these cases, too.

8.4.3 Expressions for the oscillator strengths from continuum the-

ory

Employing the explicit expressions for the polarizabilities that have been derived in Sec-

tion B.2, one can perform all integrals for the continuum model. Starting from the explicit

expression for the density-density correlation function

χ(φ, φ′) =
∑

m

πm(φ)πm(φ
′)

e2vFq
2
m

ω2 − ω2
pl(qm)− 2iηω

, (8.17)

where πm is given equation (8.1), one can perform the integrals shown in Section B.2

explicitely and finds for the microscopic polarizabilities

α(ω) =
∑

m

fα,m
ω2

pl(qm)− ω2 − 2iηω
, (8.18)

βEM(ω) =
∑

m

fβ,EM,m

ω2
pl(qm)− ω2 − 2iηω

, (8.19)

βME(ω) =
∑

m

fβ,ME,m

ω2
pl(qm)− ω2 − 2iηω

, (8.20)

γ(ω) =
∑

m

fγ,m
ω2

pl(qm)− ω2 − 2iηω
, (8.21)
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where we have introduced the oscillator strengths of the different modes fα,m, fβ,EM,m,

fβ,ME,m, and fγ,m, whose explicit expressions are

fα,m =
2

π
e2LvFs

2
1,m(φ0)






sin2 φ0 0 0

0 cos2 φ0 0

0 0 0




 , (8.22)

fβ,EM,m = −i
2

π

e2L2vFωm

c
s1,m(φ0)s2,m(φ0)






0 0 0

0 0 sinφ0

0 0 0




 , (8.23)

fβ,ME,m = −fT
β,EM (8.24)

fγ,m =
2

π

e2L3vFω
2
m

c2
s22,m(φ0)






0 0 0

0 0 0

0 0 1




 (8.25)

with

ωm = ω(qm) , (8.26)

s1,m(φ0) =
2
√
2

(m2 − 4)π2 + 8πφ0 − 4φ2
0

, (8.27)

s2,m(φ0) =
−((4 +m)π − 4φ0)((−4 +m)π + 4φ0) +m2π2 cos(2φ0)√

2m2π2((4 +m)π − 4φ0)(π − φ0)((−4 +m)π + 4φ0)
. (8.28)

Note that the following property in the vicinity of resonances holds

αγ − βEMβME = 0 . (8.29)

This cancellation will be used in the second part of the thesis several times.

8.4.4 Obtaining oscillator strengths with the discretized model

On resonance, the imaginary part of electric polarizability has a maximum and reads

I(α(ωm)) =
fα,m
2ηωm

. (8.30)

In order to obtain the oscillator strengths for the discretized model, we calculated with

the rpa program the imaginary part of the induced dipole moment as described in Section

5.4 and divided it by the strength external electric in order to calculate the imaginary

part of the electric polarizibaility. We then determined its maxima and used equation

(8.30) for the calculation of the oscillator strengths.
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8.4.5 Comparison between discretized and continuum model

Influence of the slit angle

We calculated the oscillator strengths for 100 sites and different numbers of vacancies at

half filling, λ = a and U = t. For the continuum model the corresponding parameters

were chosen. The comparison of the results from both methods is displayed in Figure 8.16

The influence of the slit angle on the oscillator strength can roughly be understood by

considering point charges, as we did for the discussion of the plasmon frequencies when

bending the wire. Starting with the mode with m = 1, one expects that the oscillator

strength should increase with the opening angle, as the distance of the charges located at

the ends of the slit increases and therefore the electric dipole moment also does. For the

m = 2 mode, the distance relevant for the charge separation along the x-axis decreases

with increasing opening angle. Thus, the dipole moment along this axis must decrease

and the polarizability as well. This behavior agrees with the results from the numerics

and the continuum model, as can be seen by inspection of Figure 8.16.
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Figure 8.16: Influence of the slit angle on the oscillator strengths. Parameters: νFF = 0.5,

U = t, 100 sites, λ = a. The data points show values obtained with the discretized model,

while the solid curves are obtained with the continuum model.

In order to make the comparison more quantitative, we have calculated the electric po-

larizabilities for the four lowest excitations using the point charge model. We used again
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the density profiles of the point charge model and calculated the the polarizabilities in

the same manner as we did when employing of density profiles of the continuum model.

The results are depicted in Figure 8.17. The plots illustrate that the dependence of the

oscillator strengths on the opening angle can be understood by employing a very simple

point charge model. The deviations between the continuum model and the point charge

model trace back to the spatial structure of the plasmons. However, the deviation becomes

smaller, when the number of nodes is increased.
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Figure 8.17: Comparison of the oscillator strengths obtained with the continuum model

(black) and the point charge model (red). Top-left: m = 1, top-right: m = 2, bottom-left:

m = 3, bottom-right: m = 4.

Dependence on the filling fraction

We calculated the electric oscillator strengths for different filling fractions utilizing both

the rpa program and the continuum model. The results of both approaches are depicted

in Figure 8.18

The expected impact of the filling fraction is contained in the Fermi velocity. As the

oscillator strengths are linear in this quantity, they should be proportional to sin(νffπ).

Looking at Figure 8.18, one sees that the agreement is really good for the mode with

m = 2. Concerning the mode with m = 1 and m = 3, however, the deviation of the
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Figure 8.18: Influence of the filling fraction on the oscillator electric strengths. The data

points were obtained by using the rpa program and the solid curves are based on the

continuum model. Parameters: N = 100, Nvac = 2, λ = a, U = t.

numerical data from the data obtained with the continuum model shows a maximum for

half filling. This indicates that the deviations might be due to the neglect of the Friedel

oscillations for the plasmonic density profiles, because they are most pronounced for the

case of half-filling.

Impact of the system size

In order to study the dependence of the system size on the electric oscillator strengths,

we used again the rpa program and the continuum model. We started with 10 sites and

doubled the system size until we reached a value of 160 sites. The results of both methods

are shown in Figure 8.19. We decided not to plot the oscillator strengths directly, but

divided them by the number of sites, in order to remove the trivial linear size dependence

according to equation (8.22).

At first glance, one sees that the agreement of the numerical and analytical data becomes

better when the system size is increased.
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Figure 8.19: Impact of the system size on the oscillator strengths. The data points were

obtained by using the rpa program and the solid curves are based on the continuum

model. Parameters: N/Nvac = 5/1, λ = a, U = t, νFF = 0.5.

Influence of the barrier potential

Lastly, we want to discuss the impact of the on-site barrier potential on the oscillator

strengths of plasmons on a ring. The ring has 50 sites the filling fraction is 1/2. Again,

we have set U = t.

As the plasmonic modes with m = 1 and m = 3 evolve from single particle modes of the

clean ring without any density response as previously shown, it is clear that the oscillator

strengths of the clean ring are zero. When the potential increases, the plasmonic modes

arise and therefore the oscillator strengths increase. One mode with m = 2 evolves from

a plasmon to an RSPE with a density profile that is highly oscillating, so the oscillator

strength decreases when the barrier potential is increased.
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Figure 8.20: Influence of an on site barrier potential on the oscillator strengths. Parame-

ters: 101 sites, νFF = 0.5, λ = a, U = t.

8.5 Tuning the electromagnetic response

We are now in the position to analyze the tunability of the electromagnetic response

properties.

8.5.1 Resonance frequency

The only model parameters that enter the expression for the plasmon dispersion, see

equation (8.5), are the opening angle 2φ0, the length of the wire L, and the Fermi velocity

vF. The opening angle and the length are pure geometry parameters, while the impact of

the electronic structure is reflected in vF.

Ignoring for a moment the dependence of v(qm) on the system size, one can see that the

plasmon frequency is roughly proportional to L−1 and to the number of nodes. Looking

at the explicit expression for v(qm) as given in equation (8.7), one observes that it only

depends on the ratio λ/L. So we expect a stronger dependence of v(qm) on the system

size for smaller systems. As an example, we calculate the plasmonic excitation energies

of the plasmon with one node of alkene rings with a single slit with the aim to identify

the range of carbon atoms such that the excitation occurs in the optical regime. We

anticipate from the analysis based on quantum chemical calculations that will be given in

the next chapter that the hopping parameter in this case is roughly 2.9 eV. The typical
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system sizes in order to have plasmonic resonances in the optical regime are between 8

and 23 carbon atoms.

Knowing that the resonance frequency also depends on the opening angle 2π0, we can

now fine tune the frequencies by changing this angle. We have seen in Section 8.3.3 that

the Coulomb kernel of modes with an odd number of nodes increases when opening the

SRR, while the opposite happens for modes with even nodes.

The Fermi velocity of the polyene chain can be altered by changing the filling fraction via

doping, i.e. the replacement of carbon atoms of the π-system by boron or nitrogen atoms.

8.5.2 Oscillator strengths

We now turn to a discussion of the oscillator strengths. All oscillator strengths have in

common that they are proportional to vF. Naively, one might think that the scaling with

L is different for the oscillatory strengths, but if one utilizes that the plasmon frequency is

roughly proportional to L−1, one finds that all oscillator strengths depend roughly linear

on the system size. The magnetoelectric oscillator strength is smaller than the electric

one by a factor of ωmL/c, the magnetic one is even smaller by a factor of (ωmL/c)
2. The

influence of the opening angle for the electric resonances has already been discussed. The

dependency of the magnetic oscillator strength on the opening angle is depicted in Figure

8.21. One observes that one can maximize the magnetic oscillator strength by choosing

0 0.2 0.4 0.6 0.8 1
φ

0
 / π

0

0.5

1

1.5

2

f γ(φ
0) 

/ f
γ(0

)
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Figure 8.21: Influence of the opening angle on the magnetic oscillator strength.
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φ0 ≈ 68− 69◦.

8.5.3 How to obtain strong magnetic resonances?

Finally, we discuss other possibilities to improve upon the task to obtain strong magnetic

resonances. The main obstacle is to make the ratio (ωmL/c)
2 big. If ω scales with L−1,

the ratio will be constant when increasing L. However, if ωm becomes independent of the

system size, the ratio scales with L2 and thus fγ with L3. In order to change the scaling

behavior of the plasmon frequency, there are several possibilities:

i) One considers a ring with several slits where the length of each subunit is fixed. The

system size is then increased by adding an additional subunit.

ii) One considers a 3D system, as the plasmon frequency is independent of L.

iii) One uses a band insulator where the HOMO-LUMO-gap mainly determines the

energy scale of the excitations.
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Chapter 9

Quantum chemical calculations for

molecular systems

Based on the knowledge that we have obtained by analyzing the resonators in the previous

chapters, we are now in the position to study the response behavior of real molecules by

employing quantum chemical calculations. The model systems under consideration are

polyenes where the plasmonic excitations occur in the π-system. We perform for each

molecular system a ground state DFT calculation yielding one-particle energies and the

corresponding states. We extract the Fermi velocity from the data by assigning a wave

vector to each energy level of the π-system and by fitting the single-particle energies to a

tight-binding Hamiltonian. The tight-binding Hamiltonian is given by

Ĥ = −
∞∑

i=0

∞∑

δ=0

tδ

(

ĉ†i ĉi+δ + ĉ†i ĉi−δ

)

, (9.1)

where i labels the lattice sites and δ the δ-th neighboring site. The Hamiltonian can be

diagonalized by Fourier transformation, leading to the following dispersion relation,

ǫ(k) = −2
∑

δ

tδ cos(δ k a) , (9.2)

where a is again the lattice constant. This model is extremely simplified as all bond

distances are assumed to be identical. In fact, alternation of the bond lengths require

that the hopping parameters depend on the lattice sites. The Fermi velocity of a half-

filled band reads

vF = −2
∞∑

γ=1

(−1)γ(2γ + 1) t2γ+1 a . (9.3)

Note that only the hopping parameters over an odd number of atoms enter the Fermi

velocity. The length of the π-system is determined by adding the bond distances of all

107
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carbon atoms constituting the π-system. Utilizing equation (8.5), we can calculate the

plasmonic excitation energies, ~ωpl, and compare the values with those resulting from a

TDDFT calculation. All TDDFT calculations were performed with the escf program of

the quantum chemical program package TURBOMOLE [69]. In addition, we compare

the oscillatory strengths obtained with both methods. Note that the oscillator strengths

obtained with the escf program must be multiplied with a factor of three, as the program

calculates rotational averaged oscillator strengths. The identification of the plasmonic

resonances will be explained in Appendix D.

9.1 Polyene chains

As a first example we study the plasmonic excitations of the linear alkene chain, all-trans-

C20H22. The ground state geometry was optimized at the DFT level using the BP86

functional [70, 71, 72, 73, 74] and the def2-SVP basis set [75]. The structure exhibits a

small Peierls distortion as the bond distances of two neighboring carbon atoms alternate

between the values 2.62a0 and 2.69a0. The geometry is depicted in Figure 9.1. The point

group of the molecule is C2h.

Figure 9.1: Ground state geometry of C20H22 at the DFT-level (BP86, def2-SVP).

The dispersion of the π-electrons was extracted from the energy levels obtained by the

ground state calculation and is shown in Figure 9.2. These states are easily identified as

they transform like au or bg, while the orbitals of the σ-framework transform like ag or bu.

A fit to the dispersion relation of a tight-binding Hamiltonian gives the hopping parame-

ters that are listed in Table 9.1.

δ 1 2 3 4 5

tδ/Eh 0.09717 -0.00502 -0.00223 0.00170 -0.00008

Table 9.1: Effective hopping parameters of C20H22 .

The expectation is that the hopping matrix elements decay exponentially when δ is in-

creased. In the case under consideration, however, the electronic structure is modified
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Figure 9.2: Dispersion of π-electrons of C20H22 .

due to a weak Peierls distortion. A more sophisticated Ansatz would incorporate hopping

parameters that depend on the distance between the atoms. Such an Ansatz, however,

would make the fitting procedure much more complicated. For that reason, we employ

only the simple model. In additioni, the HOMO–LUMO gap is increased by the exchange

correlation potential. The hopping parameters must therefore model the impact of the

Peierls distortion and the opening of a small gap. For that reason, we will call them

effective hopping parameters. Here, they merely serve the determination of the Fermi

velocity.

We extract the Fermi velocity from the dispersion relation via equation (9.3): vF =

0.58986Eha0. Now we overall can calculate the plasmonic excitation energies and compare

to the values obtained from TDDFT calculations. In addition, we show the guess of the

plasmonic density profiles used for the calculations with the continuum model and the

transition densities resulting from the TDDFT calculation in Table 9.2.

We observe the appearance of reflection oscillations in the plasmonic density obtained with

TDDFT, as expected from the results of Chapter 7. The excitation energies obtained with

both methods agree very well.

Finally, we compare the oscillator strengths obtained with the continuum model to those

obtained from a TDDFT calculation. The values for the oscillator strengths are given in
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# nodes continuum model TDDFT

1

E1/Eh 0.0725 0.0747

2

E2/Eh 0.1296 0.1208

3

E3/Eh 0.1762 0.1688

Table 9.2: Density profiles and plasmonic excitation energies of C20H22 .

Table 9.3.

# nodes f from continuum model in E2
ha

3
0 f from TDDFT in E2

ha
3
0

1 7.60 11.12

3 0.85 0.52

Table 9.3: Comparison between oscillator strengths obtained with the continuum model

and TDDFT.

We have already seen in Chapter 8 that the deviation in the oscillatory strengths between

the continuum model and the discretized model is more pronounced for smaller system

sizes due to the neglect of Friedel oscillations.

As a second example, we analyze the plasmons of a linear all-trans alkene chain consisting

of 100 carbon atoms. We proceed in the same manner as for the smaller chain we studied

before. The bond lengths alternate between 2.60a0 and 2.73a0, indicating that the Peierls

distortion is more pronounced than for the smaller chain. The dispersion of the π-electrons

is depicted in Figure 9.3.

We again performed a fit to the dispersion of a tight-binding Hamiltonian, yielding the

effective hopping parameters that are given in Table 9.4. We once again observe that the

hopping parameters do not show the expected expoential decay with the distance due to

the choice of the Ansatz.

We are now in the position to determine the excitation energies and compare them to the

excitation energies obtained with TDDFT. The results are shown in Table 9.5.

We once again find a good agreement between both methods, as we expected from the

results of Chapter 7, where we have seen several times that the agreement of continuum
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Figure 9.3: Disperson of π-electrons of C100H102 .

δ 1 2 3 4

tδ/EH 0.09941 -0.00201 -0.00375 0.00216

Table 9.4: Effective hopping parameters of C100H102 .

# nodes E from continuum model in Eh E from TDDFT in Eh

1 0.0194 0.0203

2 0.0364 0.0378

3 0.0518 0.0537

4 0.0660 0.0653

Table 9.5: Comparison of plasmonic excitation energies for C100H102 obtained with the

continuum model and TDDFT.

model and discretized model became better when the system size was increased. The

same observation can be made for the oscillator strengths shown in Table 9.6. Note that

the oscillator strengths of the plasmonic excitations with 2 or 4 nodes vanish.
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# nodes f from continuum model in E3
ha

3
0 f from TDDFT in E2

ha
3
0

1 39.57 38.39

3 4.40 4.77

Table 9.6: Oscillator strengths for C100H102 .

9.2 Influence of exact exchange

The situation from the previous section changes if exact exchange is included. As we

have discussed in Chapter 4, the inclusion of exchange reduces the excitation energies

of electron-hole pairs. However, one must also keep in mind that the inclusion of ex-

change has a direct impact on the electronic dispersion by opening a gap and favoring the

formation of charge density waves. Thus the Peierls distortion will become much more

pronounced. In order to study the impact of exchange, we have calculated the HOMO-

LUMO gap and the excitation energies for the all-trans-C20H22 molecule whose response

properties we analyzed in the previous section. We chose a set of DFT functionals with

different fractions of Hartree Fock exchange and performed a time-dependent Hartree-

Fock calculation in addition. We have used the TPSSH-functional [70, 71, 76, 77, 78] that

contains 10% of exact exchange, the B3-LYP-functional [70, 71, 72, 79, 80] that contains

20% of exact exchange, and the BH-LYP-functional [70, 71, 72, 79, 81] that contains 50%

of exact exchange.

The HOMO-LUMO gaps are depicted in Figure 9.4.

One observes that the HOMO-LUMO gap depends linearly on the fraction of exchange.

By performing single point calculations with the relaxed geometry obtained at the DFT-

BP86-level, we could identify the impact of the Peierls distortion on the gap. We have

found that the major contribution to the gap does not come from the Peierls distortion,

but rather from the shift of the single particle energies due to the Hartree-Fock exchange

itself. For illustration, the ratio of the gaps for the relaxed structure and for the unrelaxed

system is shown in Figure 9.5. We have also calculated the first b1u-excitation energy for

each relaxed geometry. The results are shown in Figure 9.6 and Table 9.7.

The division by the HOMO-LUMO gap makes apparent, if the effective force acting on the

electrons is repulsive (>1) or attractive (<1) [82], as an attractive force leads to a decrease

of the excitation energy, while a repulsive force increases the excitation energy. However,

one should keep in mind that the Hartree-Fock exchange should be screened and therefore

Hartree-Fock overestimates its contribution. Therefore the HOMO–LUMO gap obtained

with groundstate calculation is overestimated and the non-local exchange restoring forces

in the response calculation are overestimated as well. Therefore, the effective interaction
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Figure 9.4: HOMO-LUMO gaps of for different fractions of Hartree-Fock exchange. ∆ML

is the mean level spacing.

Method Excitation energy / Eh oscillator strength / E2
ha

3
0

DFT/BP86 0.0747 11.12

DFT/B3-LYP 0.0859 11.51

DFT/BH-LYP 0.1071 12.61

HF 0.1353 14.64

Table 9.7: Excitation energies and oscillator strengths for different fraction of Hartree-

Fock exchange.

seems attractive in the case of HF. This situation also occurs in the case of the BH-LYP

functional.

We finally show how the induced density is changed when the fraction of Hartree-Fock

exchange is increased. One can see that the structure of the envelope with one node

becomes less apparent when the fraction of Hartree-Fock exchange is increased.
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Figure 9.5: Influence of the Peilers distortion on the gap of C20H22 depending on the

amount of Hartree-Fock exchange. Erelaxed is the gap for the relaxed strcuture, while

Eunrelaxed is the gap calculated with the BP86-structure.
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Figure 9.7: Lowest plasmon of C20H22 at the DFT-level with the B3-LYP functional.

Figure 9.8: Lowest plasmon of C20H22 at the DFT-level with the BH-LYP functional.
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Figure 9.9: Lowest plasmon of C20H22 at the HF-level.
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9.3 Rings

We have repeated the same strategy from Section 9.1 for the analysis of the plasmonic

excitations of organic ring molecules. Note that no geometry optimization has been

performed for the structures presented in this section, as the planar ring geometry is

energetically not favorable for larger rings. However, there exists large classes of planar

conjugated ring systems based on polyalkine chains [83, 84]. Another possibility is the

stabilization of the planar structure via bridges like spokes in a wheel [85].

First, we constructed a geometry of a ring consisting of 105 carbon atoms where all carbon

carbon distances are set to 150 pm. The slit is composed of 5 methylene units, i.e., 5

neighboring carbon atoms of the rings are saturated by adding two hydrogen atoms, while

we add only one hydrogen atom to the other carbon atoms. This geometry will be denoted

as closed ring.

The geometry of the closed ring is depicted in Figure 9.10 and the geometry of the open

ring is shown in Figure 9.11. Note that the point group is C2v compared to the chains.

Figure 9.10: Geometry of an SRR with 105 carbon atoms where the slit consists of 5

methylene units.

The single-point DFT-calculations and the TDDFT-calculations were performed using

the BP86 functional and the def2-SVP basis set. As we did for the chains, we extracted

the energies of the π-orbitals for the open ring and assigned a wave vector to each state.

The resulting dispersion relation is depicted in Figure 9.12. As all distances between two

neighboring carbon atoms are equal, the dispersion exhibits no contribution to the gap

due to Peierls distortion. The effective hopping parameters shown in Table 9.8 result from

the fit to dispersion relation of a tight-binding Hamiltonian. Compared to the previously

discussed chain, the distances between two neighboring carbon are equal. The modulus

of the effective hopping parameters now shows the epxected exponentational decay, but



118 CHAPTER 9. QUANTUM CHEMICAL CALCULATIONS

Figure 9.11: Geometry of the SRR depicted in Figure 9.10, but with the methylene units

removed.
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Figure 9.12: Dispersion of π-electron of C100H102.

there is still a sign oscillation in the effective hopping parameters.

δ 1 2 3 4 5

tδ/Eh 0.09214 -0.01530 0.00436 -0.00154 0.00062

Table 9.8: Effective hopping parameters for the open ring geometry.
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The Fermi velocity can be determined from the hopping parameters and the resulting

excitation energies are listed in Table 9.9.

# nodes E from continuum E from TDDFT for E from TDDFT for

model in Eh open ring in Eh closed ring in Eh

1 0.0148 0.0148 0.0143

2 0.0297 0.0306 0.0292

3 0.0412 0.0417 0.0405

Table 9.9: Plasmonic excitation energies of molecular rings.

The agreement of excitations energies from the continuum model and TDDFT is very

good. These results also indicate that the methylene groups act as an ideal slit and that

their effect on both the electronic dispersion and therefore the excitation energies is small.

The situation, however, changes, if one compares the oscillator strengths shown in Table

9.10.

# nodes f from continuum f from TDDFT for f from TDDFT for

model in E2
ha

3
0 open ring in E2

ha
3
0 closed ring in E2

ha
3
0

1 4.84 5.11 5.57

2 21.13 21.35 37.34

3 9.61 20.54 24.13

Table 9.10: Oscillator strengths of molecular rings.

The agreement between the oscillator strengths is best for the plasmon with one node.

Note the huge deviation for the oscillator strengths of the two higher modes. This is

especially suprising, as the agreement for the excitation energies is good.

9.4 Summary

We have shown in this chapter that the lowest plasmonic excitation energies and the

corresponding oscillator strengths of organic alkene chains or rings can be determined

- as long as exact exchange is neglected - by utilizing the continuum model with two

quantities that can easily be obtained from ground state DFT calculations: the Fermi

velocity and the length of the π-systems. A comparison with the results of TDDFT

calculations has shown that the excitation energies agree very well. We have also found a
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decent agreement for the oscillator strengths, where the deviations arise from the neglect

of Friedel oscillations in the continuum model. In doing so, we have found a quantitative

justification of the results obtained in the previous sections. We have also seen that

for real alkene chains the electronic structure is more complicated than expected from

a tight-binding Hamiltonian with only a single hopping parameter, as about 5 hopping

parameters are needed for the quantitative parameterization of the electronic dispersion.

We have further observed that several methylene units may work as an appropriate slit

by comparing the excitation energies of a closed and an open ring.



Part II

From a single resonator to the medium:

The metamaterial
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Chapter 10

Outline

We are now aiming at the calculation of the macroscopic response properties of crystals

built up from single resonators. We have discussed the response behavior of the isolated

resonators so far. In a crystal, however, the electromagnetic fields acting on a single

resonator comprise not only the fields from the resonator itself and the external fields,

but also the screening fields from all other resonators. The poles of the external response

function determine then the combined excitations of the light field and the plasmons.

Such excitations are known as plasmon-polaritons. One would have arrived at the same

result by solving Maxwell’s equations. The plasmon-polaritons correspond to poles of the

photon propagator.

If one is interested in the polaritonic modes with wavelengths k−1 that are much larger

than the size of the individual oscillators kL ≪ 1, one can separate the two different

length scales: One first calculates the response of a single resonator, taking into account

the electric fields of the neighboring resonators. This process is denoted as plasmon

hybridization, as the coupling of the single resonators leads to combined plasmonic modes,

which will be analyzed in Chapter 11. The next step of the calculation involves averaging

the dipole moments and fields over regions that are large compared to the resonator size,

but small compared to the wavelengths k−1 of the polaritonic modes. This averaging

procedure leads to macroscopic response functions. The outline of these calculations and

explicit expressions for macroscopic response functions are given in Chapter 12. These

response functions enter the Maxwell equations and one can finally determine the index of

refraction or solve for the polaritonic dispersion relation. These calculations are performed

in Chapter 13, where also the tunability of the refractive index is discussed.
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Chapter 11

Plasmon hybridization

11.1 Two resonators

11.1.1 Two electric dipoles

As an introductory example to the coupling of plasmonic resonances, we study the re-

sponse of two identical resonators in the electric dipole approximation. We will focus on

the configuration depicted in Figure 11.1.

Figure 11.1: Two identical resonators.

The response of each individual dipole to an external electric field that lies in the plane
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is described in terms of the polarizability

αiso =








αiso,xx 0 0 0

0 αiso,yy 0 0

0 0 αiso,xx 0

0 0 0 αiso,yy







. (11.1)

The upper left block of αiso describes the response dipole 1 and the other block describes

the response of dipole 2. The induced dipole moments are collected into a four-dimensional

vector where the first two components are the dipole moments of dipole 1 and the other

ones are the dipole components of dipole 2. The same is done for the external electric

field.







p
(1)
x

p
(1)
y

p
(2)
x

p
(2)
y








=








αiso,xx 0 0 0

0 αiso,yy 0 0

0 0 αiso,xx 0

0 0 0 αiso,yy















E
(1)
ext,x

E
(1)
ext,y

E
(2)
ext,x

E
(2)
ext,y








(11.2)

The induced electric dipole of the neighboring resonator, however, gives rise to an electric

field that acts in addition to the external field on the other dipole. But this dipole in return

also gives rise to an electric field at the position of the other dipole. If this procedure is

repeated self-consistently one obtains the total electric fields. The external polarizability

is then simply determined via

p = αextEext = αisoEtot . (11.3)

For the calculation of the induced electric fields we assume that the distance of the dipoles

is d, so the electric field at the position of the first dipole originating from the second dipole

is given by
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, (11.4)

where the induced dipoles and the electric fields at the position of the dipoles are distin-
guished by a superscript. The response to the total field is then
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. (11.5)
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We then bring the second term of the RHS of equation (11.5) onto the LHS,
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. (11.6)

Instead of a direct inversion of the matrix on the LHS, we determine its eigensystem:

eigenvalue eigenvector

1− 2αiso,xx vx,+ = (1, 0, 1, 0)T/
√
2

1 + 2αiso,xx vx,− = (1, 0,−1, 0)T/
√
2

1− αiso,yy vy,− = (0, 1, 0,−1)T/
√
2

1 + αiso,yy vy,+ = (0, 1, 0, 1)T/
√
2

After introducing the projectors Pi,± = vi,±v
T
i,±, one can easily solve for the induced

dipole moments in terms of the external fields:
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(11.7)

If the external electric field is at the positions of the two resonators is identical, one has

only contributions from Pi,+ with i = x, y. We now consider the polarizabilities in the

vicinity of a resonance ω0,

αiso,ii =
fi

ω2
0 − ω2 − 2iηω

, (11.8)

and finally have for the external polarizabilities

αext,xx =
fx

(ω2
0 − 2fx/d3)− ω2 − 2iηω

, (11.9a)

αext,yy =
fy

(ω2
0 + fy/d3)− ω2 − 2iηω

. (11.9b)

One directly observes that the resonances are split compared to the isolated dipoles,

but that the oscillator strengths remain unchanged. The magnitude of the splitting is

determined by the mutual distance of the dipoles and the oscillator strength. It also
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follows that the damping is not changed on this level of approximation, if η is independent

of ω on this level of approximation. 1

So far, we have only discussed the modes that are excited when the external electric field

is the same at the position of both dipoles. If the field, however, is non-uniform, the other

two terms from equation (11.7) will contribute. The polarizabilities then read

αext,xx =
fx

(ω2
0 + 2fx/d3)− ω2 − 2iηω

, (11.11a)

αext,yy =
fy

(ω2
0 − fy/d3)− ω2 − 2iηω

. (11.11b)

Compared to the case when the external field was the same at both positions of the

dipoles, one now observes the opposite behavior. For an electric field parallel to the x-

axis the resonance frequency is increased, as the restoring forces are enhanced, whereas

the restoring forces are decreased, when the external field lies parallel to the y-axis. So

far, we have analysed how the different eigenmodes of the combined system of the two

resonators can be understood by looking at the external electric fields and the induced

dipoles.

Now we change the perspective by starting the analysis from the dipoles themselves. The

possible combinations of the dipoles are a parallel and an anti-parallel alignment. In

order to analyse the shift of the eigenmodes, we recall that the interaction energy W of

an electric dipole p within an electric field E is given by

W = −p · E . (11.12)

One finds for the case considered here,

W = − 1

d3
(2p(1)x p(2)x − p(1)y p(2)y ) . (11.13)

This means that the energy is decreased if both dipole moments parallel to the x-direction

are in parallel alignment, but increased in the case of an anti-parallel alignment. The op-

posite behaviour occurs for the dipole moments parallel to the y-direction. We summarize

all modes in Figure 11.2.

1The dipole model works very well if the distance between the dipoles is much larger than the spatial

extension of the induced charge densities and if higher moments times powers of the wavevector are small

compared to the dipole moments. If the opposite is the case, one has to take higher multipole moments

into account in order to obtain quantitative results. One can either introduce further polarizabilities

describing the induced higher multipole moments and the coupling to the gradients of the applied field or

one can use the full density profile for the calculation of the matrix element of the Coulomb interaction,

v(q) = 〈π(1)|vH|π(1)〉+ 〈π(1)|vH|π(2)〉 . (11.10)

The dipole model is then recovered by performing a multipole expansion of the second term on the RHS.
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Figure 11.2: Hybridization of the resonances of two identical electric dipoles.

If the induced dipole moments are parallel to the connecting line of the resonators, one

uses the term "longitudinal coupling", while one speaks of "transverse coupling" if the

direction of the induced dipoles is perpendicular to the connecting line of the resonators

[20].

In analogy to molecular orbital theory, one denotes the process of plasmonic coupling as

plasmon hybridization. One can now continue with the question: "How do two different

resonators couple?". The answer is obtained by performing the same calculation as above.

However, one then finds that the shifts of the resonances are most pronounced when the

resonance frequencies of the isolated resonators are identical, but they are very small in

the limit when the difference between the resonance frequencies of the two resonators is

large. The situation is depicted in Figure 11.3.

Figure 11.3: Hybridization of the resonances of two different dipoles.

The shift in the resonance frequency of one resonator is determined by the additional

force exerted by the dipole field of the other resonator. If the resonance frequencies of

both resonators are identical, the dipole fields of both resonators will be strong when they

are excited by an external electric field. However, if the resonance frequencies differ, the

electric field of one resonator will be much stronger than the field of the other such that

the field of the resonator that is on resonance mainly determines the restoring force and
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therefore its resonance frequency. The shifts also depend on the oscillator strengths of

the resonators. It can be shown by a direct calculation that the square of the resonance

frequency of the interacting resonators is roughly proportional to the product of the

square root of the oscillator strengths of the isolated resonators. Remembering that the

restoring forces of low-lying plasmonic excitations are much larger than the restoring

forces of RSPEs, the largest effect on the shift of resonances comes from the coupling of

plasmons.

11.1.2 Two SRRs

In this and all subsequent sections where we discuss the plasmon hybridization of SRRs

on a dipole level, we consider only the response to electric fields in the y-direction and to

magnetic fields in the z-direction, as we are mainly interested in the behavior of the re-

sponse functions in the vicinity of the plasmonic resonances with an odd number of nodes.

We therefore omit indices of the spatial components of the dipoles and electromagnetic

fields in order to keep the notation simple.

Two geometries of interest are given in Table 11.1.

geometry v v′

−1/d3 −1/d3

2/d3 −1/d3

Table 11.1: Examples for configurations of two SRRs - including the coupling elements v

and v′ that we use for the discussion of plasmon hybridization.

We now extend the model from the previous section in order to determine the response

of two SRRs in the dipole approximation.

Case β = 0:

We consider resonators where βEM, iso and βME, iso are zero. The induced dipole moments
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as a response to the external electromagnetic fields are determined via χiso,
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with

χiso =








αiso,yy 0 0 0

0 γiso,zz 0 0

0 0 αiso,yy 0

0 0 0 γiso,zz







. (11.15)

The induced electric and magnetic fields are given by
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Repeating the calculation from the previous section, one finds
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(11.17)

where P are again projectors onto the following vectors

vE,± = (1, 0,±1, 0)T/
√
2 , (11.18a)

vM,± = (0, 1, 0,±1)T/
√
2 . (11.18b)

One observes that the electric and magnetic dipole couplings are then independent of each

other and finds for both dipoles symmetric and antisymmetric resonances. The shifts of

the resonance frequencies, however, is different for the electric and magnetic dipoles, as

the electric coupling is solely determined by the electric polarizability, while the magnetic

coupling is solely based on the magnetic polarizability.
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Case β 6= 0:

The situation changes if one includes magnetoelectric couplings. First, we analyze the

situation where the resonators are in parallel alignment. The external response function

χext is defined via
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where the indices distinguish the two different resonators. The induced electric and mag-

netic field from one resonator at the position of the other one are given by
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where v and v′ are numbers depending on the relative position of the dipoles. The

calculation of the previous section is repeated in the same manner and one finds the

following eigen-decomposition of χext,

χext =
αiso,yy + γiso,zz

1− αiso,yyv − γiso,zzv′
P1 +

αiso,yy + γiso,zz

1 + αiso,yyv + γiso,zzv′
P2 , (11.21)

where the projectors P1 and P2 are determined from the eigenvectors v2 and v2 by taking

the dyadic product of each eigenvector with itself. The eigenvectors are given by

v1 =
1

√

2|αiso,yy|2 + 2|βEM, iso,yz|2
(αiso,yy, −βEM, iso,yz, αiso,zz, −βEM, iso,yz)

T ,

(11.22a)

v2 =
1

√

2|αiso,yy|2 + 2|βEM, iso,yz|2
(αiso,yy, −βEM, iso,yz, −αiso,zz, βEM, iso,yz)

T .

(11.22b)

Note that two eigenvalues are zero and the we also used the cancellation property of the

polarizabilities in the vicinity of resonances. Compared to the coupling in the absence

of magnetoelectric couplings electric and magnetic resonances are shifted by the same

amount. Due to the magnetoelectric couplings the magnetic field of the induced magnetic

moment of one dipole induces an electric dipole moment at the other SRR. The shift

of the magnetic resonances is thus not only determined by the magnetic polarizability,

but also by the electric one. As the electric polarizability exceeds the magnetic one by
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a factor of c2/(Lω)2, the coupling of the two resonators is mainly determined by the

electric polarizability. One further expects that higher electric multipole moments are

more important for the coupling than the magnetic dipole coupling when the distance

between the resonators is reduced. It has been shown in the literature that the rule of

thumb that the coupling of two resonators decreases with an increasing difference of the

resonance frequencies holds for the anti-parallel configuration of two SRRs with different

sizes [21].

11.2 Plasmonic bands in one dimension

11.2.1 Electric dipole coupling

We have seen in the last section that the electric coupling of two plasmonic resonators

leads to two new coupled modes. In analogy to molecular orbital theory, one expects that

an arrangement of resonators along an axis should lead to a plasmonic band structure.

We denote the distance between the single resonators again as d, but consider only the

dipole interaction with the nearest neighbor. For simplicity we assume that the particles

are arranged along the x-axis. The geometry is shown in Figure 11.4.

Figure 11.4: Geometry of a 1D chain of resonators with mutual distance d.

We further assume that the polarizability tensor has one non-vanishing diagonal entry,

say α = αisoêx ⊗ êx, and that the external electric field is parallel to the x-axis. The x-

component of the induced electric field from a neighboring dipole is given as Eind = 2p/d3.

The response of the dipoles to the total field is then given by
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(11.23)

where the indices of p and Eext denote the positions on the one dimensional lattice. In

order to solve for the induced dipole moments, we transform into Fourier space: First of
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all, we bring all terms with the dipole moments on the LHS
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and use the transformation of the basis vectors into Fourier space,

êi =
1√
L

∑

k

exp(ik d i)êk , (11.25)

where L denotes the length of the lattice. All matrices are then diagonal and one can

easily solve for the dipole moments,

p(k) =
αiso

1− 4αiso/d3 cos(kd)
Eext(k) . (11.26)

Using now an expansion of αiso in the vicinity of a resonance ω0, as we did in the last

section, one finally has

αext(k) =
f

ω2
Pl(k)− ω2 + 2iηω

, with ω2
Pl(k) = ω2

0 − 4f/d3 cos(kd) . (11.27)

The resulting plasmonic band has a bandwidth of 8f/d3. If one includes the interaction

with the next nearest neighbors (nnn), one can repeat the calculation in the same manner

as previously discussed and finds the following plasmonic band,

ωPl,nnn = ω2
0 − 4f/d3 cos(kd)− f/(2d3) cos(2kd) . (11.28)

The contribution of the interaction with the next nearest neighbors is smaller by a factor

of 8 in the limit of long wavelengths, kd ≪ 1.

11.2.2 Coupling of SRRs

We now consider a linear chain of molecular SRRs and take into account only the inter-

action of a resonator with its nearest neighbors. The geometry is depicted in Figure 11.5

We assume that the induced electric and magnetic fields arising from the nearest neighbor

possess the following parameterizations
(

Eind

Bind

)

=

(

v 0

0 v′

)(

p

m

)

, (11.29)
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Figure 11.5: Geometry of 1D chain of SRRs with mutual distance d.

where v = 2/d3 and v′ = −1/d3. The calculation of the last section is repeated, yielding

the following expression for the response function of the interacting resonators,

(

αext βext

−βext γext

)

=
1

D

(

αiso − 2(αisoγiso + β2
iso)v

′ cos(k d) βiso

−βiso γiso − 2(αisoγiso + β2
iso)v cos(k d)

)

,

(11.30)

with

D = 1− 2(αisov + γisov
′) cos(k d) + 4 (αisoγiso + β2

iso)v v
′ cos2(k d) . (11.31)

If we use the cancellation of the polarizabilities in the vicinity of resonances, we finally

have
(

αext βext

−βext γext

)

=
1

1− 2(αisov + γisov′) cos(k d)

(

αiso βiso

−βiso γiso

)

. (11.32)

As we have witnessed for the case of two resonators, the resonances of all polarizabilities

are shifted by the same amount.

Assuming that we are only interested in the first resonance, m = 1, and that the opening

angle is zero, we obtain for the plasmon dispersion

ω2(k) =
ω2
0 − 32

9π5 e
2LvFv cos(k d)

1 + 512
225π5 e2c−2L3 vFv′ cos(k d)

, (11.33)

where ω0 is the resonance frequency of the isolated resonator. As long as ω0L/c is small,

where L is the size of the SRRs, one can neglect the second term in the denominator and

obtains a plasmonic band as in the last section. If one increases L, but keeping the ratio

L/d fixed, the energy of each state of the band dreases with L−2. If one abandons to keep

the ratio L/d fixed when increasing L, one approaches the limit of infinite dense packing.

In this limit the assumption that one may take into account only the nearest neighbor

interaction between the SRRs breaks down. If one still takes the limit L→ ∞, one finds

that there are no propagating modes.
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11.3 Three dimensional materials

Based on the experience from the previous sections, we can easily extend the concept of

plasmon hybridization for the calculation of plasmonic band structures of three dimen-

sional crystals made up of resonators. The resulting plasmonic band structures will be

more complicated than for a wire, but at least in principle one can take the interaction

between the single resonators completely into account. If one would use electromagnetic

waves as external fields and use the complete radiation fields of all oscillating dipoles, one

obtained the solution of the problem - within the dipole approximation. The resulting

modes were then plasmon-polaritons. We shall demonstrate in appendix E that such a

calculation can be performed analytically in a continuum limit.

In the meantime, we follow an alternative strategy: We split the radiation fields of the

oscillators into longitudinal and transverse parts. For the plasmon hybridization we will

take into account only the longitudinal electric fields. The transverse fields will be con-

sidered later on a macroscopic level by solving Maxwell’s equations. Compared to the

previous sections of this chapter, we abandon the dipole approximation and work with

the full electric potential. We now consider a resonator within the medium. The total

potential acting on this resonator comprises the external potential and the potentials from

all other resonators, remembering that we have already included the induced potential

of the resonator under consideration. We employ the continuum model for the further

calculation and calculate the effect of the other resonators on the n-th resonance. If the

frequency of the external field lies in the vicinity of the n-th resonance frequency, then one

may assume that the n-th plasmon is excited in all resonators. The density propagator

of the i-th resonator in the plasmonic eigenbasis is given by

χiso,i(qn) =
2
π
vFq

2

ω2
pl(qn)− ω2 − 2iηω

. (11.34)

If we denote the eigenvector of the n-th resonance of the i-th resonator by |n, i〉, the
response equation reads,
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(11.35)

where we have introduced the abbreviation fn = 2
π
vFq

2
n. This linear system of equations

can be solved again by transforming into Fourier space. One then finds that the plasmon

frequency of the i-th resonator is shifted,

ω2
pl,i(qn) → ω2

pl,i +
∑

j 6=i

fn exp(ik ·Rj) 〈n, i|ṽH|n, j〉 , (11.36)

where k is the wave vector from the Fourier transformation and Rj is the position of

the j-th resonator. The oscillatory strength of each individual resonator, however, re-

mains unchanged. If the molecular crystal has an infinite size, the resonance frequency

of each resonator is shifted by the same amount. For typical densities of resonators, the

summation of all other resonators converges quite fast, so only a few neighbors of the

resonator under consideration must be taken into account. In such a case the resonance

frequency throughout the whole crystal is shifted by the same amount with exception at

the boundaries. If the typical length scale of the neighboring resonators that must be

taken into account is LN, one can perform a Taylor expansion of the frequency shift in

the case kLN ≪ 1 such that the resonance frequency reads

ω2
i (qn) =

∑

j

〈n, i|ṽH|n, j〉fn + v2Fq
2
n , (11.37)

where the summation also includes i = j. In order to check if a selected set of neighbors

gives a converged result one can systematically include further resonators into the set and

determine the shift in the resonance frequency. If the additional shift in the resonance

frequency is below a certain threshold, the set of selected resonators will be considered

as sufficient. Note that the oscillatory strength of each individual resonator remains

unchanged.
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Chapter 12

Macroscopic medium theory

12.1 Maxwell equations in the presence of media

The electromagnetic fields in the presence of media comprise the contribution of external

charge and current densities, ρext and jext and the induced charge and current densities

inside of the medium. The Maxwell equations relate the electric and magnetic fields to

the total sources, i.e. the sum of the external and the induced sources,

divEtot = 4πρtot , (12.1)

divBtot = 0 , (12.2)

curlEtot = −1

c
∂tBtot , (12.3)

curlBtot =
4π

c
jtot +

1

c
∂tEtot . (12.4)

Taking the divergence of equation (12.4), one finds that ∂tEtot,long is equal to −jtot,long, so

one can write

curlBtot =
4π

c
jtot,trans +

1

c
∂tEtot,trans . (12.5)

This means that the magnetic field is soleley determined by the transverse components

of the current density and the electric field.

In typical experimental setups, however, one has only control over the external charge and

current densities, making it desireable to have a set of equations at hand that enable one

to determine the electromagnetic fields solely from the external sources. As the Maxwell

equations are linear in both the sources and the fields, one can split the equations above

into two sets of Maxwell equations, where in the first set only quantities with the subscript

139
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"ext" appear

divEext = 4πρext , (12.6)

divBext = 0 , (12.7)

curlEext = −1

c
∂tBext , (12.8)

curlBext =
4π

c
jext,trans +

1

c
∂tEext,trans . (12.9)

and in the second one only the induced quantities appear. In order to couple the two sets

of equations, one needs a material equation or constitutive equation. One possibility is

to invoke Ohm’s law,

jind = σextEext . (12.10)

The induced charge density is to be determined via the continuity equation

∂tρind + divjind . (12.11)

Typically one splits the fields in the following manner

Etot = D− 4πP , (12.12)

Btot = H+ 4πM , (12.13)

where D and H are auxilary fields, and employs the following set of Maxwell equations,

divD = 4πρext , (12.14)

divB = 0 , (12.15)

curlEtot = −1

c
∂tBtot , (12.16)

curlH =
4π

c
jext +

1

c
∂tD . (12.17)

Comparing equation (12.14) and (12.6), one sees that the longitudinal component of

D equals the londitudinal component of external electric field. If one subtracts equation

(12.14) from equation (12.1), one finds that the longitudinal component of P is determined

by ρind,

divP = −ρind . (12.18)

Equation (12.16) fixes the transverse component of Etot, but not the transverse compo-

nents of D and P individually1. In practice, one uses different choices for the partition of

Etot,trans into Dtrans and Ptrans allowing different interpretations of the auxiliary quantities:

1Note that the longitudinal compontents of both H and M are not fixed, either. Here, we set divH = 0.
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Dtrans c curlM ∂tP

Eext,trans c curlM+ ∂tP = jind,trans

Etot,trans jind,trans 0

Etot,trans +
∫ t

−∞
dt′jind,trans(t

′) 0 jind,trans

Table 12.1: Different partitions of the transeverse total electric field and the induced

current.

i) Dtrans = Eext,trans:

In this case, D is equal to the external electric field, D = Eext. A comparison of

equations (12.9) and (12.17) then shows that H equals the external magnetic field,

H = Bext. Subtraction of equation (12.8) from equation (12.16) gives

curlPtrans =
1

c
∂tM , (12.19)

and subtraction of equation (12.9) from equation (12.17) yields

curlM =
1

c
jind,trans −

1

c
∂tPtrans . (12.20)

This means that the transverse polarization and the magnetization are coupled.

ii) Dtrans = Etot,trans:

Now the transverse component of P vanishes, Ptrans = 0. Repeating the subtraction

procedure from the previous item, one finds

curlM =
1

c
jind,trans . (12.21)

Compared to the previous case, M is solely determined by the induced transverse

current density, while the transverse polarization vanishes.

iii) ∂tDtrans = 4πjind,trans + ∂tEtot,trans:

It follows that

∂tPtrans = jind,trans . (12.22)

As a direct consequence M vanishes, M = 0, which can be easily seen by subtraction

of equation (12.9) from equation (12.17). The response of the system is then solely

determined by P.

Note that the physical fields are Etot and Btot, as they determine the Lorentz force. The

partitions are summarized in Table 12.1 .
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As was done before, one can now eliminate the induced sources by expanding them in

powers of the either the external, the total or the auxiliary fields. The expansion coef-

ficients are called material parameters. Depending on the partion of Etot in Dtrans and

Ptrans, the material parameters can be different; they total fields, however, must be the

same in all cases. Based on the choice of the partition and on the choice of the fields that

are used for the expansion of P and M, equations (12.12) and (12.13) fix the material

parameters.

In translationally invariant systems, all material parameters depend only on a wave vector

k and a frequency ω, as long as one works only in the linear regime. Starting with the

case iii) of the partition of Etot,trans, one has

Etot = D− 4π

iω
jind . (12.23)

Expressing jind via the conductivity in terms of Etot, one can relate D and Etot,

D =

(

1+
4π

iω
σ

)

Etot . (12.24)

Now one can introduce the dielectric function

ε = 1+
4π

iω
σ (12.25)

and finds

D = εEtot (12.26)

Therefore the whole response of the medium can be expressed in terms of dielectric func-

tions. Splitting now the fields and the current densities into longitudinal and transverse

parts,
(

jind,long

jind,trans

)

=

(

σlong,long σlong,trans

σtrans,long σtrans,trans

)(

Eext,long

Eext,trans

)

, (12.27)

one sees that the dielectric function comprises in fact four different response functions.

In case ii) of the partition of Etot,trans, one can easily relate Etot,long and Dlong in the same

way as was done for the previous case,

Dlong = εlong,longEtot,long +
4π

iω
σlong,transEtot,trans (12.28)

with

εlong,long = 1+
4π

iω
σlong,long . (12.29)
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The transverse electric field in the second term in equation (12.28) can be expressed in

terms of the magnetic field via the Maxwell equations,

Etot,trans = − ω

k2c
KBtot (12.30)

with

Kij = ǫijℓkℓ , (12.31)

where ǫijℓ is the Levi-Civita tensor. So one has

Dlong = εlong,longEtot,long + ξ̃Btot (12.32)

with

ξ̃ =
4πi
k2c

σlong,transK . (12.33)

The magnetization can be calculated by applying the curl on both sides of equation (12.21)

and the performing a Fourier transform,

M = − i
k2c

Kjind,trans . (12.34)

Utilizing again the conductivity, expressing the transverse electric field in terms of the

mangnetic field and plugging everything into equation (12.34), one has

H = ζ̃Etot,long + µ̃Btot (12.35)

with

ζ̃ =
4πi
k2c

Kσtrans,long , (12.36)

µ̃ = 1− 4πiω
k4c2

Kσtrans,transK . (12.37)

The relations between the auxiliary fields and the total fields are called constitutive rela-

tions. The previous calculations have shown one possible form of the constitutive relations:
(

Dlong

H

)

=

(

εlong,long ξ̃

ζ̃ µ̃

)(

Etot,long

Btot

)

. (12.38)

Another form of the constitutive relations that this widely used reads
(

Dlong

Btot

)

=

(

ε ξ

ζ µ

)(

Etot,long

H

)

. (12.39)

The choice of the set of constitutive relations is arbitrary, as one set can be transformed

into another by solving a linear system of equations.
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12.2 From microscopic to macroscopic Maxwell equa-

tions

We have seen in the previous chapter that the response of a molecular lattice to external

fields can be calculated - at least in principle - analytically. These calculations have been

based on solving the microscopic Maxwell equations, where the sources of all induced

electromagnetic fields are all charge and current densities. The sum of the induced and

the external fields defines the microscopic fields that are spatially highly fluctuating.

However, for the calculation of the response within the dipole approximation, only the

values of the microscopic fields at the positions of the dipoles were needed. These fields

are denoted as the local fields. All fields are summarized in Table 12.2.

Field description

external fields that are created by sources outside the medium

microscopic sum of the external fields and all internal fields in the medium

at any point (total fields)

local microscopic field at the positions of the dipoles

macroscopic a spatial average of the microscopic field

Table 12.2: Summary of the different kinds of fields.

The aim of macroscopic electrodynamics is to find a (hydrodynamic) smooth descrip-

tion of the response of the medium to either external fields or total macroscopic fields

whose spatial variations occur only on length scales that are much larger than the typical

molecular length scales. A common approach is to average both the electric and mag-

netic dipole moments over regions whose size lies above the molecular length scales, but

below the length scale of the variation of the external electromagnetic fields, yielding the

macroscopic polarization P̄ and magnetization M̄ to be defined in Section 12.4. If these

both are expanded in powers of the external fields,
(

P̄i

M̄i

)

=
∑

j





∂P̄i

∂(Eext)j

∣
∣
∣
Eext=0,Bext=0

∂P̄i

∂(Bext)j

∣
∣
∣
Eext=0,Bext=0

∂M̄i

∂(Eext)j

∣
∣
∣
Eext=0,Bext=0

∂M̄i

∂(Bext)j

∣
∣
∣
Eext=0,Bext=0





(

Eext,j

Bext,j

)

(12.40)

one can define the external macroscopic susceptibilties,
(

(χ̄EE)ij (χ̄EM)ij

(χ̄ME)ij (χ̄MM)ij

)

≡





∂P̄i

∂(Eext)j

∣
∣
∣
Eext=0,Bext=0

∂P̄i

∂(Bext)j

∣
∣
∣
Eext=0,Bext=0

∂M̄i

∂(Eext)j

∣
∣
∣
Eext=0,Bext=0

∂M̄i

∂(Bext)j

∣
∣
∣
Eext=0,Bext=0



 , (12.41)

where it is assumed that the medium has no polarization or magnetization in the absence

of external electromagnetic fields.
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In order to obtain the macroscopic fields, the microscopic fields have to be averaged over

the same types of regions that were used for the averaging of the dipole moments. In

doing so, one eliminates the spatial microscopic fluctuations in the microscopic fields. An

expansion of the polarization and the magnetization in powers of the total macroscopic

electric and magnetic fields, Ē and H̄ defines the (irreducible) macroscopic response prop-

erties. If one takes only the linear terms into account and assumes that the medium has

no polarization or magnetization in the absence of external electromagnetic fields, the

irreducible response functions are defined as

(

( ¯̄χEE)ij ( ¯̄χEM)ij

( ¯̄χME)ij ( ¯̄χMM)ij

)

≡





∂P̄i

∂Ēj

∣
∣
∣
Ē=0,H̄=0

∂P̄i

∂H̄j

∣
∣
∣
Ē=0,H̄=0

∂M̄i

∂Ēj

∣
∣
∣
Ē=0,H̄=0

∂M̄i

∂H̄j

∣
∣
∣
Ē=0,H̄=0



 . (12.42)

Finally, we are in the position to determine the macroscopic response functions appearing

in equation (12.39) for single and double barred cases,
(

ε ξ

ζ µ

)

=

(

1+ 4πχEE 4πχEM

4πχME 1+ 4πχMM

)

. (12.43)

There exist two possible sets of response functions, depending on whether the external or

the macroscopic fields are known.

12.3 Averaging procedure

In the following, we denote the average of a function f by angular brackets,

〈f(r)〉 :=
∫

R(r)

d3r′w(r− r′)f(r′) , (12.44)

where w(r) is a weight function with the following properties:

i) w is normalized.

ii) w has a plateau around r with a latitude Lav that is much larger than the typical

atomic length scale, but still smaller than the wavelength of the external light field

[86]. i

We denote the set of dipoles that lie within R(r) by S(r),

S(r) = {i|Ri ∈ R(r)} . (12.45)

As a next step, we divide R(r) into subregions Ri that are centered at the positions Ri

of the dipoles. We have depicted an example of such a partition in Figure 12.1.
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Figure 12.1: Partition of the averaging region into subregions. The yellow x denotes the

position r at which the averaged field is to be calculated. The blue region depicts the

volume over which the averaging is performed.

The partitioning is done in such a way that the union of all regions yields the averaging

region,

R(r) =
⋃

i∈S(r)

Ri (12.46)

and that the subregion reflects the symmetry of the surrounding dipoles. For a crystal

lattice, for example, a natural choice for the subregion would be the unit cell.

We will assume for the rest of this work that averaging the microscopic density yields a

macroscopic density nres that is independent of the position,

n̄res =

〈
∑

j

δ(r−Rj)

〉

(12.47)

Thus, the medium can be considered as homogeneous on a macroscopic level.

The medium can be classified according to its microscopic structure:

i) Completely parallel alignment: In this case the resonators are aligned parallel over

length scales that are much larger than the wavelength of the external fields. If

LC is of the order of the macroscopic system size, all resonators of the medium
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can be considered as being in a parallel alignment. If one neglects the effect of the

boundaries, the macroscopic response functions will be independent of the position

inside the medium. This implies for the averaging that the microscopic response

functions and therefore the induced dipole moments inside the averaging region are

identical.

ii) Photonic crystals: Now, the spatial variations of the resonators occur on length

scales that are comparable to the wavelength of the light field. Such media are

called photonic crystals and are subject of current research, as photons in these

media can acquire band gaps due to Bragg scattering.

iii) Random medium:

In this regime, one can think about the distribution of the resonators as being

random like in a gas or a fluid. The response function of each single resonator can

then be replaced by the average of the response function over all possible orientations

denoted by a bar.

12.4 Polarization and magnetization

Using the average defined in the previous section, the macroscopic polarization and mag-

netization are given by,

P̄(r) =

〈
∑

j

pjδ(r−Rj)

〉

, (12.48)

M̄(r) =

〈
∑

j

mjδ(r−Rj)

〉

, (12.49)

where j labels the dipoles and Rj their position. Utilizing the microscopic response

functions,
(

pj

mj

)

=

(

αj βEM,j

βME,j γj

)(

Eext(Rj)

Bext(Rj)

)

, (12.50)

one can perform a gradient expansion of the external fields,
(

Eext(Rj)

Bext(Rj)

)

=

(

Eext(r)

Bext(r)

)

+
∑

ℓ

(r−Rj)ℓ
∂

∂Rℓ

(

Eext(R)

Bext(R)

)∣
∣
∣
∣
∣
R=r

+ . . . , (12.51)

yielding,
(

P̄(r)

M̄(r)

)

=

〈
∑

j

(

αj βEM,j

βME,j γj

)

δ(r−Rj)

〉(

Eext(r)

Bext(r)

)

. (12.52)



148 CHAPTER 12. MACROSCOPIC MEDIUM THEORY

Here, it was also used that the spatial variations of the external fields occur on length

scales thar are much larger than Lav. For a parallel alignment of identical resonators,

averaging simply gives,

P̄(r) = n̄resαEext(r) + n̄resβEMBext(r) , (12.53)

M̄(r) = n̄resβMEEext(r) + n̄resγBext(r) . (12.54)

In case of a random distribution of the orientations, one has

P̄(r) = n̄resᾱEext(r) + n̄resβ̄EMBext(r) , (12.55)

M̄(r) = n̄resβ̄MEEext(r) + n̄resγ̄Bext(r) . (12.56)

Note that the bar over the microscopic polarizabilities denotes their spherical average.

12.5 Macroscopic fields

Based on the partitioning introduced in Section 12.3, the averaged field is given as the sum

of the contributions from each individual subregion (see Figure 12.1). Each contribution

from a single subregion can be split into two parts, namely a contribution from the dipoles

inside Ii and outside Oi of the subregion under consideration. If we denote the volume

of R(r) by V (r), we can write for the macroscopic fields

(

Ē(r)

H̄(r)

)

=

(

〈Emicro(r)〉
〈Hmacro(r〉

)

=

(

Eext(r)

Bext(r)

)

+
∑

i∈S(r)

Ii(r) +Oi(r)

=

(

Eext(r)

Bext(r)

)

+
∑

i∈S(r)

1

V (r)

∫

Ri

d3r′

((

Edip(r
′,Ri)

Hdip(r
′,Ri)

)

+
∑

j 6=i

(

Edip(r
′,Rj)

Hdip(r
′,Rj)

))

.

,

(12.57)

where we have assumed that the spatial fluctuations of the external fields are on a length

scale that is much larger than the spatial extension of the averaging region.

Calculation of Ii(r)

We now start with the calculation of Ii for each individual subreagion. For doing so, we

need the explicit expressions of the microscopic near-fields,
(

Emicro(r)

Hmicro(r)

)

=

(

Eext(r)

Bext(r)

)

+
∑

i

[
3(r−Ri)⊗ (r−Ri)

|x−Ri|5
− 1

|r−Ri|3
](

pi

mi

)

. (12.58)



12.5. MACROSCOPIC FIELDS 149

One easily observes that for the evaluation of Ii one has to be careful with the singularities

of the fields inside of Ri. We will assume in the following that only one dipole is located

within Ri(r), but a generalization to several dipoles is straightforward. In order to analyze

the behavior at the singular point Ri, one constructs another region R̃i,u, where the

parameter u can be used in order to shrink the original region R̃i,u=1 = Ri to the singular

point R̃i,u=0(r) = {Ri}. The explicit construction of R̃i,u(r) reads

R̃i,u = {Ri + u(r′′ −Ri(r))|y ∈ Ri} . (12.59)

For convenience, we parameterize the integration variables as r′ = Ri + ξ. If we denote

the shifted region by R′
i(r) = {r′′−Ri|r′′ ∈ Ri} and use the same notation for the shifted

R̃i,u(x), the integral reads

Ii =

∫

R′

i\O

d3ξ

(

Edip(ξ, O)

Hdip(ξ, O)

)

+ lim
u→0

∫

R̃′

i,u

d3ξ

(

Edip(ξ, O)

Hdip(ξ, O)

)

, (12.60)

where O is the origin. We now look at the contribution from the singularity and start

with a rescaling of the integration variable ξ → uξ,

Ii,sing = lim
u→0

∫

R′

i

d3ξ u3

(

Edip(ξu,O)

Hdip(ξu,O)

)

. (12.61)

If one looks at the explicit expressions for the dipole fields, one can make two observations:

i) The contribution from the transverse fields is zero in the limit u→ 0.

ii) The longitudinal parts give rise to a non-vanishing contribution that is independent

of u. However, it depends on the subregion chosen.

The integral then reads

Ii,sing =

∫

R′

i

d3ξ

(

−gradξ·pi

|ξ|3

−gradξ·mi

|ξ|3

)

. (12.62)

As we want to use Stoke’s integral theorem, we have to parameterize the boundary Bi

of R′
i, Bi = ∂R′

i. If we assume in addition that R′
i is convex, we can always find a

parameterization in the following way,

Bi ={ξiêi + ξj êj + k+(ξi, ξj)êk|(ξi, ξj) ∈ Ak} ∪ {ξiêi + ξj êj + k−(u, v)êk|(ξi, ξj) ∈ Ak} ,
with i, j, k = x, y, z and i 6= j 6= k and k+(u, v) ≥ k−(u, v) .

(12.63)
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So we finally have for the integral

Ii,sing =



















pi,1
∫

Ax
dξ2dξ3 x−√

(x−)2+ξ22+ξ23
3 − x+√

(x+)2+ξ22+ξ23
3

pi,2
∫

Ay
dξ1dξ3

y−√
ξ21+(y−)2+ξ23

3 − y+√
ξ21+(y+)2+ξ23

3

pi,3
∫

Az
dξ1dξ2 z−√

ξ21+ξ22+(z−)2
3 − z+√

ξ21+ξ22+(z+)2
3

mi,1

∫

Ax
dξ2dξ3 x−√

(x−)2+ξ22+ξ23
3 − x+√

(x+)2+ξ22+ξ23
3

mi,2

∫

Ay
dξ1dξ3

y−√
ξ21+(y−)2+ξ23

3 − y+√
ξ21+(y+)2+ξ23

3

mi,3

∫

Az
dξ1dξ2 z−√

ξ21+ξ22+(z−)2
3 − z+√

ξ21+ξ22+(z+)2
3



















. (12.64)

We define for each dipole a matrix Fi containing local environmental form factors by

(Fi)jk = −δjk
∫

Aj

dξldξn
j−

√

(j−)2 + ξ2l + ξ2n
3 − j+

√

(j+)2 + ξ2l + ξ2n
3

with j, k, l, n = x, y, z and j 6= l 6= n .

(12.65)

The desired integral has then the form

Ii,sing = −
(

Fi 0

0 Fi

)(

pi

mi

)

. (12.66)

We make the following observations:

i) Both electric and magnetic dipoles have the same environmental form factors.

ii) Physically the form factors take the geometry of the surrounding dipoles into ac-

count.

We will give explicit expressions for form factors in Section 12.7.

The analysis of the integral over the region with the removed origin is now straightforward.

The contributions from the longitudinal parts of the fields cancel, so one finally has

Ii = −
(

Fi 0

0 Fi

)(

pi

mi

)

+ i
∫

Ri

d3ξ

(
ξ×pi

|ξ|3

ξ×mi

|ξ|3
.

)

(12.67)

In the following, we will neglect the contribution from the transverse fields, as they are

suppressed by a factor of characteristic length scale of Ri divided by the wavelength of

the external light field.

Calculation of Oi(r)

As a next step, we consider the contribution of the dipoles outside the region under con-

sideration. We denote the set of dipoles we want to take into account by Oi = S(Ri)\{i}.
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Note that not all dipoles under consideration ∈ Oi belong to S(r). This can be eas-

ily understood if one looks at the dipoles on the boundary of the averaging region. In

the following we only consider the case of an orthorhombic lattice with lattice constants

a, b, and c. We choose the origin of the coordinate system such that it coincides with

the center of Ri. We further assume that all dipole moments are equal. As a next

step we organize the surrounding dipoles in shell structures around Ri. We label each

dipole by three numbers rj (j = 1, 2, 3) that determine the relative position to the origin

ri = r1 a ê1 + r2 b ê2 + r3 c ê3. The k-th shell is then defined as

Sk = {r1, r2, r3|max(|r1|, |r2|, |r3|) = k} . (12.68)

The shell structure is supposed to lead to a good convergence, as there might be cancella-

tions from opposing dipoles. Using Mathematica, a direct calculation of the contributions

from the first and the second shell shows that these vanish. The proof that the contribu-

tions from further shells will vanish follows from the result of the calculation based on the

extinction theorem that is given in Appendix E. It should be noted that this cancellation

does not take place anymore when the boundary of the sample is reached.

Finally, if one sums up all contributions, one finds

(

Ē(r)

H̄(r)

)

=

(

Eext(r)

Bext(r)

)

−
∑

i∈S(r)

1

V (r)

(

Fi 0

0 Fi

)(

pi

mi

)

(12.69)

This expression can be further simplified, if all resonators are in a parallel alignment, as

then all form factors are equal,

(

Ēpara(r)

H̄para(r)

)

=

(

Eext(r)

Bext(r)

)

−
(

F 0

0 F

)(

Ppara(r)

Mpara(r)

)

. (12.70)

For random media, we employ the approximation that Fi and the dipole moments are

uncorrelated. This leads to an equation similar to equation (12.70), but with F replaced

by F̄ . For the case of an orthorhombic lattice, one would choose for the calculation of F
an ellipsoidal environment.

The physical interpretation of equation (12.70) is that the total macroscopic fields differ

from the external ones due to screening inside the medium. However, one should note

at this point that the response of the resonators is solely determined by the local fields

from a microscopic point of view. If one considers gases or liquids, the molecules do not

rest at fixed positions, but translate and rotate. Thus it is reasonable to consider the

response to the averaged fields in these cases, as the spatial average can then be regarded

as equivalent to the thermal average.
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12.6 Macroscopic response functions

We are now in the position to give explicit expressions for the macroscopic response

functions. Starting with the external response functions, one sees by looking at equation

(12.52) that these are simply the averages of the microscopic response functions:
(

χ̄EE χ̄EM

χ̄ME χ̄MM

)

=

〈
∑

j

(

αj βEM,j

βME,j γj

)

δ(r−Rj)

〉

. (12.71)

For a completely parallel alignment of the resonators, the expressions for the response

functions are
(

χ̄EE χ̄EM

χ̄ME χ̄MM

)

= n̄res

(

α βEM

βME γ

)

, (12.72)

while for the random case, they are given by
(

χ̄EE χ̄EM

χ̄ME χ̄MM

)

= n̄res

(

ᾱ β̄EM

β̄ME γ̄

)

. (12.73)

If one wants to know the response to the total macroscopic field, one first solves equation

(12.69) for the external fields, plugs these into equation (12.52) and solves for the polar-

ization and the magnetization in terms of the macroscopic fields. In the case of a parallel

alignment of the resonators one obtains
(

¯̄χEE ¯̄χEM

¯̄χME ¯̄χMM

)

=

[

1− n̄res

(

F 0

0 F

)(

α βEM

βME γ

)]−1

n̄res

(

α βEM

βME γ

)

. (12.74)

The corresponding expression for a random medium is
(

¯̄χEE ¯̄χEM

¯̄χME ¯̄χMM

)

=

[

1− n̄res

(

F̄ 0

0 F̄

)(

ᾱ β̄EM

β̄ME γ̄

)]−1

n̄res

(

ᾱ β̄EM

β̄ME γ̄

)

. (12.75)

12.7 Environmental form factors

In this section, we give of a little catalogue of environmental form factors for various

systems. For fluids and gases usually the form factors for the sphere are used, for a

crystal, however, a form factor corresponding to the unit cell has to be chosen.

The environmental form factors for crystals with orthorombic unit cells are shown in figure

12.2.

If one considers a spherical geometry and take only into account the electric polarizability,

one recovers the Clausius-Mossotti equation,

χEE, macro = (1− 4π

3
nresα)

−1nresα . (12.76)



12.7. ENVIRONMENTAL FORM FACTORS 153

Geometry direction form factor in units of 4π/3

Sphere x 1

y 1

z 1

Cubic unit cell x 1

y 1

z 1

Orthorombic unit cell x 6
π
arctan

(

b/a c/a√
1+(b/a)2+(c/a)2

)

y 6
π
arctan

(

a/b c/b√
1+(a/b)2+(c/b)2

)

z 6
π
arctan

(

a/c b/a√
1+(a/c)2+(b/c)2

)

Table 12.3: Environmental form factors
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Figure 12.2: Environmental form factors in units of 4π/3 for an orthorombic unit cell

The typical approach [44, 87] in order to derive this equation is based on the construction

of an artificial spherical cavity around one dipole under consideration. The screening fields

of all other dipoles inside the cavity are treated explicitely, while one uses a continuum ap-
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proximation for the dipoles outside of the cavity. The construction of the cavity, however,

seems rather artificial. For that reason the approach has been critized in the literature

[88, 89]. It has been proposed that the dipoles do not see their own fields, so these fields

have to be removed making the difference between the local and the macroscopic field.

Note that our approach proposed here recovers not only the Clausius Mossotti equation,

but also gives a generalization to more general scenarios.

12.8 Macroscopic response functions of simple meta-

materials

We now apply the results from the previous sections of this chapter to the calculation of

external macroscopic response functions of metamaterials built from molecular SRRs. We

first start with materials that solely consists of SRRs for a variety of different packings.

We then proceed to media built from several different building blocks.

Our main focus shall be only on the first resonances throughout the whole section. We

will neglect the electric response from fields parallel to the z-direction and consider only

the magnetic response for the case that the field is parallel to the z-direction. Thus, we

set ǫzz to one as well as µxx and µyy. All external microscopic polarizabilities used in this

section are those obtained in Chapter 8 and include the interaction of each dipole with

its neighbors.

12.8.1 Parallel SRRs

If all resonators are aligned in a parallel manner as shown in Figure 12.3, the macroscopic

response functions read

ǭ = 1+ 4πn̄resα , (12.77)

µ̄ = 1+ 4πn̄resγ , (12.78)

ξ̄ = −ζ̄T = 4πn̄resβEM . (12.79)

The macroscopic medium is therefore both anisotropic and bianisotropic.

12.8.2 Anti-parallel geometry

The twisted geometry is obtained by starting from a parallel alignment of the resonators.

Within each plane the resonators remain in a parallel alignment, but the slits of the SRRs

of two neighboring planes are rotated against each other by 180 degress. The geometry
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Figure 12.3: ”Parallel alignment” of SRRs.

is depicted in Figure 12.4. We then have for the material parameters,

ǭ = 1+ 4πn̄res
αyy + αzz

2
diag(1, 1, 0) , (12.80)

µ̄ = 1+ 4πn̄resγ , (12.81)

while the bianisotropic coefficients vanish due to a direct cancellation which can be easily

seen by summing βEM for a ring and its twisted partner.

12.8.3 SRRs in plane with random slit position

The medium under consideration is built up from parallel planes of SRRs where the slits

are not in a parallel alignment. If the z-axis is normal to the plane, averaging over all

possible configurations yields

ᾱ =
αxx + αyy

2
diag(1, 1, 0) . (12.82)

The magnetic polarizability remains unchanged, while the averaged electromagnetic and

magnetoelectric polarizabilities vanish. This means that such a medium exhibits no bian-

isotropy on a macroscopic level. The form of the macroscopic response functions is identi-

cal to the one obtained in the previous section. However, the microscopic polarizabilities

are different.
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Figure 12.4: Anti-parallel alignment of SRRs.

12.8.4 Random SRR medium with completely arbitrary direction

of slits

We now abandon the requirement that the rings must be aligned in planes as compared

to the previous case. The medium once again exhibits no bianisotropy and the effective

material parameters are

ǭ = 1+ 4πn̄res
αxx + αyy

3
1 , (12.83)

µ̄ = 1+ 4πn̄res
γzz
3
1 , (12.84)

such that the medium is isotropic. In return, the effective oscillatory strength of the

magnetic polarizabilty decreases by a factor of three.

12.8.5 Two-component medium

Finally, we consider a medium that consists of two different kinds of resonators, SRRs

and resonators exhibiting only electric resonances. The spatial density and the response

functions of the second type of resonators are distinguished from those belonging to the

SRRs by a prime. If both types of resonators are aligned in parallel manner, the dielectric
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function reads as follows

ǭ = 1+ 4πn̄resα+ 4πn̄′
resα

′ , (12.85)

while one can use the expressions from Section 12.8.1 for the other response functions.
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Chapter 13

Index of refraction

13.1 Index of refraction

We are aiming now at the calculation of the index of refraction in terms of the macroscopic

parameters from the previous chapter1. We will assume that the medium is extended over

the whole space and that it is spatially homogeneous so that the macroscopic response

functions are independent of the position. We want to study the propagation of electro-

magnetic waves, so we consider the Maxwell equations without external sources and look

for non-trivial solutions. The equations read in Fourier space (k, ω)

(

kK 0

0 kK

)(

E

H

)

=

(

k0B

−k0D

)

, (13.1a)

(

k ·D
k ·B

)

=

(

0

0

)

, (13.1b)

where we have introduced the matrix K with

Kij = ǫijmk̂m (13.2)

and k0 = ω/c and |k̂| = 1. The index of refraction is defined by

n2 =
k2

k20
, (13.3)

so one has

k = k0nk̂ (13.4)

1For simplicity we omitt the bar on the external response functions.
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One can rewrite the Maxwell equations,
(

nK 0

0 nK

)(

E

H

)

=

(

B

−D

)

. (13.5)

We further need the constitutive relations
(

D(x)

B(x)

)

=

(

ε ξ

ζ µ

)(

E(x)

H(x)

)

, (13.6)

enabling us the eliminate the D- and B-field. Solving now for the H-field,

H = nµ−1KE− µ−1ζE , (13.7)

we obtain a single equation, determining the E-field,

(
1+ n2ǫ−1Kµ−1K − ǫ−1ξµ−1ζ − nǫ−1Kµ−1ζ + nǫ−1ξµ−1K

)
E = 0 . (13.8)

In order to obtain non-trivial field configurations, the determinant of the matrix within

the brackets has to vanish,

det
(
1+ n2ǫ−1Kµ−1K − ǫ−1ξµ−1ζ − nǫ−1Kµ−1ζ + nǫ−1ξµ−1K

) !
= 0 (13.9)

The propagation of electromagnetic waves in various media has been studied in great

detail in the literature [90, 91].

13.2 Extinction theorem

The extinction theorem provides an altnerative route to the calculation of the index of

refraction, if the microscopic polarizabilitiesare known. One splits the whole space into

two regions where the first region is a classical vacuum and the second region is filled with

the material under consideration. One then considers an incident electromagnetic wave

as an external field. The induced dipoles of the medium are treated within a continuum

approximation, that is one averages the microscopic polarizabilties over the unit cell. In

doing so, the local, microscopic, and macroscopic electromagnetic fields become equal.

The Maxwell equations are then solved self-consistently by taking into account the full

radiation fields of the smeared dipoles and choosing a plane Ansatz for the macroscopic

fields. Inside the medium the radiation fields can be written as a sum of two contributions:

The first one exactly extinguishes the incident wave, and the second one is the propagating

wave with a modified wave vector. Relating the modified wave vector to the wave vector

of the incident wave gives Snell’s law of refraction. One also obtains an explicit expression
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for the index of refraction in terms of the microscopic polarizabilities. The law of reflection

is also a result of the calculation. Furthermore the Fresnel equations are obtained. Note

that the calculation presented in appendix E also includes bianisotropy. The results

obtained with the extinction theorem serve as an check for the expressions obtained with

the medium theory. It has been found that both methods yield the same results.

13.3 Index of refraction of an SRR medium

13.3.1 Geometry of the molecular crystal

At first, we calculate the index of refraction for a medium that is solely composed of

split ring resonators. We consider an orthorhombic unit cell and use three different pa-

rameterizations of the packing employing the lattice constants ∆i with i = x, y, z. Th

different packing scenarios are displayed in Table 13.1 and explicit expressions for the

spatial density nSRR of the quantum SRRs are given.

13.3.2 Calculation of refractive index

If an electromagnetic field with a wave vector parallel to the x-axis and an electric field

vector parallel to the y-axis is applied, the index of refraction for this specific type of light

field is given by

n2 = ǫyyµzz − ξyzζzy . (13.10)

We will be only interested in the behavior near to the first resonance, so we neglect the

term in the microscopic polarizabilities that give rise to higher resonances. Using the

explicit expressions from section 8.4.3, one finally finds

n2 = 1 + 4πnSRR(αyy + γzz) . (13.11)

As the imaginary parts of α and γ are always positive, the imaginary part of the in-

dex of refraction will be positive. The decisive point is that the bianisotropic term

(4πnSRR)
2βEM,yzβME,zy cancels the term (4πnSRR)

2αyyγzz which would be responsible for

n to become negative in the vicinity of the resonance. In order to suppress the impact of

the bianisotropy, two possibilities lie at hand:

i) One arranges the SRRs in such a way that the contributions to the radiation fields

from the microscopic bianisotropic polarizabilities cancel. We have seen that this

can be achieved by employing either an anti-parallel or a random configuration of

the SRRs, as shown in Chapter 12.
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Packing parametrization nSRR

P1

∆

∆x

y

1/[(2R +∆x)(2R +∆y)∆z]

P2

∆x

∆y

1/[(2R +∆x)∆y∆z]

P3

∆x
∆y

1/[∆x∆y∆z ]

Table 13.1: Different types of packings, their parameterizations and the resulting spatial

density.
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ii) One embeds the SRRs into a host medium that provides an electric resonance in

the vicinity of the magnetic resonance of the SRRs.

If we choose the first possibilty, the index of refraction reads,

n2 = 1 + 4πnSRR(αyy + γzz) + (4πnSRR)
2αyyγzz . (13.12)

We can achieve negative refraction if the real parts of both ǫ and µ are negative. The

idea is now to calculate the minima of the minima of both ǫ and µ with the aim to find

possible parameters that both become negative. We consider only the first resonance,

ǫyy = 1 + 4πnSRR
fα

ω2
0 − ω2 − 2iηω

, (13.13a)

µzz = 1 + 4πnSRR
fγ

ω2
0 − ω2 − 2iηω

, (13.13b)

set the first derivative to zero and find the frequency of the minimum as ωmin =
√

ω0(ω0 + 2η),

provided that the oscillatory strengths are positive. We plug the minimum into the macro-

scopic response functions and perform a Taylor expansion for small η/ω0,

ǫ(ωmin) = 1− 4πnSRR
fα

4ω0η

(

1− η

ω0

)

+ 4πinSRR
fα
ω0η

+O(η/ω0) , (13.14a)

µ(ωmin) = 1− 4πnSRR
fγ

4ω0η

(

1− η

ω0

)

+ 4πinSRR
fγ
ω0η

+O(η/ω0) . (13.14b)

Utilizing the explicit expression for the magnetic oscillator strength from Chapter 8, one

sees that the magnetic permeability is apart from a constant numerical factor determined

by only three dimensionless parameters: L3nSRR, (ωmL/c)
2, and ω0/η. The scaling of

ω0 with L−1 makes the first parameter independent of the L. The main task is now to

find regions in the parameter space where the real part of magnetic permeability becomes

negative. We first determine the geometry of the molecular crystal and derive then the

desired condition.

13.3.3 Condition for negative permeability

Aiming at materials that exhibit a strong magnetic response, we utilize the straightforward

expressions in order to determine the possible model parameters for which the minimum of

the real part of the magnetic permeability becomes negative. One finds that the following

condition must hold

nSRRL
3 >

225π4

256

1

α

c

vF

η

ωpl(π/L)
(13.15)
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Figure 13.1: Division of the parameter space spanned by nSRRL
3 and η/ωpl(q1) into two

regions. The Fermi velocity changes the slope of the boundary line between the two

regions.

Apart from the constant prefactors, three dimensionless quantities enter the condition

(13.15): L3nSRR, vF/c and η/ωpl(q1). The first quantity depends on the ratio of the

system size L and the lattice constants of the molecular crystal, L3/(∆x∆y∆z). The

second quantity is completely determined by the electronic structure of the quantum ring.

The third quantity is just the quality factor and describes the width of the resonance.

Condition (13.15) can be utilized to divide the parameter space into two different regions:

In one region the real part of the magnetic permeability becomes negative in the vicinity

of the resonance, while this is not possible for the other region. Both regions are shown

in Figure 13.1.

As a final step, the minimum length Lmin of the π-system of organic molecules is calculated

such that the real part of µ may become negative. Introducing a mean distance parameter

∆ between the rings and setting ∆x = ∆y = ∆z = ∆, one can solve for Lmin/∆ and plot

it against η/ω0, Figure 13.2.

The results shown in Figure 13.2 can be used in two different ways:

i) If the packing is known, one can calculate Lmin.

ii) If one wants to obtain a resonance at a certain frequency, one can use the plasmon

dispersion from equation (8.5) to determine the required chain length and then
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Figure 13.2: Minimum length that is required to obtain a negative permeability.

L = 8a L = 23a

η/ωpl(q1) P1 P2 P3 P1 P2 P3

0.001 0.08 0.69 1.52 0.22 1.98 4.38

0.01 0.01 0.22 0.71 0.02 0.65 2.03

Table 13.2: Mean distance parameters in Bohr for the three different packings.

employ Figure 13.2 to find a packing such that the magnetic permeability may be

become negative.

Note that the negative permeability also means that the refractive index may become

negative.

13.3.4 Designing optical metamaterials

We are now in the position to determine the packing parameters for a material exhibiting

resonances in the visible regime. The building blocks consist of organic molecules with a

single conjugated chain. We have found in Chapter 8 that such systems exhibit resonances

in the visible regime for chain lengths between 8 and 23 carbon atoms. For these chain

lengths, the lattice parameters of the molecular crystal are calculated such that the index

of refraction may become negative. The results are summarized in Table 13.2.
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As the mean distance between to neighboring carbon atoms is roughly 2.66a0, all packing

scenarios are unrealistic. This means that the quantum SRR geometry presented in this

work is not suitable for designing optical metamaterials. Nevertheless, one can use the

insight gained in this work to improve upon this issue. One introduces either several slits,

so the length of each sub wire will mainly determine the resonance frequency, while the

total size of the ring can be increased without redshifting the plasmon frequency. Such

a strategy is not possible for three dimensional strutures, as long as quantum effects are

negligible, due to fact that the electric restoring forces are independent from the system

size. Alternatively, one can use multichannel systems, where the restoring forces are

bigger owing to the higher dimensionality. Another possibility is to consider structures

with a band gap resulting from Bragg scattering, so that the system size can be increased

without decreasing the excitation energy.



Chapter 14

Summary and Outlook

In this work an analytical model allowing the calculation of plasmonic resonances in

molecular nanostructures has been developed and all necessary equations have been de-

rived. This model was compared to a numerically implemented discretized model. It has

been found that the agreement between both models systematically improved when the

system size of the nanostructure under consideration is increased. The observation has

been made for various simple geometries, and therefore it is reasonable that the analytical

model can also be applied to other geometries than the ones studied in this work. The

reasons for the deviations have been identified as the neglect of finite size effects and

reflection oscillations in the analytical model.

The analytical model was then applied to the calculation of polarizabilities of split ring

geometries and for the first time a fully microscopic descrption of the response behavior

of split ring resonators was given. The results were compared to the discretized model.

Besides, a comparison with the circuit models that are widely used in the metamaterial

community for describing the response of mesoscopic resonators to electromagnetic waves

was made. It could be shown that both the resonance frequency and the oscillator strength

are mainly determined by the shape of the induced charge density wave for the low-

lying plasmonic resonances, making the density approach more favorable than the circuit

models. Furthermore the quantum corrections to the response properties and the impact

of band structure effects were analyzed and explicit expressions were given. Based on

these results, the tunability of magnetic resonances for isolated resonators was discussed

and first simple guide-lines for the construction of building blocks with desired optical

properties were elaborated.

In the subsequent chapter the response of single molecules was studied by means of density

functional theory calculations. The plasmonic resonances were identified and both their

resonance frequencies and the oscillator strengths could be reproduced by utilizing the

167
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analytical model using parameters from a ground state calculation.

The second part of this work dealt with the calculation of the macroscopic material

parameters. For that purpose, the analytical model has been extended such that the

interaction of the individual resonators with each other could be taken systematically

into account. It was found that the bianisotropy plays a crucial role in the coupling of

the resonators.

Then, two sets macroscopic response functions including the bianisotropic coefficients

were defined and their applicability was discussed. A systematic method for calculating

these response functions was presented and it was shown that this approach is a direct

extension of the Clausius-Mossotti theory by introducing the concept of environmental

form factors. The results were also applied to various metamaterials and the impact of

the packing pattern of the buildings blocks on the macroscopic response functions was

analyzed.

Finally, the index of refraction was calculated and conditions for negative refraction were

given. The required minimum length of split ring resonators building a metamaterial with

negative refraction was calculated. The possibility to achieve negative refraction in the

optical regime using molecular split ring resonator was ruled out. However, the guide-

lines given before were extended such that molecular geometries can be developed that

are suitable building blocks of metamaterials.

We want to conclude this work by giving some suggestions for viable candidates for

negative refraction. One class of candidates are resonator geometries cut out of graphite

or even graphene. Another class are SURMOFS (surface-attached crystalline and oriented

metal-organic framework multilayers), where e.g., organic chains linked by metal atoms

could be grown in a ring structure on a surface. A third candidate might be carbon

nanotubes with a slit.



Zusammenfassung

Im Rahmen dieser Arbeit wurde ein analytisches Modell entwickelt, welches die mikro-

skopische Berechnung von plasmonischen Anregungen in molekularen Nanostrukturen er-

möglicht, und alle dafür notwendingen Gleichung wurden hergeleitet. Das Modell wurde

gegen eine numerische Implementierung eines diskretisierten Modells getestet und dabei

stellte sich heraus, dass sich die Übereinstimmung zwischen beiden Modellen systematisch

verbesserte, wenn die Systemgröße der betrachten Nanostruktur vergrößert wurde. Diese

Beobachtung konnte für mehrere einfache Geometrien gemacht werden, und daher ist es

sinnvoll anzunehmen, dass sich das Modell auch auf andere Geometrien als diejenigen, die

in dieser Arbeit untersucht worden sind, anwenden lässt. Die Abweichungen ergeben sich

aus der Vernachlässigung der Effekte, die durch die endliche Struktur bedingt sind, sowie

der Reflektions-Oszillationen. Mit dem analytischen Modell wurden dann die Polarisier-

barkeiten von Splitringgeometrien berechnet und wiederum mit dem diskretisierten Model

verglichen. Außerdem wurde ein Vergleich mit den Schwingkreismodellen, die häufig im

Bereich der Metamaterialien Anwendung finden, durchgeführt. Es konnte gezeigt werden,

dass sowohl die Resonanzfrequenz als auch die Oszillatorstärke hauptsächlich durch die

räumliche Struktur der induzierten Ladungsdichtewelle bestimmt werden. Zusätzlich wur-

den Quantenkorrekturen zu den Antworteigenschaften sowie der Einfluss der elektrischen

Struktur untersucht. Basierend auf diesen Ergebnissen wurden Strategien erarbeitet, die

elektromagnetischen Antworteigenschaften masszuschneidern.

Anschließend wurden die Antworteigenschaften von einzelnen Molekülen mittels Dichte-

funktionalmethoden berechnet. Die plasmonischen Anregungen wurden identifiziert und

sowohl ihre Resonanzfrequenzen als auch ihre Oszillatorsträrken konnten mit dem an-

alytischen Modell reproduziert werden, indem nur Parameter aus einer Grundzustand-

srechung verwendet wurden.

Der zweite Teil dieser Arbeit beschäftigte sich mit der Berechnung der makroskopis-

chen Materialparameter. Für diesen Zweck wurde das analytische Modell so erweit-

ert, dass die Wechselwirkungen der einzelnen Resonatoren untereinander systematisch

berücksichtigt werden konnten. Dabei stellte sich heraus, dass die Bianisotropie eine zen-

trale Rolle bei der Kopplung der Resonatoren spielt. Anschließend wurden zwei Sätze an
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makroskopischen Antwortfunktionen einschließlich der entsprechenden Bianisotropieko-

effizienten definiert und die Möglichkeiten ihrer Anwendbarkeit diskutiert. Es wurde

eine systematische Methode für die Berechnung dieser Antwortfunktionen aufgezeigt und

eine Erweiterung der Clausius-Mossotti-Theorie wurde erhalten. Dabei wurde ein neues

Konzept eingeführt, nämlich die Berücksichtigung der Geometrie der Einheitszelle durch

Umgebungsformfaktoren. Der entwickelte Formalismus wurde dann auf verschiedene

Metamaterialien angewandt und der Einfluss der Kristallstruktur wurde untersucht.

Schließlich wurde der Brechungsindex berechnet und Bedingungen für das Auftreten

von negativer Brechung wurden gegeben. Die Minimumslänge von Splitringresonatoren,

die notwendig ist, um negative Brechung zu erzielen, wurde berechnet und ausgehend

von den Ergebnissen konnte die Möglichkeit ausgeschlossen werden, ein Metamaterial

aus Splitringresonatoren zu bauen, das im sichtbaren Frequenzbereich einen negativen

Brechungsindex aufzeigt. Dennoch konnten die Erkenntnisse aus dieser Arbeit verwendet

werden, um Vorschläge für Bausteine von Metamaterialien machen zu können.

Die Arbeit soll mit einigen möglichen Kandidaten für negative Brechung abgeschlossen

werden: Ein Möglichkeit sind Resonatoren, die aus Graphit oder Graphen herausgeschnit-

ten werden. Alternativ kommen auch SURMOFS (surface-attached crystalline and ori-

ented metal-organi framework multilayers) in Frage. Dabei gilt das Interesse besonders or-

ganischen Ketten, die durch Metallatome verbunden sind und auf einer Oberfläche in einer

Ringstruktur aufgebracht sind. Als dritte Möglchkeit kommen Kohlenstoffnanoröhrchen

mit einem Schlitz in Frage.
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Appendix A

Coupling of the SRR to the light field

A.1 Dependence on the origin

The external light fields acting on the ring are given by

Eext(r, ω) = E0(ω) exp(ik · r) , (A.1a)

Bext(r, ω) = B0(ω) exp(ik · r) , (A.1b)

where E0 and B0 are related via

B0 =
1

k
k× E0 . (A.2)

If the wave length k−1 is much larger than the spatial extension of the ring, the dipole

approximation is employed, i.e., one assumes that both the electric and the magnetic

fields are spatially constant over the length scale of the molecule. Such constant fields,

however, do not satisfy the Maxwell equations. From

curlE = iωB , (A.3)

it is clear that a spatially homogenous magnetic field demands an electric field that is

linear in the coordinates. According to

curlB = −iωE , (A.4)

such a field requires a magnetic field that depends quadratically on the coordinates. If one

would continue this process to all orders, one would end up with the plane wave solution.

In order to describe a homogeneous electric and magnetic field, the plane wave electric

field has to be expanded to first order in the wave vector around a point r0,

Eext(r, ω) = E0 + i[k · (r− r0)]E0 , (A.5)
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where the first term on the RHS is just the homogeneous electric field and the second term

gives rise to the homogeneous magnetic field according to equation (A.3). In contrast to

the homogeneous magnetic field, the electric field is not translationally invariant. This

already indicates that the results obtained with this electric field depend on the choice of

r0.

In order to determine the induced density, one first has to calculate the potential by

integrating the electric field from one end of the wire to the point on the wire where

the potential is to be calculated at. However, the potential depends on the choice of the

expansion point and respectively of the origin. For the term describing the homogeneous

electric field this imposes no problem, as a shift of the point changes the potential by a

constant value. The term describing the magnetic field is not only changed by a constant

when the origin is shifted, so the induced density depends on the origin. In order to

understand what happens, we now turn to the derivation of the coupling Hamiltonian in

the long wavelength limit. We will then see that the gradient expansion from above leads

not only to a description of the coupling of to the magnetic field, but also to the gradient

of the electric field.

The issue of the dependence on the origin appears also in quantum chemistry. A typical

way to remove this problem is the usage of so called gauge including atomic orbitals [92].

A.2 The coupling Hamiltonian

We are now aiming at a systematic way to couple a quantum mechanical system to an

external light field given as in equations (A.1a) and (A.1b). The coupling Hamiltonian in

the Coulomb gauge reads

Ĥcoupl =

∫

R3

d3r ̂ ·Aext(r, ω) , (A.6)

where the external vector potential Aext leading to the fields given in equations (A.1a)

and (A.1b) is given by

Aext(x) =
1

iω
E0 exp (ik · x) . (A.7)

Performing a gradient expansion around the origin, we arrive at

Ĥcoupl =
1

iω

∫

d3x ̂(x) · E0[1 + ik · x+O(kL)] , (A.8)

where L denotes the typical length scale of the molecular system under consideration.

The evaluation of the integrals can be found in textbooks [44, 93], so one ends up with
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the following Hamiltonian:

Ĥcoupl = −p̂ · E0 − m̂ ·B0 −
1

6
i
∑

i,j

E0,iQ̂ijkj , (A.9)

where we have introduced the operators of the electric dipole moment p̂,

p̂ =

∫

d3r r ρ̂(r) (A.10)

the magnetic moment,

m̂ =

∫

d3r r× ̂(r) , (A.11)

and the electric quadrupole moment,

Q̂ij =

∫

d3r (3rirj − δijr
2) ρ̂(r) . (A.12)

A direct calculation shows that a shift of the origin yields only higher order terms

O((L/λ)2), as the lower order terms cancel. By a proper choice of the origin, it is possi-

ble to minimize the quadrupole coupling terms. A similar strategy is also applied in the

literature [94], but there the minimization is done for the oscillatory strengths.

For the SRRs considered in this thesis, the quadrupole term can be made to vanish

as shown in the next section. The choice of the origin has not only an impact on the

description of the coupling of the external fields to the SRR, but also on the radiation

fields, as they will then be determined completely by the electric and magnetic dipole

moments.

A.3 Choice of origin

We use that the density profile of a plasmon with m nodes is given by

πm(φ) =
1

√

(π − φ0)R
cos

(
φ− φ0

π − φ0
m
π

2

)

δ(r − R)δ(z) . (A.13)

For plasmons with an odd number of nodes, only Q12 and Q21 are non-vanishing which

can be easily checked by means of group theory,

Qxy = − 24(π − φ0)
2 cos(2φ0)

((n + 4)π − 4φ0)(π(n− 4) + 4φ0)
R2 . (A.14)

The only choice for the origin maintaining the symmetries of the single SRR is along the

x-axis as depicted in Figure A.1.
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Figure A.1: Shift of the origin O by ∆x.

If we shift the origin by ∆x, the quadrupole moment in the shifted coordinate system

indicated by a prime reads

Q′
xy = Qxy − 3py∆x , (A.15)

where p2 denotes y-component of the electric dipole moment,

py = − 8(π − φ0)
2 cos(φ0)

−4φ2
0 + 8πφ0 + (m2 − 4)π2

R . (A.16)

Now one can determine the position of the origin leading to a vanishing quadrupole

moment

∆x =
Qxy

3py
=

((m+ 2)π − 2φ0)(π(m− 2) + 2φ0) cos(2φ0) sec(φ0)

((n+ 4)π − 4φ0)(π(n− 4) + 4φ0)
R . (A.17)

A.4 External potentials

The spatially constant electric field is given as the gradient of the following scalar potential

Φext,el,

Φext,el(r, ω) = −E0(ω) · r . (A.18)

The explicit expression on the ring reads

Φext,el(φ, ω) = −R (Eext,1(ω) cosφ+ Eext,2(ω) sinφ) . (A.19)
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For the magnetic response, we consider a centrosymmetric electric field giving rise to a

spatially constant magnetic field,

ECS(φ, ω) = i
ωR

2c
Bext(ω)êφ (A.20)

and shift the origin as determined in section A.3,

ECS,shifted(φ, ω) = i
ωR

2c
Bext(ω)




êφ −

∆x

R
êy
︸︷︷︸

=cosφ êφ




 , (A.21)

The potential is then given by

Φext,mag(φ, t) = −R
∫ φ

0

dφ′ECS,shifted(φ
′)êφ′

= −i
ωR2

2c
Bext(ω)

(

φ− ∆x

R
sin φ

)

. (A.22)

The induced density as a response to both potentials is then given by

δρ(φ, ω) =

∫

dφ′χext(φ, φ
′) (Φext,el(φ

′, ω) + Φext,mag(φ
′, ω)) . (A.23)
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Appendix B

Calculation of the polarizabilities

B.1 Calculation of the electromagnetic moments

We now derive all expressions that are needed in order to calculate the electromagnetic

moments if the induced charge density of the molecular SRR is known. The electric dipole

moment is given by

p(ω) =

∫

d3r δρ(φ, ω)δ(r− R)δ(z) r . (B.1)

Performing the r- and z-integration, one obtains,

p(ω) = R

∫ 2π−φ0

φ0

dφRρ(φ, ω)






cosφ

sinφ

0




 . (B.2)

The expression for the magnetic moment in terms of the induced current density reads

m(ω) = − 1

2c

∫

d3r r× δjtrans(r, ω) . (B.3)

The transverse current density can be calculated from the current density by employing

equation (4.38). Performing a multipole expansion of the induced density and performing

the spatial integral, one finds that the contribution of the longitudinal current density

to the magnetic moment is proportional to Qxy. The idea now for the calculation of the

magnetic moment is to utilize equation (B.3) with the total current density instead of the

transverse one and then to shift the origin such that Qxy vanishes.

Using now the continuity equation on polar coordinates

1

R
∂φδIφ(ω, φ) = iωδρ(φ, ω) , (B.4)
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we can express the induced current δI(φ, ω) in terms of δρ(φ, ω),

δIφ(φ, ω) = iω
∫ φ

φ0

dφ′R δρ(φ′, ω) , (B.5)

and so we have for the current density

δj(φ, ω) = iω
∫ φ

φ0

dφ′R δρ(φ′, ω)δ(r −R)δ(z) . (B.6)

Plugging this into the expression for the magnetic moment, one has

m(ω) = − 1

2c
iωR

∫ 2π−φ0

φ0

dφR
∫

dφ′Rδρ(φ′, ω)êz . (B.7)

With help of a step function Θ,

m(ω) = − 1

2c
iωR

∫ 2π−φ0

φ0

dφR
∫

dφ′RΘ(φ− φ′)δρ(φ′, ω)êz , (B.8)

we can perform the φ-integration. Relabeling φ′ by φ, we have

m(ω) =
1

2c
iωR2

∫ 2π−φ0

φ0

dφ φ δρ(φ, ω)êz . (B.9)

So far we have used the center of the ring as the coordinate origin. Shifting the origin to

the position we obtained in Section A.3, we obtain the final result

m(ω) =
1

2c
iωR2

∫ 2π−φ0

φ0

dφ

(

φ− ∆x

R
sin(φ)

)

δρ(φ, ω)êz . (B.10)

B.2 Explicit expressions for the polarizabilities

Calculating δρ(φ, ω) with the help of equation (A.23) and determining the electromagnetic
moments by comploying equations (B.2) and (B.10), we obtain the expressions for all
polarizabilities by making a comparison to equation (8.13),

α(ω) = −

∫

dφR

∫

dφ′ R







−eR cosφ

−eR sinφ

0






χ(φ, φ′, ω)

(

−eR cos φ′ −eR sinφ′ 0
)

, (B.11)

βEM(ω) = −

∫

dφR

∫

dφ′ R







−eR cosφ

−eR sinφ

0






χ(φ, φ′, ω)

(

0 0 − e
2c

iωR2
(

φ′ − ∆x
R

sinφ′

))

, (B.12)

βME(ω) = −

∫

dφR

∫

dφ′ R







0

0
e
2c

iωR2
(

φ− ∆x
R

sin(φ)
)






χ(φ, φ′, ω)

(

−eR cos φ′ −eR sinφ′ 0
)

, (B.13)

γ(ω) = −

∫

dφR

∫

dφ′ R







0

0
e
2c

iωR2
(

φ− ∆x
R

sin(φ)
)






χ(φ, φ′, ω)

(

0 0 − e
2c

iωR2
(

φ′ − ∆x
R

sinφ′

))

. (B.14)



Appendix C

Basics of (TD)DFT

C.1 DFT

Solving the Schrödinger equation of an interacting many-particle system leads to a wave

function that depends on the coordinates of all particles. The power of density functional

theory is the fact that the ground state energy and other observables are completely

determined, once the ground state density ρ0 is given. Hohenberg and Kohn have shown

that (i) the energy is a unique functional of ρ0, E[ρ0] and that (ii) the true ground

state density minimizes this functional. The electronic energy of molecules in the Born-

Oppenheimer approximation comprises the kinetic energy of the electrons (T [ρ0]), their

mutual Coulomb interation Vee[ρ0], and the coupling to external fields like the electric

fields of the nuclei or the applied static electric fields (Vext[ρ0]). The bottleneck of pure

DFT is the representation of the kinetic energy in terms of the density. For that reason,

Kohn and Sham introduced a non-interacting reference system whose single-particle states

|φi〉 yield the correct ground state density. The kinetic energy can then be calcuated in

terms of the single-particle orbitals,

TKS =
∑

i

〈φi| −
1

2m
∆|φi〉 . (C.1)

If one separates the Hartree term J [ρ0] from the electronic interaction energy, the energy

functional can be recast into the following form,

E[ρ0] = TKS[ρ0] + J [ρ0] + T [ρ0]− TKS[ρ0] + Vee[ρ0]− J [ρ0]
︸ ︷︷ ︸

≡Exc[ρ0]

+Vext[ρ0] , (C.2)

where the exchange correlation energy Exc has been introduced. Minimizing the energy

with respect to the Kohn Sham orbitals and keeping the numbers of particles fixed by

introducing a chemical potential leads to effective single-particle equations, the Kohn
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Sham equations that have to be solved in a self-consistent manner as in the case of

Hartree-Fock. However, the exact exchange correlation energy is not known, so one has

to use approximations. A catalogue of the resulting functionals can be found in [95, 96].

C.2 TDDFT

In the main task of time-dependent density functional theory is the calculation of the

density-density correlation function. The irreducible correlation function is defined via

χirr(r, r
′, ω) = χKS(r, r

′, ω)+

∫

d3r′′
∫

d3r′′′ χKS(r, r
′′, ω)fxc(r

′′, r′′′, ω)χirr(r
′′′, r′, ω) , (C.3)

where χKS is the correlation function of the non-interacting Kohn-Sham system and fxc

is the exchange correlation kernel which is the Fourier transform of the second derivative

of the exchange correlation energy with respect to the density. One usually employs the

adiabatic approximation, i.e., one neglects the frequency dependency of fxc. The full

response function is determined from the irreducible one in the same way as in Chapter

4.



Appendix D

Identification of the plasmonic modes

from TDDFT calculations

In this appendix we show how to identify plasmonic resonances by looking at a sample

output of the escf program. We consider the two lowest excitations that transform like

bu. The relevant data for the analysis are the excitation energies in eV and the dominant

contributions of the single particle excitations.

1 singlet bu excitation

Total energy: -774.6492297177836

Excitation energy: 0.7471414181640997E-01

Excitation energy / eV: 2.033076112467895

Excitation energy / nm: 609.8357225591878

Excitation energy / cm^(-1): 16397.85868322400

Oscillator strength:

velocity representation: 3.456598514634738

length representation: 3.708739168103826
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mixed representation: 3.580440760044131

Rotatory strength:

velocity representation: 0.000000000000000

velocity rep. / 10^(-40)erg*cm^3: 0.000000000000000

length representation: 0.000000000000000

length rep. / 10^(-40)erg*cm^3: 0.000000000000000

Dominant contributions:

occ. orbital energy / eV virt. orbital energy / eV |coeff.|^2*100

5 bg -4.46 6 au -3.33 96.7

2 singlet bu excitation

Total energy: -774.6239524808460

Excitation energy: 0.9999137875405113E-01

Excitation energy / eV: 2.720905020861006

Excitation energy / nm: 455.6728112737820

Excitation energy / cm^(-1): 21945.57092522920

Oscillator strength:

velocity representation: 0.3387124752823621E-01
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length representation: 0.3647043486873625E-01

mixed representation: 0.3514670048486292E-01

Rotatory strength:

velocity representation: 0.000000000000000

velocity rep. / 10^(-40)erg*cm^3: 0.000000000000000

length representation: 0.000000000000000

length rep. / 10^(-40)erg*cm^3: 0.000000000000000

Dominant contributions:

occ. orbital energy / eV virt. orbital energy / eV |coeff.|^2*100

4 bg -5.96 6 au -3.33 68.0

5 bg -4.46 7 au -1.63 25.0

First, we calculate the energy of the contributing single particle excitations. For the first

excitation one has only one dominant contribution and the singe-particle excitation energy

is 1.13 eV. We then compare this energy to the excitation energy. The large difference

between 2.03 and 1.13 eV must be due to restoring forces. So the excitation must be a

plasmon. This is also suggested by the high value of the oscillator strength. The single-

particle excitation energies for the second excitation are 2.63 eV and 2.83 eV. The values

are close to 2.72 eV, so we identify the excitation as RSPE.
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Appendix E

Extinction theorem

In this section, we intend to derive the index of refraction based on a completely micro-

scopic calculation. We assume that the medium lies in the half-space below the xy-plane

and the upper part is the vacuum. We consider then an incident electromagnetic wave

and calculate the fields as a response of the medium. Inside the medium, the incident

field will give rise to two electromagnetic waves. The first one will extinct the incident

wave whereas the other one travels with a modified dispersion relation. One further ob-

tains Snell’s law of refraction and the Fresnel equations for transmission. Outside of the

medium, a reflected wave results from the radiation fields of the medium and the law of

reflection is found.

We start from the Maxwell equations without external sources,

(

curl 0

0 curl

)(

E

H

)

=

(

−1
c
∂tB

1
c
∂tD

)

(E.1)

and
(

D

B

)

=

(

E

H

)

+ 4π

(

P

M

)

. (E.2)

Applying the curl on both sides of equation (E.1) and using equation (E.2), one finds

(

� 0

0 �

)(

D

B

)

= 4π

(

curl curl −i 1
c
∂tcurl

i1
c
∂tcurl curl curl

)(

P

M

)

. (E.3)

or after Fourier transformation to frequency space

(

� 0

0 �

)(

D

B

)

= 4π

(

curl curl ik0curl

−ik0curl curl curl

)(

P

M

)

, (E.4)
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where we have used k0 = ω/c. Apart from solutions of the homogeneous equation, one

finally has
(

D(r)

B(r)

)

=

∫

R3

d3r′G(r, r′)4π

(

curl curl ik0curl’

−ik0curl’ curl’ curl’

)(

P

M

)

, (E.5)

where we have employed the retarded Green’s function G(r, r′),

G(r, r′) =
exp(ik0|r− r′|)

|r− r′| . (E.6)

We divide the space into a region without medium RW = {r|r ∈ R
3∧r3 < 0} and a region

containing the medium RM = {r|r ∈ R
3 ∧ r3 > 0} and assume that the medium consists

of electric and magnetic dipoles with the same dipole moments p and m at positions Ri,

so that the polarization P and the magnetization M are given by
(

P(r)

M(r)

)

=
∑

i

(

pδ(r−Ri)

m δ(r−Ri)

)

. (E.7)

Again we introduce a convex neighborhood of each dipole Uu,i and construct the punctured

manifold

M = RM\
⋃

i

Uu,i . (E.8)

If now the incident fields Einc and Binc propagate from the vacuum inside the medium,

they will induce electric and magnetic dipoles. Their strength and direction is determined

by the microscopic polarizabilities
(

p

m

)

=

(

α β

−βT γ

)(

Eloc

Hloc

)

(E.9)

and the local fields Eloc and Hloc at the position of the dipole. These fields are the sum

of the incident fields and the radiation fields of all other dipoles. When the contribution

from all other dipoles is treated within a continuum approximation, we replace the sum

over all individual dipoles by an integral over the punctured manifold times the spatial

density ndip of the dipoles:
(

Eloc(r)

Hloc(r)

)

=

(

Einc(r)

Hinc(r)

)

+ ndip

∫

M

d3r′G(r, r′)

(

curl′ curl′α− ik0curl′βT curl′ curl′β + ik0curl′γ

−curl′ curl′βT − ik0curl′α curl′ curl′γ − ik0curl′β

)(

Eloc(r
′)

Hloc(r
′)

)

− 4πndip

(

α β

−βT γ

)(

Eloc(r)

Hloc(r)

)

︸ ︷︷ ︸

due to equation (E.2)

.

(E.10)
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One finds
(

Eloc(r)

Hloc(r)

)

=

(

Einc(r)

Hinc(r)

)

+ ndip

∫

RM

d3r′G(r, r′)

(

curl′ curl′α− ik0curl′βT curl′ curl′β + ik0curl′γ

−curl′ curl′βT − ik0curl′α curl′ curl′γ − ik0curl′β

)(

Eloc(r
′)

Hloc(r
′)

)

.

− ndip

(

4π1+ FU 0

0 4π1+ FU

)(

α β

−βT γ

)(

Eloc(r)

Hloc(r)

)

(E.11)

We now perform partial integrations and use

∂

∂ri
G(r, r′) = − ∂

∂r′i
G(r, r′) , (E.12)

then we can take all derivatives in front of the integral

(

Eloc(r)

Hloc(r)

)

=

(

Einc(r)

Hinc(r)

)

+ ndip

(

curl curlα− ik0curlβT curl curlβ + ik0curlγ

−curl curlβT − ik0curlα curl curlγ − ik0curlβ

)

∫

RM

d3r′G(r, r′)

(

Eloc(r
′)

Hloc(r
′)

)

− ndip

(

4π1+ FU 0

0 4π1+ FU

)(

α β

−βT γ

)(

Eloc(r)

Hloc(r)

)

.

(E.13)

For the incident field, we choose a plane wave satisfying the Maxwell equations in vacuo

with kinc as a wave vector and kinc = k0,

(

Einc(r)

Hinc(r)

)

=

(

E
(0)
inc

H
(0)
inc

)

exp (ikinc · r) , (E.14)

and make the following plane wave Ansatz for the local fields:

(

Eloc(r)

Hloc(r)

)

=

(

E
(0)
loc

H
(0)
loc

)

exp (iktrans · r) , (E.15)

where ktrans denotes the wave vector of the transmitted waved. We further need the

following integral

∫

RM

d3r′G(r, r′) exp (iktrans · r′) =







2π exp(i[ktrans,1r1+ktrans,2r2+qr3])

q(q−ktrans,3)
+ 4π exp(iktrans·r)

k2
trans

−k20
r3 > 0

−2π
exp(i[ktrans,1r1+ktrans,2r2−qr3])

q(q+ktrans,3)
r3 > 0

(E.16)



198 APPENDIX E. EXTINCTION THEOREM

with

q2 ≡ k20 − k2trans,1 − k2trans,2 . (E.17)

For later convenience we define the following wave vectors

kext ≡






ktrans,1

ktrans,2

q




 , krefl ≡






ktrans,1

ktrans,2

−q




 . (E.18)

We introduce the matrix Ktype,

Kij ≡ ǫijmktype,m (E.19)

and Ttype,

Ttype ≡ −
(

K2
typeα + k0Ktypeβ

T −Ktypeβ − k0Ktypeγ

−K2
typeβ

T − k0Ktypeα K2
typeγ − k0Ktypeβ

)

. (E.20)

The final equations for r3 > 0 then read
(

0

0

)

=

(

E
(0)
inc

B
(0)
inc

)

exp (ikinc · r)
︸ ︷︷ ︸

I

+
2πndip

q(q − ktrans,3)
Text

(

E
(0)
loc

H
(0)
loc

)

exp (ikext · r)
︸ ︷︷ ︸

II

−







[(

1 0

0 1

)

+ ndip

(

FU 0

0 FU

)(

α β

−βT γ

)]

︸ ︷︷ ︸

ΣCM

+
4πndip

k2trans − k20
Ttrans

+4πndip

(

α β

−βT γ

)}(

E
(0)
trans

H
(0)
trans

)

exp (iktrans · r) ,

(E.21)

where we have introduced the matrix ΣCM.

i) For the sum of term I and II to cancel, the exponents must be equal for all values

of r inside the medium, so we have

ktrans,1 = kinc,r , ktrans,2 = kinc,2 , q = kinc,3 . (E.22)

ii) The field strengths of local fields may be determined from the fields strength of the

incident fields,
(

E
(0)
inc

H
(0)
inc

)

=
2πndip

kinc,3(kinc,3 − ktrans,3)
Text

(

E
(0)
loc

H
(0)
loc

)

. (E.23)
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According to Clausius-Mossotti theory, the local fields and the macroscopic fields

are related via
(

E
(0)
loc

H
(0)
loc

)

= Σ−1
CM

(

E
(0)
macr

H
(0)
macr

)

, (E.24)

so the macroscopic fields can be expressed in terms of the incident ones,
(

E
(0)
inc

H
(0)
inc

)

=
2πndip

kinc,3(kinc,3 − ktrans,3)
TextΣ

−1
CM

(

E
(0)
macr

H
(0)
macr

)

. (E.25)

The equation expresses on the one hand the extinction of the incident wave by an-

other one that is produced by the radiating dipoles. On the other hand we can read

off all transmission coefficients, appearing in the Fresnel equations of transmission.

iii) Defining the index of refraction as

n2 =
k2trans

k20
, (E.26)

one easily sees

cos θinc

cos θtrans
= n (E.27)

which is just Snell’s law.

iv) The remaining terms of equation (E.21) impose the condition, the the local fields

must be eigenvectors of the matrix within the curly bracket with eigenvalue zero:

det

{

ΣCM +
4πndip

k2trans − k20
Ttrans + 4πndip

(

α β

−βT γ

)}

!
= 0 . (E.28)

This equation determines the dispersion relations of the photonic dispersion relation

by solving for k0 in terms of ktrans.

Outside of the medium, one observes in addition to the incident wave a reflected one,
(

E
(0)
refl

H
(0)
refl

)

exp (ikrefl · r) =
2πndip

q(q + ktrans,3)
Trefl

(

E
(0)
local

H
(0)
loc

)

exp (ikrefl · r) . (E.29)

We can make two observations:

i) Using the definition of the environmental form factors, one sees

θrefl = π − θinc , (E.30)

which is the law of reflection.
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ii) We can also express the amplitudes of the reflected wave in terms of the amplitudes

of the wave within the medium,
(

E
(0)
refl

H
(0)
refl

)

=
2πndip

kinc,3

(kinc,3 + ktrans,3)TreflΣCM

(

E
(0)
macr

H
(0)
macr

)

. (E.31)

We can read off the transmission coefficients, appearing in the Fresnel equations of

reflection.


