
The Full Anisotropic Adaptive Fourier Modal Method
and its Application to

Periodic and Aperiodic Photonic Nanostructures

Zur Erlangung des akademischen Grades eines

DOKTORS DER NATURWISSENSCHAFTEN

von der Fakultät für Physik des
Karlsruher Instituts für Technologie (KIT)

genehmigte

DISSERTATION

von

Dipl.-Phys. Thomas Zebrowski
aus Baden-Baden

Tag der mündlichen Prüfung: 19. Oktober 2012
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1 Chapter 1.

Introduction

Visible light captured by the eye is the most important sense to human beings. It enables us to
remotely perceive the world around us, close by as well as parsecs away.

Light transports enormous amounts of information. In daily life it tells us about the dimensions
and distance of objects, their structure or surface texture, and their constituent materials. With its
large propagation velocity — a fundamental natural constant — it enables us to gather information
momentarily and also look into the universe’s past. With optical tools like telescopes we can learn
about large scale objects such as galaxies, with microscopes we can analyze tiny objects like cells.
Light mediates the knowledge stored on computers somewhere at the other end of the earth, and the
knowledge contained in books on our desk. Light transports energy.

Light is prerequisite. It is appealing, fascinating, and important to humans. We rely on it. In absence
it is missed. This is the reason why tremendous scientific efforts were spend to gain control over it,
to be able to create and manipulate it. Scientific progress as well as improved technical skills and
machinery facilitated a deeper understanding of its nature troughout history, but particularly within
the last decades. Today, we know that light is created by matter. The information it transports is
picked up by interaction with matter. Thus, the control of light must happen by control of the matter
on the visible light’s inherent scale — the nano-scale.

Among the groundbreaking recent advancements is clearly the proposal of photonic crystals (PCs)
by Yablonovitch [1] and John [2] in 1986. They were first to realize that a regular, periodic pat-
tern of different dielectric materials leads to a photonic band structure which can feature complete
photonic bandgaps (PBG) similar to electronic band structures in semiconductors. These complete
bandgaps are frequency regions where light propagation within the crystal is forbidden irrespective
of the propagation direction. This finding stimulated enormous endeavors to physically realize such
artificial materials and selectively engineer their properties. While at first production techniques
allowed only for high precision structuring in the micrometer regime [3], the structured materials’
feature sizes in subsequent works eventually advanced into the high nanometer regime such that the
bandgap appeared in the infrared part of the spectrum [4, 5].

One setup prooved particularly dependable: The woodpile photonic crystal structure. With the help
of direct laser writing (DLW), a newly developed structuring technique for rapid prototyping, it
became possible to reach in-plane rod spacings well below one micrometer and, with silicon as rod
material, a bandgap in the near infrared [6]. However, a complete photonic bandgap in the visible
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1. Introduction

was still out of reach and remained challenging. First of all, this would require even smaller feature
sizes, and secondly a high refractive index contrast between rod and surrounding material constituted
from materials with low absorption in the visible range.

Lately, stimulated emission depletion direct laser writing (STED-DLW) [7,8] and a newly developed
titania (TiO2) atomic layer deposition (ALD) double inversion process — for the conversion of the
polymeric template into the final material — enabled the realization of woodpiles with the required
characteristics for a complete photonic bandgap in the visible [9]. The geometric parameters deduced
from scanning electron microscope (SEM) pictures indicate that the realized geometry is compati-
ble with designs which exhibit a complete bandgap. While these indications were obtained with an
established numerical bandstructure simulation tool [10], there remains the usual gap in the chain
of evidence. Any bandstructure simulation naturally considers an infinitely (three-dimensional) pe-
riodic bulk system. Every realized photonic crystal, however, is of finite dimensions and features
a structure surface. Hence, the experimentally available meassurements obtained from angle- and
polarization-resolved transmittance spectroscopy (cf. [11]), must be savely linked to the bandstruc-
ture results. As part of this work, we will provide this link and strong evidence for the successful
realization of the complete three-dimensional photonic bandgap in the visible — employing the per-
fectly suited Fourier modal method (FMM).

Early on in the scientific exploration of PCs, the focus was not only on the realization of perfectly
regular bulk structures, but also on the principle’s application to useful devices. One of the direc-
tions of development was the utilization of the electromagnetic isolation effect PCs provide in the
frequency range of the bandgap. Introducing an imperfection into the otherwise perfect pattern of
such structures leads to a local confinement of the light in the defect’s vicinity. This effect was, for
instance, adopted to optical fibers and opened up the field of photonic crystal fibers (PCF) [12, 13].

If the photonic crystal part consists of materials whose optical properties can be specifically manip-
ulated, the bandgap can be tuned [14–17]. One sort of such materials are for example anisotropic
liquid crystals (LC) controled by an external electric field. Infiltrated into a PCF and enclosed by a
periodic electrode along the fiber axis, they can be used to dynamically induce a long period grating
(LPG) [18]. These LPGs are interesting devices for dynamical fiber based filter or switching appli-
cations. Due to their huge length in the order of several millimeters in comparison to their small
diameter of a few microns, these systems are challenging for numerical simulation tools.

An eigenmode expansion based numerical method like the FMM is one of the most promising can-
didates for an accurate simulation of such devices, because it features a good scaling behavior with
respect to the system size along the fiber axis. However, the FMM is optimized to handle infinitely
periodic systems in the plane transverse to the fiber axis, like photonic crystals. Hence, the major
part of this work is dedicated to the optimization of the method towards fiber-based photonic systems
such as the LPG. This comprises fully anisotropic material tensors, adapted coordinate (AC) meshes,
an adapted spatial resolution (ASR), and perfectly matched layer (PML) boundary conditions.

Overview

We commence in Chap. 2 with the discussion of Maxwell’s equations as the underlying physical laws
for the description of light and its propagation. Starting from their common form, we derive step by
step a form suitable for a numerical treatment of problems in the frequency domain. Subsequently,
we give a short digest of field continuity conditions at material interfaces and energy transport. Plane
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waves are introduced as solutions to Maxwell’s equations in homogenous space. Furthermore, we
give a detailed introduction into the derivation of a formulation suitable for arbitrary curvilinear
coordinate systems — the covariant formulation.

The subsequent chapter, Chap. 3, familiarizes the reader with the mathematical description of peri-
odic systems by means of the concepts of lattice and reciprocal lattice. We shortly recapitulate Bloch
modes as their natural solutions, before we devote a large section to numerical discretization and
description of the problem in Fourier space. In the last part, we acquaint ourselves with the theory
of diffraction.

Chapter 4 gives an introduction into the field of waveguides and the properties of waveguide modes.
Since the circular step-index fiber is one of the few systems with available analytical solutions, we
adopt them for later use as reference solutions.

The abstract scheme of modal methods is developed in Chap. 5. Besides the systems decomposition
into layers and the eigenmode expansion, the major part of the chapter is devoted to the scattering
matrix algorithm as integral part of all modal methods. Serveral different field matching schemes are
delt with as well as all kinds of procedures and usefull tricks.

The Fourier modal method as our particular variant of modal methods for periodic systems is de-
tailed in Chap. 6. We present the full anisotropic eigenvalue problem in the discretized form and
cover all aspects like field sources, transmittance and reflectance as calculated quantities, and the
reconstruction of the field solutions with different approaches. Last, we give a short introduction
into symmetry reductions at the example of the C2v symmetry.

Chapter 7 is concerned with real and complex coordinate transformations as extensions to the or-
dinary FMM — not solely, but also — towards the treatment of fiber systems. This application of
transformation optics concepts strongly grounds on the covariant formulation of Maxwell’s equations
introduced in Chap. 2. Intuitive construction schemes for the creation of real coordinate transforma-
tions are developed with the aim of an improved surface representation by adaptive coordinates (AC)
and an adaptive spatial resolution (ASR) of discontinuities in the material functions. Complex co-
ordinate transformations are exploited for the electromagnetic isolation of aperiodic structures by
perfectly matched layers (PML), so that the FMM can handle them as well. We discuss advantages
and disadvantages of the presented techniques and different strategies for their integration into the
method.

The newly implemented extensions are rigorously tested and validated in Chap. 8. We evaluate the
performance of different mesh types as well as different PML types. Our attention is particularly
focussed on the discussion of obstacles and issues and how they can be accounted for.

Last not least, we apply the developed numerical simulation code to challenging and exciting ap-
plications in Chap. 9. The first system, the woodpile photonic crystal with a complete bandgap in
the visible, is a periodic system and, thus, treated with classical FMM. All developed extensions of
the FMM — full anisotropy, adaptive coordinates, adaptive spatial resolution, and perfectly matched
layers — find their successful application in the design and simulation of a LC infiltrated fiber based
LPG mode coupler.

The thesis is concluded with a summary and an outlook.
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2 Chapter 2.

Fundamentals of Electrodynamics

Light-matter interaction in nanophotonic systems is described by the fundamental equations of elec-
trodynamics. In the physical systems we would like to investigate, individual quantum effects do
not play an observable role. Rather the averaged material properties in interplay with light-fields
dominate the physical processes. These processes are best treated in the framework of classical
electrodynamics.

In this chapter, we introduce the reader into the topic of classical electromagnetics and establish the
theoretical background for the remainder of this work. We start with the introduction of electromag-
netic fields and the presentation of Maxwell’s equations in Sec. 2.1. Maxwell’s equations formulate
the physical laws that govern the examined interaction between fields and matter. We gradually re-
formulate and simplify the equations to ease a numerical treatment. Section 2.2 is concerned with
the continuity of fields at material interfaces, and Sec. 2.3 covers the transport of energy contained
in the fields. The wave equation and propagation phenomena of plane waves are briefly discussed
in Sec. 2.4. In the end of this chapter, in Sec. 2.5, we give a profound introduction into curvilinear
coordinate systems and show that Maxwell’s equations can be formulated in such a way that they are
invariant independent of the palpable chosen coordinate system.

Throughout this chapter, we follow the derivations of the electrodynamics textbook written by J. D.
Jackson [19] and the solid state textbooks written by Ch. Kittel [20] and N. W. Ashcroft [21]. The
disquisition on curvilinear coordinates is oriented along the path laid out in the work of Leonhardt
and Philbin [22].

2.1. Maxwell’s Equations

The numerical method we develop and use in the course of this thesis builds up on the fundamental
equations established by James C. Maxwell in 1865 in his paper “A Dynamical Theory of the Elec-
tromagnetic Field” [23]. Using the International System of Units (SI) and the notation coined by O.
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2. Fundamentals of Electrodynamics

Heavyside, Maxwell’s equations read

∇ ·D(r, t) = ρf(r, t) , (2.1a)

∇ ·B(r, t) = 0 , (2.1b)

∇×E(r, t) = −∂tB(r, t) , (2.1c)

∇×H(r, t) = jf(r, t) + ∂tD(r, t) . (2.1d)

These equations describe the interplay between electric field E, magnetic field H, electric displace-
ment field D, and magnetic induction field B. Electric charges and currents which are not bound to a
medium are represented by the free electric current density jf and free electric charges ρf . They serve
as sources for the electromagnetic fields. All introduced quantities depend on the spatial coordinate
r = (x, y, z)T and time t.

Maxwell’s equations reflect the physical laws that fully govern electromagnetic effects on a macro-
scopic length scale. Macroscopic thereby refers to a regime a good deal larger then the atomic length
scales, where quantum mechanical effects play a major role. In this regime the atomic physical
processes are subsumed in spatially averaged effective media properties and the fields are to be con-
sidered correspondingly. These effective media properties enter via the electric displacement field D
and magnetic induction field B and the constitutive relations introduced in Sec. 2.1.3.

Of all four fields only the electric field E and the magnetic induction field B are directly observable
via the Lorentz force

F = q(E + v ×B) , (2.2)

that acts on an electrical charge q moving with velocity v.

The focus of this thesis lies on physical aspects much less general than what Maxwell’s above stated
equations account for. The following paragraphs therefore introduce simplifications and specializa-
tions leading to the form of Maxwell’s equations which will be the starting point of the numerical
methods introduced in Chap. 5 and Chap. 6.

2.1.1. Sources

In this thesis we are not so much interested in the creation of electromagnetic fields. We rather study
the evolution of a given initial field in space and time for a given structure made of solid, liquid or
gaseous matter. Hence, only systems with ρf(r, t) = 0 and jf(r, t) = 0 will be considered and the
respective terms in Eq. (2.1a) and Eq. (2.1d) can be neglected.

2.1.2. Frequency Domain

Our focus will additionally be on time harmonic fields and stationary solutions of Maxwell’s equa-
tions. So, we make the ansatz

Ψ(r, t) = Ψ(r, ω) e−iωt (2.3)

where Ψ is a place holder for all electromagnetic fields and ω is the (angular) frequency1. Con-
sequently, the time derivatives in Eq. (2.1c) and Eq. (2.1d) can be replaced by ∂t → −iω. The

1Throughout this thesis we use frequency synonymous to angular frequency.
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2.1. Maxwell’s Equations

exponential time dependence can and will be omitted in the presentation of the equations as well as
in the remainder of the thesis, but is always implicitly assumed. All fields then depend on space r
and frequency ω; this representation we call frequency domain. Maxwell’s source free equations in
frequency domain read

∇ ·D(r, ω) = 0 , (2.4a)

∇ ·B(r, ω) = 0 , (2.4b)

∇×E(r, ω) = iω B(r, ω) , (2.4c)

∇×H(r, ω) = −iω D(r, ω) . (2.4d)

2.1.3. Constitutive Relations

So far, Maxwell’s equations in the frequency domain are not unambiguously solvable. The eight
equations contain twelve independent field components. The missing equations are provided by the
constitutive relations

D = D(E,H) , B = B(E,H) . (2.5)

They are called constitutive or material relations because they describe the material response due to
the external electromagnetic stimulation. This dependence is in general complicated. However, in
the most common optical cases it is sufficient to describe the response by the polarization P and the
magnetization M of the material and neglect higher order moments. Furthermore, in the considered
cases P usually depends much stronger on E than on H. The same also applies to M, but the other
way round. These limitations lead to

D(r, ω) = ε0E(r, ω) + P(E(r, ω)) , (2.6a)

B(r, ω) = µ0H(r, ω) + M(H(r, ω)) , (2.6b)

where the first terms on the right hand side constitute the respective vacuum contributions2.

For local media polarization and magnetization can be expanded into a power series in the electric
and magnetic field, respectively. Since we are interested in electromagnetic field strengths that are
small compared to atomic fields, only the linear term provides a significant contribution and we
restrict our considerations to such linear materials. Hence, polarization and magnetization can be
expressed by

P(r, ω) = ε0χ
(1)
e

(r, ω) E(r, ω) , (2.7a)

M(r, ω) = µ0χ
(1)
m

(r, ω) H(r, ω) , (2.7b)

with the tensorial first order expansion coefficients called electric susceptibility χ
e

and magnetic
susceptibility χ

m
. Inserting Eqs. (2.7) into Eqs. (2.6) and introducing the permittivity3 ε = (1+χ

e
)

and the permeability µ = (1 + χ
m

), the linear constitutive relations read

D(r, ω) = ε0 ε(r, ω) E(r, ω) , (2.8a)

B(r, ω) = µ0µ(r, ω) H(r, ω) . (2.8b)

2The used natural constants are defined as: ε0 = 1/(µ0 c
2
0) is the vacuum permittivity, µ0 = 4π · 10−7 Vs/(Am) is the

vacuum permittivity, and c0 = 299 792 458 m/s the vacuum speed of light.
3To be precise, this is the relative permittivity and relative permeability. However, the “relative” will be omitted through-

out the thesis.
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2. Fundamentals of Electrodynamics

The permittivity and permeability are both second rank tensors (3× 3) which allow for the treatment
of anisotropic materials. Their frequency dependency describes dispersion. For many dielectric
materials both characteristics are not important and the permittivity can be reduced to the scalar
dielectric constant ε. The permeability µ at optical frequencies usually equals one. Despite these
facts, we would like to emphasize that for the course of this thesis these characteristics are important
and will be used. Therefore, we carry them through all further derivations.

The restriction to linear constitutive relations entails that Maxwell’s equations become linear partial
differential equations. As such, any superposition of their solutions remains a solution itself. In
particular, with the Fourier transform

Ψ(r, t) =
1

2π

∞∫
−∞

dω Ψ(r, ω) e−iωt (2.9)

and its inverse it is possible to calculate arbitrary time dependent signals as well and it becomes clear
that our ansatz from Eq. (2.3) is simply a special case. Nevertheless, this special case is the most
commonly used.

2.1.4. Reduction to Curl Equations

The constitutive relations derived in Sec. 2.1.3 reduce the unknowns in Maxwell’s equations to six.
With all eight of Maxwell’s equations the system is overdetermined. Thus, as long as our solutions
fulfill the two divergence equations, Eq. (2.1a) and Eq. (2.1b), it is sufficient to keep the six curl
equations Eq. (2.1c) and Eq. (2.1d) in order to solve the whole system of equations.

When the simplified curl equations in frequency domain are solved for

B =
1

iω
∇×E and D =

−1

iω
∇×H , (2.10)

it becomes apparent that because of the identity relation ∇ · (∇×Ψ) = 0 their solutions are au-
tomatically divergence free (ρf = 0). Hence, we content ourselves to work with the curl equations
solely.

2.1.5. Dimensionless Units and Fields

Maxwell’s equations, Eqs. (2.1), with all reductions and simplifications applied in Sec. 2.1.1 to
Sec. 2.1.4, read in the SI system

∇SI ×ESI(rSI, ωSI) = iωSI µ0µ(rSI, ωSI) HSI(rSI, ωSI) , (2.11a)

∇SI ×HSI(rSI, ωSI) = −iωSI ε0 ε(rSI, ωSI) ESI(rSI, ωSI) . (2.11b)

Most of the quantities expressed here are still afflicted with a variety of different units. To prepare
the equations for numerical evaluation we have to eliminate them and express the equations with
dimensionless numbers. To this end, the SI quantities are split into a number and a scaling factor
containing the units. The position vector rSI = r · a is split into the dimensionless vector r and
the dimension tainted length scaling factor a, for instance. The length scaling factor is usually
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2.1. Maxwell’s Equations

a characteristic length of the investigated system, for example, the lattice constant of a periodic
structure and typically in the order of a = 1µm. With the help of a and the vacuum speed of light
c0 all remaining quantities except the fields can be treated the same way. Table 2.1 summarizes the
relations for the conversion between SI and dimensionless units.

Quantity in Dimensionless Units In SI Units

Position r rSI = r · a
Wavelength λ λSI = λ · a
Wave vector k kSI = k · 1

a

Time t tSI = t · ac0
Frequency ω ωSI = ω · c0a
Velocity v vSI = v · c0

Spatial Derivative ∇ ∇SI = ∇ · 1
a

Electric Field E(r, ω) ESI(r, ω) = E(r, ω) · 1
ωc0ε0

H0

Magnetic Field H(r, ω) HSI(r, ω) = H(r, ω) ·H0

Table 2.1.: Dimensionless quantities and their relations to SI quantities.

The electromagnetic fields need an additional scaling factor, e.g. HSI(r, ω) = H(r, ω) ·H0. Here,
again, the vector H is dimensionless and the field scaling factor is in optics typically in the order of
H0 ≈ 10−3 A/m. The electric field then scales4 like mentioned in Tab. 2.1, where we employed the
identities

c0 =
1

√
ε0µ0

, c0µ0 =
1

c0ε0
=

√
µ0√
ε0
. (2.12)

Replacing SI quantities in Eqs. (2.11) by the dimensionless quantities from Tab. 2.1 and dividing out
the field scaling factor H0 finally gives Maxwell’s equations in dimensionless units

∇×E(r, ω) = iω2µ(r, ω) H(r, ω) , (2.13a)

∇×H(r, ω) = −i ε(r, ω) E(r, ω) . (2.13b)

Note that also the arguments need to be replaced, but this is usually done in the following way:
Before the evaluation of the equations the analyzed structure described by the permittivity ε(r, ω) is
directly defined in dimensionless units. After the evaluation, if necessary, the fields are transformed
back to SI units as defined in Tab. 2.1. Moreover, by multiplication of the appropriate scaling factors
to the arguments, we obtain

HSI(rSI, ωSI)
Tab. 2.1

= H(ar, ωc0/a) ·H0
a,H0⇐⇒ H(r, ω) . (2.14)

The freedom in choice of the scaling factors without altering the form of Maxwell’s equations
Eqs. (2.13) is called scale invariance. It means that all physical solutions of the dimensionless equa-
tions that can be obtained by specifying a and H0 are equivalent.

4A particularity of our choice for ESI is the additional dimensionless term 1/ω which is not necessary. However, our
implementations involve this factor for historic reasons [24].
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2. Fundamentals of Electrodynamics

As mentioned before, Maxwell’s equations in the form of Eqs. (2.13) are the starting point for the de-
scription of the numerical algorithms used for their evaluation. These algorithms will be introduced
in Chap. 5 and Chap. 6. But before we get there, there are a few more fundamental optical properties
that have to be introduced first.

2.2. Continuity Conditions

Electromagnetic fields in homogeneous or continuously varying media are continuous themselves.
Many interesting optical phenomena, however, are crucially connected to interfaces between differ-
ent media where the material parameters as functions of position are discontinuous. The objective of
this section is to derive from Maxwell’s equations how the electromagnetic fields behave, whether
they follow the discontinuity of the material parameters or not.

Thereto, we start out with Maxwell’s source free divergence equations Eq. (2.4a) and Eq. (2.4b) in
frequency domain and integrate them over a volume V enclosing part of the material interface – a so
called Gaussian pillbox – as depicted in Fig. 2.1. The top and bottom faces of the pillbox are parallel
to the material interface and of base area ∆a 6= 0 each. Its sidewalls are of height δ. Application of

Figure 2.1.: Integration contours at a material interface. Left: Gaussian pillbox. Right: Stoke-
sian loop.

the Gauss-Ostrogradsky theorem [19] changes the volume integral into an integral over the surface
∂V of volume V and leads to

0 =

∮
∂V

D · nda =
(
D2 −D1

)
· n ∆a , (2.15a)

0 =

∮
∂V

B · nda =
(
B2 −B1

)
· n ∆a , (2.15b)

where the surface normal vector n always points outwards and the fields’ subscripts indicate the
respective medium. In Eqs. (2.15) we already evaluated the surface integral in the limit of δ → 0 and
took into account that the normal vector gives rise to contributions opposite in sign between top and
bottom faces. As an immediate consequence, the components normal to the media interface

D⊥ and B⊥ are continuous. (2.16)

A similar procedure can be applied to Maxwell’s source free curl equations Eq. (2.4c) and Eq. (2.4d),
but this time we integrate over an area S perpendicular to the material interface. Using Stokes’
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2.3. Energy Transport

theorem [19] to dispose the curl operator, the integral changes to an integral over the edge ∂S of
the area. Again, we pick a particular closed integration contour – the Stokesian loop – depicted in
Fig. 2.1. Its top and bottom edges of length ∆l are chosen parallel to the material interface, the
remaining two edges of length δ normal to it. Then, the resulting equations∮

∂S

E(r, ω) · dl = iω

∫
S

B(r, ω) · nda , (2.17a)

∮
∂S

H(r, ω) · dl = −iω

∫
S

D(r, ω) · nda , (2.17b)

are in the limit of δ → 0, where the integration area on the right hand side vanishes, evaluated to(
E1 −E2

)
· t ∆l = 0 , (2.18a)(

H1 −H2

)
· t ∆l = 0 . (2.18b)

Again, the left and right edge vanish, and the top and bottom edge contributions feature an opposite
sign because of the directed contour which points along the tangential vector t = nloop × n. Hence,
the tangential components

E‖ and H‖ are continuous (2.19)

across the interface as well.

The continuity conditions Eq. (2.16) and Eq. (2.19) are an important result. They will become an
essential condition in the derivation of the scattering matrix algorithm presented in Chap. 5.

2.3. Energy Transport

One of the most important concepts in physics is the concept of energy and energy conservation.
Since electromagnetic fields carry energy, we are especially interested in a quantity that describes
how much energy they transport through space. The conservation law of energy for electromagnetic
fields was first described by John H. Poynting in his publication “On the Transfer of Energy in the
Electromagnetic Field” in 1884 [25]. In the integral form it reads for time dependent fields in linear
dispersionless media∫

V
∂tu(r, t) dr = −

∫
V

jf(r, t) ·E(r, t) dr −
∮
∂V

S(r, t) · n dA . (2.20)

The neat interpretation is as follows: A change in the energy content of the electromagnetic fields
given by time derivative of the energy density

u(r, t) =
1

2

(
E(r, t) ·D(r, t) + H(r, t) ·B(r, t)

)
(2.21)

within the finite volume V can either originate from work done by the electric field to free charges
and thus conversion into mechanical or thermal energy given by jf ·E, or from an energy flux through
the surface ∂V of the volume given by the Poynting vector

S(r, t) = E(r, t)×H(r, t) . (2.22)
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2. Fundamentals of Electrodynamics

As stated before, this form of Poynting’s theorem and its interpretation is only valid in dispersionless
media. But the Poynting vector S retains its form and interpretation even for dispersive media. Since
we are mainly interested in the energy transport properties of time harmonic electromagnetic waves,
only the time-averaged Poynting vector

S(r, ω) :=
〈
S(r, t)

〉
t

=
1

2
Re
(
E(r, ω)×H∗(r, ω)

)
(2.23)

is important to us. Here, the asterisk ∗ denotes the complex conjugate, and the time average 〈·〉t is a
normalized time integral over one full period T = 2π/ω.

2.4. Electromagnetic Waves

Electromagnetic waves are solutions to Maxwell’s equations. They consist of coupled electric and
magnetic fields that propagate through space. Their behavior is governed by the wave equation
derived in Sec. 2.4.1. For homogeneous isotropic media the problem simplifies and the solutions are
given by linearly polarized plane waves introduced in Sec. 2.4.2. Section 2.4.3 finally discusses the
continuity of plane waves at material interfaces.

2.4.1. Wave Equation

Maxwell’s curl equations in the form of Eqs. (2.13) can be combined and recast into the wave equa-
tion. The wave equation can be formulated in two versions either depending on the electric field E
or the magnetic field H. Both versions are analytically equivalent but the numerical evaluation of the
latter is often less complicated. Here, their derivation is sketched for the E-field only but similarly
applies to the H field analog.

Thereto, we multiply Eq. (2.13a) by the inverse permeability tensor µ−1 from the left and take the
curl of both sides. Replacing ∇×H on the right hand side with Eq. (2.13b) leads to

∇×
[
µ−1(r, ω) ·

(
∇×E(r, ω)

)]
= ω2ε(r, ω)E(r, ω) , (2.24a)

∇×
[
ε−1(r, ω) ·

(
∇×H(r, ω)

)]
= ω2µ(r, ω)H(r, ω) . (2.24b)

Only one of the above equations needs to be solved, the missing field can be calculated using the
appropriate relation of Eqs. (2.13). In the subsequent section we will use the wave equation for the
E-field.

2.4.2. Plane Waves

In the special case of homogeneous isotropic material properties where permittivity ε(r, ω) = ε(ω)
and permeability µ(r, ω) = µ(ω) reduce to scalar quantities, the E-field wave equation, Eq. (2.24a)
simplifies to

∇×
(
∇×E(r, ω)

)
= ω2 ε(ω)µ(ω) E(r, ω) . (2.25)

A solution to this partial differential equation is given by a plane wave

E(r, ω) = E0(ω) · eikr , (2.26)

12



2.4. Electromagnetic Waves

featuring a frequency-dependent complex amplitude E0(ω) = E0(ω)Ê0 with polarization unit vec-
tor Ê0, and the complex wave vector k = k k̂ with propagation direction unit vector k̂. The name
plane wave derives from the property that surfaces of constant amplitude and phase φ = kr form
planes which are parallel to each other and normal to k̂. Amplitude and wave vector are both subject
to some additional constraints that can be seen when inserting Eq. (2.26) into Eq. (2.25). This, using
the vector identity ∇× (∇×Ψ) = ∇(∇ ·Ψ)−∆Ψ, entails the condition

− k2 k̂
(
k̂ · Ê0

)
+ k2

(
k̂ · k̂

)
Ê0

!
= ω2 εµ Ê0 . (2.27)

Because of the absence of sources, Maxwell’s divergence equation, Eq. (2.4a), guarantees ∇ ·E = 0
and, thus, as first constraint, we deduce

k̂ · Ê0 = 0 , (2.28)

from the first term on the left hand side which means that the polarization of the electric field must
always be perpendicular to the propagation direction of the wave. Furthermore, the polarization of
the magnetic field

H =
k E0

µω2

(
k̂× Ê0

)
(2.29)

can be calculated from Eq. (2.13a). Consequently, E, H and k must be mutually orthogonal, plus
electric and magnetic field strength have always a fixed ratio throughout space – we say they are in
phase.

The second constraint stems from the remainder of Eq. (2.27) which provides the dispersion relation

k2 = ω2 ε(ω)µ(ω) , (2.30)

assuming
k̂ · k̂ = 1 . (2.31)

Hence, the length of the wave vector – the wave number k – as well as the wavelength λ = 2π/k
are related to the frequency of the plane wave by the material properties or more precise the speed of
light

c(ω) =
1√

ε(ω)µ(ω)
=

1

n(ω)
(2.32)

in the medium, or similarly the refractive index n(ω) which is a property of plane waves. Note, that
in dimensionless units the free space frequency equals the free space wave number, whereas in SI
units the dispersion relation Eq. (2.30) gains a factor c0

2 on the left hand side. Mind as well, that we
allowed for dispersive materials which makes the wave number in general complex. Assuming real
unit vectors and for simplicity µ(ω) = 1, the Poynting vector Eq. (2.23) together with Eq. (2.26) and
Eq. (2.29) yields

S(r, ω) =

∣∣E0

∣∣2
2ω2

Re(k) exp
[
−2 Im(k) rk̂

]
k̂ , (2.33)

with rk̂ = k̂ · r.

As stated before, the wave vector can be complex-valued which also includes purely real or purely
imaginary. When referring to plane waves one usually means propagating waves with purely real
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2. Fundamentals of Electrodynamics

k-vectors and oscillating electromagnetic fields of constant amplitude. They are able to transport
energy even far away from their source. Waves with purely imaginary k-vector are called evanes-
cent waves and are present in the near field region around a source only. They do not transport
energy, because their field amplitudes decay exponentially. Merely in the context of media with
complex material parameters, there exists a third type of waves whose wave vector has both a real
and an imaginary portion. These damped waves are oscillatory and transport energy but, because of
absorption in the material, field amplitudes and energy current density slowly decay5.

The above discussion of complex wave vectors emanated from the assumption that the wave number
was complex and the direction vector k̂ was real. In principle, Eq. (2.31) is also fulfilled by a properly
chosen complex propagation direction unit vector k̂ = kR + ikI. The most fundamental solution to
the wave equations, Eqs. (2.24), is then given by the exponential term

exp
[
ikr
]

= exp
[
i(a+ ib)

(
kR + ikI

)
r
]
,

= exp
[
i
(
akR − bkI

)
r
]

exp
[
−
(
bkR + akI

)
r
]
, (2.34a)

⇒b=0
exp
[
iakRr

]
exp
[
−akIr

]
, (2.34b)

⇒kI=0
exp
[
iakRr

]
exp
[
−bkRr

]
, (2.34c)

with k = a+ib, and kR ·kI = 0. This generalization leads to inhomogeneous plane waves whose sur-
faces of constant amplitude and phase still form planes but are not parallel anymore (cf. Eq. (2.34a)
and Eq. (2.34b)). However, inhomogeneous plane wave solutions are not topic of this thesis. The
interested reader may refer to Ref. [26] for detailed information instead.

2.4.3. Continuity at Material Interfaces

In Sec. 2.2 we derived the continuity conditions for electromagnetic fields at material interfaces.
These general consideration equally apply to electromagnetic waves. In this section we contem-
plate the implications that follow for a plane wave of frequency ω and wave vector k incident
from region 1 (z < 0) with isotropic linear material properties condensed in the refractive index
n1(ω) =

√
ε1(ω)µ1(ω) onto an interface with region 2 (z > 0) with n2(ω) =

√
ε2(ω)µ2(ω) cor-

respondingly. For simplicity the interface is assumed to be flat and positioned at z = 0 with interface
normal vector n.

The physical observation is that one part of the incident plane wave is reflected from the interface
and travels back with wave vector k′′. A second part is transmitted into region 2 traveling there with
wave vector k′. The situation is depicted in Fig. 2.2.

Continuity of Wave Vectors

Let us consider the implications of the field continuity conditions Eq. (2.16) and Eq. (2.19) for these
wave vectors. These conditions must be fulfilled everywhere on the interface at all times which

5Field amplitudes and energy content could also increase in certain materials. These materials which act as electromag-
netic field sources by converting energy from other forms like electrical energy are called gain or active materials.
We do not treat them in the course of this thesis. The materials we treat, transparent or absorptive, are called passive
materials.

14



2.4. Electromagnetic Waves

Figure 2.2.: Continuity of k-vectors at a material interface.

means that the spatial variation of all fields in the immediate vicinity of the interface in both regions
must be equal. Because the spatial distribution of plane waves is solely governed by the exponential
term, the phases of all three waves must consequently be equal

(k · r)z=0 = (k′ · r)z=0 = (k′′ · r)z=0 . (2.35)

On the one hand, this implies that all wave vectors must lie in one plane, the plane of incidence, and
on the other hand, we deduce that their components parallel to the interface must be conserved.

Since |k′′| = |k|, the latter provides that the angle of incidence equals the angle of reflection

θ1 = θ1
′′ , (2.36)

where θ1 and θ1′′ are defined as the angles the wave vectors incur with the interface normal n. And
secondly, we obtain Snell’s law of refraction

sin θ1
sin θ2

=
n2

n1
=
c1
c2
, (2.37)

which describes the refraction of plane waves – the change of propagation direction according to the
ratio between the speeds of light because of differing material properties – at material interfaces.

Total Internal Reflection

Let us consider the situation when the refractive index in region 1 is larger than in region 2. Then
n1 > n2 and θ2 > θ1 according to Snell’s law Eq. (2.37). Consequently, there exists an angle
θ1 = θTIR with

θTIR = arcsin

(
n2

n1

)
(2.38)

when θ2 = π/2, which means that the refracted wave travels parallel to the interface and no energy
is transported across the interface. Thus, for that angle there must be total internal reflection, where
internal refers to the medium with the higher refractive index.

Looking at Eq. (2.37), for angles θ1 > θTIR we note that sin θ2 must be larger than one. From the
identity relation (sin2 θ2 + cos2 θ2) = 1 we deduce that, in this situation, the cosine must be purely
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2. Fundamentals of Electrodynamics

imaginary. In a similar fashion as we derived Eq. (2.33) the Poynting flux across the interface with
normal vector n is obtained as

n · S(r, ω) ∝ Re[ n · k′︸ ︷︷ ︸
k′ cos θ2

] = 0 , (2.39)

and evaluates to zero because of the purely imaginary cosine. The electromagnetic fields in region
2 decay exponentially in the direction normal to the interface as can be seen by examining the
exponential term

eik′r = eik′(x sin θ2+z cos θ2) = eik′ sin θ2 x e−k
′| cos θ2| z . (2.40)

Summarizing the above findings, total internal reflection occurs for angles θ1 ≥ θTIR. This concept
will become important when we discuss the properties of optical waveguides in Chap. 4.

Fresnel Equations and Polarizations

From the continuity of the fields at the interface we can also derive ratios between amplitudes of
transmitted (reflected) fields and the incident field. The corresponding equations are called the Fres-
nell equations. Their derivation and definition is omitted here, because they are not necessary for
the discussion of our topic. The interested reader may consult any standard optics textbook as for
example Ref. [27].

In the course of their derivation, however, it is convenient to introduce two special cases which we
would like to establish here as well. The arbitrarily (linear) polarized plane wave as, for instance,
defined by the polarization vector of the electric field Ê0 with wave vector k incident onto the
interface can be decomposed into two polarizations which are easier to handle. They are sketched
in Fig. 2.3. In the s-polarization the polarization vector of the electric field is perpendicular to the

Figure 2.3.: In s-polarization the electric field is orthogonal to the plane of incidence, and in
p-polarization it is parallel to the plane of incidence.

plane of incidence and the H-field polarization vector is in the plane of incidence. In p-polarization
both polarization vectors are exactly the other way round, the polarization of the magnetic field is
perpendicular to the plane of incidence and the E-field polarization vector is in the plane. This
convention and the corresponding decomposition of waves will be used in the discussion about the
simulation of periodic systems in Chap. 6.
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2.5. Covariant Formulation of Maxwell’s Equations

2.5. Covariant Formulation of Maxwell’s Equations

The physical phenomena that are described by Maxwell’s equations are independent of the coordi-
nate system used to describe them. A covariant formulation of the equations guarantees that not only
the physical properties, but also the formulas have the same appearance in every coordinate system.
In order to obtain this appearance, we have to study how the building blocks of Maxwell’s equa-
tions — scalars, vectors, derivatives, and operators — behave when we change from one coordinate
system to another.

The topic of tensor analysis in curvilinear coordinate systems is covered in textbooks, e.g., Ref. [28].
The more specialized related topic of covariant formulation of Maxwell’s equations is dealt with
in a few textbooks only, like for example Ref. [29]. For a detailed introduction we particularly
recommend Ref. [22] because it develops the topic from scratch in small steps covering both aspects.
Furthermore, it illustrates the close connection between curvilinear coordinate transformations and
transformation optics, which allows for the construction of intriguing applications like “almost”
invisibility devices. [30, 31].

Before we start with the presentation, we recall a few important conventions which are used in the
following. The Einstein summation convention implies a summation over repeated indices, e.g.

Aρσ Bσ ≡
3∑

σ=1

Aρσ Bσ = Aρ1B1 +Aρ2B2 +Aρ3B3 . (2.41)

In the context of this topic it is always assumed that this kind of summation is carried out between
one superscript and one subscript index which is then called a contraction.

The resulting quantity Cρ = Aρσ Bσ has only one remaining index that is not summed over –
referred to as free index. The Einstein range convention implies that a free index, like for example
index ρ in the last equations, is concerted to bestride all its possible values

Cρ ≡ {Cρ, ρ = 1, 2, 3} . (2.42)

This does not only hold for single quantities but also for whole equation and thus describes sets of
equations, e.g. for the components of a vector.

Differently but similarly denoted, function arguments with free indices stand for

f(xρ) ≡ f(x1, x2, x3) . (2.43)

The above introduced conventions never apply to those indices directly.

2.5.1. Curvilinear Coordinate Systems

The absolute position in three dimensional space is given by coordinates {xρ, ρ = 1, 2, 3} in any
arbitrary coordinate system spanned by its basis vectors {eρ, ρ = 1, 2, 3} relative to a fixed origin
O. Then, we know that the position relative to the origin O can be described by the position vector
r which is given as

r = xρ eρ . (2.44)
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2. Fundamentals of Electrodynamics

Please note that the basis vectors themselves are in general – in curvilinear coordinate systems – not
independent of the coordinates eρ = eρ(x

σ), and are neither mutually orthogonal nor normalized.
These properties are characteristics of Cartesian coordinate systems only.

The length of every vector |V| is a scalar whose square is given by the scalar product of the vector
with itself

|V|2 = V ·V = V ρV σ (eρ · eσ) =̂ V ρV σ gρσ . (2.45)

Here, we would like to make the reader aware of some peculiarities in the used notations. The term
on the left hand side of the “=̂“ sign, written in the basis vector notation of Eq. (2.44), and the term
on the right hand side, written in tensor notation, look trivially equivalent. In fact, the expressions
are equivalent, but the notations have dramatically changed from left to right. A vector in the basis
vector notation is given by the weighted sum of the basis vectors. The weights are scalars and are
labeled with a label ρ in order to highlight their affiliation with the corresponding basis vector. This
labeling is for convenience and to be able to use the sum convention.

However, in the tensor notation we do not use labels but indices, where the number of (free) indices
indicates the rank of the tensor. The right hand side of the equation is, thus, literally V ρ⊗V σ ⊗ gρσ
a tensor product between two first rank tensors (vectors) and a second rank tensor (matrix). In this
particular case, we have contractable repeated indices which is the characteristic of a generalized
scalar product (or dot product) that reduces the rank of the tensor. The rank of the resulting tensor
is the number of free indices, which is in the above case zero, and consequently the result is a scalar
like indicated on the left hand side by the scalar product symbol “·”.

The scalar product of the basis vectors eρ and eσ defines the metric tensor element gρσ which ex-
presses the measure of length in an arbitrary coordinate system. It accounts for the effect that the
basis vectors are not normalized, that they are not mutually orthogonal, and that the basis vectors
change direction independently with position. Thus, the metric tensor gρσ = gρσ(xτ ) is position
dependent itself. It turns out it is also symmetric.

To be consistent with the conventions established above, in order to obtain a scalar, indices in
Eq. (2.45) have to be contracted. We deduce that the metric tensor can thus be used to lower in-
dex positions as

Vρ = gρσV
σ , (2.46)

and the scalar product of Eq. (2.45) can be written like

|V|2 = VρV
ρ = V ρVρ . (2.47)

With the help of the inverse metric tensor gρσ defined by

gρσgστ = δρτ , (2.48)

where δρσ is the scalar Kronecker delta with value one if ρ = σ and zero else, it is similarly possible
to raise index positions. The lower index quantities Vρ are the components of a vector constituted
from basis vectors with upper indices. For each individual coordinate system, its dual vector space
with dual basis vectors eρ = eρ(xρ) can be defined by

eρ ≡ 1

2

ερστ

det J
eσ × eτ , (2.49)
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2.5. Covariant Formulation of Maxwell’s Equations

where we introduced the permutation symbol

ερστ = ερστ ≡


+1 for ρστ is an even permutation of 123 ,

−1 for ρστ is an odd permutation of 123 ,

0 else ,

(2.50)

and the Jacobian matrix J whose determinant provides the volume element spanned by the basis
vectors eρ and is alternatively expressed through their triple product det J = 1/2 ερστ eρ · (eσ×eτ ).
The summation convention is applied in Eq. (2.49). The permutation symbol simply allows us to
write the expressions

e1 ≡ e2 × e3

det J
= −e3 × e2

det J
(2.51)

and all similar expressions with cyclic permutations of the labels in a short form.

The definition of the dual basis in Eq. (2.49) fulfills the orthogonality relation

eρ · eσ = eσ · eρ = δρσ . (2.52)

The basis vectors and their orthogonality are schematically depicted in Fig. 2.4. From the rewritten

Figure 2.4.: Sketch of the basis vectors eρ and the dual basis vectors eρ. Basis vectors are
tangential to the coordinate lines, whereas the dual basis vectors fulfill the orthog-
onality relation Eq. (2.52). The direction of the basis vectors is position dependent.

Eq. (2.47) with respect to the orthogonality relation Eq. (2.52), namely

|V|2 = (Vρ eρ) · (V σ eσ) , (2.53)

we catch the most important property of the whole notational scheme: the dual basis and its vector
components are defined such that, as long as we contract only upper and lower index components,
the lengths and distances are conserved and the metric tensor is properly accounted for, independent
of position and chosen coordinate system – like we are used to from Cartesian coordinate systems.

Later on we will often encounter vectors as dot products of higher rank tensors. Therefore we make
an easy example that sketches the general procedure for those products. In the basis vector notation,
the equation C = A ·B is consistently written as

Cρ eρ = (Aρσ eρ ⊗ eσ) · (Bτ eτ )

= Aρσ Bτ eρ ⊗ (eσ · eτ )

= Aρσ Bτ eρ ⊗ δστ
= Aρσ Bσ eρ ,

(2.54)
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2. Fundamentals of Electrodynamics

which in turn in the tensor notation is equivalent to

Cρ = Aρσ Bσ . (2.55)

It is legitimate to conclude that it is possible to change between both notations easily, as long as
we are aware of the different meaning of labels and indices. We stress once again, that most of the
products we encounter in the equations are generalized scalar products between a quantity and its
dual counterpart. This approach leaves the formulated equation invariant of the chosen coordinate
system.

Before we can proceed with the issue of how tensor quantities of different rank change, subject to
a coordinate transformation, there is one important piece missing which we have to introduce first:
derivatives. The discussion is started with a scalar field that is a function of the coordinates. We can
take its derivative

∂

∂xρ
ψ(xρ) ≡ ∂ρ ψ(xρ) (2.56)

with respect to xρ and attribute this operation a new operator ∂ρ in tensor notation. For reasons
that become clear later, the new operator is a rank one tensor with one subscript index and hence a
quantity from the dual vector space – the ρ-th component of the dual gradient. Then the gradient in
basis vector notation using the inverse metric tensor to raise the index reads

∇ψ = gρσ (∂σ ψ(xρ)) eρ . (2.57)

For the derivative of a vector field V(xρ) we have to keep in mind that both the scalar field describing
the vector component as well as the basis vectors depend on the coordinates. The differentiation must
consequently obey the product rule

∂

∂xρ
V(xρ) =

(
∂

∂xρ
V σ(xρ)

)
eσ(xρ) + V σ(xρ)

(
∂

∂xρ
eσ(xρ)

)
. (2.58)

Because the derivative of a vector is a vector itself, the part in brackets of the rightmost term can be
written in basis vector notation as

∂

∂xρ
eσ = Γτσρ eτ , (2.59)

where the quantity Γτσρ is the τ -th component of the derivative of eσ with respect to xρ called
Christoffel symbol. They are symmetric in the lower labels Γτσρ = Γτρσ, and can be calculated
from the metric tensor via the relation

Γστρ =
1

2
gσκ(∂ρ gκτ + ∂τ gκρ − ∂κ gτρ) . (2.60)

The 27 Christoffel symbols can be used to rewrite Eq. (2.58) into

∂

∂xρ
V(xρ) =

(
∂ρ V

σ + ΓστρV
τ

)
eσ ≡ (∇ρ V σ) eσ , (2.61)

where we defined the covariant derivative operator ∇ρ. We see that the covariant derivative is
the right way to differentiate a vector since it considers the spatial dependence of both, the vector
component and the basis vector. The covariant derivative of the dual vector is similarly defined as

∇ρ Uσ ≡ ∂ρ Uσ − ΓτσρUτ . (2.62)
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2.5. Covariant Formulation of Maxwell’s Equations

We would like to note that the Christoffel symbols themselves are not a tensor quantity even though
we use the sum convention in the equations. Only their sums and differences in the covariant deriva-
tives have tensor properties. This means ∇ρ Vσ which is sometime alternatively denoted as Vσ;ρ

constitutes a rank two tensor with all the accompanying properties described above, in particular the
raising and lowering of indices with the help of the metric tensor. It needs to be stressed that the
covariant derivative’s form crucially depends on the tensor it is applied to, whether it is a tensor or a
dual tensor and its rank.

Higher order tensors are differentiated according to the following rule: subscript indices get a minus
sign in front of the Christoffel symbol like in Eq. (2.62), superscript indices get a positive sign in front
of the Christoffel symbol as in Eq. (2.61). Thus, a second rank mixed tensor Aρσ is differentiated
like

∇τ Aρσ = ∂τ Aρ
σ − Γκρτ Aκ

σ + Γσκτ Aρ
κ , (2.63)

and higher rank tensors accordingly. The covariant derivatives of the metric tensor vanish

∇τ gρσ = ∇τ gρσ = 0 , (2.64)

independent of the chosen coordinate system.

With the covariant derivative and these rules at hand, it is finally straight forward to define the
divergence of a vector V in covariant notation. It follows from Eq. (2.61) for contracted indices
such as

∇ ·V = ∇ρ V ρ = ∂ρ V
ρ + ΓρσρV

σ =
1
√
g
∂ρ(
√
gV ρ) , (2.65)

where the rightmost term is its simplified but nonetheless convenient version.

The vector product between two vectors U and V in arbitrary curvilinear coordinates is obtained
from

U×V = UσVτ (eσ × eτ ) = ξρστ UσVτ eρ , (2.66)

where we used for the last step the dual analog of Eq. (2.49).6 Furthermore, we introduced the
Levi-Civita tensor

ξρστ = ερστ/ det J , ξρστ = det J ερστ , (2.67)

as generalization to arbitrary curvilinear coordinate systems of the permutation operator which de-
termines the vector product in Cartesian coordinate systems.

With this, we can just as well note down the curl of a vector in basis vector notation as

(∇×V)ρ = ξρστ ∇σVτ = ξρστ ∂σVτ , (2.68)

where the covariant derivative luckily simplifies to a derivative of the vector component because the
Christoffel symbol terms cancel each other.

At last, we have all the building blocks at hand to rewrite Maxwell’s equations in the covariant form
in Sec. 2.5.3. But before we get there we would like to show how the introduced quantities change
under coordinate transformations in the subsequent section.

6 To obtain this, we vector multiply Eq. (2.49) from the right with the basis vector eσ , use the identity (B × C) × A =
C(A · B) − B(A · C), and the orthogonality relations Eq. (2.52). Finally, the indices are relabeled.
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2. Fundamentals of Electrodynamics

2.5.2. Coordinate Transformations

There are many situations in physics where it is easy to specify a problem in a coordinate system, of-
ten the Cartesian coordinate system because we have an intuitive understanding of it, but its solution
is difficult and requires a lot of effort. Then it is often helpful to solve the problem in a coordinate
system specifically adapted to the requirements of the problem. If we have such a suitable coordi-
nate system the only task is to define the problem with respect to it. In most cases, the easiest way
to do this is to specify the quantities which describe the problem in the original frame and perform
a coordinate transformation into the suitable coordinate system. The task ahead is to show how the
quantities change under such a coordinate transformation.

Therefore, we introduce a second arbitrary curvilinear coordinate system besides the already in
Sec. 2.5.1 introduced arbitrary curvilinear coordinate system Ox1x2x3. If we leave the origin O
unchanged, the second coordinate system can be represented by basis vectors {ēρ′ , ρ′ = 1, 2, 3}
with coordinates {x̄ρ′ , ρ′ = 1, 2, 3}. We establish the convention that the latter coordinate system
denotes the original and the former the problem adapted coordinate system. The coordinate transfor-
mation between Ox̄1x̄2x̄3 and Ox1x2x3 is then given by a set of functions

x̄ρ = x̄ρ(xρ) , (2.69)

or their (locally) inverse functions
xρ = xρ(x̄ρ) , (2.70)

which unambiguously map the coordinates of both coordinate systems.

The simplest transformation properties can be observed if we use the chain rule to write the connec-
tion between the differentials

dxρ =
∂xρ

∂x̄ρ′
dx̄ρ

′
, dx̄ρ

′
=
∂x̄ρ

′

∂xρ
dxρ , (2.71)

of the two coordinate sets xρ and x̄ρ
′

and the corresponding differential operators

∂

∂xρ
=
∂x̄ρ

′

∂xρ
∂

∂x̄ρ′
,

∂

∂x̄ρ′
=
∂xρ

∂x̄ρ′
∂

∂xρ
. (2.72)

Here, we introduce the transformation matrices in Eq. (2.71) and Eq. (2.72) denoted as

Λρ
′
ρ =

∂x̄ρ
′

∂xρ
, Λ̄ρρ′ =

∂xρ

∂x̄ρ′
, (2.73)

which equal the familiar Jacobian matrix J and its inverse J−1, respectively. Consequently, their
product

Λρ
′
ρ Λ̄ρσ′ = δρ

′

σ′ , Λ̄ρρ′ Λ
ρ′
σ = δρσ , (2.74)

results in the Kroneker delta, the entries of the unit matrix, and please note that Λ and Λ̄ are differ-
ent matrices.

We see that the differential operator ∂ρ = Λρ
′
ρ∂̄ρ′ as covariant tensor of rank one denoted by a

subscript index transforms with the Jacobian, whereas a vector

V ρ = Λ̄ρρ′ V̄
ρ′ (2.75)
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2.5. Covariant Formulation of Maxwell’s Equations

transforms with its inverse, similar to the differential in Eq. (2.71). Tensors with superscript indices
that transform with Λ̄ρρ′are called contravariant tensors. This scheme can be generalized to tensors
of rank two like for example the covariant metric tensor

gρσ = Λρ
′
ρ Λσ

′
σ ḡρ′σ′ , (2.76)

which transforms with a Jacobian for each subscript index, or even higher rank tensors as for example
a four-index mixed tensor

Dρ
στκ = Λ̄ρρ′ Λ

σ′
σ Λτ

′
τ Λκ

′
κ D̄

ρ′

σ′τ ′κ′ (2.77)

that also transforms in accordance with the simple rules established above. These transformation
properties actually define not only co- and contravariant, but tensors in general. Even though the
Christoffel symbols have three labels, their transformation properties do not obey the simple rules
and it is therefore that they constitute no tensors.

Eq. (2.76) rewritten in matrix notation reads

G = ΛT ḠΛ . (2.78)

If we take the determinante of both sides and denote the coordinate transformed det G with g, we
obtain

g = (det Λ)2 ḡ ⇒ det Λ = det J = ±
√
g
√
ḡ
. (2.79)

Consequently, since the Levi-Civita tensor in Cartesian coordinates is given by the permutation sym-
bol where

√
ḡ = 1, the Levi-Civita tensor in arbitrary coordinate systems, Eq. (2.67), can be ex-

pressed with the help of the metric determinant instead of the Jacobian determinant as

ξρστ =
ερστ

±√g
. (2.80)

The plus or minus sign in front of the square root indicates a change of handedness in the coordinate
transformation. Our transformations will always occur between right-handed coordinate systems
only – the minus sign is therefore dropped in the remainder.

For a moment, let us switch to the basis vector notation. Then with Eq. (2.44) and Eq. (2.75) from

V = V ρeρ = V̄ ρ′ Λ̄ρρ′ eρ
!

= V̄ ρ′ ēρ′ ⇒ eρ = Λρ
′
ρēρ′ , (2.81)

it becomes evident that the basis vectors as lower index quantities (and first rank tensors) transform
covariant as expected.

The last part of this section is concerned with the transformation properties of the covariant derivative
and derived expressions like divergence and curl. It is needless to say that the covariant derivative,
as covariant quantity, transforms accordingly. The divergence of a vector field is a scalar field and
must thus be invariant of the chosen coordinate system. This is conveniently respected through the
contraction of a co- and contravariant quantity with their inverse transformation properties as can be
explicitly seen when transforming Eq. (2.65)

∇ ·V = ∇ρ V ρ = Λρ
′
ρΛ̄

ρ
ρ′︸ ︷︷ ︸

1

∇̄ρ′ V̄ ρ′ = Λρ
′
ρΛ̄

ρ
ρ′︸ ︷︷ ︸

1

1
√
g
∂̄ρ′(
√
gV̄ ρ′) = ∇̄ · V̄ . (2.82)
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The same applies to the curl of a vector field, Eq. (2.68), considering that the Levi-Civita tensor is of
rank three and transforms contravariant. Then the ρ-th component of the curl

(∇×V)ρ = ξρστ ∇σVτ
= (Λ̄ρρ′Λ̄

σ
σ′Λ̄

τ
τ ′ ε̄

ρ′σ′τ ′) (Λσ
′
σ ∇̄σ′) (Λσ

′
σ V̄τ ′)

= Λ̄ρρ′ ε̄
ρ′σ′τ ′ ∇̄σ′ V̄τ ′

= Λ̄ρρ′ (∇̄ × V̄)ρ
′

(2.83)

transforms as expected from a contravariant vector component.

With this last transformation rule figured out, we are now ready to get back to our physics problems
and formulate Maxwell’s equations in covariant notation in the upcoming section.

2.5.3. Maxwell’s Equations in Arbitrary Coordinate Systems

After the introduction of the mathematical formalism of differential geometry with the notation of
co- and contravariant tensor quantities in Sec. 2.5.1, and the exploration of their behavior under co-
ordinate transformations between two arbitrary curvilinear coordinate systems in Sec. 2.5.2, we have
finally everything ready that is necessary to formulate Maxwell’s equations in a form independent of
the chosen coordinate system.

Maxwell’s curl equations, Eqs. (2.13), for time-harmonic fields in source free linear media, in di-
mensionless units and in covariant tensor notation then read

ερστ ∂σ Eτ (r, ω) = iω2 µρσ(r, ω)Hσ(r, ω) , (2.84a)

ερστ ∂σHτ (r, ω) = −i ερσ(r, ω)Eσ(r, ω) . (2.84b)

It is straight forward to show that this form is independent of the coordinate system. For our purposes
it is convenient to absorb the spatially dependent square root of the metric determinant

√
g(r) which

is included in the Levi-Civita tensor into the material terms that are spatially dependent as well. The
Levi-Civita tensor then reduces to the spatially constant permutation tensor ερστ .

Even though we do not need the divergence equations for our numerical purposes, we state them for
completeness:

∂ρ

(
ερσ(r, ω)Eσ(r, ω)

)
= 0 , (2.85a)

∂ρ

(
µρσ(r, ω)Hσ(r, ω)

)
= 0 . (2.85b)

Furthermore, we also have the tools to find expressions for the material parameters in any adapted
coordinate system. Suppose we have the permittivity ε̄ρ

′σ′(x̄τ
′
, ω) and permeability µ̄ρ

′σ′(x̄τ
′
, ω)

given in the original coordinate system Ox̄1x̄2x̄3. Then the corresponding material parameters in
the new coordinate system Ox1x2x3 are obtained from

ερσ(xτ , ω) =
√
g(xτ ) Λ̄ρρ′(x

τ ) Λ̄σσ′(x
τ ) ε̄ρ

′σ′(x̄τ
′
(xτ ), ω) , (2.86a)

µρσ(xτ , ω) =
√
g(xτ ) Λ̄ρρ′(x

τ ) Λ̄σσ′(x
τ ) µ̄ρ

′σ′(x̄τ
′
(xτ ), ω) , (2.86b)
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where we explicitly noted the usually omitted spatial and frequency dependence for clarification. We
see that even if the initial material parameters are isotropic ε̄ρ

′σ′ = ε̄ δρ
′

σ′ , µ̄
ρ′σ′ = µ̄ δρ

′

σ′ the resulting
tensors in the new coordinate system

ερσ =
√
g Λ̄ρρ′ Λ̄

σ
ρ′ ε̄ =

√
g gρσ ε̄ , (2.87a)

µρσ =
√
g Λ̄ρρ′ Λ̄

σ
ρ′ µ̄ =

√
g gρσ µ̄ , (2.87b)

will be anisotropic if the mesh is distorted. Here, we used the metric tensor or rather inverse
metric tensor which in general curvilinear coordinates can be obtained from the Cartesian metric
ḡρ′σ′ = ḡρ

′σ′ = δρ
′

σ′ by the transformation rule Eq. (2.76) to be

gρσ = Λρ
′
ρ Λρ

′
σ , (2.88a)

gρσ = Λ̄ρρ′ Λ̄
σ
ρ′ , (2.88b)

respectively.

Besides the material properties the focus must be put on the electromagnetic fields. First, the ini-
tial fields Ēρ′ and H̄ρ′ have to be transformed into the adapted coordinate system according to the
transformation rule for covariant vector components

Eρ = Λρ
′
ρ Ēρ′ , Hρ = Λρ

′
ρ H̄ρ′ . (2.89)

Then, after the problem is solved, the obtained solutions may be transformed back into the original
coordinate system with

Ēρ′ = Λ̄ρρ′ Eρ , H̄ρ′ = Λ̄ρρ′ Hρ . (2.90)

This procedure is to be understood as a transformation for the continuous real space representation
of the vector fields from one coordinate system to another coordinate system only. In particular, the
transformation steps involved with a discretized representation of the problem and fields suitable for
the computational treatment are not included. This might, for example, involve a transformation of
an expansion basis which will be discussed later on where appropriate.

The poynting vector, Eq. (2.23), in covariant notation reads

Sρ =
1

2
√
g

Re
(
ερστEσH

∗
τ

)
(2.91)

where we used Eq. (2.66) and Eq. (2.80) with positive sign.

With this broad overview of Maxwell’s equations in covariant formulation and the transformation
rules concerned with arbitrary curvilinear coordinate transformations of the involved tensor quan-
tities, we are finally equipped with all necessary foundations for a rigorous treatment of classical
electromagnetic problems.
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3 Chapter 3.

Fundamentals of Periodic Systems

In this thesis we are concerned with periodic and artificially periodic nano-photonic structures. The
mathematical tools to accurately describe those systems are the topic of this chapter.

In Sec. 3.1 we introduce the mathematical description of periodic systems with the lattice concept
in real-space. Section 3.2 covers the corresponding lattice in the dual Fourier space. The Bloch
theorem and the Bloch-Floquet expansion as generic solutions for periodic potentials are topic of
Sec. 3.3. The transformation procedure between real and Fourier space is discussed in Sec. 3.4,
especially the numerical treatment and the occuring obstacles. The last part, Sec. 3.5, recapitulates
light diffraction, which occurs at grating-like structures.

3.1. Periodicity and Lattice

The periodicity we are concerned with in the investigated systems is the spatial periodicity of the
material. Hence, the periodicity manifests in the optical material parameters permittivity ε(r) and
permeability µ(r) in the Euclidean three-dimensional real-space — or direct space. In the follow-
ing we discuss the permittivity only, but the permeability is assumed to be treated likewise. The
periodicity can than be expressed as

ε(r) = ε(r + R) , (3.1)

where an arbitrary lattice vector

R = l1 a1 + l2 a2 + l3 a3 , lσ ∈ Z , (3.2)

which is defined as an integer multiple (l1, l2, l3) of the lattice basis vectors1 ai, translates the system
such that the permittivity remains invariant. The basis is called primitive basis. The lattice basis
vectors

aρ =
∑
σ

ασρ eσ (3.3)

are, in turn, a linear combination of the covariant basis vectors eρ introduced in Sec. 2.5.1. An
exemplary lattice is sketched in Fig. 3.1 in the left panel. The (curvilinear) coordinate system is

1Note that we often use the term lattice vector instead of lattice basis vector here as well, because every lattice basis
vector is also a lattice vector. The context usually clarifies what is actually meant.
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3. Fundamentals of Periodic Systems

usually chosen such that the lattice vectors preferably coincide with the covariant basis vectors, i.e.,
for a lattice with periodicity along two (not necessarily orthogonal) directions we choose a1 = α1

1e1

and a2 = α2
2e2. The magnitude of a lattice basis vector |aρ| := aρ defines the lattice constant in the

respective direction.

Please note again, that the lattice constants aρ as well as the expansion coefficients ασρ are scalars
and the subscripts ρ are labels which highlight the associated direction. The subscript labels are not
to be confused with tensor indices. Also, we advise the reader to recall the notational ambiguity of
the superscript σ in the first vector components lσ and ασρ alluded to in Sec. 2.5.1. The superscript
can mean both, a label or a tensor index, depending whether the quantity is accompanied by a basis
vector or not.

The lattice vectors describe the system’s periodicity. It is sufficient if the periodic structure is defined
within a lattice cell. The translation of a lattice cell with the lattice vectors then covers the whole
space without overlap. One distinguishes two types: A lattice unit cell is the parallelepiped spanned
by the lattice basis vectors [32]. If the lattice basis vectors are primitive, the lattice unit cell is
called primitive cell and contains only one lattice point. The Wigner-Seitz cell is a special case of
a primitive unit cell which inherits the largest symmetry of the lattice [20, 21]. It is defined by the
volume around the lattice point that is closer to it than to all other lattice points. If the basis is
not primitive, the cell is a multiple unit cell and contains more than one lattice point. The second
lattice cell type which covers the whole space is called a conventional cell [32]. Its basis vectors
define a right-handed axial setting, its edges are along symmetry directions of the lattice, and it is
the smallest cell compatible with the above condition. Crystals having the same type of conventional
cell belong to the same crystal family. Examples for conventional cells are the centered cells, i.e.,
face-centered-cubic (fcc) or body-centered-cubic (bcc) [20, 21].

In this thesis, we will often work with periodicity and lattices in two dimensions. The third basis
vector then points along the direction orthogonal to the plane of periodicity and usually coincides
with the z–direction. The predominant lattice type we use is the square lattice, where a1 and a2 are
perpendicular and of the same length a1 = a2. What we call unit cell mostly refers to the primitive
cell. In order to define the whole structure it suffices to define the permittivity and permeability
within this unit cell.

3.2. Reciprocal Space and Reciprocal Lattice

For each lattice in real-space there exists a corresponding lattice in the dual vector space — called the
reciprocal space or short k–space. The reciprocal lattice is defined by the reciprocal lattice vectors

G = m1 a1 +m2 a2 +m3 a3 , mσ ∈ Z , (3.4)

which are an integral linear combination of the dual lattice basis vectors ai. The dual lattice basis
vectors are defined in analogy to Eq. (2.49) or equivalently Eq. (2.51) as

aρ = 2π
aσ × aτ

a1 · (a2 × a3)
, (3.5)

with (ρ, σ, τ) = (1, 2, 3) or an even permutation, such that they fulfill the orthogonality relation

aρ aσ = 2πδρσ . (3.6)
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Figure 3.1.: Example of a direct lattice (left) and a corresponding reciprocal lattice (right). The
unit cell in direct space is shaded yellow and contains the structure (dark blue).
The first Brillouin-Zone in reciprocal space is shaded in light blue. Two arbitrary
lattice and reciprocal lattice vectors are highlighted in green.

Hence, each reciprocal lattice vector aρ defined by Eq. (3.5) is orthogonal to the two lattice vectors
aσ and aτ . The difference to the definition of the dual basis vectors is the phase angle 2π. The
larger the lattice constant in direct space, the smaller is the lattice constants in reciprocal space.
Consequently, the same is true for the first Brillouin zone (BZ) which is the primitive cell in the
reciprocal lattice corresponding to the Wigner-Seitz cell in the direct lattice. An exemplary reciprocal
lattice is sketched in Fig. 3.1 in the right panel.

By virtue of the orthogonality condition Eq. (3.6), we can examine a product between a reciprocal
lattice vector Gm and a direct lattice vector Rl where labels m and l uniquely identify a specific
representative of the respective vectors but are usually omitted. The product is given by

Gm ·Rl = (m1 a1 +m2 a2 +m3 a3) · (l1 a1 + l2 a2 + l3 a3)

= 2π (m1l
1 +m2l

2 +m3l
3)

= 2π u , (3.7)

with u ∈ Z. The consequence of this integral multiple of a 2π phase is that the exponential term of
such product always yields

eiGR = ei2πu = 1 . (3.8)

The property described by Eq. (3.8) is the main goal why we introduced the concept of the reciprocal
lattice. We deduce from it that a plane wave with k–vector equal to any reciprocal lattice vector G

eiG (r+R) = eiGr (3.9)

reproduces itself after a translation by a vector R. Thus, these plane waves obey the periodicity
produced by the structure.
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3.3. Bloch-Floquet Theorem

The wave solutions Ψ(r) of a problem with a periodic potential are given by the Bloch waves

Ψk(r) = uk(r) eik·r , (3.10)

comprising a plane wave envelope with wave vector k, and a lattice periodic amplitude uk(r) =
uk(r + R) invariant under the translational symmetry of the potential. This theorem was originally
developed by Bloch [33] for the wave functions of electrons as solution to Schrödinger’s equation
in a periodic potential composed by the regular crystal structure of solids. It is, however, also valid
for an electromagnetic wave as solution of Maxwell’s equations in a periodic structure, where the
periodicity acts as potential for the light field.

Bloch waves have the property that, if shifted by a spatial lattice vector R, they only gain an addi-
tional phase factor

Ψk(r + R) = uk(r + R) eik·r eik·R = Ψk(r) eik·R , (3.11)

which implies that their intensity distribution ∝ |Ψ|2 remains fully periodic like the material param-
eters (if k ∈ Rn). A similar translation in reciprocal space,

Ψk+Gm(r) = Ψk(r) , (3.12)

by a reciprocal lattice vector Gm leaves the wave even totally invariant [34]. Hence, it is sufficient to
consider the wave solutions only in the first Brillouin zone, because all solutions with exterior wave
vectors can be folded back by Eq. (3.12).

Using Bloch’s theorem with the electromagnetic wave equations, Eqs. (2.24), for periodic systems,
we find a periodicity in the frequency

ω(k) = ω(k + Gm) (3.13)

with respect to the reciprocal lattice vectors as well. This allows for the back-folding of the dispersion
curves into the first BZ without loss of information. Labeling the frequencies with the label of the
used reciprocal lattice vector, we notice that for each k–vector within the first BZ there exists an
infinite number of solutions with frequencies ωm(k).

An important aspect for the purpose of this work is that the periodic amplitude can be expressed by
a Fourier series

uk(r) =
∑
m

ũk,Gm e
iGmr (3.14)

in the reciprocal lattice vectors. Substituting Eq. (3.14) into Eq. (3.10) leads to the Floquet-Fourier
expansion2

Ψk(r) =
∑
m

ũk,Gm e
i(k+Gm)r , (3.15)

where the sum over m is infinite and the expansion coefficients ũk,Gm are obtained by a lattice
Fourier transformation of the amplitude function. The Floquet-Fourier expansion will become im-
portant for the expansion of the electromagnetic fields in the FMM in Chap. 6. Before we get there,
the next section introduces Fourier transformations as a basic tool in periodic systems, and explains
its necessity and usefulness.

2Also known as Bloch-Floquet expansion.
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3.4. Fourier Transformations

In the previous sections we have introduced the concepts of direct lattice and reciprocal lattice for
periodic systems. Direct and reciprocal space are in general connected with the Fourier integral
transformation of function f(r) [35]

f̃(k) =

∞∫
−∞

dr f(r) e−ik·r (3.16a)

and the inverse transformation

f(r) =
1

2π

∞∫
−∞

dk f̃(k) eik·r (3.16b)

which makes it easy to switch from one space to the other by transforming the relevant quantities.
This transformation is valid for any integrable function which fulfills the Dirichlet conditions3.

3.4.1. Lattice Fourier Transformation of Periodic Functions

In the special case of periodic functions like the permittivity, Eq. (3.1), or the periodic amplitudes of
the associated Bloch waves, Eq. (3.14), the integral Fourier transform reduces to the infinite Fourier
series, because only k–vectors which comply with the periodicity, the reciprocal lattice vectors Gm,
contribute. This means, the permittivity in real-space can be expanded as

ε(r) =
∞∑
m=1

ε̃m e
i Gm·r , (3.17)

where the Fourier coefficients ε̃m are obtained from the lattice Fourier transform

ε̃m =
1

VUC

∫
UC

dr ε(r) e−i Gm·r , (3.18)

with the unit cell volume VUC , and m ≡ (m1,m2,m3) labels a specific reciprocal lattice vector as
before. For the lattice Fourier transformation of general periodic functions we substitute ε(r) →
f(r) and ε̃m → f̃m. Equation (3.18) provides the permittivity values at the lattice points of the
reciprocal lattice. The integration limits in Eq. (3.18) are chosen to cover the whole unit cell, but are
by convention asymmetric to the origin. A symmetric choice around zero would lead to additional
phase factors but would not change the result in principle.

3The Dirichlet conditions require that the definition interval can be divided into a finite number of intervals in which the
function is continuous and monotone. At every discontinuity at the boundary between subsequent intervals the right
and left limits must exist [35].
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3.4.2. Numerical Treatment

Truncation of the Fourier Series

The expansion of periodic functions into an infinite Fourier series as described in Sec. 3.4.1 cannot
be performed on a computer. For a numerical treatment the infinite series has to be truncated to a
finite number of M expansion terms. The resulting truncated Fourier series

fM (r) =
M∑
m=1

f̃m e
i Gm·r ≈ f(r) (3.19)

is always4 an approximation to the original function f(r). The introduced error becomes minimal if
the Fourier coefficients obtained by the integral transform Eq. (3.18) are used as expansion coeffi-
cients f̃m [35]. As long as f(r) is bounded and piecewise continuous, it is also guaranteed that the
Fourier series converges to the original function fM (r)→ f(r) for M →∞.

The question that arises is which Fourier coefficients do we include in our series and which are of
minor influence and therefore most likely negligible. This question is hard to answer in general
because it decisively depends on the shape of the examined structure. Empirical studies show that
there are a few rules of thumb that should be respected in order to achieve fast convergence:

1. The coefficients closest to the origin are more important than those farther apart.

2. The truncation scheme should reflect the shape of the structure.

Later on, we will need Fourier series expansions in two periodic dimensions. Therefore, we intro-
duce two simple but general truncation schemes in reciprocal space which are implemented in our
framework. The schemes are illustrated in Fig. 3.2.

Figure 3.2.: Parallelogrammic (left) and circular (right) k-space truncation schemes. Both trun-
cations select M = 81 k-vectors symmetrically around the origin.

The circular truncation scheme includes contributions from reciprocal lattice points within a circle
around the origin m = (m1,m2) = (0, 0) of specific radius. The radius is usually determined such
that the circle includes M ≤ Muser lattice points, where Muser is the target value specified by the
user.

4Except for bandwidth limited functions, of course.
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In the parallelogrammic truncation scheme, the user defines the maximal orders M1 and M2 along
both directions defined by the reciprocal lattice basis vectors, and all reciprocal lattice cites m with
−M1 ≤ m1 ≤ +M1 and −M2 ≤ m2 ≤ +M2 are included in the series expansion.

For the remainder of this thesis we assume that the Fourier series are properly truncated to allow for
numerical treatment and omit the explicit reference to the limits. With this truncation we have made
the Fourier series, Eq. (3.19), treatable for the computer. However, the Fourier coefficients of the
expansion must still be calculated from a continuous integral equation, Eq. (3.18). The task of the
next two paragraphs is to discretize this integral equation and provide an efficient algorithm for the
approximation of the Fourier coefficients.

Sampling and Mesh

Numerical calculations can evaluate continuous functions like the kernel f(r) of the integral in
Eq. (3.18) only at a finite number of points ri. This discrete evaluation is called sampling and the
evaluation points are called the sampling points. The set of sampling points {ri: i = 1, . . . , N} can
be considered as the vertices of a mesh (or grid). The meshes commonly used in numerical methods
cover a finite, simply connected region of the considered (position) space. Besides the intepretation
of a mesh as a collection of sampling points, the vertices are often considered as corners of polyhedra
(polygons in 2D) which partition the space into smaller elemental volumes (areas). We would like to
stress, that in the context of this work a mesh is interpreted in the former way.

There are two main classifications of meshes: structured and unstructured. An unstructured (or irreg-
ular) grid is a tessellation of the considered region by simple shapes, such as triangles or tetrahedra,
in an irregular pattern [36,37]. They require a list which specifies the way a given set of vertices make
up individual elements (or cells) such that the collection of all individual elements covers the whole
space. Furthermore, this list must specify which elements are connected to each other (connectivity).
A structured (or regular) grid is a tessellation of the considered region by parallelotopes [37, 38].
Each cell in the grid can be addressed by serial indices from which the connectivity can be simply
deduced. This restricts the element choices to quadrilaterals or hexahedra.

The meshes we use in this thesis are two-dimensional regular grids which consist of quadrilateral
elements. However, we consider the mesh as regular collection of sampling points at which our
functions are evaluated. A special type of such meshes is the equidistant or Cartesian mesh. By this
we describe a mesh with identical rectangular elements. This means we can describe the coordinates
of the sampling points

χkl = (x1
k, x

2
l ) , x1

k = k ·∆1 , x2
l = l ·∆2 , k, l = 0, 1, . . . , N , (3.20)

by two indices k and l, and two constant spacings ∆1 and ∆2.

The Fast Fourier Transformation

The Fast Fourier Transformation (FFT) is an efficient numerical algorithm to calculate an approxi-
mation to the discrete Fourier coefficients f̃m on a Cartesian mesh [39].

In order to keep the illustration simple, we present a one-dimensional discrete Fourier transformation
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(DFT). If the equidistant sampling points are described by Nfft coordinates

xk = k ·∆ , k = 0, . . . , Nfft − 1 , (3.21a)

with sampling interval

∆ = a/Nfft , (3.21b)

and lattice constant a, then the Fourier coefficients can be approximated as

f̃m =
1

a

a∫
0

dx f(x) e−im 2π
a
·x ≈ 1

Nfft

Nfft−1∑
k=0

f(xk) e
−im 2π

a
·xk . (3.22)

For Nfft →∞ the sum converges towards the value of the Fourier coefficient.

The FFT algorithm calculates all Nfft Fourier coefficients f̃m at once using a recursive divide and
conquer strategy. For a detailed description we recommend Ref. [39]. Hence, the algorithm is effi-
cient if Nfft = 2p, p ∈ N. In our code we use the implementation of the open source C subroutine
library FFTW (Fastest Fourier Transform in the West) [40, 41], which also incorporates other ad-
vanced DFT algorithms, e.g., for numbers of sampling points with small primary factors other than
two. The package provides routines for DFTs in one or more dimensions, of arbitrary input size,
and of both real and complex data. The FFTW driver routines usually decide with respect to the
provided input data about the appropriate algorithmic strategy autonomously. On Intel machines our
code uses the signature compatible CPU-optimized FFT routines of the Intel Math Kernel Library
(MKL) instead [42].

The biggest advantage of the FFT is that it is rather cheap and that it scales with O(NlogN) instead
ofO(N2) like an ordinary DFT. The inverse FFT can even be used to quickly calculate the truncated
Fourier series of Eq. (3.19). However, there are some fundamental limitations to the accuracy that
arise from the discrete sampling which will be discussed in the subsequent paragraph.

Aliasing and Oversampling

Connected to the size of the sampling interval ∆ is the so-called critical frequency [39]

fc =
1

2∆
=
Nfft

2a
. (3.23)

Sampling of a sinusoidal wave at that frequency leads to only two sample points per cycle. Thus,
waves with higher frequencies than fc are sampled with less than two points per cycle and the sampled
function values cannot unambiguously be related to that wave anymore.

The sampling theorem [43] states that a bandwidth limited function f(x) with maximal frequency
|fmax| ≤ fc is completely determined by its samples f(xk). However, if the function is not bandwidth
limited, e.g., if the function is discontinuous, then the part of the spectrum outside the frequency
interval (−fc, fc) is spuriously moved into that interval and adds up to the coefficients’ magnitude
there [39]. This effect is called aliasing.

Since we truncate the Fourier series anyway, there is a way to decrease the aliasing effect for the
retained Fourier coefficients. Looking at the critical frequency, Eq. (3.23), we notice that it is pro-
portional to the number of sampling points Nfft via the sampling interval, Eq. (3.21b). Thus, by
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increasing the number of sampling points we can increase the critical frequency and reduce the
aliasing effect since the spectral components usually decay with increasing distance from the origin.
Taking more sampling points Nfft than required Fourier coefficients M is called oversampling.

The number of sampling points we use by default in calculations is Nfft = 210 = 1024 per dimen-
sion. This ensures for two-dimensional transformations, whereM is usually in the order of 1000 and
consequently at the maximum 35 Fourier coefficients (circular truncation) per dimension are needed,
that we have a sufficient oversampling factor. If the number of required Fourier coefficients increases
and the oversampling drops below a minimum factor of five, we increaseNfft successively by factors
of two to restore an appropriate oversampling.

We would like to point out that even though the truncated Fourier series approximately reproduces
the original functions at the sampling points, it oscillates in between them with the frequency corre-
sponding to the retained Fourier coefficient of highest order.

3.4.3. Gibbs’ Phenomenon

The Gibbs’ phenomenon describes the fact that a finite set of infinitely differentiable basis func-
tions, like plane waves, can not accurately represent non-differentiable functions [44–46]. Such non-
differentiable functions are for example piecewise continuously differentiable periodic permittivity
and permeability material functions which have jump discontinuities at material interfaces. This
effect is characterized by a ringing — an oscillatory over- and undershoot — at the jump location,
whose frequency increases and spatial width decreases with the truncation order, but whose ampli-
tude remains at about nine percent independent of the size of the basis. The Gibbs’ phenomenon is
illustrated in Fig. 3.3.

Figure 3.3.: Illustration of the Gibbs’ Phenomenon. The ringing remains for an increasing
truncation order. The used parameters are Nfft = 10000, N = 1000 plot points,
and truncation order M as noted above the respective figure.

3.4.4. Convolution Theorem and Li’s Product Factorization Rules

In Sec. 3.4.1 and Sec. 3.4.2 we have discussed how periodic functions can be transformed into the
reciprocal space and which discretizations and truncations have to be made in order to describe them
numerically.

Especially Maxwell’s equations not only consist of functions, but of products of periodic functions
as, for example, the electric displacement field D(r) = ε(r)·E(r) which, as a product of permittivity
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and electric field, may have jump discontinuities at material interfaces. In reciprocal space products
become convolutions [35], i.e., the Fourier transform (denoted with F{·} or a ·̃ superscript) of the
generic function h(r) = f(r) · g(r) is

F{h} = F{ f · g } = F{f} ∗ F{g} , (3.24a)

where the convolution of the continuous transformed functions is given by

h̃(k) =
[
f̃ ∗ g̃

]
(k) =

+∞∫
−∞

dk′ f̃(k− k′) g̃(k′) . (3.24b)

In the discretized k–space of the reciprocal lattice the convolution integral transforms into

h̃(N)
m =

N∑
n=1

f̃m−n g̃n , (3.25)

which is a sum over the product of those Fourier coefficients of f and g labeled with multi-indices
n = (n1, n2, n3) (equivalent to m) and m−n = (m1−n1,m2−n2,m3−n3), such that the sum of
the corresponding reciprocal lattice vectors on the right hand side of the equation is identical to the
requested Fourier coefficient m = (m1,m2,m3) on the left. We notice again, that the sum is usually
infinite (N →∞) but must be truncated to a finite number of terms N in order to be calculated
by a computer. A common choice we adopt for the remainder of this work is to set N = M and
pick the same reciprocal lattice vectors symmetrically around the origin and in the same order for
multi-indices m and n. Which reciprocal lattice vectors the set of M coefficients contains depends
on the truncation scheme (cf. Sec. 3.4.2). However, note that if the maximum contained order in
the set is given by mρ,max = max(|mρ|) = nρ,max, the difference max(|mρ − nρ|) = 2mρ,max

requires coefficients up to twice the maximal order. This is a second goood reason for oversampling
(cf. Sec. 3.4.2). Hence, the product factorization Eq. (3.25) — which is called Laurent’s rule — can
be written in matrix–vector notation

h̃ = [[f ]] g̃ , (3.26)

where h̃ and g̃ are vectors containing the respective Fourier coefficients, and the coefficients f̃m−n
are the (m,n)-th entry of matrix [[f ]]. For a one-dimensional transformation, this matrix has Toeplitz
structure (cf. e.g. Ref. [39]). Unfortunately, for a two-dimensional transformation, which is what we
will use later on, the matrix only has block Toeplitz structure with usually small blocks. The exact
shape depends on the sequence of retained reciprocal lattice vectors corresponding to the multi-
indices m and n.

One-Dimensional Factorizations

The truncated Fourier series, Eq. (3.19), with the finite Fourier factorization of the product f · g
introduced in Eq. (3.25)

h(M)(x) =

M∑
m=1

h̃(M)
m eiG1,m·x (3.27)
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converges towards the original function

h(M)(x)→ h(x) , for M →∞ , (3.28)

only if certain requirements are met. Li [47,48] established rules for different types of functions and
proved his theorems at least for one-dimensional transformations5.

Li’s rules state: A product of two piecewise-smooth, bounded, periodic functions that have ...

• Type 1: ... no concurrent jump discontinuities can be Fourier factorized by Laurent’s rule,
Eq. (3.25),

• Type 2: ... only pairwise complementary jump discontinuities can be Fourier factorized by the
inverse rule, which replaces the Toeplitz matrix of function f by the inverse Toeplitz matrix of
the function 1/f ,

h̃ =
[[

1/f
]]−1

g̃ , (3.29)

• Type 3: ... concurrent but not complementary jump discontinuities can be Fourier factorized
neither by Laurent’s rule nor by the inverse rule,

such that Eq. (3.28) is valid.

The products occurring in Maxwell’s equations are either of type 1 or of type 2. Most products
are factorized with Laurent’s rule. Only for the electric displacement D and the magnetic induction
B the correct rule depends on the continuity conditions Eq. (2.16) which require a factorization
using the inverse rule when the Fourier transformation is carried out along a direction of continuous
fields. A complication of the procedure occurs when the Fourier transformation is performed in two
dimensions. This is the topic of the next paragraph.

Two-Dimensional Factorizations

Let us now consider the more practical case of a lattice Fourier transformation of the linear constitu-
tive relations, Eq. (2.8), appearing in covariant Maxwell’s equations as

Dρ(x1, x2) = ερσ(x1, x2) Eσ(x1, x2) , (3.30a)

Bρ(x1, x2) = µρσ(x1, x2) Hσ(x1, x2) , (3.30b)

along the two directions of periodicity x1 and x2. The dielectric displacement and magnetic induction
Fourier factorize in exactly the same way, which is why we restrict our illustration of the procedure
to the former. In the following, the spatial dependence is assumed but mostly suppressed for brevity.

We will perform Fourier transformations in dimensions x1 and x2 successively one after the other.
Li’s rules describe which transformation rules should be chosen for the transformation of products
of functions, namely Laurent’s rule, Eq. (3.25) or Eq. (3.26), for products of at most one discontinu-
ous function at a certain spatial point, and the inverse rule, Eq. (3.29), for functions with concurrent
complementary jump discontinuities. The permittivity exhibits jump discontinuities at material in-
terfaces, whereas some of the field components show a concurrent complementary jump and others
are continuous at the interfaces.

5Li actually only gave a very rough sketch of the proof (cf. Ref. [48]). Branimir Anic from the Mathematical Department
of KIT carried out the whole proof in one dimension with our support and filled Li’s gaps [49]. It is several pages long.
He currently works on the proof for two-dimensional transformations, which is even more cumbersome.
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The full derivation of the factorization is carried out in App. A.1 and reworks the findings of Li
[50, 51]. Here, we sketch the general idea only by means of the first component

D1 = ε11E1 + ε12E2 + ε13E3 . (3.31)

Let us start with a Fourier transformation in x1 direction. Thus, in Eq. (3.31) we know for sure
that according to the continuity conditions D1, E2, and E3 must be continuous across the whole
unit cell.6 The first step is to reformulate the equation in such a way that we only get products of
functions which are of Laurent or inverse type. The appropriate reformulation reads

D1 = ε11

E1 +

(
ε12

ε11

)
E2 +

(
ε13

ε11

)
E3

 . (3.32)

Since D1 is continuous, but ε11 is definitely discontinuous at material interfaces, the term in the
square brackets must also be discontinuous and its product with ε11 must be of inverse type. The
products within the square brackets are of Laurent type because E2 and E3 are continuous. This
implies

D̃1 =
[[ 1

ε11

]]−1
Ẽ1 +

[[ 1

ε11

]]−1[[ε12

ε11

]]
Ẽ2 +

[[ 1

ε11

]]−1[[ε13

ε11

]]
Ẽ3

= Q11 Ẽ1 + Q12 Ẽ2 + Q13 Ẽ3 , (3.33)

where all field components and matrices7 still depend on x2.

Next, we perform the Fourier transformation along x2-direction. Then, the fields D2, E1, and E3

must be continuous across the whole unit cell. Consequently, we do not know how D̃1 and Ẽ2

behave, and we must eliminate one of them. To this end, we substitute for Ẽ2 the reordered, x1–
transformed component D̃2 (cf. Eq. (A.9))

Ẽ2 =
(
Q22

)−1
D̃2 −

((
Q22

)−1
Q21

)
Ẽ1 −

((
Q22

)−1
Q23

)
Ẽ3 , (3.34)

and get after some algebraic transformations

D̃1 =

(
Q11 −Q12

(
Q22

)−1
Q21

)
Ẽ1 +

(
Q12

(
Q22

)−1
)

D̃2

+

(
Q13 −Q12

(
Q22

)−1
Q23

)
Ẽ3

=: Q̌
11

Ẽ1 + Q̌
12

D̃2 + Q̌
13

Ẽ3 , (3.35)

where the field components on the right hand side are all continuous. Hence, all terms on the right
hand side are Fourier factorized according to Laurent’s rule. The final step to the Fourier trans-
formed first component of the linear electric constitutive relation is to resubstitute component ˜̃D2 by

6To be more precise, the continuity conditions cannot be fulfilled at (sharp) corners of material interfaces. There, the fields
diverge [52, 53]. But these points are usually very few. Furthermore, the singularities can not be well represented in a
truncated Fourier series. The field representation at those singular points are a principle problem for many numerical
methods. Therefore, we ignore them in our considerations (cf. Ref [51]).

7More precisely, even every single matrix entry is a function of x2
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Eq. (A.11) which results in

˜̃D1 =
[[
Q̌

11
]]

˜̃E1 +
[[
Q̌

12
]]

˜̃D2 +
[[
Q̌

13
]]

˜̃E3

=: Q̄
11 ˜̃E1 + Q̄

12 ˜̃D2 + Q̄
13 ˜̃E3

Eq. (A.11)
=

(
Q̄

11
+ Q̄

12
(
Q̄

22
)−1

Q̄
21
)

˜̃E1 +

(
Q̄

12
(
Q̄

22
)−1

)
˜̃E2

+

(
Q̄

13
+ Q̄

12
(
Q̄

22
)−1

Q̄
23
)

˜̃E3

=: ε̃11 ˜̃E1 + ε̃12 ˜̃E2 + ε̃13 ˜̃E3 , (3.36)

The remaining components are obtained in a similar fashion. They can be found in App. A.1.

There is an important technical remark to make for the Fourier transformation along direction x2

comprised in matrices Q̄
ρσ in Eq. (3.36). Since each of the terms Q̌

ρσ in Eq. (3.35) is still dependent
on x2, we actually have not a single matrix Q̌

ρσ, but one matrix Q̌
ρσ

(x2
k) for each sampling point

x2
k, k = 1, . . . , Nfft.

The final quantitiy in Fourier space ˜̃D1 = (. . . , ˜̃D1
m, . . .) is a vector of Fourier coefficients, where

m = (m1,m2) is the multi-index labeling one specific order in two-dimensional k-space. There are
M orders in total which we take into account (m = 1, . . . ,M ). Considering Eq. (3.25), we can write

˜̃D1
m =

M∑
n=1

(
Q̄

11
)
mn

˜̃E1
n + . . . , (3.37)

where n = (n1, n2), n = 1, . . . ,M is a second multi-index running over the same k-orders as m.

In order to obtain matrix Q̄
ρσ, we stack the matrices Q̌(x2

k) into a three dimensional array A where
each slice, e.g., the fourth slice A(m,n, k = 4) = Q̌(x2

4), represents one of these Toeplitz matrices
(here for x2 = x2

4). The Fourier transformation in x2 is then performed for each array entry stack
independently, i.e., the transformation of the first entry’s stack A(m = 1, n = 1, k) is carried out
over the third array index k, and so on. We store the Fourier transformed array Ã in the same way.
The usual FFT output relates k = 1 to the zeroth and k = Nfft to the (−1)-st Fourier coefficient
(FFT ordering).

We recall that the (m,n)-th entry of matrices (Qρσ)−1 contains the (m1−n1)-th Fourier coefficient
of the respective function — this is the definition of a Toeplitz matrix after all. Similarly, the (m,n)-
th entry of matrices Q̄

ρσ contains the (m2 − n2)-th Fourier coefficient. This corresponts to array
entry Ã(m,n, k̃), where k̃ = mod(m2 − n2 + Nfft, Nfft) is the index of the (m2 − n2)-th Fourier
coefficient and mod denotes the integer remainder (modulo operator).8

8This procedure is indeed not easy. Recent investigations [54] indicate that it might not be necessary to distinguish
between Laurent and and Inverse rule in the two directions as demanded by Li. We observed that the Inverse rule
converges with a similar rate for Type 1 problems as the Laurent rule. This implies the application of the Inverse rule
in both dimensions without loss of accuracy. Such a procedure would be much easier and faster than the described
scheme. This hypothesis remains yet to be tested in future works.
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Li’s Transformation Operators

The procedure presented in the last paragraph is complicated and confusing. However, the whole
transformation process can be made more clear when we introduce a few operators that systematize
and facilitate the rearrangement of the tensor components to form proper type 1 or type 2 products
and the Fourier transformation. These operators have been introduced by Li [51] and they separate
the procedures in directions 1 and 2. The Fourier transformed permittivity tensor ε̂ introduced above
is obtained from the real-space permittivity tensor ε(x1, x2) by successive application of operators

L̂τ = l̂+τ F̂τ l̂−τ , (3.38)

for directions τ = 1, 2. The operators l̂±τ rearrange the permittivity tensor elements back and
forth into the necessary form for a Fourier factorization like we have for example done manually
in Eq. (3.32). For an arbitrary 3× 3 tensor9 A the operators are defined by B = l̂±τ (A), with

Bρσ =



(Aττ )−1 , ρ = τ , σ = τ ,

(Aττ )−1Aτσ , ρ = τ , σ 6= τ ,

Aρτ (Aττ )−1 , ρ 6= τ , σ = τ ,

Aρσ ±Aρτ (Aττ )−1Aτσ , ρ 6= τ , σ 6= τ .

(3.39)

The operator F̂τ performs the Fourier transformation with respect to coordinate xτ and generates
the corresponding Toeplitz matrix as described above. With the help of these operators the entire Q
tensor, whose elements where introduced in Eq. (3.33) can be written as

Q(x2) = L̂1(ε) = l̂+1 F̂1 l̂−1 (ε) , (3.40)

and the permittivity tensor in reciprocal space defined in Eq. (3.36) is given by

ε̃ = L̂2L̂1(ε) = l̂+2 F̂2 l̂−2 l̂+1 F̂1 l̂−1 (ε) . (3.41)

The order of the transformation is not unique. We can equally well first transform with respect to x2

and thereafter along coordinate x1. The resulting reciprocal permittivity tensor

ε̃′ = L̂1L̂2(ε) 6= ε̃ , (3.42)

cannot be derived from the tensor in Eq. (3.41) for a finite truncate Fourier transform [51]. However,
the expectation is that for M → ∞ both representations of the permittivity in reciprocal space
converge to the same limit. Numerical test show that symmetries in the permittivity distribution
are not conserved in either of the k–space representations, but the deviations diminish when the
truncation order is increased. To restore the symmetry in reciprocal space Li suggests to use the
average of both representations

ε̃+ ε̃′

2
(3.43)

9Note that the tensor elements can be matrices themselves.
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instead of using only one of them or picking some components from the one and some from the other.
This symmetrization has the disadvantage that the intrinsic perfect energy balance of the FMM (cf.
Chap. 6) is lost. But in all practical applications the number of retained Fourier coefficients is large
enough so that the deviation from full energy conservation is negligible.

Finally, we have gathered all necessary basic concepts to represent periodic structures in reciprocal
space by means of lattice Fourier transformations. For a numerical treatment the infinite series have
been truncated and the continuous integrals have been discretized. Li’s rules provide the guidlines
to dramatically improve the convergence of Fourier factorized products of functions with concur-
rent, pairwise complementary jump discontinuities, and his transformation operators formalize and
facilitate the procedure of applying those rules to the constitutive relations in the correct way.

3.5. Diffraction

The behavior of plane waves at a planar interface between two homogeneous, isotropic half-spaces
characterized by their respective refractive indices n1 and n2 was discussed in Sec. 2.4.3. Here,
we would like to discuss the implications of an additional periodic layer 3 in between the two re-
gions. The situation we are interested in is that of a simple diffraction grating which is schematically
depicted in Fig. 3.4 for a periodicity along the x1–direction, but the derivations we present are for
the more general case of two-dimensional periodicity. One dimensional gratings are often called

Figure 3.4.: Sketch of diffraction at a one-dimensional periodic layer and corresponding Bragg
orders (x-z-plane) for a wave incident from the left. The wave vector component
parallel to the material interface kx is conserved across the interface. Within the
periodic structure reciprocal lattice vectors Gx are added. These are, in turn,
conserved across the interface in the transmitted and reflected waves and lead to
diffraction into Bragg orders.

lamellar gratings and two dimensional gratings are called crossed gratings. The periodic layer is
characterized by its refractive index n3 = n3(x1, x2) which defines a lattice with constants a1 and
a2.
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3. Fundamentals of Periodic Systems

The structure is illuminated with a plane wave with frequency ω and wave vector

k = α0a
1 + β0a

2 + γ0a
3 (3.44)

from region 1. We know from Eq. (2.35) that the wave vector components k‖ parallel to the planar
interfaces are conserved. However, inside the periodic region, according to Eq. (3.12), there is an
infinite number of Bloch waves with the same frequency ω whose in-plane wave vectors differ by
a reciprocal lattice vector Gm which can all be excited. They all exhibit a different k3 component
though. The electromagnetic field inside the structure, thus, consists of Bloch waves, which are a
superposition of plane waves with wave vectors

k‖ + Gm , Gm = m1 a1 +m2 a2 = m1
2π

a1
e1 +m2

2π

a2
e2 (3.45)

represented by the Floquet-Fourier series of Eq. (3.15). The excitation strength of the Bloch modes
and thereby the single plane waves is determined from the field continuity conditions Eq. (2.16)
and Eq. (2.19); the exact distribution is not of interest here. We are rather focusing on the fact that
because of the related continuity of the k‖–vector this Gm modulus is transfered into the reflected
and transmitted fields in the homogenous layers.

The reflected and transmitted waves in regions 1 and 2 do no longer consist of a single plane wave
each, as presented for the interface between homogeneous layers in Sec. 2.4.3. Instead, the fields are
given by the Rayleigh expansion [55], e.g., the electric field by

E1(r) = Ein e
ikr +

∑
m

Erefl,m e
i(αm1x

1+βm2x
2−γmx3) (3.46a)

in region 1, and

E2(r) =
∑
m

Etrans,m e
i(αm1x

1+βm2x
2+γmx3) (3.46b)

in region 2, wherem = {m1,m2} is a multi-index as before which defines the diffraction order. The
first, second, and third contravariant components of the wave vector km = k + Gm corresponding
to the m-th diffraction order are given by

αm1 = α0 +m1
2π

a1
, (3.47a)

βm2 = β0 +m2
2π

a2
, (3.47b)

γm = γm1,m2 , (3.47c)

respectively. The latter must be determined from the plane wave dispersion relation, Eq. (2.30),

km · km = gρσ kρkσ = n2
s ω

2 , s = 1,2 , (3.48)

for regions 1 and 2 separately, where kρ is the ρ-th component of km. Hence, Eq. (3.48) must be
solved for k3 = γm for every diffraction order m.

In principle, the sum over m in the Rayleigh expansion, Eq. (3.46), is infinite. However, there is
only a finite number of propagating diffraction orders which have a real propagation constant γm.
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3.5. Diffraction

The evanescent waves with imaginary propagation constant only contribute to the near fields in the
two half-spaces. This is similar to the total internal reflection for an interface between homogeneous
layers presented in Sec. 2.4.3. The number of propagating diffraction orders — or Bragg orders, as
they are often called — depends on the frequency, the angle of incidence, the lattice constants and
the refractive index of the respective homogeneous halfspace. For wavelengths λ = 2π/ω > nai,
i = 1, 2, there are no diffracted plane waves for normal incidence on the grating. Only the reflected
and transmitted waves exist (zeroth order). The smaller the ratio between wavelength and lattice
constant, the more Bragg orders can be observed.

When taking a spectrum of a grating with given lattice constant, at wavelengths where an additional
propagating diffraction order is allowed, a resonance feature in transmittance or reflectance can be
noticed. This feature is called Wood’s anomaly10 [56] and can be explained by the redistribution of
energy carried by the waves among the increased number of diffraction orders.

10A different typical name is Rayleigh anomaly.
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4 Chapter 4.

Fundamentals of Optical Waveguides

Optical waveguides are elongated dielectric structures with constant cross section used to direct
electromagnetic waves in the visible and near infrared regime of the spectrum [57]. Their typical
extents range from a few to hundreds of micrometers in diameter and their lengths are usually much
larger and fit to the requirements of the respective field of application. In practice, they are mostly
used for optical telecommunications in form of fibers, but in future they will become more and more
interesting in the context of integrated optical circuits in form of ridge or strip waveguides.

Physically, their guiding principle is based on total internal reflection of electromagnetic waves at
an interface between a material with a high and one with a low permittivity ε (or refractive index n)
like introduced in Sec. 2.4.3. Hence, a typical circular fiber consists of a central core of high index
transparent material such as glass, and a surrounding cladding layer with smaller refractive index,
e.g., another sort of glass. The cladding is, in turn, surrounded by a mechanically protective jacket
layer, as schematically depicted in Fig. 4.1. Ridge waveguides are composed similarly. The core

Figure 4.1.: Conventional step-index fiber waveguide (left), and ridge waveguide (right). Typ-
ical fiber diameters: core 5 − 100µm, cladding 125µm, jacket 250µm. Typical
ridge dimensions: 0.2− 5µm.

is mostly made of silicon or another suitable material available for silicon-based high integration
schemes in industrial semiconductor manufacturing. The cladding is often air and/or a low index
substrate, e.g., silica SiO2. For a guiding effect it is sufficient that the index difference is in the
order of one percent. The core’s cross section is usually rectangular, but for some applications it is
interesting to use different shapes, like trapezoids for instance (cf. Fig. 4.2).

45



4. Fundamentals of Optical Waveguides

In analogy to the quantum mechanical potential well, we can consider the permittivity as “potential”
for the electromagnetic waves but with the opposite sign. Instead of the permittivity, we would rather
like to use the related refractive index for the discussion of this analogy, because it is the commonly
used quantity in context of waveguides. The difference between core and cladding refractive index
then corresponds to the depth of the well. Similarly to bound electronic solutions of Schrödinger’s
equation with discrete quantized energy levels in the potential well, there exists a finite set of bound
electromagnetic wave solutions of Maxwell’s equations in the core. However, the confinement in
the core is only in the transverse direction. Every bound electromagnetic solution travels along
the waveguide with an axially wavevector component, which is often referred to as its propagation
constant β.1 We introduce the effective (refractive) index

neff ≡
β

ω
= c0

βSI

ωSI

(4.1)

as the analogon to the discrete energy levels in the waveguide system. These effective indices are not
regularly spaced. The guided eigenmode of the waveguide structure with the highest effective index
is called the fundamental mode. The discrete bound states have an oscillatory spatial dependence
within the core and decay exponentially in the cladding. Therefore, the majority of the carried power
is confined in the waveguide core. Since the cladding is usually sufficiently thick, the influence of
the jacket can be neglected in the considerations. Below the guiding cutoff — the refractive index of
the cladding — there is a continuum of radiative solutions.

A special case in the zoo of structures guiding light by the principle of total internal reflection are
slotted optical waveguides. These structures, discovered by Almeida et al. in 2004 [58], consist
of two ridge waveguides built side by side with a small sub-wavelength wide gap in between, as
sketched in Fig. 4.2. According to the continuity conditions, Eq. (2.16), the normal field components

Figure 4.2.: Schematic and fundamental mode of sub-wavelength slotted waveguides as sim-
ulated with the FMM eigenmode solver. (a) Rectangular slotted-waveguide, and
(b) trapezoidal slotted-waveguide. The slanted walls of the latter lead to enhanced
field intensities and smaller mode volume. Picture and parameters see [59].

of D and B must be continuous across the side wall interface of the ridge waveguides. Hence,
when the permittivity of the core is much larger than the permittivity in the gap, the normal field
components in the gap must increase antiproportionally in order to fulfill the continuity conditions.

1We will later use γ for the propagation constant, as is the custom in FMM literature.
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The exponential decay in the gap then occurs on much larger length scales than the width of the
gap. Consequently, the independent guided modes of separated ridge waveguides hybridize to bound
slot-waveguide modes with maximum field strengths and power confined in the low index gap region.

With the discovery of photonic crystals (cf. Sec. 9.1) another sort of optical waveguides appeared
with a different guiding principle: Band gap guiding [12, 13, 60–62]. If defects are introduced in a
photonic crystal with a complete band gap, they locally destroy the band gap properties and eigen-
states with energies in the forbidden energy region can exist in the vicinity of those defects. At the
same time, the light at such defects is locally confined, because the band gap is still intact in the
surrounding.

This principle can be used to construct photonic crystal fibers (PCF), which are optical fibers with a
two-dimensional photonic crystal structure in the cross section and a central defect as a core region.
A typical PCF is displayed in Fig. 4.3. In this way, light is confined to the core region in the transverse

Figure 4.3.: Selection of optical (OM) and scanning electron (SEM) micrographs of photonic
crystal fibers (PCF) [12]. (A) SEM of an endlessly single-mode solid core PCF. (B)
Far-field optical pattern produced by (A) when excited by red and green laser light.
(C) SEM of a recent birefringent PCF. (D) SEM of a small (800 nm) core PCF with
ultrahigh nonlinearity and a zero chromatic dispersion at 560-nm wavelength. (E)
SEM of the first photonic band gap PCF, its core formed by an additional air hole
in a graphite lattice of air holes. (F) Near-field OM of the six-leaved blue mode
that appears when (E) is excited by white light. (G) SEM of a hollow-core photonic
band gap fiber. (H) Near-field OM of a red mode in hollow-core PCF (white light
is launched into the core). (I) OM of a hollow-core PCF with a Kagom cladding
lattice, guiding white light. From [12]. Reprinted with permission from AAAS.

plane and can be guided along the fiber axis. Typically used cross-sectional patterns for the cladding
are hexagonally arranged air holes in a silica (SiO2) background matrix. They exhibit complete band
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4. Fundamentals of Optical Waveguides

gaps and are compatible to standard fiber drawing techniques. The defect that forms the core is then
a completely left out air hole. Of course, there are many more different configurations which can
be used. However, the design of a robust band gap is cumbersome and the technical production
tolerances for hole diameters are tiny.

An interesting variation of the PCF is a hollow core PCF, also depicted in Fig. 4.3, where the defect
is achieved by a much larger central air hole. It has the advantage that a great portion of the guided
power is not confined to a dispersive medium but to dispersionless air.

Recent developments go in the direction of cheaper material systems like microstructured polymer
optical fibers and other applications than telecommunications, e.g., optical sensing.2

Band gab guiding can also be achieved in three-dimensional photonic crystals, e.g., woodpile struc-
tures, either by incorporating continuous line defects [63–65], or by the evanescent coupling of
separated point defects, called coupled resonator optical waveguides (CROW) [66].

4.1. Eigenmodes

There are three different types of eigenmodes of a waveguide structure: Guided, leaky, or radiative
eigenmodes [57]. The most important for technical applications are the guided eigenmodes. They
are characterized by a purely real propagation constant and transport electromagnetic energy without
loss mainly within the core. In transverse direction their field strength decays exponentially and
fast. However, in practice, lossless transport never occurs since there is either material absorption
or scattering loss due to surface roughness, nonuniformities of the core cross section, or waveguide
bends. Guided modes are the modes that remain a long distance away from the source — the spatially
steady state. They have an effective refractive index above the guiding cutoff.

Leaky modes are characterized by a complex propagation constant with a rather small imaginary
part. Despite a considerable amount of field within the core that resembles the field distribution of
guided modes, they have oscillatory componentes outside the core. This means, they leak field and
energy along the propagation and their amplitude decays. However, the modes usually travel a quite
reasonable distances. Their effective refractive index is below the guiding cutoff, but close by.

Way below the guiding cutoff is the realm of an infinite number of radiative eigenmodes. A single
radiative eigenmode has no proper physical meaning as their field is oscillatory and extends to infin-
ity. Hence, they carry an unlimited amount of energy. Radiative modes get their physical meaning
only as an entirety, as a superposition which ensures normalization and finite energy transport. These
modes are essential to model scattering processes as well as fields in the spatially transient state near
light sources.

Waveguides can occur either as single-mode or multi-mode waveguides, depending on the number
of supported guided eigenmodes. Whether a waveguide is single- or multi-moded bases on the
materials, the geometry, and the selected wavelength of the light. In general, the larger the geometry
compared to the wavelength or the higher the core refractive index compared to the cladding, the
more guided modes are supported.

2I had the great opportunity to get a profound insight in the development and production of polymer fibers whilst my stay
at DTU.
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4.1.1. Analytical Propagating Eigenmodes of Circular Step-Index Fibers

In this section we briefly introduce the analytical guided eigensolutions of a circular step-index
fiber. We closely follow the derivations in Ref. [57], Chap. 12, and, therefore, only restate the most
important steps. The circular step index fiber is one of the few systems where analytical solutions
exist. Therefore, it is perfectly suited to serve as reference solution to benchmark our numerical
results later on (cf. Chap. 8).

For the description of a circular step-index fiber we introduce the cylindrical polar coordinate system
(r, φ, z), where the axis of the fiber with uniform cross section is assumed to coincide with the z-axis
of the coordinate system. Then the fiber is fully described by its spatial permittivity distribution in
the r-φ-plane

ε(r, ω) =

 εco(ω) for 0 ≤ r < ρ ,

εcl(ω) for ρ < r <∞ ,
(4.2)

with ρ the radius of the core and the spatially constant isotropic permittivity of the core εco and the
cladding εcl. The permittivity at optical frequencies is µ(r, ω) = 1. An appropriate separation ansatz
for the electromagnetic modal fields is given by

E(r, φ, z) = (et(r, φ) + ez(r, φ) ẑ) eiβz , H(r, φ, z) = (ht(r, φ) + hz(r, φ) ẑ) eiβz , (4.3)

where we decomposed the fields into transversal components, labeled by subscript “t”, and longi-
tudinal components along z, and introduced the propagation constant β. This ansatz is substituited
into the source free vector wave equations, Eqs. (2.24), and the differential operators are rewritten
in cylindrical coordinates. Then, apart from the core-cladding interface within the core and cladding
regions, the derivatives of the permittivity vanish and the electric and magnetic field components
denoted by Ψ must obey[

∂2

∂R2
+

1

R

∂

∂R
+

1

R2

∂2

∂φ2
+ U2

]
Ψ = 0 , 0 ≤ R < 1 , (4.4a)[

∂2

∂R2
+

1

R

∂

∂R
+

1

R2

∂2

∂φ2
−W 2

]
Ψ = 0 , 1 < R <∞ . (4.4b)

Here, we introduce the normalized radius R = r/ρ and we switch to dimensionless units as de-
scribed in Sec. 2.1.5 with normalization constant a = ρ. Other parameters we introduce are the core
parameter

U =
√
ω2εco − β2 (4.5)

and the cladding parameter
W =

√
β2 − ω2εcl . (4.6)

Both parameters are connected by the waveguide parameter

V 2 = ω2(εco − εcl) = U2 +W 2 , (4.7)

which solely depends on the permittivities of core and cladding, and the frequency of the electro-
magnetic fields.
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It is sufficient to solve Eqs. (4.4) for the ez and hz components only, because the transverse compo-
nents follow from

et =
i

P

[
β∇tez − ω2 ẑ×∇thz

]
, (4.8a)

ht =
i

P

[
β∇thz + ε ẑ×∇tez

]
(4.8b)

(cf. Ref. [57], Section 30-3), with P either U or W depending whether the transversal fields are
considered in the core or cladding region, respectively. The transverse differential operator is given
by ∇tΨ = r̂ ∂rΨ + Φ̂ ∂φΨ/r.

If we take a closer look, we notice that the angular dependence in Eqs. (4.4) is fulfilled by sine or
cosine terms with arguments νφ + φ0 with ν ∈ N0 and an arbitrary offset φ0. Then the remaining
radial part of Eq. (4.4a) in the core region is a Bessel differential equation in the argument UR with
Bessel functions Jν(UR) as bounded solutions, while the radial part of Eq. (4.4b) in the cladding
region is a modified Bessel differential equation in the argument WR with modified Bessel functions
of the second kind Kν(WR) as bounded solutions accordingly. Hence, the longitudinal components
of the fields must be of the general form

ez = A
Jν(UR)

Jν(U)
fν(φ) , hz = B

Jν(UR)

Jν(U)
gν(φ) , 0 ≤ R < 1 , (4.9a)

ez = A
Kν(WR)

Kν(W )
fν(φ) , hz = B

Kν(WR)

Kν(W )
gν(φ) , 1 < R <∞ . (4.9b)

The denominators are normalization constants that guarantee the field continuity across the core /
cladding interface. A and B are constants whose ratio can be fixed by the continuity condition of the
azimuthal field component at R = 1. The angular dependence is consistently provided by

fν(φ) =

{
cos νφ

sin νφ
, gν(φ) =

{
− sin νφ

cos νφ
,

even modes

odd modes
. (4.10)

The solutions are, thus, characterized by ν full oscillation periods in φ-direction. The distinction
between even and odd modes is accomplished by the choice of φ0 with difference π/2 between the
two polarizations such that any angular polarization can be constructed from the two orthogonal
solutions by superposition.

There are three different non-trivial possibilities that Eqs. (4.4) are fulfilled: ez = 0 and hz 6= 0,
ez 6= 0 and hz = 0, or ez 6= 0 and hz 6= 0. They are called transverse electric (TE) modes, transverse
magnetic (TM) modes, and hybrid (HE and EH) modes, respectively. In order to fulfill the continuity
conditions everywhere at the interface, the azimuthal parameter ν must be zero for both TE and
TM modes and so must the derivatives ∂φ. The resulting electromagnetic field distributions are
summarized in Tab. 4.1. Here, we used the profile height parameter defined as ∆ = (εco−εcl)/2εco.
However, there is still one parameter undetermined: the propagation constant β. From the remaining
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(a) HEνm and EHνm modes

Component Core Cladding

er −a1 Jν−1(UR)+a2 Jν+1(UR)
Jν(U) fν(φ) − U

W
a1Kν−1(WR)−a2 Kν+1(WR)

Kν(W ) fν(φ)

eφ −a1 Jν−1(UR)−a2 Jν+1(UR)
Jν(U) gν(φ) − U

W
a1Kν−1(WR)+a2 Kν+1(WR)

Kν(W ) gν(φ)

ez − iU
β
Jν(UR)
Jν(U) fν(φ) − iU

β
Kν(WR)
Kν(W ) fν(φ)

hr − εco
β
a3 Jν−1(UR)−a4 Jν+1(UR)

Jν(U) gν(φ) − εco
β

U
W

a5 Kν−1(WR)+a6 Kν+1(WR)
Kν(W ) gν(φ)

hφ − εco
β
a3 Jν−1(UR)+a4 Jν+1(UR)

Jν(U) fν(φ) − εco
β

U
W

a5 Kν−1(WR)−a6 Kν+1(WR)
Kν(W ) fν(φ)

hz − iUF2
ω2

Jν(UR)
Jν(U) gν(φ) − iUF2

ω2
Kν(WR)
Kν(W ) gν(φ)

a1=
F2−1

2
a3=

F1−1
2

a5=
F1−1+2∆

2
F1=

(
UW
V

)2 b1+(1−2∆)b2
ν

F2=
(

V
UW

)2
ν

b1+b2

a2=
F2+1

2
a4=

F1+1
2

a6=
F1+1−2∆

2
b1= 1

2U

(
Jν−1(U)

Jν (U)
−Jν+1(U)

Jν (U)

)
b2= −1

2W

(
Kν−1(W )

kν (w)
+
Kν+1(W )

Kν (W )

)

(b) TE0m modes (c) TM0m modes

Component Core Cladding Component Core Cladding

eφ −J1(UR)
J1(U) −K1(WR)

K1(W ) er
J1(UR)
J1(U)

εco
εcl

K1(WR)
K1(W )

hr
β
ω2

J1(UR)
J1(U)

β
ω2

K1(WR)
K1(W ) ez

iU
β
J0(UR)
J1(U)

−iW
β

εco
εcl

K0(WR)
K1(W )

hz
iU
ω2

J0(UR)
J1(U)

−iU
ω2

K0(WR)
K1(W ) hφ

εco
β
J1(UR)
J1(U)

εco
β
K1(WR)
K1(W )

er = ez = hφ = 0 eφ = hr = hz = 0

Table 4.1.: Eigenmode field components of the circular step-index fiber in dimensionless units
[57].

continuity conditions we can derive the eigenvalue equations [57, 67]

HEνm and EHνm :

[
J ′ν(U)

UJν(U)
+

K ′ν(W )

WKν(W )

][
J ′ν(U)

UJν(U)
+
εcl
εco

K ′ν(W )

WKν(W )

]

−ν2

(
1

U2
+

1

W 2

)(
1

U2
+
εcl
εco

1

W 2

)
= 0 ,

(4.11a)

TE0m :

[
J ′1(U)

UJ0(U)
+

K ′1(W )

WK0(W )

]
= 0 , (4.11b)

TM0m :

[
J ′1(U)

UJ0(U)
+
εcl
εco

K ′1(W )

WK0(W )

]
= 0 . (4.11c)

The index m denotes the m-th root of the eigenvalue equation starting from the largest β value.
These equations are transcendental and have to be solved numerically.
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For the numerical solution of the eigenvalue equations we use a self-developed MATLAB code. The
task is to calculate the propagation constant βνm from the m-th root Uνm of Eqs. (4.11) for given ν.
The parameters εco, εcl, and V are fixed by the geometry and permittivity profile of the fiber. Then,
the cladding parameter W = W (U, V ) is a function of U only. The core parameter can take values
0 < U ≤ V . The core parameter and, thus, the propagation constant are monotonically increasing
functions of V .

The roots Uνm are determined using the built-in MATLAB function fzero, which takes as input
parameter a starting value that should be as close as possible to the root value where the eigenvalue
equation has a sign change. Hence, we must estimate a proper starting value.

This is a rather easy task for TE and TM modes since the values the root can take are restricted
to a finite interval – called root interval – whose lower boundary is determined by the mode cutoff,
where U = V and W = 0, and whose upper boundary is obtained from the limit V →∞. Substitut-
ing these conditions into the eigenvalue equations leads to the upper and lower interval boundaries
calculated from the zeros of the corresponding (Bessel) functions noted down in Tab. 4.2 [57]. The

Mode Mode cutoff (U → V , W → 0) Upper limit (V →∞, W →∞)

TE0m, TM0m J0(U) = 0 J1(U) = 0

HE1m J1(U) = 0 J0(U) = 0

HEνm (ν > 1) U
ν−1

Jν−2(U)
Jν−1(U) + 2∆

1−2∆ = 0 Jν−1(U) = 0

EHνm Jν(U) = 0 Jν+1(U) = 0

Table 4.2.: Conditions for the lower (left column) and upper (right column) boundaries of the
root intervals for Uνm [57].

necessary roots of the Bessel functions are calculated using the public domain function zerobess
from MATLAB Central File Exchange written by J. Lundgren [68]. For TE and TM solutions we
use the center of the obtained intervals as starting value.

The procedure for hybrid modes is more tricky. The curves given by Eqs. (4.11) often only slightly
extends into the negative region, such that two roots are very close together. The roots where the
function changes from positive to negative values with increasing V correspond to EH modes. Where
it changes from negative to positive values, the root belongs to HE modes. The intervals of values
which Uνm can reach usually overlap; they are marked in the figure as well. Consequently, a poorly
chosen starting value can lead to either of the roots. To make this procedure more reliable we pick the
starting value for EH modes not in the center of the interval as before, but ten percent of the interval
size to the upper side of the lower bound and for HE modes ten percent of the interval size to the
lower side of the upper bound. If the fzero function does not return a proper output, we successively
move the starting value closer to the center of the interval and repeat the procedure. With this scheme
we obtained satisfying results with a high reliability.

Next, we present the eigenmodes of a system we will investigate later on with our numerical simula-
tion tools as an example (cf. Chap. 8). The analytical solutions will be our references the numerical
solutions are compared against. The considered system is a step-index fiber as introduced above with
a circular core of radius ρ = 2.15µm and permittivity εco = 2.5, and a uniform isotropic infinitely
extended cladding with εcl = 2.0952074. For the examined free space wavelength λSI = 1.25µm
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4.1. Eigenmodes

Mode Uνm neff Mode Uνm neff

HE11 2.1178257366 1.5689477743 EH21 5.5114247070 1.4966353940

TE01 3.3277325680 1.5508656652 HE41 5.5633662491 1.4949890269

HE21 3.3667902790 1.5501437158 TE02 5.9691022751 1.4815291627

TM01 3.3854981813 1.5497948115 HE22 6.0149955518 1.4799390397

EH11 4.4677029833 1.5261376435 TM02 6.0222652226 1.4796858832

HE31 4.4981666808 1.5253712642 EH31 6.4947167622 1.4624761683

HE12 4.7990216858 1.5175006510 HE51 6.5728069662 1.4594859793

Table 4.3.: Eigenmodes of the step-index fiber: Roots of the eigenvalue equations Uνm, and
corresponding effective refractive indices neff in decreasing order.

the waveguide parameter is fixed to V = 6.875822. The calculated effective refractive indices are
gathered in Tab. 4.3. Plots of the transverse electric field Et = (Ex, Ey)

T are shown in Fig. 4.4
separated into a color coded magnitude and white arrows indicating directions. Please note that only
even hybrid modes (HE and EH) are depicted. The respective odd modes can be obtained through a
rotation by π/(2ν). The total number of guided modes for this configuration then amounts to 24.
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4. Fundamentals of Optical Waveguides

(a) HE11 (b) TE01

(c) HE21 (d) TM01

(e) EH11 (f) HE31

Figure 4.4.: Eigenmodes 1 to 6 of a circular step-index fiber sorted by decreasing effective re-
fractive indices. The color indicates the strength of the normalized transverse elec-
tric field (linear scale), the white arrows indicate its direction.
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4.1. Eigenmodes

(g) HE12 (h) EH21

(i) HE41 (j) TE02

(k) HE22 (l) TM02

Figure 4.4.: Eigenmodes 7 to 12 of a circular step-index fiber sorted by decreasing effective
refractive indices. The color indicates the strength of the normalized transverse
electric field (linear scale), the white arrows indicate its direction.
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4. Fundamentals of Optical Waveguides

(m) EH31 (n) HE51

Figure 4.4.: Eigenmodes 13 and 14 of a circular step-index fiber sorted by decreasing effective
refractive indices. The color indicates the strength of the normalized transverse
electric field (linear scale), the white arrows indicate its direction.

4.1.2. Reciprocity Theorem and Mode Orthogonality

The aim of this section is to establish an orthogonality equation for the eigenmodes of a waveguide.
An orthogonality condition is handy, for example, when we discuss the matching of fields in modal
methods in Sec. 5.3.1. To this end, we start with the derivation of the reciprocity theorem as an im-
portant integral relationship between two solutions of Maxwell’s equations. The reciprocity theorem
is the basis for the proof and derivation of many modal quantities and properties. Besides the or-
thogonality, the relations for power flow, the relations for modal amplitudes due to current sources,
as well as expressions for the group velocity follow from the reciprocity theorem [57], for instance.

Reciprocity Theorem

There are two forms of the reciprocity theorem — one with and one without complex conjugated
fields. The former is valid for non-absorbing systems only. This is why we focus on the unconjugated
form which is valid for non-absorbing as well as absorbing systems. For a detailed discussion of the
reciprocity theorem please refer to Ref. [57].

The reciprocity theorem requires a vector function V defined as

V = E× H̄ + Ē×H , (4.12)

where the unbarred and barred fields denote the solutions of two distinct (guiding) structures charac-
terized by the respective material parameters ε, µ and ε̄, µ̄ (J = J̄ = 0). The integral identity [57]∫

A
∇ ·V dA = ∂z

∫
A

V · ẑ dA+

∮
∂A

V · n̂ dl (4.13)
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4.1. Eigenmodes

applies to a planar surface A orthogonal to the unit vector in propagation direction ẑ with perimeter
∂A, on which n̂ is the unit outward normal. The product V · n̂ only depends on the electric and mag-
netic fields normal to n̂ which are parallel to the interfaces of the waveguide, i.e., the core/cladding
interface. According to the continuity conditions, Eqs. (2.19), these fields are continuous. Conse-
quently, the line integral over the perimeter vanishes for all physical fields which must decay to zero
at infinite distance to guarantee energy conservation. If we used periodic boundary conditions, the
line integral would vanish as well, because the contributions from opposite sides of the unit cell (UC)
boundary would cancel each other. Thus, we drop the line integral in Eq. (4.13) for an appropriate
integration area A′ (A′ = A∞ or A′ = AUC), and obtain the unconjugated form of the reciprocity
theorem:

∂z

∫
A′

V · ẑ dA =

∫
A′

∇ ·V dA . (4.14)

For completeness, we also introduce the conjugated reciprocity theorem. In the conjugated form of
the theorem the vector function V is just replaced by

Vc = E× H̄∗ + Ē∗ ×H , (4.15)

where the asterisk denotes the solutions of the complex conjugated Maxwell’s equations.

Mode Orthogonality

Let us now examine the divergence term on the right hand side of Eq. (4.14) in more detail. Using
the vector identity

∇ · (E×H) = H · (∇×E)−E · (∇×H) , (4.16)

we can rewrite the divergence term into expressions that involve curls of the electric and magnetic
fields which are familiar from Maxwell’s equations. Since we are mainly interested in the orthog-
onality relation of eigenmodes, we work with the specialized form of source-free, time-harmonic
Maxwell’s equations as given in Eq. (2.13). Substituting these relations into Eq. (4.16), we deduce
that the divergence term is given by

∇ ·V = iω2 ( H̄µH−Hµ̄H̄ ) + i ( Eε̄Ē− ĒεE ) . (4.17)

Using general Maxwell’s equations including sources would provide further terms containing the
free current densities J and J̄. However, note that the divergence of V, Eq. (4.17), vanishes if
ε = ε̄T and µ = µ̄T . Then, what remains from Eq. (4.14) is

∂z

∫
A′

V · ẑ dA = 0 . (4.18)

We use this equation to derive the orthogonality condition for modes of the same waveguide.

Consider two forward traveling modes with propagation constants βj and βk. Their fields are given
by

E(x, y, z) = Ej(x, y) eiβjz , H(x, y, z) = Hj(x, y) eiβjz , (4.19a)

and

Ē(x, y, z) = Ek(x, y) eiβkz , H̄(x, y, z) = Hk(x, y) eiβkz . (4.19b)
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4. Fundamentals of Optical Waveguides

Substituting Eqs. (4.19) and Eq. (4.12) into Eq. (4.18) yields after some simple manipulation∫
A′

( Ej ×Hk + Ek ×Hj ) · ẑ dA = 0 for (βj + βk) 6= 0 . (4.20)

Next, we focus on the same forward-traveling mode j and a backward-traveling mode with fields

Ē(x, y, z) = E−k(x, y) eiβ−kz , H̄(x, y, z) = H−k(x, y) eiβ−kz . (4.21)

Substituting these fields into Eq. (4.18) is equivalent to replacing Ek → E−k, Hk → H−k, and
βk → β−k in Eq. (4.20) which leads to∫

A′
( Ej ×H−k + E−k ×Hj ) · ẑ dA = 0 for (βj + β−k) 6= 0 . (4.22)

A backward traveling mode (“-”) and the corresponding forward traveling mode (“+”) are related
by [57]

E− = E+
t − E+

z ẑ , (4.23a)

H− = −H+
t +H+

z ẑ , (4.23b)

β−k = −βk , (4.23c)

where subscript “t” denotes the components normal to the propagation direction.3 With this relation-
ship we can express the vector products of forward modes by those involving backward modes and
vice versa. This means we substitute

(Ej ×Hk) · ẑ = − (Ej ×H−k) · ẑ , (4.24a)

(Ek ×Hj) · ẑ = (E−k ×Hj) · ẑ , (4.24b)

which even holds for modes from different waveguides, and Eq. (4.23c) into Eq. (4.22). We obtain∫
A′

(−Ej ×Hk + Ek ×Hj ) · ẑ dA = 0 for (βj − βk) 6= 0 . (4.25)

Addition and subtraction of Eq. (4.20) and Eq. (4.25) finally provides the orthogonality equation for
two forward traveling modes∫

A′
( Ej ×Hk ) · ẑ dA =

∫
A′

( Ek ×Hj ) · ẑ dA = 0 for (βj ± βk) 6= 0 . (4.26a)

Taking Eqs. (4.24) into account, an equivalent relation for a forward and a backward traveling mode
is found:∫

A′
( Ej ×H−k ) · ẑ dA =

∫
A′

( E−k ×Hj ) · ẑ dA = 0 for (βj ± β−k) 6= 0 . (4.26b)

In absorbing waveguides, these equations even hold for leaky modes with complex propagation con-
stants which usually occur there. Furthermore, all modes are also orthogonal to the total radiation
field Ē = Erad, H̄ = Hrad built up by a superposition of all excited radiation modes [57].

3There are actually two possible conventions which solve Maxwell’s equations consistently [57]. The second is:
E− = −E+

t + E+
z ẑ , H− = H+

t −H+
z ẑ .

We chose the convention of Eq. (4.23).
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5 Chapter 5.

Modal Methods

The idea of modal methods is the description of electromagnetic fields in terms of eigenmodes of
the investigated structure. When we denote the electromagnetic fields with Ψ(r), where Ψ com-
prises electric and magnetic field components, and the structure’s eigenmodes with Ψj(r), the field
expansion is given by

Ψ(r) =
∑
j

aj Ψj(r) . (5.1)

It does not matter whether the eigenmodes are those of periodic systems like Bloch modes (cf.
Sec. 3.3), or those of non-periodic systems like eigenmodes of a waveguide as introduced in Chap. 4.

In most cases we are interested in the propagation of electromagnetic fields in a distinguishable
direction. The advantage of modal methods is the easy and efficient description of propagation in
this primary direction. In a uniform waveguide, for example, the primary direction is the direction
along its axis. The propagation along this homogeneous direction is entirely described by a plane
wave with appropriate propagation constant. Similarly, in any periodic structure the propagation is
determined by the Bloch phase.

Real world structures are of finite size and, as such, often dominated by boundary effects which do
not easily comply with Bloch periodic eigenmodes. Furthermore, with modal methods we would
like to be able to handle structures with a variety of shapes as broad as possible, deviating very much
from perfect periodicity. From this point of view, it seems wise to prefer waveguide-like eigenmodes
of structures homogeneous along the primary direction over eigenmodes of structures periodic along
the primary direction. Nevertheless, there are situations where the latter are to be favored [69]. Still,
for the course of this work we focus on the former. Hence, any arbitrary structure we would like to
investigate must first be homogenized along the primary direction.

We establish the convention that the primary direction coincides with the z-axis of the Cartesian
coordinate system. Furthermore, from here on, we solely use the covariant notation valid in general
curvilinear coordinate systems as introduced in Sec. 2.5. This means that for the remainder of this
work our curvilinear coordinate system Ox1x2x3 is chosen such that the e3-direction is fixed to
always coincide with our primary direction along the Cartesian z-axis. The directions e1 and e2 still
remain free, but restricted to the plane orthogonal to e3.1 Then x1 and x2 (e1 and e2) can be referred
to as transverse coordinates (directions).

1This implies that e1 and e2 need not be orthogonal to each other.
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5. Modal Methods

Figure 5.1.: Schematic illustration of a staircase approximated system. The cylindrical struc-
tures are piecewise homogenized along the main propagation direction x3. The
result looks like a staircase and decomposes into several layers.

The piecewise homogenization along the primary direction (x3-direction) is called staircase approx-
imation. A generic example which visualizes this procedure is shown in Fig. 5.1. In this way, every
three-dimensional structure is decomposed into a set of independent layers.

The homogeneity of a layer in the primary direction allows for a plane wave ansatz

E(x1, x2, x3) = E(x1, x2) eik3x3
and H(x1, x2, x3) = H(x1, x2) eik3x3

(5.2)

for the fields. This ansatz transforms each layer into an effectively two-dimensional subsystem (x1-
x2-plane) to be solved for its specific set of eigenmodes. The eigenmodes and the corresponding
propagation constants k3 need to be calculated from the eigenvalue problem that can be derived from
Maxwell’s equations. With the eigenmodes at hand, the fields in each layer are expanded into the
eigenmode basis. This ensures an easy determination of the field evolution in x3-direction.

In order to obtain the solution for the entire structure, the subsystems are connected by the conti-
nuity of the fields at the interface between adjacent layers. This is formalized within the scattering
matrix (S-matrix) algorithm. The scattering matrix consistently connects the expansion amplitudes
of incident electromagnetic waves to the amplitudes of outgoing waves in the first and last layers. If
the incident waves are given, the scattering matrix provides the reflected and transmitted fields, and,
with some further effort, also the fields inside the structure.

Here, we give a short overview of the procedure:

1. The structure is decomposed by a staircase-approximation into a set of layers which are each
homogeneous in x3-direction .

2. In each layer the eigenvalue problem is solved and the eigenmodes and their propagation con-
stants are calculated.

3. The fields are expanded into the layer’s specific eigenmode basis.
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5.1. Structure Decomposition into Layers

4. The scattering matrix for the entire structure is constructed by demanding continuity of the
tangential fields at the interfaces between adjacent layers.

5. For incoming electromagnetic waves the scattering matrix provides the reflected and transmit-
ted fields.

The primary difference between different modal methods is the way of solving the eigenvalue equa-
tion. Simple structures like radially symmetric waveguides can be solved analytically, whereas com-
plex structures can usually only be solved numerically. The various numerical methods differ in their
spatial discretization and the choice of the basis functions. Finite element methods (FEM) [70], for
example, usually work with unstructured grids and polynomial basis functions2, while the B-spline
modal method (BMM) [53,73,74] utilizes structured meshes and special piecewise polynomial basis
functions, the basis-splines (B-splines. Finally, the Fourier modal method (FMM) [24, 75] works
with structured grids and plane waves as basis functions. Each combination has its advantages and
disadvantages.

Before we get to a specific method and the discretization of the problem, we present the mentioned
common aspects, equations and algorithms of modal methods in more detail in the subsequent sec-
tions. The discussion is roughly oriented along the beautiful abstracted scheme of modal methods
established in Ref. [53]. The structure’s decomposition is covered in Sec. 5.1. Section 5.2 is con-
cerned with the formulation of the eigenproblem and the expansion of the fields in eigenmodes.
The S-matrix algorithm is derived and introduced in different variations in Sec. 5.3. The method of
choice in this work is the FMM which will be presented together with all method specific aspects in
Chap. 6.

5.1. Structure Decomposition into Layers

The decomposition of the structure under investigation into L layers by a staircase approximation
is illustrated in Fig. 5.2. When we approximate a structure, the layers do not have to be of equal
thickness t(l) = (x3

l −x3
l−1), though in most cases they are. Subscript or bracketed superscript labels

l = 1, . . . , L indicate the associated layer. The slicing is usually done by defining the layer centers
z̄(l) = x3

l−1 + d(l)/2. Layer 1 is the input layer, and layer L the output layer. The l-th layer is
characterized by its specific permittivity

ε(l)(x1, x2) = ε(x1, x2, z̄(l)) , (5.3a)

and its specific permeability

µ(l)(x1, x2) = µ(x1, x2, z̄(l)) . (5.3b)

Different materials in Fig. 5.2 are sketched by colors (green, white).

In Sec. 5.2 we focus on the eigenmodes of a single layer only. Therefore, the layer labels will be
omitted.

2In electromagnetic applications, the basis functions are usually vector polynomials [71, 72].
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5. Modal Methods

Figure 5.2.: Schematic illustration of layer numbering l, layer thicknesses t(l), interface posi-
tions x3

l , and layer center positions z̄(l). For further details see text.

5.2. Eigenmode Expansion

The eigenmode expansion is fundamental to modal methods. Before we can do the expansion, the
eigenmodes have to be calculated first. Since structure and material parameters differ from layer to
layer, the eigenmodes are specific to a layer. More precisely, only if the structure geometry or the
material parameters vary, the eigenmodes are different. However, they are the same if the layers can
be distinguished only by their variation in thickness. The eigenmodes can be calculated as solutions
of an eigenvalue problem which is derived from Maxwell’s equations using the plane wave ansatz for
the x3-dependence. The eigenvalue equation we describe, must be solved for each distinguishable
layer separately.

5.2.1. Derivation of the Eigenvalue Problem

We start with the dimensionless Maxwell’s curl equations in frequency domain and in covariant
notation as given in Eq. (2.84). It is convenient to restate them here:

ερστ
∂σ
i
Eτ = ω2 µρσHσ , (5.4a)

ερστ
∂σ
i
Hτ = − ερσ Eσ . (5.4b)

Equations 5.4 include the full anisotropy of permittivity and permeability with nine tensor compo-
nents each, and thus are the most general form of Maxwell’s equations. From them, we derive the
full anisotropic eigenproblem. All special cases can easily be deduced by setting some components
of the material quantities to zero. Note that the full derivation can be found in App. B.1 – we only
state the major steps and results here.

We solve the third components of Eq. (5.4a) and Eq. (5.4b) for the field components H3 and E3,
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respectively, and obtain3

H3 =
1

ω2
µ̌33

(
−∂1

i

(
−E2

)
− ∂2

i
E1

)
− µ̌31H1 − µ̌32H2 , (5.5a)

E3 = ε̌33

(
∂2

i
H1 −

∂1

i
H2

)
− ε̌31E1 + ε̌32

(
−E2

)
. (5.5b)

Here, we introduce new quantities for the permittivity ε̌ and permeability µ̌ which contain aggre-
gates of components of the old material parameters ε and µ. They are defined by the l̂−3 operator
of Ref. [51] (cf. Sec. 3.4.4). The operator takes care that the terms in the equations are grouped
according to the different transversal field components E1,

(
−E2

)
, H1, and H2. The components of

the new permittivity ε̌ = l̂−3 (ε) are given by

ε̌11 = ε11 − ε13(ε33)−1ε31 ,

ε̌12 = ε12 − ε13(ε33)−1ε32 ,

ε̌13 = ε13(ε33)−1 ,

ε̌21 = ε21 − ε23(ε33)−1ε31 ,

ε̌22 = ε22 − ε23(ε33)−1ε32 ,

ε̌23 = ε23(ε33)−1 ,

ε̌31 = (ε33)−1ε31 ,

ε̌32 = (ε33)−1ε32 ,

ε̌33 = (ε33)−1 .

(5.6)

Similar expressions for the permeability µ̌ are obtained by replacing ε→ µ.

We solve the remaining four equations in Eqs. (5.4) for the terms containing derivatives ∂3, and elim-
inate all occurrences of the third field components with help of Eqs. (5.5). Hence, we get a set of four
coupled equations containing the transversal field components only. Introducing the electromagnetic
field component vector V = (−E2, E1, H1, H2)T , we can rewrite Maxwell’s equations into a first
order differential matrix-vector equation

∂3

i


−E2

E1

H1

H2

 = A


−E2

E1

H1

H2

 (5.7)

where the system matrix operator A contains the derivatives in transversal directions. Explicitly, the

3Please note that we use the negative
(
−E2

)
component instead of E2 in the following, because this is the way our

numerical framework has historically been implemented, even though there are no obvious reasons for this convention.
Still, we stick to this notational artifact in order to be comparable to the code.
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5. Modal Methods

system matrix operator is given by

A =


−∂2

i ε̌
32 − µ̌13 ∂1

i
∂2
i ε̌

31 − µ̌13 ∂2
i ω2µ̌11 − ∂2

i ε̌
33 ∂2

i ω2µ̌12 + ∂2
i ε̌

33 ∂1
i

∂1
i ε̌

32 − µ̌23 ∂1
i −∂1

i ε̌
31 − µ̌23 ∂2

i ω2µ̌21 + ∂1
i ε̌

33 ∂2
i ω2µ̌22 − ∂1

i ε̌
33 ∂1

i

ε̌22 − 1
ω2

∂1
i µ̌

33 ∂1
i −ε̌21 − 1

ω2
∂1
i µ̌

33 ∂2
i −ε̌23 ∂2

i −
∂1
i µ̌

31 ε̌23 ∂1
i −

∂1
i µ̌

32

−ε̌12 − 1
ω2

∂2
i µ̌

33 ∂1
i ε̌11 − 1

ω2
∂2
i µ̌

33 ∂2
i ε̌13 ∂2

i −
∂2
i µ̌

31 −ε̌13 ∂1
i −

∂2
i µ̌

32

 ,

(5.8)
and can be decomposed into four 2x2 submatrices as follows:

A =

A11 F
G A22

 . (5.9)

The reason for highlighting the two submatrices denoted with F and G will become apparent in a
moment.

Large Eigenvalue Problem

By virtue of the staircase approximation each layer is homogeneous along the primary x3-direction:
within the layer, ε and µ only depend on x1 and x2 coordinates and not on x3. This allows for a plane
wave ansatz eiγx3

for the fields, where γ = k3 = kz is the propagation constant, the third component
of the wave vector along the primary direction. Consequently, the derivative ∂3 can be replaced by
iγ, and we obtain the large eigenvalue equation

γ


−E2

E1

H1

H2

 = A


−E2

E1

H1

H2

 . (5.10)

It contains all transversal field components of the eigenmode as eigenvectors and the correspond-
ing propagation constant as the related eigenvalue. Once an eigenvector is known, the longitudinal
field components can be calculated from Eqs. (5.5). There is an infinite number of solutions to this
equation. As long as we have reciprocal materials, i.e., permittivity and permeability tensors are
symmetric, the j-th eigensolution with eigenvalue γj is accompanied by an equivalent eigensolution
k with eigenvalue γk = −γj . Hence, there always exist two associated electromagnetic waves —
one mode traveling in the positive x3-direction (forward) and the same mode traveling in the negative
x3-direction (backward).

Small Eigenvalue Problem

The coupled equations of the large eigenvalue problem can be partially decoupled if the full an-
isotropy of permittivity and permeability tensors is not needed. Examining the system matrix oper-
ator in Eq. (5.8) and Eq. (5.9), it becomes apparent that A11 and A22 vanish if the permittivity is
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restricted to anisotropy in the x1-x2-plane

ε =


ε11 ε12 0

ε21 ε22 0

0 0 ε33

 Eq. (5.6)−−−−−→ ε̌ =


ε11 ε12 0

ε21 ε22 0

0 0 (ε33)−1

 . (5.11)

For the permittivity µ and µ̌ similar restrictions apply.

This form of anisotropy is important since it allows for in-plane coordinate transformations used by
adaptive meshing techniques and stretched coordinate perfectly matched layers, which we are going
to introduce in Chap. 7. However, the submatrices F and G remain as before, and Eq. (5.10) can be
separated into two sets of coupled equations

∂3

i

−E2

E1

 = F

H1

H2

 , (5.12a)

∂3

i

H1

H2

 = G

−E2

E1

 . (5.12b)

By multiplying one of these equations with ∂3
i and substituting the other — and vice versa — the

electric and magnetic fields can be decoupled. Then, replacing ∂3
i → γ by virtue of the plane wave

ansatz, both variants read

γ2

−E2

E1

 = F G

−E2

E1

 , (5.13a)

γ2

H1

H2

 = G F

H1

H2

 . (5.13b)

These eigenvalue equations are half of the size of the large eigenvalue equation and formulated
for either the transversal electric or transversal magnetic field components. Consequently, these
eigenvalue equations are called small eigenvalue equations. Since the eigenmodes are fully described
by either the electric or the magnetic fields, only of of these equations needs to be solved. If we
choose to solve for the E-fields with Eq. (5.13a), the H-fields are obtained from Eq. (5.12b) divided
by the propagation constant γ. Accordingly, if we choose to solve for the H-fields with Eq. (5.13b),
the E-fields are obtained from Eq. (5.12a) divided by the propagation constant.

The eigenvalues in Eqs. (5.13) are now the squared propagation constants. Hence, the propagation
constants are obtained by taking the square roots of the eigenvalues. In contrast to the large eigen-
value problem, each eigenmode appears only once. However, similar to before, the electromagnetic
waves appear as equivalent forward and backward traveling modes with the positive and negative
solution of the eigenvalue’s (complex) square root ±

√
γ2, respectively.

The advantage of the small eigenvalue problem is that it is half the size of the large problem. This
reduction by a factor of two speeds up the numerical solution of the problem roughly by a factor
of eight, because the computational time for the diagonalization of a general dense matrix operator
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is in the order of O(N3) where N denotes the dimension of the matrix operator. Furthermore, the
obligatory sorting of the eigenmodes into forward and backward traveling modes is not necessary.

Further special cases like diagonal or isotropic material tensors can easily be deduced by setting
those tensor entries to zero which are not needed.

Numerical Discretization of the Eigenmodes

In the last sections we derived large and small eigenvalue equations for the eigenmodes of the l-th
layer. Each layer has infinitely many eigenmodes. When we calculate them numerically, however, we
have to discretize the eigenvalue equations. For the numerical representation of each field component
we use a set of M basis functions {Bm,m = 1, . . . ,M}, e.g., for the numerical representation E1 of
the first electric field component E1 we have

E1(x1, x2) ≈ E1(x1, x2) =
M∑
m=1

Ẽ1,m Bm(x1, x2) ., (5.14)

The details of such an expansion with a concrete set of basis functions and the corresponding dis-
cretization of the matrix operator A will be topic of Chap. 6. Here, we focus on the principle that,
independently of the choice of a particular basis, the field components can be represented by a vector
of associated expansion coefficients

Ẽ1 = (Ẽ1,1, . . . , Ẽ1,m, . . . , Ẽ1,M )T , (5.15)

where the used sans serif symbols denote the numerical representation character and the tilde symbol
·̃ the discretized version of the quantity, i.e., the expansion coefficients or the coefficient vector. The
same discretization applies to all other field components. Hence, their numerical representation is
given by −E2(x1, x2), H1(x1, x2), and H2(x1, x2), or alternatively the coefficient vectors (−Ẽ2),
H̃1, and H̃2. The coefficient vector notation will become more important later. For now, it is suf-
ficient to realize that the discretization leaves 2M degrees of freedom for the small eigenproblem
and 4M degrees of freedom for the large eigenproblem. As a direct consequence, the discretized
eigenproblems provide only finite subsets of the continuous problem’s infinite set of eigenmodes.
These finite subsets comprises N s

j = 2M = N̄ and N l
j = 4M = 2N̄ independent eigenmodes

for the small eigenvalue equations, Eqs. (5.13), and large eigenvalue equation, Eq. (5.10), respec-
tively. However, in the case of the small eigenproblem, we also get a total of 4M solutions due to
the positive and negative roots of the eigenvalues ±

√
γ2 corresponding to forward and backward

traveling eigenmodes. Note, that the numerical eigenmodes fulfill the original eigenvalue equations
only approximately, i.e., Eq. (5.10) is replaced by

A


−E2

E1

H1

H2


j

≈ γj


−E2

E1

H1

H2


j

, (5.16)

with subscript labels j = 1, . . . , N l
j denoting the different eigenmodes.4 Only in the limit M → ∞

the numerical eigenmodes are exact.
4The small eigenproblems, Eqs. (5.13), can be rewritten in a similar way with mode labels j = 1 . . . , Ns

j .
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5.2.2. Field Expansion

We use the calculated set of eigenmodes of a layer as an expansion basis for the fields in this layer.
Since the descriptions for the small and large eigenproblems are slightly different, we will separate
their presentations.

Expansion in the Small Eigenproblem Case

By definition, the small eigenproblem always provides as many forward traveling modes as backward
traveling modes. The associated forward and backward modes have the same label j but different
signs in front of the eigenvalue γj . In the exemplary case of eigenproblem Eq. (5.13a), the transversal
electric fields E‖ = (−E2, E1)T in the l-layer are expanded into the obtained eigenmodes as

E‖(x
1, x2, x3) =

N̄∑
j=1

[
uj e

iγj(x
3−x3

l−1)︸ ︷︷ ︸
forward
traveling

+ dj e
−iγj(x

3−x3
l )︸ ︷︷ ︸

backward
traveling

]
E‖j(x

1, x2)︸ ︷︷ ︸
calculated
eigenmode

(5.17)

for x3
l−1 ≤ x3 ≤ x3

l , where we have used the electric field eigenmode vector E‖j = (−E2,E1)Tj of
the j-th eigenmode. The new expansion coefficients uj and dj are still unknown and will be calcu-
lated using the scattering matrix algorithm derived in Sec. 5.3. Of course, the eigenmode expansion
incorporates the plane wave ansatz for the x3-dependence. The phase offset x3

l−1 in forward plane
waves provides for the layer’s displacement with respect to the origin and gives the coordinate rel-
ative to the layer’s backward boundary. Similarly, the offset x3

l in the backward phase ensures that
backward traveling modes start at the forward boundary (cf. Fig. 5.2) [24].

Furthermore, as long as the imaginary part of the propagation constant Im(γj) ≥ 0, the backward
eigenmodes actually travel backward and numerical stability is improved because the exponential
terms do not grow and small numerical errors are never amplified. We will build upon this in the
scattering matrix algorithm. These considerations fix a rule which square root to pick for γj : We
pick the one with Im(γj) > 0, or with Re(γj) > 0 if the imaginary part vanishes.5 Then the forward
traveling modes with amplitude uj are either forward propagating, forward damped, or forward
evanescent, and the backward traveling modes with amplitude dj are either backward propagating,
backward damped, or backward evanescent.

The magnetic field is obtained by substituting the transversal electric field components of Eq. (5.17)
into Eq. (5.12b). The transversal magnetic fields H‖ = (H1, H2)T then similarly read

H‖(x
1, x2, x3) =

N̄∑
j=1

[
+uj e

iγj(x
3−x3

l−1)︸ ︷︷ ︸
=:uj(x3)

− dj e
−iγj(x

3−x3
l )︸ ︷︷ ︸

=:dj(x3)

]
H‖j(x

1, x2) (5.18)

for x3
l−1 ≤ x3 ≤ x3

l , where we have used the magnetic field eigenmode vector H‖j = (H1,H2)Tj of
the j-th eigenmode. The latter is obtained from the numerical analog of Eq. (5.12b),

H‖j =
1

γj
G E‖j . (5.19)

5Li [51] describes a different rule to pick the square root of ±
√
γ2
j . He allows for small negative imaginary parts by

using the rule Re(γj) + Im(γj) > 0.
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The red positive and negative signs in Eq. (5.18) are provided by the ∂3 derivative of forward and
backward traveling modes, respectively. The missingE3(x1, x2, x3) andH3(x1, x2, x3) components
are obtained from the substitution of E‖ and H‖ into Eqs. (5.5).6

Expansion in the Large Eigenproblem Case

Large eigenmodes can be used as an expansion basis as well. In contrast to the small eigenproblem,
the large eigenproblem does not guarantee that we always get a forward mode and its corresponding
backward mode. Even though it is usually not the case, it may happen that, due to the numerical
treatment, only one of the equivalent modes is calculated. To avoid numerical instability, we would
like to distinguish between forward and backward modes and treat them accordingly as in the small
eigenproblem. As it makes life much easier later on, we use as many forward as backward traveling
modes. Hence, it it necessary to sort the modes into two groups. We use the scheme noted in Tab. 5.1
to obtain the forward modes with propagation constant γ+

j and the backward modes with eigenvalues
γ−j . The fields V = (E‖,H‖)

T in the l-th layer can then be written as an expansion into forward
(V+

j ) and backward (V−j ) traveling numerical eigenmodes

V(x1, x2, x3) ≈ V(x1, x2, x3)

=

2N̄∑
j′=1

aj′(x
3) Vj′(x

1, x2)

=
N̄∑
j=1

uj e
iγ+
j (x3−x3

l−1) V+
j (x1, x2)︸ ︷︷ ︸

forward traveling
eigenmodes

+ dj e
iγ−j (x3−x3

l ) V−j (x1, x2)︸ ︷︷ ︸
backward traveling

eigenmodes

, (5.20)

for x3
l−1 ≤ x3 ≤ x3

l , with Vj = (E‖,H‖)Tj . The expansion amplitudes uj and dj are still unknown
and need to be determined with the scattering matrix algorithm presented in Sec. 5.3. We can al-

6An alternative way is the calculation of E3 and H3 components from E‖ and H‖ directly. Then the entire field vectors
can be expanded similarly to Eq. (5.17) and Eq. (5.18).

Re(γj) Im(γj) Group

> 0 = 0 forward propagating
 γ+

j≥ 0 > 0 forward decaying

< 0 > 0 forward mixed

< 0 = 0 backward propagating
 γ−j≤ 0 < 0 backward decaying

> 0 < 0 backward mixed

= 0 = 0
distribute to even out
size of groups

Table 5.1.: Sorting scheme for the eigenmodes of the large eigenvalue problem.
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5.2. Eigenmode Expansion

ways distinguish between backward and forward modes in the expansion as above. However, the
particular notation of the third line in Eq. (5.20), where forward and backward modes have the same
label j, is only advisable in the case where modes with the same label are the corresponding for-
ward and backward traveling representations of the same mode. As stated before, in contrast to the
small eigenproblem, this is not guaranteed in the large eigenproblem. Instead, even the number of
forward and backward modes could be different — only the total number of eigensolutions is fixed.
Nevertheless, we use this notation for the convenience of a simple illustration.

Matrix Vector Notation

The field expansions Eq. (5.17), Eq. (5.18), and Eq. (5.20) provide the fields in the layer l if we know
all expansion coefficients u(l)

j and d(l)
j . We would like to separate these unknowns from the known

rest of the equations, i.e., from the eigenmodes and the phase factors. This is conveniently achieved
by writing all expansion amplitudes of the l-th layer in vectors7

u(l) = (u
(l)
1 , . . . , u

(l)
j , . . . , u

(l)

N̄
)T , (5.21a)

d(l) = (d
(l)
1 , . . . , d

(l)
j , . . . , d

(l)

N̄
)T . (5.21b)

The field vector V(l) (which comprises all transverse electric and magnetic field components) can
then be written as a product of a matrix M(l) containing the eigenmodes (in columns), a phase
matrix Φ(l) containing the exponential terms, and the new amplitude vectors:

V(l)(x1, x2, x3) = M(l)(x1, x2)

︸ ︷︷ ︸
eigenmode

matrix

Φ(l)(x3)

︸ ︷︷ ︸
phase
matrix

u(l)

d(l)


︸ ︷︷ ︸
amplitude

vector

= M(l)(x1, x2)

u(l)(x3)

d(l)(x3)


︸ ︷︷ ︸
phased amplitude

vector

. (5.22)

In some situations it is convenient to combine phase matrix and amplitude vector to form the phased
amplitude vector at a certain coordinate x3.

The eigenmode matrix for small and large eigenproblems look slightly different. The former is given
by

M(l) =

M
(l)
E M

(l)
E

M
(l)
H −M(l)

H

 , (5.23)

where the 2× N̄ submatrices consist of all eigenmode column vectors written in a row

M
(l)
E =

(
E

(l)
‖1 ,E

(l)
‖2 , . . .

)
, M

(l)
H =

(
H

(l)
‖1 ,H

(l)
‖2 , . . .

)
. (5.24)

The eigenmode matrix for the large eigenproblem appears as

M(l) =
(
V(l)+ V(l)−

)
, (5.25)

7The general case is described by u(l) = (a
(l)
1 , . . . , a

(l)

j′ , . . . , a
(l)

N̄+)T and d(l) = (a
(l)

N̄++1
, . . . , a

(l)

j′ , . . . , a
(l)

2N̄
)T , where

we assume that the eigenmodes are sorted such that the first N̄+ modes with 1 ≤ N̄+< 2N̄ are forward modes and
the rest are backward modes. However, the number of forward traveling modes N̄+≈ N̄ is usually in the order of half
the total number of modes.
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where the 4× N̄ submatrices consist of the forward or backward eigenmode column vectors written
in a row

V(l)± =

(
V

(l)±
1 ,V

(l)±
2 , . . . ,V

(l)±
N̄

)
. (5.26)

The phase matrix Φ(l)(x3) is a diagonal matrix with entries

Φ(l)(x3) =

Φ(l)+ 0

0 Φ(l)−

 (5.27)

where the diagonal submatrices can be written as

Φ(l)+(x3) = diag
(
eiγ+

1 (x3−x3
l−1), . . . , e+iγ+

N̄
(x3−x3

l−1)
)
, (5.28a)

Φ(l)−(x3) = diag
(
eiγ−1 (x3−x3

l ), . . . , eiγ−
N̄

(x3−x3
l )
)

(5.28b)

for the large eigenproblem8, and similarly with γ+
j = γj and γ−j = −γj for the small eigenproblem.

Up to here, we have decomposed the structure into layers homogeneous in x3-direction. This stair-
case approximation allowed us to calculate a set of eigenmodes in each layer which we used as an
expansion basis for the layer’s fields. The field expansion could be rewritten into a matrix notation.
The remaining unknowns are the expansion amplitude vectors u(l) and d(l) in every single layer.
Hence, the next step is to reduce the L · 2N̄ unknown amplitude coefficients to 2 · 2N̄ unknowns –
2N̄ in the first and last layer each – by reconnecting the layers via the electromagnetic field continuity
conditions. This is the purpose of the scattering matrix algorithm.

5.3. Scattering Matrix Algorithm

The scattering matrix (S-matrix) in general describes the scattering solutions of a system. It is an
operator which connects the initial state to the final state of a physical system given as superpositions
of scattering channels. The elements of the matrix operator — known as scattering amplitudes —
can be interpreted as transition probabilities between the initial and final channels.

We use the scattering matrix to describe repeated multiple diffraction of electromagnetic waves at
the interfaces between adjacent layers of a staircase approximated structure. The scattering channels
are the eigenmodes of the respective layers represented by the expansion amplitude vectors u(l)

and d(l), and the scattering strength (transition probability) is calculated from the field continuity
conditions and the corresponding field matching at the interfaces. The field matching can be done
either pointwise, in form of an overlap integral of the eigenmodes, or by matching the basis functions
directly. All three cases are discussed in Sec. 5.3.1.

In contrast to the common transfer matrix (T-matrix) approach, which is often used to propagate
fields through a layered structure, the S-matrix does not propagate the fields from left to right as
schematically depicted for the T-matrix in Fig. 5.3(b). The defining equation for the T-matrix is

8The numbering of the phase matrix entries corresponding to the large eigensolutions is in principle the same as that of
the amplitudes (cf. footnote 7). This means,
Φ(l)+ = diag[eiγ1(x3−x3

l−1), . . . , e+iγ
N̄+ (x3−x3

l−1)] and Φ(l)−= diag[e
iγ

N̄++1
(x3−x3

l )
, . . . , e+iγ2N̄ (x3−x3

l )].
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5.3. Scattering Matrix Algorithm

Figure 5.3.: (a) Illustration of forward and backward amplitudes in the system. The incoming
(blue) and outgoing (red)amplitudes are depicted with respect to the interface be-
tween layers l and l + 1. The small black curves and arrows above and below
indicate the direction of their decay. (b) Schematic comparison between T- and
S-matrix approaches. T-matrices propagate both u and d amplitudes from left to
right — the latter against their direction of decay. S-matrices propagate u and d
amplitudes in opposite directions — along their directions of decay.

u(l+1)

d(l+1)

 = T(l, l + 1)

u(l)

d(l)

 , (5.29)

where we observe that incoming amplitudes and outgoing amplitudes appear together in the vectors.
Thus, backward modes must be propagated against their direction of potentially decaying phase
factors.

In contrast to this, the S-matrix propagates the eigenmodes along their natural traveling direction —
forward modes forwards, backward modes backwards (cf. Fig. 5.3 (b)) — particularly the evanescent
modes. As a direct consequence, the evanescent modes are propagated along the direction of their
natural decay such that the amplitudes always diminish. Thus, numerical instability due to exponen-
tially growing phase factors is avoided.9 The topic of stability is extensively discussed in Ref. [76].
The S-matrix S(l, l + 1) connecting the incoming amplitudes to the outgoing amplitudes in layers l
and l + 1 is given by u(l+1)

d(l)

 = S(l, l + 1)

 u(l)

d(l+1)

 . (5.30)

The downside of the S-matrix stability is a complicated procedure to obtain compositions of S-
matrices. The composition (product) of T-matrices is given by the ordinary matrix product

T(l, l + 2) = T(l + 1, l + 2) ·T(l, l + 1) , (5.31)

whereas the scattering matrix product is given by

S(l, l + 2) = S(l + 1, l + 2) ? S(l, l + 1) . (5.32)
9These instabilities appear as exploding transmittance and reflectance coefficients and, thus, violation of energy conser-

vation, when the differences in the expansion amplitudes’ magnitudes exceeds the numerical accuracy.
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This S-matrix product, denoted by the ? symbol, is cumbersome and will be introduced in Sec. 5.3.3.

In general, scattering matrices can be decomposed into four submatrices

S(l, l + 1) =

Suu Sud

Sdu Sdd

 . (5.33)

These submatrices have a physical interpretation. For example, Suu transforms u(l) into u(l+1) (cf.
Eq. (5.30)). Thus, it describes the propagation of the forward eigenmodes of layer l through this layer
and the coupling across the interface between layers l and l + 1 to the eigenmodes of layer l + 1 —
in short: the transmission from layer l to l+ 1. Likewise, submatrix Sud connects amplitudes d(l+1)

with u(l+1) which describes the reflectance at the same interface from the backward eigenmodes into
the forward eigenmodes within layer l+1. The other two submatrices can be interpreted accordingly.
If an S-matrix describes a larger part of the structure, i.e., a set of adjacent layers l through l + p,
p > 1, the interpretation remains the same. However, the scattering matrix S(l, l + p) additionally
(automatically) includes the entire multitude of multiple reflection and transmission (diffraction)
processes at all intermediate interfaces. This means, the scattering matrix includes all possible paths
the light can take.

In order to make our lives easier, we restrict the number of modes we use in the scattering matrix
algorithm in every layer to N̄ forward and N̄ backward modes. Then the submatrices of the S-matrix
are quadratic N̄ × N̄ matrices and the scattering matrix contains 2N̄ × 2N̄ entries.

After having introduced the general properties of scattering matrices, the next topic is the derivation
of the expressions necessary to calculate the scattering matrix connecting adjacent layers. The S-
matrix algorithm describes how to obtain the scattering matrix S(l, l+ p) from the eigensolutions of
the individual layers involved. It builds upon the basic procedure to transform an amplitude vector,
e.g., u(l), into the amplitude vector u(l+1) in the following layer. This process comprises two steps:
First, a propagation through the layer l, and, second, the crossing of the interface between layers l
and l + 1. Repetition of this sequence in the proper fashion for every additional layer and amplitude
gives the desired S-matrix.

The total scattering matrix describes the scattering response of the whole structure and connects the
amplitudes of the first layer 1 with those of the last layer L likeu(L)

d(1)

 = S(1, L)

u(1)

d(L)

 . (5.34)

If we specify the amplitudes of the incident eigenmodes by an expansion of the incoming waves on
both sides, we can calculate the outgoing waves from u(L) and d(1). In particular, we usually have
only incidence from one side, e.g., u(1) 6= 0 and d(L) = 0. Then, we obtain the amplitudes of the
transmitted and reflected fields from

transmitted amplitudes: u(L) = Suu(1, L) u(1) , (5.35a)

reflected amplitudes: d(1) = Sdu(1, L) u(1) . (5.35b)

Before we advance to the detailed description of the scattering matrix algorithm in Sec. 5.3.2, we
have a look at how the diffraction into the different eigenmodes actually incorporates through the
compliance of the field continuity conditions at interfaces of adjacent layers. The interface matrix,
which we will derive next, is the essential ingredient to the scattering matrix recursion.
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5.3.1. Field Matching at Interfaces

The matching of the continuous electromagnetic fields at the interface of adjacent layers is the key
step to recombine the L layer subsystems to the full three-dimensional structure via the scattering
matrix algorithm. As stated above, this field matching reduces the degrees of freedom to the number
that can be provided by the incident waves expanded into the first and last layer’s eigenmodes.

In this section, we show how the matching is achieved. To this end, we consider the interface at x3
l

between layers l and l + 1 (cf. Fig. 5.2). We aim at deriving an equationu
(l)
+

d
(l)
+

 = I(l + 1, l)

u
(l+1)
−

d
(l+1)
−

 , (5.36)

where the interface matrix I(l + 1, l) connects the phased amplitudes

u
(l)
+ := u(l)(x3

l ) ,

d
(l)
+ := d(l)(x3

l ) ,

u
(l+1)
− := u(l+1)(x3

l ) ,

d
(l+1)
− := d(l+1)(x3

l ) ,

in both layers at the site of the interface.

By virtue of tangential field vector V(l)(x1, x2, x3), the continuity conditions of the tangential field
components at the interface, derived in Sec. 2.2 and manifested in Eq. (2.19), can be stated as

V(l)(x1, x2, x3
l )

!
= V(l+1)(x1, x2, x3

l ) ∀x1, x2 . (5.37)

Equation (5.37) can be rewritten, using the matrix notation presented in Eq. (5.22), into conditions
for the respective amplitudes

M(l)(x1, x2)

u
(l)
+

d
(l)
+

 !
= M(l+1)(x1, x2)

u
(l+1)
−

d
(l+1)
−

 ∀x1, x2 . (5.38)

The interface matrix defined above is found by multiplication with the inverse of matrix M(l) from
the left u

(l)
+

d
(l)
+

 =
[
M(l)

]−1
M(l+1)︸ ︷︷ ︸

I(l+1,l)

u
(l+1)
−

d
(l+1)
−

 . (5.39)

Please note that the inversion of M(l) is meant only symbolic here, since the matrix is still a function
of the continuous coordinates x1 and x2. In this form it is of size 4× 2N̄ where the rows contain the
four transversal field components of the numerical mode. In order to form a proper matrix which can
be inverted, we have to discretize these components, e.g., by an expansion into basis functions as in
Eq. (5.15). However, there are also other discretization approaches for the purpose of field matching
which will be shortly discussed in the subsequent paragraphs. Independent of the concrete matching
scheme, the best dimensions for a matrix inversion would be a square matrix of size 2N̄×2N̄ , which
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means that every numerical mode component must be discretized into N̄/2 = Ntot numbers. In
case the matrix cannot be made square, there still exist inversion algorithms like the Moore-Penrose
pseudo inverse [77, 78] or the Method of Least Squares [79] that can be applied. For further details
we refer the interested reader to the discussion in Ref. [53].

Pointwise Matching

There are several discretization schemes available for the discretization of matrix M(x1, x2) so that
the fields can be matched at the interface. The first approach is to sample the numerical field compo-
nents of the eigenmodes contained in M(x1, x2) at a finite number N̄s of test points

r‖i = (x1
i , x

2
i ) , i = 1, . . . , N̄s , (5.40)

the same points in both layers. Then the components of the j-th eigenmode become vectors similar
to Eq. (5.15), e.g., the H2j component becomes

H2j(r‖) →
(
H2j(r‖1), . . . ,H2j(r‖i), . . . ,H2j(r‖N̄s)

)T
, (5.41)

where the vector entries are not expansion coefficients but field values at the test points.

Consequently, the 2× N̄ submatrices in Eq. (5.24) and the 4× N̄ submatrices in Eq. (5.25) become
2N̄s × N̄ and 4N̄s × N̄ submatrices in sampled form, respectively. The whole sampled eigenmode
matrices M̃ for small and large eigenmodes, corresponding to Eq. (5.23) and Eq. (5.25), are then
both of dimension 4N̄s × 2N̄ and, hence, the size of the eigenmode matrices is independent of the
eigenproblem we use.

Matching by test points holds the advantage that we are not restricted in the choice of basis func-
tions. In particular, it allows for different sets of basis functions in adjacent layers. The downside
of pointwise matching is that the sampling points have to be chosen carefully to prevent M̃ from
getting singular. Furthermore, the fulfillment of the continuity conditions is solely guaranteed at the
sampling points and not in the regions in between [53].

Matching by Overlap Integrals

A second way to match the fields is the matching of eigenmodes of subsequent layers directly by
overlap integrals. Overlap integrals determine how much of the energy carried by one eigenmode is
transferred to another eigenmode when it is diffracted at the interface. The integration is over the
transversal plane, which is why we only need the eigenmodes at the interface as functions of the
transversal coordinates r‖. Hence, this procedure is independent of the basis used for the discretiza-
tion of the eigenmodes as well.

The important part is to find an appropriate overlap integral

O
(l,l+1)
jk =

∫
Interface

dA f
(
E

(l)
‖j ,H

(l)
‖j ,E

(l+1)
‖k ,H

(l+1)
‖k

)
(5.42)

with a scalar functional f that depends on the eigenmodes, which fulfills the orthonormality condi-
tion

O
(l,l)
jk = δjk (5.43)
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for eigenmodes of the same layer l. This overlap integral clearly defines a scalar product in the
infinite vector space of the eigenmodes.

For this overlap integral we can use the orthogonality condition stated in Eqs. (4.26) for waveguide
modes derived in Sec. 4.1.2 from the reciprocity theorem for electromagnetic fields. The orthogonal-
ity condition is not only valid for waveguide modes, but also for eigenmodes of periodic structures.
The overlap integral or its equivalent short hand notation as scalar product then reads

O
(l,l+1)
jk =

∫
Interface

dA
(
E

(l)
j ×H

(l+1)
k

)
· x̂3︸ ︷︷ ︸

E
(l)
‖j · H

(l+1)
‖k

=
〈
E

(l)
‖j ,H

(l+1)
‖k

〉
. (5.44)

This overlap integral is valid for eigenmodes of non-absorbing as well as absorbing structures trav-
eling in the same direction as discussed before. Of course, the eigenmodes must be appropriately
normalized.

We illustrate the construction of the interface matrix by means of the large eigensolutions. The
field expansion of Eq. (5.20) can be split into two equations where we separate the electric from the
magnetic fields. From the continuity condition, Eq. (5.37), we obtain the two relations

N̄∑
j=1

u
(l)
+,j E

(l)+
‖j + d

(l)
+,j E

(l)−
‖j

!
=

N̄∑
j=1

u
(l+1)
−,j E

(l+1)+
‖j + d

(l+1)
−,j E

(l+1)−
‖j , (5.45a)

N̄∑
j=1

u
(l)
+,j H

(l)+
‖j + d

(l)
+,j H

(l)−
‖j

!
=

N̄∑
j=1

u
(l+1)
−,j H

(l+1)+
‖j + d

(l+1)
−,j H

(l+1)−
‖j . (5.45b)

Next, we construct the overlap integrals 〈 · ,H(l)+
‖k 〉 of Eq. (5.45a), and 〈E(l)+

‖k , · 〉 of Eq. (5.45b).
We note that, according to Eqs. (4.24),〈

E
(a)−
‖j ,H

(b)+
‖k

〉
=
〈
E

(a)+
‖j ,H

(b)+
‖k

〉
, (5.46a)〈

E
(a)+
‖j ,H

(b)−
‖k

〉
= −

〈
E

(a)+
‖j ,H

(b)+
‖k

〉
, (5.46b)

hold for modes of arbitrary layers a and b. Using the orthogonality condition Eq. (5.43) and the
overlap integral relations Eqs. (5.46), we obtain

u
(l)
−,k + d

(l)
−,k =

N̄∑
j=1

[
u

(l+1)
+,j + d

(l+1)
+,j

] 〈
E

(l+1)+
‖j ,H

(l)+
‖k

〉
, (5.47a)

u
(l)
−,k − d

(l)
−,k =

N̄∑
j=1

[
u

(l+1)
+,j − d

(l+1)
+,j

] 〈
E

(l)+
‖k ,H

(l+1)+
‖j

〉
. (5.47b)

In vector notation this reads

u
(l)
− + d

(l)
− =

(
O(l+1,l)

)T [
u

(l+1)
+ + d

(l+1)
+

]
, (5.48a)

u
(l)
− − d

(l)
− = O(l,l+1)

[
u

(l+1)
+ − d

(l+1)
+

]
, (5.48b)

75



5. Modal Methods

where we have introduced the overlap matrices O whose elements are defined by Eq. (5.44) incor-
porating forward modes only.

The interface matrix follows when we add and subtract Eqs. (5.48) as

u
(l)
−

d
(l)
−

 =

1
2

[(
O(l+1,l)

)T
+ O(l,l+1)

]
1
2

[(
O(l+1,l)

)T
−O(l,l+1)

]
1
2

[(
O(l+1,l)

)T
−O(l,l+1)

]
1
2

[(
O(l+1,l)

)T
+ O(l,l+1)

]


︸ ︷︷ ︸
I(l+1,l)

u
(l+1)
+

d
(l+1)
+

 . (5.49)

This result is valid for the eigenmodes of the large eigenproblem, when each forward eigenmode is
countered by an equivalent backward mode, as well as for the eigenmodes of the small eigenproblem.

Despite our notation, we would like to mention that a different ordering of forward and backward
modes is not an issue in practice. It would simply lead to a swapping of rows and columns in the
matrices, but it would not change the result.

Matching of Basis Functions

There is a third scheme for the field matching at layer interfaces. Matching by basis functions can
be used when the fields in every layer are expanded into the same set of basis functions. The great
advantage of this approach is that the fields then match at every point of the interface and not only
at some sampling points. However, using the same set of basis functions in every layer imposes a
huge restriction. We are particularly interested in this approach since it is used in the Fourier modal
method, where the basis functions are plane waves. The Fourier modal method will be introduced in
detail in Chap. 6.

In order to come up with an interface matrix, we first recall the expansion of fields into an arbitrary
set of basis functions Bm(x1, x2) introduced in Eq. (5.14). We restate the expansion for the ρ-th
electric field component of eigenmode j in the l-th layer for convenience:

E
(l)
ρ,j(x

1, x2) =
M∑
m=1

Ẽ
(l)
ρ,mj Bm(x1, x2) . (5.50)

By definition, the basis functions are the same in each layer and, thus, do not carry a layer label.
Furthermore, we leave them in the same order in each layer. Then the field expansion coefficients

Ẽρ,mj can be seen as elements of an M × N̄ matrix Ẽ
(l)
ρ . These matrices, and the corresponding

H̃
(l)
ρ matrices, are the constituents of the mode submatrices M̃

(l)
E , M̃

(l)
H , and Ṽ

(l)±
, which are the dis-

cretized correspondents to the matrices given in Eq. (5.24) and Eq. (5.26), respectively. For example,
we find

M̃
(l)
H =

H̃
(l)
1

H̃
(l)
2

 , Ṽ
(l)±

=


−Ẽ(l)

2

Ẽ
(l)
1

H̃
(l)
1

H̃
(l)
2

 . (5.51)
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The former matrices are of dimension 2M×N̄ , the latter of dimension 4M×N̄ . The mode matrices
M(l) are obtained from Eq. (5.23) or Eq. (5.25), and the interface matrix from Eq. (5.39). They are
all of dimension 4M × 2N̄ and, thus, because M = N̄/2 as stipulated in Sec. 5.2.1 in the paragraph
about numerical discretization, they are square.

We can use either of these three schemes to connect the layer’s fields and construct an interface
matrix. Each scheme has its own advantages and disadvantages. The interface matrices are at the
core of the scattering matrix algorithm. With their help we can define the scattering matrix iteration
in the next section, which specifies the procedure to add an additional layer to an existing S-matrix.

5.3.2. S-Matrix Recursion

The building of scattering matrices is a recursive procedure [24, 76, 80]. From a given scattering
matrix connecting layers m through l, l > m, we construct the scattering matrix connecting layers
m through l + 1

S(m, l)
recursion−−−−−→ S(m, l + 1) (5.52)

by “adding” the layer l + 1.

Figure 5.4.: Schematic illustration of amplitude propagation in one recursion step.

To this end, we start from the scattering matrix of a single layer without interface which is given by
a unit matrix S(m,m) = 1. The S-matrix S(m, l) is constructed by recursively adding a layer at a
time. In terms of Fig. 5.4, one recursion step relates the forward amplitudes u at points 1 and 2

u
(l)
−

Φ(l)+(x3
l )−−−−−−→ u

(l)
+

I(l,l+1)−−−−−→ u
(l+1)
− , (5.53a)

and the backward amplitudes d at points 3 and 4

d
(l+1)
+

Φ(l+1)−(x3
l )−−−−−−−→ d

(l+1)
−

I(l,l+1)−−−−−→ d
(l)
+ , (5.53b)

propagating each phase matrix (entry) in the direction of its decay.
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To formalize this recursion step, we recall the scattering matrix definition, Eq. (5.30), and write for
an S-matrix connecting layers m and l ul

dm

 = S(m, l)

um

dl


=

S11 S12

S21 S22

 um

dl

 , (5.54)

where we change the notation and put the layer indices of amplitude vectors into subscripts to im-
prove readability. This means forward amplitudes ul = u

(l)
− = u(l) are always taken at the backward

interface (x3
l−1) and backward amplitudes dl = d

(l)
+ = d(l) at the forward interface (x3

l ) as orig-
inally defined in the field expansion, Sec. 5.2.2. Furthermore, we adapt the phase matrix notation
Φ+
l = Φ(l)+(x3

l ) and Φ−l+1 = Φ(l+1)−(x3
l ), which means that the phase matrices are propagated for

the whole thicknesses of layers l and l + 1, respectively. Consequently, the interface matrix defined
in Eq. (5.36) reads Φ+

l ul

dl

 = I(l + 1, l)

 ul+1

Φ−l+1 dl+1

 (5.55)

=

I11 I12

I21 I22

  ul+1

Φ−l+1 dl+1

 . (5.56)

This can be rewritten as

ul = S11um + S12dl , (5.57a)

dm = S21um + S22dl , (5.57b)

ul =
(
Φ+
l

)−1 [
I11ul+1 + I12Φ

−
l+1dl+1

]
, (5.57c)

dl =
[
I21ul+1 + I22Φ

−
l+1dl+1

]
. (5.57d)

The substitution of Eq. (5.57c) and Eq. (5.57d) into Eq. (5.57a) and solving for ul+1 leads to

ul+1 =
(
I11 −Φ+

l S12I21

)−1
[
Φ+
l S11 um +

(
Φ+
l S12I22 − I12

)
Φ−l+1 dl+1

]
= Ŝ11 um + Ŝ12 dl+1 , (5.58)

from which we can identify Ŝ11 and Ŝ12 as elements of the scattering matrix S(m, l + 1). From the
substitution of Eq. (5.57d) and Eq. (5.58) into Eq. (5.57b) we obtain

dm =
[
S21 + S22I21Ŝ11

]
um +

[
S22I22Φ

−
l+1 + S22I21Ŝ12

]
dl+1

= Ŝ21 um + Ŝ22 dl+1 , (5.59)

from which we can identify the remaining elements Ŝ21 and Ŝ22.
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In summary, the recursion formulas for the S-matrix algorithm read

Ŝ11 =
(
I11 −Φ+

l S12I21

)−1
Φ+
l S11 , (5.60a)

Ŝ12 =
(
I11 −Φ+

l S12I21

)−1 (
Φ+
l S12I22 − I12

)
Φ−l+1 , (5.60b)

Ŝ21 =
[
S21 + S22I21Ŝ11

]
, (5.60c)

Ŝ22 =
[
S22I22Φ

−
l+1 + S22I21Ŝ12

]
, (5.60d)

where Ŝij denotes the elements of scattering matrix S(m, l + 1).

The described algorithm is implemented in our numerical framework. It is a rather peculiar choice
stemming from Whittaker and Culshaw [24]. However, there exist many variations, like placing the
amplitudes in different x3–positions or defining the interface matrix the other way round.

5.3.3. S-matrix Products

Two scattering matrices Ṡ := S(a, b) and S̈ := S(b, c) which both include a common layer b can be
connected to form a single scattering matrix S := S(a, c). This connection is provided by a special
product of the two scattering matrices — the ?–product [76, 81]

S(a, c) = S(a, b) ? S(b, c) . (5.61)

The ?–product can be derived from the defining equations of S(a, b) and S(b, c) by following an
approach similar to what we did in Sec. 5.3.2: We decompose them into a set of four equations and,
by substituting and reordering, solve them for the amplitudes u(c) and d(a) in dependence of u(a)

and d(c). We skip the detailed derivation and simply state the final result. Thus, the ?–product is
defined as

S11 = S̈11

[
1 − Ṡ12 S̈21

]−1
Ṡ11 , (5.62a)

S12 = S̈12 + S̈11

[
1 − Ṡ12 S̈21

]−1
Ṡ12 S̈22 , (5.62b)

S21 = Ṡ21 + Ṡ22 S̈21

[
1 − Ṡ12 S̈21

]−1
Ṡ11 , (5.62c)

S22 = Ṡ22

(
1 + S̈21

[
1 − Ṡ12 S̈21

]−1
Ṡ11

)
S̈22 . (5.62d)

It can be shown that this product is associative. It is valid independent of the variation in the algorithm
of how the S-matrix is obtained and can also be used for other matrices (interface-matrix, phase-
matrix), as long as they are of S-matrix type, i.e., relate incoming to outgoing amplitudes.

5.3.4. Transformation of a T-Matrix into an S-Matrix

A matrix of T-matrix type (cf. Eq. (5.29)) can be transformed into an S-matrix by a similar procedure
as in Sec. 5.3.3 [76]. If the T-matrix connecting layers a and b is given byu(b)

d(b)

 =

T11 T12

T21 T22

 u(a)

d(a)

 , (5.63)
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the corresponding scattering matrix elements are given by

S11 = T11 − T12 T−1
22 T21 , (5.64a)

S12 = T12 T−1
22 , (5.64b)

S21 = −T−1
22 T21 , (5.64c)

S22 = T−1
22 . (5.64d)

With the help of this scheme, the interface- and phase-matrices can be rewritten into S-matrices.

5.3.5. Reversion of Layer Sequence

There is an easy way to obtain the scattering matrix S(l,m) from the scattering matrix S(m, l),
which can be quite useful to efficiently exploit symmetries in a layer sequence. Looking at Fig. 5.5,
we note that the right-hand side system is equivalent to the central system, it is just rotated. If we
further swap the amplitude labels um ↔ dm and dl ↔ ul so that forward amplitudes become
backward amplitudes and vice versa, we get the S-matrix of the reverted layer sequence on the right-
hand side.

Figure 5.5.: Sketch: Reversion of layer sequence. Details see text.

Starting from the defining equation for S(l,m) we derive the defining equation for S(m, l) in two
steps. The first step is the relabeling of the amplitudes described above. The second step is a reorder-
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ing of rows and columns. Written down as equations this reads

 ul

dm

 =

S(m,l)︷ ︸︸ ︷S11 S12

S21 S22

 um

dl

 ,

ul ↔ dl

wwww� dm ↔ um

 dl

um

 =

S11 S12

S21 S22

 dm

ul

 ,

wwww� reorder

um

dl

 =

S22 S21

S12 S11


︸ ︷︷ ︸

S(l,m)

 ul

dm

 . (5.65)

We find that the scattering matrix for the reversed layer sequence is given by swapping the row and
column index of the submatrices.

Please note that a reversion of the layer sequence in this easy way is only possible because of our
peculiar symmetric choice of the amplitude positions. Thus, the reversion might not work with other
S-matrix schemes if the propagation through the layer is not applied in a symmetric order.

5.3.6. Reduction to Half Size or Fast Scattering Matrix Algorithm

From Eqs. (5.35) we have learned that the transmitted and reflected amplitudes can be obtained from
submatrices S11 and S21 of the system scattering matrix S(1, L) provided the illumination is from
the front, i.e., (u(1) 6= 0, d(L) = 0).

If we are only interested in the transmitted and reflected amplitudes of the whole system and not in
the amplitudes in the intermediate layers, there is a scattering matrix scheme which only needs two
of the four submatrices of the scattering matrix and, thus, enormously speeds up the calculation [76].
The trick is to illuminate the structure from the back (u(1) = 0, d(L) 6= 0) instead of from the front.
Then, the transmitted and reflected amplitudes

reflected amplitudes: u(L) = S12(1, L) d(L) , (5.66a)

transmitted amplitudes: d(1) = S22(1, L) d(L) . (5.66b)

are provided by the submatrices S12 and S22. Note that, in order to retain the same physical situation,
we have to construct the scattering matrix with the reversed layer sequence if the sequence is not
symmetric anyways.
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The advantage of using these submatrices becomes apparent by looking at the S-matrix recursion
formulas, Eqs. (5.60). Submatrices S12 (cf. Eq. (5.60b)) and S22 (cf. Eq. (5.60d)) only depend on
the same submatrices of the previous S-matrix or on themselves, i.e., it is sufficient to calculate only
these matrices in every layer. Instead, the recursion of S11 and S21 involves all four submatrices.

The drawback of this so-called fast scattering matrix algorithm is that we need all submatrices to
calculate the amplitudes in intermediate layers (cf. Eqs. (5.68)). Hence, it is not possible to calculate
the fields or any related quantities in layers other than the first and last ones when we use the fast
algorithm.

5.3.7. Expansion Amplitudes in Arbitrary Layers

The scattering matrix of the whole system S(1, L) relates the amplitudes in the first and last layers
only. If we are interested in the field distribution of an intermediate layer l, we cannot obtain the
necessary amplitudes u(l) and d(l) from this S-matrix. Instead, we need the two matrices S(1, l) and
S(l, L). We need both because the outgoing and incoming amplitudes in layer l of the first matrix are
the incoming and outgoing amplitudes of the second one, and vice versa. Both scattering matrices
are coupled via the amplitudes in layer l. It is the nature of multiple diffractions at the layer interfaces
that are described by the scattering matrices.

Hence, we note down the defining equations for the two S-matricesul

d1

 = S(1, l)

u1

dl


=

S11 S12

S21 S22

 u1

dl

 , (5.67a)

and uL

dl

 = S(l, L)

ul

dL


=

Ŝ11 Ŝ12

Ŝ21 Ŝ22

 ul

dL

 . (5.67b)

We solve the contained four equations for the amplitudes in layer l in dependence of the input am-
plitudes in layers 1 and L, namely u1 and dL, by substitution and reordering. The amplitudes in
question are then given as

ul =

[(
1− S12 Ŝ21

)−1
S11

]
u1 +

[(
1− S12 Ŝ21

)−1
S12 Ŝ22

]
dL , (5.68a)

dl =

[(
1− Ŝ21 S12

)−1
Ŝ21 S12

]
u1 +

[(
1− Ŝ21 S12

)−1
Ŝ22

]
dL . (5.68b)

We note that if the fields are required in every layer, the scattering matrix algorithm is quite inef-
ficient: Though we can successively “add” a layer (l + 1) to the matrix S(1, l), we are not aware
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of any numerically stable way to easily “remove” a layer of matrix S(l, L) to obtain S(l + 1, L).
Therefore, the matrix S(l + 1, L) must be built from scratch for each single layer, which makes the
whole procedure rather expensive.

Here, we conclude the discussion of the scattering matrix algorithm and modal methods in general.
In Chap. 6 we transfer these findings into one concrete modal method implementation — the Fourier
modal method.
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6 Chapter 6.

Fourier Modal Method

The Fourier modal method is one particular simulation method for fully vectorial, three-dimensional
light propagation according to Maxwell’s equations which fits into the scheme of modal methods
introduced in Chap. 5. The method aims at micro- and nano-scale structures with transversal peri-
odicity in one or two dimensions such as amongst others photonic crystals (PC) and meta-materials.
Therefore, it builds upon plane waves as expansion basis which is well suited for this purpose because
the basis functions feature a similar periodicity as the Bloch-periodic eigenmodes of the system. This
guarantees an efficient representation. Naturally, with this basis choice, the method is not equally
well suited for the description of local effects with small transversal extent compared to the size of
one structure period.

Like all modal methods, the FMM relies on layered structures, and introduces, where not already
existant, an artificial decomposition into slices by a staircase approximation. Each periodic layer
can be considered as a diffraction grating, which is well known from elementary physics, and the
entire system as a stack of such subsequent gratings. Hence, electromagnetic waves incident onto
the system are either reflected or transmitted into Bragg orders, and the method is attributed to the
field of diffractive optics.

Within the layer, the structure and field description with plane waves is achieved by Fourier expan-
sion. The Fast Fourier Transformation (FFT) algorithm is employed to enable an efficient calculation
of the Fourier coefficients. This requires a real-space discretization of the unit cell on a Cartesian
grid. The matching between adjacent layers in the scattering matrix algorithm is achieved by basis
functions. What is true for the modal methods is also true for the FMM: with the expansion into
eigenmodes and the s-matrix algorithm, it is very efficient in the handling of uniform structures and
repeating patterns along the main propagation direction — or any combination thereof.

This chapter picks up many topics of Chap. 5 again — like basis functions (Sec. 6.1), field expan-
sion and discretization (Sec. 6.2), eigenproblem (Sec. 6.3), sources (Sec. 6.5), and output quantities
(Sec. 6.7 and Sec. 6.6) — but this time in a concrete, FMM-specific way. The aim of this high de-
gree of detailedness is to provide the reader with a full insight into the method, its capabilities, and
implementation peculiarities. Furthermore, in Sec. 6.8 we introduce the theoretical background for
and a concrete example of symmetry reduction within the FMM which is handy in order to lower the
computational costs for the simulation of appropriate systems.

85



6. Fourier Modal Method

6.1. Plane Wave Basis

The Fourier modal method builds upon plane wave basis functions

Bm(r‖) = eik‖,m·r‖ = ei(αm1x
1+βm2x

2) = Bm1(x1) · Bm2(x2) (6.1)

in the two transverse dimensions. The multi-index m = (m1,m2) labels a reciprocal lattice point
and has been defined in Chap. 3. The wave vector’s transverse part, which is parallel to the layer
interfaces, is denoted with k‖,m and its components have been defined in Eqs. (3.47). The set of all
basis functions {Bm} is called the plane wave basis. The basis functions include the wave vector’s
parallel part k‖ = (α0, β0)T which is inherited from the incident wave.

The plane wave basis is orthonormal with respect to the scalar product

〈Bm,Bn〉 =
1

a1a2

a1∫
0

dx1

a2∫
0

dx2 B∗m(x1, x2)Bn(x1, x2) = δm1n1δm2n2 = δmn (6.2)

where the integral is taken over the dimensions of the unit cell. Furthermore, the infinite plane wave
basis is complete

δ(x1, x2) =
1

a1a2

∞∑
m=0

Bm(x1, x2) , (6.3)

which guarantees that every continuous function can be represented in the infinite plane wave basis.
As alluded to in Chap. 3, the Fourier series expansion must be truncated for a numerical treatment.
Then, Eq. (6.3) is only approximately true.

6.2. Field Expansion and Discretization of Operators

In Sec. 5.2.1 we derived the full anisotropic eigenvalue equations in direct space, Eq. (5.10). The
task at hand is to discretize this equation with the help of the plane wave basis and transform the
problem into reciprocal space. The derivation of the small eigenproblem in Fourier space can be
achieved similarly.

With the Floquet-Fourier expansion of the Field components, Eq. (3.15), and the L̂ρ operators applied
to the material tensors, which we have introduced in Eq. (3.38), this task is easily achieved. The
former, exemplarily written out for the first component of the electric field, reads

E1(x1, x2) ≈ E1(x1, x2) =

M∑
m=1

Ẽ1,m ei(αm1x
1+βm2x

2) . (6.4)

Recalling the general discretization procedure described in Sec. 5.2.1, we represent the Floquet-
Fourier series of the field component by its coefficient vector

Ẽ1 = (Ẽ1,1, . . . , Ẽ1,m, . . . , Ẽ1,M )T . (6.5)

Having the fields expanded, the derivatives in operator A (cf. Eq. (5.8)) can be carried out which
leads to the substitution

∂1

i
→ αm1 , and

∂2

i
→ βm2 , (6.6)
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6.2. Field Expansion and Discretization of Operators

for each expansion term separately. This is not quite obvious for the derivatives which are left
of permittivity or permeability tensor components, because these depend on the spatial coordinates
themselves. However, considering the derivation of the eigenvalue equation, i.e., Eq. (B.5), Eq. (B.6),
Eq. (B.7), and Eq. (B.8), we notice that the derivatives originally stand in front of the third field
components E3 and H3 which were occasionally eliminated. But the third components have an
equivalent Floquet-Fourier expansion as the other field components. Thus, if we take the derivatives
before the elimination it becomes clear that the proper replacements are indeed as given above. In
matrix notation the correct replacement is

∂1

i
→ α , and

∂2

i
→ β , (6.7)

where α and β are diagonal matrices with αm1 and βm2 as their (m,m)-th entry, respectively.

This is also supported by the fact that the first terms in every operator componentAij , i, j = 1, 2, 3, 4,
are products that obey the factorization rules. Thus, the expansion of those products is (cf. Eq. (3.25))

ερσ(x1, x2)Eσ(x1, x2) =
M∑
m=1

 M∑
n=1

ε̃ρσm−n Ẽσ,n

 ei(αm1x
1+βm2x

2) (6.8)

and similar for the magnetic terms. In matrix-vector notation the corresponding replacement in
operator A is of the form

ερσ(x1, x2) XEσ(x1, x2) → [[ερσ]]X Ẽσ , (6.9)

where X is either 1 or ∂ρi , andX either the unit matrix 1 or one of α or β, respectively.

We would like to emphasize that the quantities ε̌ρσ and µ̌ρσ are only placeholders for combinations of
material tensor components defined by the operator l̂−3 which reshuffles the terms in the required way
(cf. Eq. (5.6) and Eq. (3.38)). Hence, in reciprocal space, ε̌ρσ and µ̌ρσ are replaced by components
of the Toeplitz matrix tensors1 ε̃ and µ̃, with

ε̌(x1, x2) → ε̂ = l̂−3
L̂2L̂1 + L̂1L̂2

2
ε(x1, x2) , (6.10a)

and

µ̌(x1, x2) → µ̂ = l̂−3
L̂2L̂1 + L̂1L̂2

2
µ(x1, x2) . (6.10b)

The average of the two L̂ρ operators in different order has been discussed in Sec. 3.4.4.

Note that, for the step of rewriting the whole equation into matrix vector notation, the usual procedure
is to implicitly compare coefficients of the same basis functions on the left and the right hand side.
This results in the vanishing of the exponential terms.

1This means, the components of the tensor are Toeplitz matrices.
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6. Fourier Modal Method

6.3. Eigenproblem

Finally, we have all ingredients to write down the discretized eigenvalue equation and system op-
erator of the Fourier modal method. We provide both the large system operator for full anisotropic
systems in Sec. 6.3.1, as well as the small system operators for in-plane anisotropy or less complex
material tensors in Sec. 6.3.2. To complete the discussion of the eigenproblem solution, we give
details about the numerical algorithms used to diagonalize the eigenproblems in Sec. 6.3.3.

6.3.1. Full Anisotropy — Large Eigenproblem

The discretized full anisotropic eigenvalue equation of the Fourier modal method can finally be
written as

γ


−Ẽ2

Ẽ1

H̃1

H̃2

 = A


−Ẽ2

Ẽ1

H̃1

H̃2

 , (6.11)

where the discretized system matrix is given by

A =


−β ε̂32 − µ̂13α β ε̂31 − µ̂13 β ω2µ̂11 − β ε̂33 β ω2µ̂12 + β ε̂33α

α ε̂32 − µ̂23α −α ε̂31 − µ̂23 β ω2µ̂21 +α ε̂33 β ω2µ̂22 −α ε̂33α

ε̂22 − 1
ω2αµ̂

33α −ε̂21 − 1
ω2αµ̂

33 β −ε̂23 β −αµ̂31 ε̂23α −αµ̂32

−ε̂12 − 1
ω2β µ̂

33α ε̂11 − 1
ω2β µ̂

33 β ε̂13 β − β µ̂31 −ε̂13α − β µ̂32

 .

(6.12)

6.3.2. In-Plane Anisotropy — Small Eigenproblem

The small discretized eigenvalue equations, Eqs. (5.13), which cover in-plane anisotropy of the ma-
terial tensors, then read

γ2

−Ẽ2

Ẽ1

 = F G

−Ẽ2

Ẽ1

 , (6.13a)

γ2

H̃1

H̃2

 = G F

H̃1

H̃2

 . (6.13b)

with discretized operators F and G obtained from the submatrices of operator A as defined in
Eq. (5.9).

Diagonal material tensors and isotropic material tensors reduce the complexity of the system oper-
ators F and G even further. The dedicated eigenproblems are straight forwardly deduced by setting
the respective components in Eq. (6.12) to zero. Appendix B.1 lists some more of those system
operators as implemented in our code.
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6.3. Eigenproblem

6.3.3. Numerical Solution

At this point, we would like to emphasize that our numerical implementation uses the lattice constant
a1 as normalization constant (cf. scaling factor a in Sec. 2.1.5).

The discretized eigenvalue equation is numerically solved with the routine zgeev from the Fortran
library LAPACK (Linear Algebra PACKage) [82], or the respective MKL (Math Kernel Library)
implementation [42] on Intel machines. This routine calculates the eigensolutions of non-symmetric
complex eigenproblems in double precision. The eigenproblem must be solved for each distinguish-
able layer separately.

In case of the large eigenproblem, where A is a square matrix of dimension 4M × 4M , the output of

the routine for the eigenproblem of layer l is the discretized eigenmode matrix M̃
(l)

corresponding
to Eq. (5.25), and a vector containing the associated eigenvalues γj . The output has to be sorted and

ordered into forward and backward modes resulting in the eigenmode matrices Ṽ
(l)±

(cf. Eq. (5.26)),
and the eigenvalues γ(l)±

j .

The output of the small discretized eigenproblem in layer l, where the combined matrix operators

give a square matrix of dimension 2M × 2M , is either the eigenmode matrix M̃
(l)
E for Eq. (6.13a),

or M̃
(l)
H for Eq. (6.13b) in analogy to the real-space matrices defined in equation Eq. (5.24). The

missing submatrix is then obtained from

M̃
(l)
H = γ(l)G(l)M̃

(l)
E , (6.14a)

or

M̃
(l)
E = γ(l)F(l)M̃

(l)
H , (6.14b)

respectively, where γ = diag[γ1, . . . , γM ] (cf. Eq. (5.19)). The discretized eigenmode matrix M̃
(l)

is then obtained similar to Eq. (5.23).

Consequently, the eigenmode matrix M̃
(l)

, which contains the expansion coefficients of all eigen-
modes as column vectors, is of size 4M × 2N̄ . M is the number of retained plane waves, which we
choose equal for each field component. Furthermore, we take the same selection of reciprocal lattice
vectors for each expansion. 2N̄ is the total number of eigensolutions provided by the diagonalization
of the eigenvalue problem. Because the eigenproblem is a square matrix, the eigenproblem provides
as many eigenmodes and associated eigenvalues as the dimension of matrix A. In the optimal case
we get N̄ = 2M forward modes and the same number of backward modes as already discussed in
Sec. 5.2.1.

An alternative to the full matrix diagonalization using LAPACK is the solution for a small finite
number of eigenmodes only. This is useful if one is not interested in scattering solutions but, for
example, in the determination of the guided eigenmodes of a waveguide structure. A library that
provides this functionality is ARPACK (ARnoldi PACKage) [83]. The algorithm is based on the
Arnoldi process called the Implicitly Restarted Arnoldi Method. It is most appropriate for large
sparse matrices. Unfortunately, the system matrix operators of the FMM are not sparse but dense.
Therefore, the performance gain is not very large. The efficiency with respect to the number of
calculated solutions is actually quite low. But if only a few eigenmodes are needed, the speedup is
roughly in the order of a factor of two to three.
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6. Fourier Modal Method

With the eigenmode matrices and the eigenvalues at hand for each layer, we can next apply the
scattering matrix algorithm to determine the unknown amplitudes u and d.

6.4. Scattering Matrix

In the Fourier modal method the matching of the transverse fields at layer interfaces is done using the

matching by basis functions introduced in Sec. 5.3.1. Since the eigenmode matrices M̃
(l)

are square,
the matrix inversion can be carried out using standard techniques provided by LAPACK — we use
routines zgetrf and zgetri [82], or the respective MKL implementation [42] on Intel machines.

The advantages of this matching method is that the fields match exactly everywhere on the planar
interface. Empirical studies done for the B-spline modal method (BMM) show that the S-matrix
algorithm with the basis function matching usually converges better2 than the pointwise matching
[53, 74]. However, it requires the same basis functions in each layer which also implies the same
coordinate meshes. In plain FMM the mesh is an equidistant Cartesian mesh necessary for efficient
discretization of the real-space unit cell using the FFT. This Cartesian mesh is naturally used in every
layer. Hence, the restriction is not important for plain FMM.

The disadvantage of the Cartesian mesh is that any non-grid-aligned structure is staircase approxi-
mated (cf. Fig. 7.1(a)). Furthermore, the number of sampling points Nfft must be carefully chosen,
such that the size of the structure is correctly represented [84].

These obstacles can be overcome with non-Cartesian meshes that are specifically adapted to the
structure. This extension to the FMM towards adaptive coordinates and adaptive spatial resolution
using coordinate transformations is topic of Chap. 7.

6.5. Field Sources

After the scattering matrix is calculated, the next step in the structure simulation is the specification
of the light source and thereby the amplitudes u and d in the source layer. We differentiate mainly
between three types of light sources: Plane waves incident from homogeneous semi-infinite half-
spaces, (guided) eigenmodes of a waveguide-like structure, and light emission from a dipole within
the structure.

6.5.1. Plane Waves

By design, the FMM is constructed to calculate stacked grating structures which give rise to multiple
diffraction (cf. Sec. 3.5). Hence, the usual application in the field of nanophotonics are structures
such as photonic crystals and metamaterials. They are almost perfectly suited to the requirements
the FMM poses. These structures are periodic and their lateral extent is usually sufficiently large
so that finite size effects are negligible and can be very well approximated by infinite periodicity.
In the propagation direction the structures are finite, as required, and often enclosed by layers of
homogeneous superstrate and substrate materials, e.g., air and silicon wavers. The typical light

2More precisely, pointwise matching with properly chosen matching points can give comparable convergence rates as
the basis function matching, but is is not easy to choose the “correct” matching points.

90



6.5. Field Sources

source for such setups is a plane wave with wave vector k = (α0, β0, γ0)T incident onto the structure
from one side under azimuthal angle Θ to the surface normal and polar angle Φ to the x1–axis. The
corresponding field expansion in the homogeneous half-spaces is given by the Rayleigh expansion3

introduced in Eqs. (3.46), with components of the incident wave vector given by

α0 = k cos
(
Φ
)

sin
(
Θ
)
, (6.15a)

β0 = k sin
(
Φ
)

sin
(
Θ
)
, (6.15b)

γ0 = k cos
(
Θ
)
, (6.15c)

where k is the wavenumber in the incoming half-space.

We distinguish between the polarization states of the incident plane wave, s-pol and p-pol (cf.
Sec. 2.4.3), which have in general different transmittance and reflectance spectra4. In the numer-
ical framework, however, we rather use the descriptions TE and TM, which correspond to s-pol and
p-pol for oblique incidence (Θ 6= 0), respectively. The incoming field polarizations are defined as

TE: Einc = E0


sin
(
Φ
)

− cos
(
Φ
)

0

 , Hinc = H0


cos
(
Φ
)

cos
(
Θ
)

sin
(
Φ
)

cos
(
Θ
)

− sin
(
Θ
)

 , (6.16a)

TM: Einc = E0


cos
(
Φ
)

cos
(
Θ
)

sin
(
Φ
)

cos
(
Θ
)

− sin
(
Θ
)

 , Hinc = H0


− sin

(
Φ
)

cos
(
Φ
)

0

 . (6.16b)

The reason for this naming is that in the case of normal incidence, Θ = 0, s-pol and p-pol are not
defined anymore, but TE and TM are still meaningful with respect to Eq. (6.16), because in TE
(TM) polarization the E (H) field is entirely in the transverse x1-x2-plane.

The eigenmode amplitudes are obtained in a simple fashion: We set dL = 0 and all entries of u1

equally to zero, except u(1)
m = 1 where m = {m1,m2} = {0, 0} is the index corresponding to the

zeroth diffraction order.

6.5.2. Guided Eigenmodes

A second light source, often used in waveguide applications, is the excitation of an eigenmode of
the structured first layer. The scattering matrix then couples the eigenmodes, and the transmitted
and reflected fields are not separated by the Bragg orders of diffraction into homogeneous layers
anymore, but by the eigenmodes — guided or not-guided — of the respective input layer (1) and
output layer (L). The necessary task is to find index m of the desired mode and set the respective
eigenmode amplitude u(1)

m = 1. Depending on the system, this can be a difficult task which is
discussed in further detail in Chap. 8.

3The Rayleigh expansion is the eigenmode expansion for homogeneous layers, since the eigenmodes of those layers are
plane waves.

4Unless the structure is symmetric.
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6. Fourier Modal Method

The periodic boundary conditions inherent to the method, of course, lead to a periodic arrangement
of the waveguides, too. Still, guided eigenmodes may often be represented quite well, if one chooses
the lattice spacing sufficiently large, because their fields decay exponentially. However, leaky modes
and radiation modes which occur in open systems are replaced by Bloch modes in the eigenmode
spectrum. Furthermore, as soon as scattering comes into play, there is undesired crosstalk between
the modes, and the results are contaminated by lattice effects. To avoid these shortcomings we
introduce open boundary conditions as an extension for the FMM in Sec. 7.2.

6.5.3. Dipoles

Instead of illuminating the structure from the outside, we can also simulate a dipole source inside
the structure and calculate the emitted fields in the first and last layer or within the structure. The
procedure is extensively discussed in the master’s theses of Klock and Lutz [59, 85]. Here, we only
give a brief introduction and shortly mention the limits.

The core idea involves two steps. First, the dipole situated at point r0 = (r‖0, x
3
0)T can be represented

by a (free) charge current density

j(r) = j0 δ(r
‖ − r‖0) δ(x3 − x3

0) = p δ(x3 − x3
0) (6.17)

in the unit cell, with a constant vector j0 determining strength and orientation of the dipole. Similar to
the fields, the current density is expanded into a Floquet-Fourier series with Fourier coefficient given
by the two-dimensional lattice Fourier transform of the periodically continued real-space current
density. From Eq. (3.18) we obtain

j̃ρm =
1

a1a2

a1∫
0

dx1

a2∫
0

dx2

 ∞∑
n=1

jρ(r−Rn)

 e−i Gm·r‖ =
jρ0
a1a2

e−iGmr
‖
0 δ(x3 − x3

0) . (6.18)

As usual, the coefficients can be represented by a truncated Fourier vector

j̃
ρ

= p̃ρ δ(x3 − x3
0) . (6.19)

Second, the source is incorporated into the scattering matrix algorithm via a modification of the con-
tinuity conditions, Eq. (5.37). This modification can be derived from Maxwell’s equations including
sources. Here, we skip some steps. For this to work, we must introduce an additional interface at
position x3

0. Let us assume the layers left and right of this new interface are layers (l) and (l + 1),
respectively. Hence, in truncated reciprocal space the modified continuity condition reads

M(l)(x1, x2)

u
(l)
−

d
(l)
−

 − M(l+1)(x1, x2)

u
(l+1)
+

d
(l+1)
+

 !
=


β ε̂33 p̃3

−α ε̂33 p̃3

−p̃2

p̃1

 . (6.20)

The artificial interface splits the whole structure into two parts described by the S-matricesul

d1

 = S(1, l)

u1

dl

 , and

 uL

dl+1

 = Ŝ(l + 1, L)

ul+1

dL

 . (6.21)
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Starting from Eq. (6.20) and assuming u1 = dL = 0, it is possible to derive consistently ampli-
tudes ul+1 and dl, which incorporate multiple scattering from both structure parts. Taking them as
input amplitude for the scattering matrix of the respective subsystem, the two subsystems can be
treated independently and can be solved for all desired quantities as described in Sec. 5.3. For in-
stance, the amplitudes of the emitted light in the first and last layer are obtained as d1 = S22dl and
uL = Ŝ11ul+1, respectively.

The described charge current density is lattice periodic which means that we actually simulate a
dipole in each unit cell which are all radiating coherently. Alternatively, it is possible to simulate
only a single source in the whole structure by use of charge current Fourier vectors that are shifted
by a lateral k‖-vector

j̃
ρ
(k‖, x3) = p̃ρ(k‖) δ(x3 − x3

0) . (6.22)

The calculation from above must be repeated for a sufficient number of sampling points in the first
BZ, and the calculated fields E(r,k‖) and H(r,k‖) at every point of interest are finally integrated
over k‖ in order to obtain the real-space electromagnetic fields of a single source in an infinite pe-
riodic structure. This procedure can be interpreted as follows: Due to the modification, the current
density remains (Bloch-) periodic, but every lattice site gains an additional phase eik‖Rn . The in-
tegration over the BZ superposes the emissions such that they destructively interfere and only the
emission of a single dipole source remains.

It is necessary to comment on the performance of dipole sources. At the origin of dipole sources,
the fields diverge. This is not very nicely representable with a finite Fourier series. Especially in
a two-dimensional lattice (three-dimensional problem) the limited number of plane waves that can
be used in the simulation is often not high enough to get converged results. Unfortunately, empiric
studies indicate that the simulation of the single point source with the additional two-dimensional
integration over the first BZ is far beyond the scope of what is reasonably achievable under these
circumstances. However, a promising ansatz to increase the convergence performance is the use of
adaptive meshes as presented in Chap. 7.

6.6. Transmittance and Reflectance

Transmittance T and reflectance R are defined as

T =
Ptrans

Pinc
and R =

Prefl

Pinc
, (6.23)

which are the portions of power P carried by the electromagnetic fields which reach the respective
sides of the structure traveling forward and backward, respectively, in relation to the power carried
by the incident field. Since the structures we consider are infinitely extended in the lateral plane
and periodic, it seems reasonable to consider only the part of the transported power which travels
orthogonal to the structure’s surfaces. The power flux of harmonic solutions is given by the time
averaged Poynting vector which has been introduced in Eq. (2.23) and for curvilinear coordinate
systems in Eq. (2.91). According to our considerations above, we are interested in its x3-component
(z-component) integrated over the unit cell

P =

∫
UC

dA S3(r, ω) =
1

2

∫
UC

dA Re
((

E(r, ω)×H∗(r, ω)
)
· x̂3
)
. (6.24)
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Figure 6.1.: Dipole source emission pattern calculated with the FMM. Out of plane (y-) oriented
dipole within a PC slab waveguide (white mark). The emission frequency is chosen
within the bandgap of the PC. The unit cell is isolated with absorbing boundaries
(cf. Sec. 7.2). Picture from Ref. [59].

This relation is very familiar from the mode orthogonality conditions, Eqs. (4.26), in the case of the
reciprocity theorem with conjugated fields, Eq. (4.15). We recall that the orthogonality conditions
with the fields’ conjugated form are only valid for systems with real material parameters. We can
make use of the orthogonality relations for such systems by considering the fields’ eigenmode ex-
pansions (cf. Eq. (5.17) and Eq. (5.18), or Eq. (5.20)). For the illustration, we pick the transmitted
fields which are given by the forward terms in layer L with amplitudes u(L)

m

Ptrans(ω) =
1

2

∫
UC

dA Re

((∑
j

u
(L)
j E

(L)
j (r, ω)×

∑
k

u
∗(L)
k H

∗(L)
k (r, ω)

)
· x̂3

)

=
1

2
Re

(∑
j,k

u
(L)
j u

∗(L)
k

∫
UC

dA
(
E

(L)
j (r, ω)×H

∗(L)
k (r, ω)

)
· x̂3

︸ ︷︷ ︸
δjk

)

=
1

2

∑
j

|u(L)
j |

2 =
∑
j

Ptrans,j , (6.25a)

where we assumed normalized eigenmodes. In the same way we can calculate the reflected power

Prefl(ω) =
1

2

∑
j

|d(1)
j |

2 =
∑
j

Prefl,j , (6.25b)

and the incoming power

Pinc(ω) =
1

2

∑
j

|u(1)
j |

2 , (6.25c)
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per unit cell in the first layer. This definition is valid for all kind of eigenmodes in the first and last
layer, no matter whether they are plane wave solutions of the Rayleigh expansion in homogeneous
half-spaces, or eigenmodes of structured input and output regions, as long as the layers consist of
materials with real parameters. As a consequence, we can also define a transmittance and reflectance
into the j-th eigenmode by

Tj =
Ptrans,j

Pinc
and Rj =

Prefl,j

Pinc
. (6.26)

The sum over the transmittance and reflectance into the distinct eigenmodes must be
∑

j Tj+Rj = 1
because of energy conservation if the structure is non-absorbing as well. In case of homogeneous
input and output regions the j-th mode corresponds to the m-th Bragg order. Please note that the
derivation was carried out independent of the used coordinate system.

However, if the layers involve complex material parameters, the mode orthonormality condition used
in Eq. (6.25a) is not applicable anymore. Hence, Eq. (6.24) leads for the transmitted power to

Ptrans(ω) =
1

2
Re

(∑
j,k

uju
∗
k

∫
UC

dA
(
Ej(r, ω)×H∗k(r, ω)

)
· x̂3

)

=
1

2
Re

(∑
j,k

uju
∗
k

∫
UC

dA
1√
g(r)

(
E1,jH

∗
2,k − E2,jH

∗
1,k

))
. (6.27)

Here, from first to second line, we used the definition of the covariant cross product (cf. Eq. (2.68)
and Eq. (2.80)). Next, we use that in case of x3 = x̄3 = z we get dA√

g = dx1dx2. Again, we
conveniently leave out the layer labels for brevity. Substituting the plane wave expansion of the
forward traveling eigenmodes in layer L

E+
ρ,j(x

1, x2, x3) =
∑
m

Ẽρ,m,j e
+iαm1x

1+iβm2x
2
e+iγj(x

3−x3
L−1) , (6.28a)

H∗+ρ,k(x1, x2, x3) =
∑
n

H̃∗ρ,m,k e
−iα∗n1

x1−iβn2x
2

e−iγ∗k(x3−x3
L−1) , (6.28b)

into Eq. (6.27), and using the orthonormality relation Eq. (6.2) in order to get rid of the integral over
the exponential terms, we end up with

Ptrans(ω) =
1

2
Re

(∑
j,k

uju
∗
k

∑
m

(
E1,m,jH

∗
2,m,k − E2,m,jH

∗
1,m,k

)
︸ ︷︷ ︸

Sjk

ei(γj−γ∗k)x3

)

=
∑
j

1

2
|uj |2 Re(Sjj)︸ ︷︷ ︸

Transmittance into
j-th mode Ptrans,j

e−2Im(γj)x
3

+
1

2
Re

(∑
j

∑
k 6=j

uju
∗
k Sjk e

i(γj−γ∗k)x3

)
︸ ︷︷ ︸

Interference

. (6.29)

Similar expressions are obtained for the reflected and incident fields. For the guided modes we
can define a transmittance and reflectance as in Eq. (6.26). Please note that, different to the case
of purely non-absorbing materials above, the obtained expression contains terms which describe the
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interference between eigenmodes. These interference terms can provide negative contributions to the
overall power. Hence, the sum over transmittance and reflectance into the modes

∑
j Tj+Rj 6= 1 and

can even be larger than 1. This means that transmittance (reflectance) into the modes does not have
the same physical meaning as the total transmittance (reflectance). Nevertheless, these quantities are
useful in many cases, since the deviations from the non-absorbing case with perfect orthonormality of
the modes is rather small. We would like to remark that as soon as absorbing materials are involved,
the total transmittance and reflectance T +R < 1 do not sum up to one anymore.

6.7. Field Reconstruction

The reconstruction of the fields is a task that must be performed for each layer l of the system sepa-
rately. If the amplitudes u(l) and d(l) have been obtained from the scattering matrix (cf. Sec. 5.3.7),
the field Fourier vector Ṽ is given by the analog of Eq. (5.22) in Fourier space

Ṽ
(l)

(x3) = M̃
(l)

Φ(l)(x3)

u(l)

d(l)


︸ ︷︷ ︸

rephased amplitudes

=
(
−Ẽ(l)

2 (x3), Ẽ
(l)
1 (x3), H̃

(l)
1 (x3), H̃

(l)
2 (x3)

)T
(6.30)

for both the large and small eigenproblem, where vector Ṽ
(l)

contains all 4M phased Fourier coeffi-
cients of the four transverse field components at coordinate x3.

The corresponding longitudinal components are calculated from the discretized version of Eqs. (5.5)

H̃
(l)
3 (x3) = U

(l)
H Ṽ

(l)
(x3) with U

(l)
H =

(
− 1

ω2
µ̂33α ,− 1

ω2
µ̂33 β ,−µ̂31 ,−µ̂32

)
, (6.31a)

Ẽ
(l)
3 (x3) = U

(l)
E Ṽ

(l)
(x3) with U

(l)
E =

(
ε̂32 ,−ε̂31 ,+ε̂33 β ,−ε̂33α

)
. (6.31b)

In the small eigenproblem case matrices ε̂31 , ε̂32 , µ̂31 , and µ̂32 vanish. Hence, with Eqs. (6.30)
and Eqs. (6.31), the Fourier coefficients of all six field components are at hand. There are several
ways to calculate the real-space electromagnetic fields from these coefficients. They are introduced
in the following.

6.7.1. Fourier Series

The evident way for the real-space field reconstruction is the calculation of the truncated Fourier
series, Eq. (6.4), for specific lateral coordinates r‖ = (x1, x2). This is the way of choice as long
as the number of requested lateral coordinates or the number of plane waves is small, because the
method is easy but cumbersome.

6.7.2. Inverse Fourier Transform

The fastest way to get the field distribution in the whole unit cell or for a large number of coordinates
is the inverse Fast Fourier Transform (iFFT), which is similar to a FFT on the Fourier coefficients, but
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with a positive exponential and without the factor 1/Nfft in the underlying equation (cf. Eq. (3.22)).
As the FFT, the iFFT we use is provided by the open source C subroutine library FFTW [40, 41],
and on Intel machines by the routines of the Intel Math Kernel Library [42]. They are available for
transformations in one and two dimensions.

The drawback of this method is that the fields are only calculated on a regular grid with equidistant
spacing ∆1 and ∆2 in both dimensions. The spacing can be chosen by the number of sampling points
Nfft in the respective direction (cf. Eqs. (3.21)). The transformation is on a matrix of the Fourier
coefficients f̃m ordered in a particular way. Matrix entries with no corresponding coefficients are
set to zero. Lake for all truncated Fourier series, the obtained field distributions feature small spatial
oscillations with a wavelength corresponding to the highest non-zero Fourier order (similar as for
the reconstructed permittivity which is illustrated in Fig. 6.2(b)). Noticable are in particular field
overshoots at material discontinuities, where field components are either discontinuous as well or
have at least discontinuous dervatives. This ringing is an expression of Gibbs’s phenomenon (cf.
Sec. 3.4.3).

6.7.3. Singular Fourier Pade

A rather innovative approach for the field reconstruction is the application of a singular Fourier-Padé
(SFP) approximation as described by Driscoll and Fornberg [86].

Discontinuities in the field distributions or their derivatives — as they occur at material interfaces —
cause Gibbs’ phenomenon. Consequently, the truncated Fourier series fails to converge at such jump
positions. The core idea of the SFP approximation is to use information about the jump locations to
increase the convergence rate. Instead of calculating the Fourier series, the method uses the Fourier
coefficients to derive a polynomial approximation to the exact function. This process is essentially
broken down to the solution of a linear system for the polynomials’ coefficients.

The truncated one-dimensional Fourier series (cf. Eq. (3.17)) can be rewritten into Laurent expan-
sions

f(x) =

+Mp∑
k=−Mp

f̃k e
ik 2π

a
x z=ei

2π
a x−−−−−→ f(z) =

Mp∑
k=0

f̃k z
k +

Mp∑
k=0

f̃−k z
−k = f+(z) + f−(z−1) ,

(6.32)
where the zeroth coefficient is halfed and distributed between the two sums. The truncated Taylor
polynomials f+ and f− are replaced by Padé polynomials p+(z), q+(z), p−(z), q−(z), each of
degree Np/2, such that

p±(z)− q±(z)f±(z) = O(zNp+1) for z → 0 . (6.33)

Polynomials that fulfill Eq. (6.33) give rise to the Fourier-Padé approximation of function f , which
is given by

f(x) ≈ p+(ei 2π
a
x)

q+(ei 2π
a
x)

+
p−(e−i 2π

a
x)

q−(e−i 2π
a
x)
. (6.34)

Driscoll and Fornberg show that jump discontinuities in f(x) lead to logarithmic singularities in f±

which are not well representable with Padé polynomials. Therefore, these logarithmic singularities
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are explicitly incorporated into the Fourier-Padé approximant, Eq. (6.34). If jump discontinuities
occur at positions z1, . . . , zs, the new SFP approximant is given by

f(x) = f+
(
z(x)

)
+ f−

(
z−1(x)

)
, (6.35a)

with

f±(z) =
p±(z)

q±(z)
+
r±1 (z)

q±(z)
log

(
1− z

z±1
1

)
+ . . .+

r±s (z)

q±(z)
log

(
1− z

z±1
s

)
+O(zNp+1) . (6.35b)

In order to make the coefficients well-determined, the orders of the polynomials denoted by np, nq,
and nri with i = 1, . . . , s (nr =

∑s
i=1 nri), respectively, must sum up to Np − 1.

For the one-dimensional SFP there exists the MATLAB function padelog written by Driscoll [87]
which calculates the polynomial coefficients from the Fourier coefficients and the coordinates of the
jump locations. Since we need two-dimensional field reconstructions, we worked on the application
of the procedure to two-dimensional problems. Our ansatz is the successive application of one-
dimensional reconstructions in x1 and x2 directions. The exemplary studies depicted in Fig. 6.2 show
the improved permittivity reconstruction using SFP in comparison to iFFT for a square waveguide
structure. These results demonstrate the significant potential of the SFP reconstruction.

However, a crucial issue is the automatic detection of the jump locations, considering that the SFP is
designed for exact Fourier coefficients, but we have only approximated aliased Fourier coefficients
available on a discretized grid. Hence, the numerical jump coordinates can only be determined with a
deviation in the order of the sampling interval ∆ (cf. Eq. (3.21b)). We noticed in our studies that the
error of the reconstructed functions is very sensitive to small deviations between the jump location
encoded in the truncated Fourier series and the automatically detected positions. This sometimes
leads to artifacts at material interfaces whose magnitude can become comparable to the deviations
of the truncated Fourier series. A different number of Fourier coefficients can already improve the
situation. Still, such deviations occur only at misplaced jumps. Everywhere else, the SFP converges
much faster and lacks the oscillations inherent to Fourier series and iFFT.

Due to these obstacles, we could not establish a reliable field reconstruction routine for our numerical
framework in the course of this work. This is a task which remains for future development.

6.8. Symmetry Reduction

As discussed in Chap. 5, the basic principle of modal methods is to expand the electromagnetic fields
Ψ of a layer into its eigenmodes Ψj (cf. Eq. (5.1)). These eigenmodes are solutions of Maxwell’s
equations for a given frequency ω and the layer’s permittivity ε(r) and permeability µ(r) defining
the layer’s structure. If this structure is invariant under the application of a certain set of symmetry
operations — like rotations or mirror reflections — it suggests itself that the eigenmodes Ψj of this
structure inherit these symmetry properties as well.

The idea of symmetry reduction is to use the symmetry properties of the investigated layer to reduce
the number of unknown Fourier coefficients Nep in the discretized eigenvalue problems,5 Eq. (6.11)

5Large eigenproblem: Nep = 4M , small eigenproblem: Nep = 2M .
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and Eqs. (6.13). Since any (dense) eigenproblem asymptotically scales with O(N3
ep) with respect

to the number of operations necessary for its diagonalization, a significant reduction of unknowns
leads to a considerable improvement in the computational performance. The obtained results are
fully equivalent to the solutions of the full problem, because only redundant information is cropped.

In the FMM, the symmetry of a (periodic) structure splits into two parts: the symmetry of the lat-
tice and the symmetry of the structure pattern within the unit cell. However, due to the numerical
discretization, there is a third aspect that needs to be considered: the symmetry of the mesh (cf.

Figure 6.2.: Reconstruction of a square permittivity distribution within the unit cell (color
coded). The Fourier coefficients were obtained with a FFT with Nfft = 1024 sam-
pling points per direction. The plots have 1000 points per dimension. (a) Original
function ε(x1, x2). (b) Reconstruction by an inverse FFT with 41 × 41 = 1681
retained Fourier coefficients. (c) Reconstruction with SFP from the same Fourier
coefficients as in (b). Panels (a)-(c) share the same color scale. (d) Comparison
between iFFT (blue) and SFP (green) along the cut x1 = 0.426.
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Plane point group Symmetry operations

C1 ê

Cs ê, σ̂v
C2 ê, ĉ2

C2v ê, ĉ2, σ̂v, σ̂d
C3 ê, ĉ1

3, ĉ2
3

C3v ê, ĉ1
3, ĉ2

3, σ̂b, σ̂d, σ̂f
C4 ê, ĉ1

4, ĉ3
4, ĉ2

C4v ê, ĉ1
4, ĉ3

4, ĉ2, σ̂vx, σ̂vy, σ̂dx, σ̂dy
C6 ê, ĉ1

6, ĉ5
6, ĉ1

3, ĉ2
3, ĉ2

C6v ê, ĉ1
6, ĉ5

6, ĉ1
3, ĉ2

3, ĉ2, σ̂vx, σ̂vA, σ̂vB , σ̂dy, σ̂dC , σ̂dD

Table 6.1.: Plane point groups and their symmetry operations [88].

Sec. 3.4.2). Hence, the symmetry of the problem is the common symmetry of lattice, structure pat-
tern, and mesh. As we will remark later on, there is a fourth dependence: the k-vector of the incident
field, which can influence the symmetry of the k-space. However, in this work we only consider
normal incidence, such that the symmetry of real-space lattice and reciprocal lattice accord.

In practice, the symmetry properties of the layer are mostly determined by the symmetry of the
structure pattern in the unit cell. This is because lattice and mesh in the standard FMM are usually
closely connected. The former is often a tetragonal or orthorhombic lattice where the lattice vectors
are mutually orthogonal, and the latter is a simple Cartesian grid.6 A considerable deviation from
this close connection possibly comes into play when curvilinear coordinate systems and coordinate
transformations are used as will be the case in Chap. 7.

Bai and Li proposed an elegant way to approach symmetry reduction in the FMM by group theoretic
considerations [88]. In Sec. 6.8.1, we will only briefly introduce the basics in order to give a foun-
dation for the application of the symmetry reduction to FMM problems. For a comprehensive but
still slender introduction into the general topic of group theory we recommend Ref. [89]. Here, we
restrict the treatment to a detailed exemplary incorporation of the C2v-symmetry into the FMM.

6.8.1. Basics

We assume the structure of the layer to have the symmetry in the x1-x2-plane described by the plane
point group G{g1, g2, . . . , gNs} with Ns symmetry operators gn. Table 6.1 gives an overview of
plane point groups and their symmetry operators. The first group element g1 = ê is the identity. The
operators ĉp describe a rotation with rotation axis along x3 (normal to the plane of periodicity) and

6Historically, lattices with non-orthogonal in-plane lattice vectors, e.g., monoclinic or hexagonal, were treated separately
with skew regular equidistant meshes. We did not include the corresponding modified eigenproblems in our consider-
ations, because these problems are nowadays easily treated with the coordinate transformation techniques which will
be introduced in Chap. 7. Then, the problem reduces to the mentioned orthogonal lattices in the transformed space
with unit cell discretizations on the Cartesian mesh.
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rotation angle 2π
p . Mirror reflection operations are denoted by σ̂, where the subscript label indicates

the mirror plane which always includes the x3 axis.

The matrix representation of symmetry group G in three-dimensional real-space R3 is given by the
set of 3× 3 matrices {M(gn) = Mn : n = 1, . . . , Ns} corresponding to the linear operators D̂(gn)
of group elements gn. These matrices transform position vectors r into symmetrical vectors

r′ = D̂(gn) r = Mnr . (6.36)

Any (electromagnetic) vector field Ψ(r) complies with the symmetry of group G if for all symmetry
operations gn ∈ G the relation

D̂(gn) Ψ(r) = Mn Ψ
(
M−1

n r
)

!
= Ψ(r) , (6.37a)

and all pseudo vector fields Ψ′(r) the similar relation

D̂(gn) Ψ′(r) = det(Mn) Mn Ψ′
(
M−1

n r
)

!
= Ψ′(r) (6.37b)

holds true, where M−1
n denotes the inverse operation. The equivalent relation for tensor quantities is

D̂(gn) ε(r) = MT
n ε
(
M−1

n r
)

Mn
!

= ε(r) , (6.38)

here at the example of the permittivity tensor.

Representations of the symmetry group are closely connected to a basis of the vector space they are
representing in. In the above example the vector space is the three-dimensional Euclidean space R3

described by the basis vectors eρ of the chosen coordinate system.

Similar as in Euclidean space, the representation of the symmetry group in a field vector space is
given by a set of Nf × Nf matrix operators T(gn) = Tn. The linear dependence of the basis
functions Ψi under the symmetry operation,

D̂(gn)Ψi(r) =

Nf∑
j=1

Tji(gn) Ψj(r) , (6.39)

define the matrix elements of Tn.

So far we picked an arbitrary basis for this vector space. However, if it is possible by similarity
transformations7 to obtain a block diagonal form of Tn, it is called reducible. If the representations
are not further reducible, and all of them have the same form

Tn =


T

(1)
n

T
(2)
n

. . .

T
(s)
n

 =
s⊕

k=1

T(k)
n , (6.40)

7A similarity transformation is defined as T′n = B Tn B−1 with non-singular square matrix B.
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they are called irreducible. The corresponding basis is the canonical basis. As can be seen in
Eq. (6.40), Tn can then be written as direct sum of invariant subspaces Ldk of dimensionality dk
represented by the unitary block matrices T

(s)
n . These block matrices are called irreducible repre-

sentations of group G. As a consequence, the coupling between the basis states is weakened to the
lowest possible degree in the canonical basis.

Combining Eq. (6.37) and Eq. (6.39), we derive a fundamental equation for the canonical basis
vectors Ψ[i]:

Mn Ψ[i]
(
M−1

n r
)

=

Nf∑
j=1

(
Tn

)
ji

Ψ[j](r) . (6.41)

The block diagonal form of Tn in the canonical basis greatly simplifies this relation. It can be
shown that the irreducible representations of the (plane) point groups are always of dimensionality
1 ≤ dk ≤ 2.

In order to obtain the eigenmodes of a certain symmetry, we evaluate Eq. (6.41) and deduce rela-
tions for the field’s Fourier coefficients. These relations are used to modify the eigenproblem and
especially reduce its size.

For the evaluation of Eq. (6.41) and the deduction of symmetry relations for the Fourier coefficients
we need the irreducible representations of the symmetry group. Fortunately, they are unambiguously
determined by the corresponding character table which can be found in many handbooks of group
theory, e.g., Ref. [90]. The character tables list the characters χ of all irreducible representations.
The characters of the matrices are given by their traces

χ(k)(gn) = Tr(T(k)
n ) =

∑
i

(
T(k)
n

)
ii
, (6.42)

which are invariant under similarity transformations and, therefore, characteristic for the representa-
tion in the linear vector space.

6.8.2. C2v Symmetry in Detail

We choose the C2v-symmetry [91] for a detailed description of the procedure to obtain the symmetry
reduced eigenproblem, because we can apply it to our investigated waveguide systems in Chap. 8.
The scheme for the reduction of computational effort for other symmetries is similar to the C2v case.
They have been discussed in literature, i.e., in Refs. [92–95].

The C2v symmetry group consists of the symmetry operations {ê, ĉ2, σ̂v, σ̂d} (cf. Tab. 6.1). The ma-
trix representations of the group members Mn in three-dimensional position space with a Cartesian
coordinate system are deduced from Eq. (6.36).

We start with the identity operation ê, which is easily written down as the 3× 3 identity matrix

M1 = M(ê) =


1 0 0

0 1 0

0 0 1

 , (6.43a)
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and maps the coordinates onto themselves. Next, the ĉ2 rotation operation maps coordinates
x1 → −x1 and x2 → −x2. Thus, the appropriate matrix representation is

M2 = M(ĉ2) =


−1 0 0

0 −1 0

0 0 1

 . (6.43b)

A particularity comes into play when we consider reflection operations σ̂v = σ̂x at the axis x = x1,
and σ̂d = σ̂y at the axis y = x2. The reflections of a vector (i.e., r and E) and a pseudo-vector (i.e.,H)
must be distinguished. The σ̂x operation changes component x2 → −x2 of a vector. The reflection
of a pseudo-vector leads to an additional over-all sign flip due to the determinate in Eq. (6.37b).
Hence, the matrix representations of D̂(σ̂x) are

M3 =



Mnv(σ̂x) =


1 0 0

0 −1 0

0 0 1

 for r and E, and

Mpv(σ̂x) =


−1 0 0

0 1 0

0 0 −1

 for H.

(6.43c)

Similarly, the σ̂y operation changes component x1 → −x1 of a vector, and its matrix representations
read

M4 =



Mnv(σ̂y) =


−1 0 0

0 1 0

0 0 1

 for r and E, and

Mpv(σ̂y) =


1 0 0

0 −1 0

0 0 −1

 for H.

(6.43d)

Thus, we obtained the necessary real-space representations of symmetryC2v. Notice that all matrices
are self-inverse, i.e., Mn = M−1

n .

What remains to be defined in order to solve Eq. (6.41) are the irreducible representations T
(k)
n of

the group. To this end, we have a look at the character table of the C2v symmetry group, Tab. 6.2.
We notice that the group has four (inequivalent) irreducible representations (Ns = 4) each of order
dk = 1. Consequently, the T(k) are all 1 × 1 matrices with the character χ(k)

n as single element.
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χ
(k)
n ê ĉ2 σ̂x σ̂y

T(1) 1 1 1 1

T(2) 1 1 -1 -1

T(3) 1 -1 -1 1

T(4) 1 -1 1 -1

Table 6.2.: Character table of the C2v symmetry group [91].

Following from the direct sum in Eq. (6.40), the representations in the field vector space with respect
to the canonical basis are then given by matrices

T(ê) =


1 0 0 0

0 1 0 0

0 0 1 0

0 0 0 1

 , T(σ̂x) =


1 0 0 0

0 −1 0 0

0 0 −1 0

0 0 0 1

 ,

T(ĉ2) =


1 0 0 0

0 1 0 0

0 0 −1 0

0 0 0 −1

 , T(σ̂y) =


1 0 0 0

0 −1 0 0

0 0 1 0

0 0 0 −1

 . (6.44)

With these matrices, we have all ingredients to evaluate Eq. (6.41). Note, that the matrices are
diagonal and, hence, the modes of a certain symmetry class do not mix with modes of another.

Let us now examine the case n = 2, i = 3 for the magnetic field H, for instance. The position vector
argument on the left hand side of Eq. (6.41) becomes

r′ = M−1
2 r =


−1 0 0

0 −1 0

0 0 1



x

y

z

 =


−x
−y
z

 . (6.45)

And we get for the whole equation

M2 H[3](r′) =
4∑
j=1

(
T2

)
j3

Ψ[j](r)

= 0 ·H[1](r) + 0 ·H[2](r) + (−1) ·H[3](r) + 0 ·H[4](r)
−1 0 0

0 −1 0

0 0 1



H

[3]
x

H
[3]
y

H
[3]
z

 (r′) = (−1) ·


H

[3]
x

H
[3]
y

H
[3]
z

 (r) . (6.46)
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(x,y) (-x,-y) (x,-y) (-x,y) (x,y) (-x,-y) (x,-y) (-x,y)

E
[1]
x H

[1]
x – – + – – + E

[2]
x H

[2]
x – – – + + –

E
[1]
y H

[1]
y – – – + + – E

[2]
y H

[2]
y – – + – – +

E
[1]
z H

[1]
z + + + – + – E

[2]
z H

[2]
z + + – + – +

(m1,m2) (-m1,-m2) (m1,-m2) (-m1,m2) (m1,m2) (-m1,-m2) (m1,-m2) (-m1,m2)

(x,y) (-x,-y) (x,-y) (-x,y) (x,y) (-x,-y) (x,-y) (-x,y)

E
[3]
x H

[3]
x + + – + – + E

[4]
x H

[4]
x + + + – + –

E
[3]
y H

[3]
y + + + – + – E

[4]
y H

[4]
y + + – + – +

E
[3]
z H

[3]
z – – – + + – E

[4]
z H

[4]
z – – + – – +

(m1,m2) (-m1,-m2) (m1,-m2) (-m1,m2) (m1,m2) (-m1,-m2) (m1,-m2) (-m1,m2)

Table 6.3.: Sign tables for the four C2v symmetry modes. Explanation see text.

From that, we deduce the following three symmetry relations between the field components of the
magnetic field:

H [3]
x (−x,−y) = +H [3]

x (x, y) , (6.47a)

H [3]
y (−x,−y) = +H [3]

y (x, y) , (6.47b)

H [3]
z (−x,−y) = −H [3]

z (x, y) . (6.47c)

Repeating this procedure for n = 3 and n = 4 (n = 1 is the identity relation) we get three more
relations each, resulting in

H [3]
x (x, y) = +H [3]

x (−x,−y) = +H [3]
x (x,−y) = +H [3]

x (−x, y) , (6.48a)

H [3]
y (x, y) = +H [3]

y (−x,−y) = −H [3]
y (x,−y) = −H [3]

y (−x, y) , (6.48b)

H [3]
z (x, y) = −H [3]

z (−x,−y) = +H [3]
z (x,−y) = −H [3]

z (−x, y) . (6.48c)

Similarly, we must repeat this procedure for the electric field and, in turn, the whole procedure for
all other symmetry modes i = 1, 2, 4, as well.

The relations we obtain only differ in sign. We schematically listed these relations, or more precisely
their signs, in Tab. 6.3. The symmetry relations of Eq. (6.48) are condensed in the lower left table
with red symbols for the H-field components, for example. The signs of the electric field components
are denoted with black symbols. To illustrate these rather unintuitive relations for each symmetry
mode, we schematically depicted the field vectors, projected onto the x-y-plane, as arrows in Fig. 6.3.
Filled (open) arrows mean a positive (negative) z-component. Blue arrows correspond to electric and
red arrows to magnetic fields.

So far, we obtained the symmetry relations for the real-space fields, but for the reduction of the
discretized eigenproblem we need the symmetry relations for the corresponding Fourier coefficients.
In principle the symmetry relations also hold in k-space, at least as long as the reciprocal lattice
reflects the same symmetry. The reciprocal lattice itself always possesses this symmetry because
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6. Fourier Modal Method

Figure 6.3.: Schematic illustration of the four C2v symmetry modes in real-space. Depicted
by the arrows are the projections of the fields into the x-y-plane. Blue (red) ar-
rows correspond to electric (magnetic) fields. Filled (open) arrows mean a positive
(negative) z-component.

it inherits it by construction from the direct lattice. However, the reciprocal lattice is in general
displaced from the origin by the transverse part of the incoming light’s wave vector. There are a few
mountings of the incident wave, when the symmetry is restored — called Lithrow mountings. This
occurs when the in-plane wave vector components α0 and β0 of the incoming wave (cf. Eq. (3.44))
are either integer or half-integer multiples of the reciprocal lattice vectors. Still, in these cases the
incident field must first be symmetrized by an expansion into its canonical basis as discussed above.
For a detailed discussion we refer the reader to Ref. [91]. Here, we restrict our considerations to
the case of normal incidence, where the symmetry of the reciprocal lattice is evident — waveguide
eigenmodes have no in-plane wave vector components as their propagation direction is along the
fiber axis.

We examine the real-space symmetry relation H [3]
x (x, y) = +H

[3]
x (−x,−y). Expanding both sides

in a truncated Floquet-Fourier series (cf. Eq. (6.4)) we obtain

M∑
m=1

H̃[3]
x,m ei(αm1x+βm2y) = +

M∑
n=1

H̃[3]
x,n e

i(−αn1x−βn2y)

= +

M∑
n=1

H̃[3]
x,n e

i(α−n1x+β−n2y) . (6.49)
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A comparison of Fourier coefficients leads to their symmetry relation

H̃[3]
x,m1m2

= +H̃
[3]
x,−m1−m2

, (6.50)

which has the same sign as the symmetry relation of the real-space fields. This also holds true for all
other symmetry relations, and we can use Tab. 6.3 for the Fourier coefficients considering the column
labels in the bottom lines, as well. Furthermore, we can deduce that some Fourier coefficients on the
axes must be zero, e.g.,

E[1]
x,m1m2

= −E[1]
x,−m1m2

m1=0−−−→ E
[1]
x,0m2

= −E[1]
x,0m2

= 0 . (6.51)

Thus, if we consider all symmetry relations, the minimal set of Fourier coefficients, which we have to
take into account for the eigenproblem to retain all information, are those in the first k-space quadrant
enclosed in the boxed regions in Fig. 6.4. The minimal sets are different for the field components

Figure 6.4.: Reduction of the considered k-space due to C2v-symmetry. The Fourier coefficients
corresponding to the lattice points in the regions up and right of of the colored
borders are the minimal set that still contains the information of the full problem.
The retained coefficients depend on symmetry mode and field component. The latter
is highlighted by the used colors.

(colored boxes) and depend on the symmetry mode. All other Fourier coefficients are either zero
(those on the axes) or can be regained by symmetry relations.
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7 Chapter 7.

Coordinate Transformations

The Fourier modal method, as introduced in Chap. 6, works on equidistant Cartesian grids (cf.
Fig. 7.1(a)). These grids are required — because the Fourier transformation is achieved with the
efficient FFT algorithm — but they are also a huge restriction to applicability and efficiency of the
method. Some modifications to the basic algorithm have been introduced in the literature [75] in
order to be able to simulate structures with non-orthogonal in-plane lattices, e.g., hexagonal lattices.
Recalling that we choose the first lattice vector a1 to always coincide with the first basis vector e1

of the Cartesian coordinate system, the second lattice vector a2 must then include an angle with the
second basis vector e2 — the lattice angle ξ. The fact that the second lattice vector is not aligned to
the basis vectors leads to additional terms in the eigenvalue equation, which involve sine or cosine

Figure 7.1.: Illustration of regular equidistant meshes (blue): (a) Cartesian mesh and (b) tilted
mesh. The left panel shows a grid-aligned square structure and the right panel
a circular structure (yellow). The circular structure is staircased during the nu-
merical discretization. The surfaces of the discretized structures are highlighted
in red. Depending on the number of sampling points, the numerical surface does
not necessarily coincide with the physical surface even for a grid-aligned structure
(inset).
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7. Coordinate Transformations

terms of the lattice angle. As a consequence, the eigenvalue equation must be adapted to the prob-
lem. The discretization of the unit cell is then performed on a tilted equidistant mesh as can be seen
in Fig. 7.1(b).

Such modifications improve the applicability of the FMM to systems with non-orthogonal lattices.
Still, there remain several other problems, the most prominent of which is a suboptimal representa-
tion of structure surfaces due to in-plane staircasing caused by the finite discretization. This effect
is also illustrated in Fig. 7.1. The physical structure is numerically represented by permittivity and
permeability values sampled on the equidistant mesh, where each sampling point is associated with a
finite (square or parallelogrammic) elemental area. Assigning a permittivity (permeability) value to
a sampling point implicitly assigns it to the whole elemental area. The resulting numerical structure
differs from the physical structure quite a bit — at least as long as the structure is not grid-aligned.1

Round surfaces are represented angularly with steps. The deviation of the sampled structure from the
analytic structure can be reduced by increasing the number of sampling points. However, the staircas-
ing of non-grid aligned surfaces is always present and thus a finite deviation remains. Furthermore,
it is well known that electromagnetic fields at sharp metallic corners tend to diverge [19, 52, 96] —
leading to the so-called lightning rod effect.

Another undesired effect of equidistant meshes is that the resolution is everywhere the same — even
in regions where neither structure nor electromagnetic fields vary much. In such regions the high
resolution is overkill whereas at material surfaces, where the material parameters have jump discon-
tinuities, the resolution is usually too low to represent the functions with a finite number of Fourier
coefficients satisfactorily (cf. Gibbs’ phenomenon Sec. 3.4.3). Numerical methods working with
unstructured meshes are often capable of a local resolution enhancement in areas where interesting
physical effects are expected to happen. Since the manageable degrees of freedom in the FMM are
limited in practical applications because the eigenproblem scales unfavorably, this drawback is a
crucial point especially for three-dimensional problems.

The concept of coordinate transformations provides an opportunity to partially overcome these ob-
stacles and profoundly increase the performance of the FMM. The key words are adaptive coordi-
nates (AC) and adaptive spatial resolution (ASR). The former describes the adaption of the coordi-
nate system to the investigated structure by setting up coordinate lines parallel to material surfaces.
This helps to avoid in-plane staircasing and improves the representation’s accuracy. The latter de-
scribes the additional local increase of the coordinate line density which helps to improve the con-
vergence rate of the Fourier series [97,98]. Among others, such regions include the vicinity of jump
discontinuities of permittivity and permeability where the Fourier representation is generally difficult
(cf. Sec. 3.4.3).

The incorporation of coordinate transformations into the Fourier modal method is possible in two
different ways. In the first approach, the coordinate transformations enter Maxwell’s equations di-
rectly and, thus, modify the eigenproblem equation. The eigenproblem then fundamentally depends
on the used coordinate system. We call this the equation-transform k-space strategy. In the second
approach, the eigenproblem stays unaltered. Instead, the structure, i.e., the material parameters ε(r)
and µ(r), is modified such that the problem can be conveniently calculated with the FMM algo-
rithm. Afterwards, the modification is reversed for the calculated solutions. For this approach we

1The term grid-aligned describes that the physical surfaces are all parallel to the coordinate lines of the grid, e.g., an
unrotated square is grid-aligned to a Cartesian mesh. Even grid-aligned structures are not necessarily represented,
because the sampling points next to the surface may not be placed symmetric to it.
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7.1. Adaptive Coordinates and Adaptive Spatial Resolution

coin the name structure-transform real-space strategy. By virtue of the concept of transformation
optics, both approaches are equivalent as long as some requirements for the structure transform are
met: The covariant formulation of Maxwell’s equations must be used, the structure modification is
done according to a proper coordinate transformation, and the solutions are transformed back into
the original coordinate system in the end. The covariant formulation and coordinate transformations
have already been introduced in Sec. 2.5. The structure transform variant is much more flexible and
easier to incorporate into the existing FMM algorithm because it leaves the eigenproblem invariant,
which is the reason why we predominantly favor this approach. One of the drawbacks of coordinate
transformations is that even isotropic structures are transformed into anisotropic structures. This is
one of the reasons why we kept the tensorial structure of both material parameters throughout this
work. Adaptive coordinates and adaptive spatial resolution are topic of Sec. 7.1.

A further advantage of this approach is that not only real coordinate mappings of finite unit cell re-
gions can be performed with this machinery. Instead, it allows for coordinate mappings of infinitely
extended complex regions onto a finite unit cell as well, which enables us to simulate open boundary
conditions even in a periodic setup inevitable for the method’s underlying Floquet-Fourier expan-
sion. These open boundary conditions — commonly called (stretched-coordinate) perfectly matched
layers (PML) — have first been reported (using the equation-transform k-space strategy) for the
two-dimensional standard FMM by Lalanne et al. [99]. We discuss PMLs in Sec. 7.2 and generalize
them to full three-dimensional problems.2 In Sec. 7.4, we present both the old equation-transform
k-space strategy and the new structure-transform real-space strategy in the context of PMLs in more
details, and highlight their numerical differences.3

7.1. Adaptive Coordinates and Adaptive Spatial Resolution

The crucial part of the procedure is the construction of an adapted mesh which improves the rep-
resentation of the structure. We would like to emphasize that not only an improved representation
in direct space is desirable, but also an improvement in Fourier space. The perfect representation
in direct space is achieved when the sampled structure exactly matches the original structure. The
perfect improvement in Fourier space would be achieved if the coordinate transformation modified
the material parameters to bandwidth limited functions.4 Because of the usual jump discontinuities
at material interfaces this seems impossible. Consequently, the best one can achieve is a fast de-
cay of Fourier coefficients away from the origin.5 The faster this decay, the better we expect the
performance of the simulation.

As a rule of thumb, the AC mesh adaption to the material surfaces is mainly responsible for an
accurate direct space representation, whereas the ASR predominantly contributes to a convenient
Fourier space representation.

2This, to the best of our knowledge, is the first time 3D PMLs in FMM have ever been rigorously written down.
3Before we proceed, we would like to mention that this chapter has a large overlap with Ref. [100], which was a collab-

orative work with J. Küchenmeister. The author’s contributions to this reference comprise: Initial idea for smoothed
meshes, considerable contributions to their conceptional design, C++ coding, implementation of reference solutions,
and major contributions to the theoretical data analysis.

4Bandwidth limited functions are characterized by vanishing Fourier coefficients beyond a certain order.
5In typical three-dimensional simulations the highest retained order is approximately between

√
M/π ≈ 15 . . . 25 in

circular truncation (cf. Sec. 3.4.2).
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7. Coordinate Transformations

An adapted mesh simultaneously defines a curvilinear coordinate system, where the basis vectors are
tangential to the lines of the adapted mesh. This implies that there exists a coordinate transformation
between the new adapted mesh, which is given with respect to the Cartesian coordinate system, and
its corresponding Cartesian mesh6 in the curvilinear adapted coordinate system. This coordinate
transformation describes the mapping between both coordinate systems.

Recalling Sec. 2.5.2, we define the Cartesian coordinate systemOx̄1x̄2x̄3 with barred quantities, and
the curviliniear coordinate systemOx1x2x3 with unbarred quantities. The coordinate transformation
itself is described by functions of the form

x̄1 = x̄1(x1, x2, x3) , (7.1a)

x̄2 = x̄2(x1, x2, x3) , (7.1b)

x̄3 = x̄3(x1, x2, x3) , (7.1c)

given in the Cartesian coordinate system. Even though the procedure is in general equally well
applicable to three-dimensional coordinate transformations, we restrict the examples in this work to
coordinate transformations in the transverse plane within the layers.7 This means Eqs. (7.1) reduce
to

x̄1 = x̄1(x1, x2) , (7.2a)

x̄2 = x̄2(x1, x2) , (7.2b)

x̄3 = x3 , (7.2c)

where the x3 coordinates along the primary axis remain untransformed.

The structure in the curvilinear coordinate system in the l-th layer is characterized by the effective
permittivity ε(l)(x1, x2) and effective permeability µ(l)(x1, x2) (cf.Eqs. (2.86)) with tensor elements

ερσ =
√
g
∂xρ

∂x̄τ
∂xσ

∂x̄κ
ε̄τκ , (7.3a)

µρσ =
√
g
∂xρ

∂x̄τ
∂xσ

∂x̄κ
µ̄τκ , (7.3b)

where ε̄τκ and µ̄τκ denote the respective material function tensor components in the Cartesian space.
Again, we omit the layer labels where it is clear from the context. We recall that the metric tensor
determinante is denoted by

g = detG (7.4a)

with metric tensor components (cf. Eq. (2.88))

(
G
)
ρσ

= gρσ =
∂x̄τ

∂xρ
∂x̄τ

∂xσ
. (7.4b)

6Which is essential to the FMM.
7Numerical experiments with 3D coordinate transformations have already been performed in collaboration with J.

Küchenmeister. However, this work is still in progress and a few issues remain to be solved.
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7.1. Adaptive Coordinates and Adaptive Spatial Resolution

Since the original problem is given in Cartesian space with unit metric Ḡ = 1, we get
√
ḡ = 1 (cf.

Eq. (7.4a)). According to Eq. (2.79), the prefactor then equals the determinant of the transformation
matrix √

g = det Λ . (7.5)

The transformation matrix is usually called the Jacobian matrix.

In most cases it is much easier to write down the coordinate transformation functions as in Eqs. (7.2)
rather than its inverse functions xρ(x̄σ). However, in Eqs. (7.3) we need the curvilinear coordinates’
derivatives with respect to the Cartesian coordinates. Therefore, it is quite convenient to express these
derivatives in terms of derivatives of Cartesian coordinates with respect to the curvilinear coordinates.
Using the inverse function theorem for the Jacobian matrices [101] and Cramer’s rule [28, 102], we
explicitly obtain for in-plane transformations (cf. Eq. (2.73)):

∂x1

∂x̄1
∂x1

∂x̄2 0
∂x2

∂x̄1
∂x2

∂x̄2 0

0 0 1

 = Λ̄
!

= Λ−1 =


∂x̄1

∂x1
∂x̄1

∂x2 0
∂x̄2

∂x1
∂x̄2

∂x2 0

0 0 1


−1

=
1

det Λ


∂x̄2

∂x2 −∂x̄1

∂x2 0

−∂x̄2

∂x1
∂x̄1

∂x1 0

0 0 det Λ

 .

(7.6)
On the one hand, we can easily read of the Jacobian determinant from the center matrix, which is
given by

det Λ =

(
∂x̄1

∂x1

∂x̄2

∂x2
− ∂x̄2

∂x1

∂x̄1

∂x2

)
Eq. (7.5)

=
√
g . (7.7)

On the other hand, Eq. (7.6) provides the desired replacements. Hence, the derivatives in Eqs. (7.3)
can be conveniently replaced with expressions which are directly accessible.

The necessary derivatives are numerically carried out on the material’s discretized real-space rep-
resentations. Considering an equidistant sampling of the transformed problem as described by
Eqs. (3.21), we numerically carry out derivatives as

∂x̄ρ

∂x1

∣∣∣∣∣
k,l

=
−x̄ρ(k + 2, l) + 8x̄ρ(k + 1, l)− 8x̄ρ(k − 1, l) + x̄ρ(k − 2, l)

12∆x1

+O
(

(∆x1)4
)
, (7.8a)

∂x̄ρ

∂x2

∣∣∣∣∣
k,l

=
−x̄ρ(k, l + 2) + 8x̄ρ(k, l + 1)− 8x̄ρ(k, l − 1) + x̄ρ(k, l − 2)

12∆x2

+O
(

(∆x2)4
)
, (7.8b)

where indices k and l denote the considered sampling point with coordinates (x1
k, x

2
l ) given by the

mesh in the adapted space and its corresponding Cartesian coordinates x̄ρ(k, l) = x̄ρ(x1
k, x

2
l ).

At this point we would like to stress that the whole transformation process could be done analytically
if we used analytic coordinate transformations only. In our code the discretization is never performed
in Cartesian space but solely in transformed space according to the equidistant rectangular mesh
obligatory for the FFT. The discretization in Cartesian space then directly follows by means of the
transformed coordinates. The use of numerical derivatives in the transformation as described by
Eqs. (7.8) is for convenience and generality (non-analytic coordinate transformation, see Sec. 7.1.2)
whilst our studies show little influence on the overall accuracy.

As stated before, Maxwell’s equations as used in the derivation of the eigenproblem in Eqs. (5.4)
stay the same in the new adapted coordinate system (they are covariant). This means we simply
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replace the Cartesian material functions in the eigenproblem operator, Eq. (5.8), with the modified
curvilinear material functions provided by Eqs. (7.3) together with Eq. (7.6) and Eq. (7.7).8 This
is everything that needs to be done to reformulate the problem in the new coordinate system. The
whole FMM machinery can be used without further modifications. Only in the end we will transform
back the solutions (fields) where necessary for convenience of an intuitive interpretation.

The remaining task is the construction of proper adapted meshes.9 This means we have to find suit-
able expressions for Eqs. (7.2). We can either write them down analytically (cf. Sec. 7.1.1 Analytic
Adapted Mesh Construction), or use a computational algorithm to calculate them numerically (cf.
Sec. 7.1.2 Automated Adapted Mesh Generation).

Before we present these approaches in the subsequent sections in more detail, it might be instructive
to visualize the general idea in more detail with the help of an example [100]. The permittivity
distribution of a circular structure within the unit cell of a quadratic lattice may look like depicted in
Fig. 7.2(a). The plot depicts the permittivity distribution ε̄(x̄1, x̄2) of a circular structure of radius
r = 0.3a made of dielectric material with ε̄struc = 2 centered in the square unit cell of size a with
a background material ε̄bg = 1. The used materials are isotropic. The permittivity is discretized on
an adapted mesh with 1024 × 1024 sampling points throughout the unit cell, which is the standard
resolution we use in FMM calculations.10

The corresponding adapted mesh is presented in Fig. 7.2(b). It is an analytically constructed non-
differentiable mesh discussed in Refs. [100,103]. The plot shows 80 out of the 1024 coordinate lines
per dimension. The sector in the red box is zoomed in on the right hand side. The mesh features two
important properties: First, there are many points where the coordinate lines are not differentiable.
Some of them are marked with green, dashed circles. Second, the red circle marks one of the four
points in the mesh where the coordinate lines of the mesh run parallel in x̄1 and x̄2 direction.

The effective permittivity tensor ε(x1, x2) resulting from the depicted coordinate transformation is
plotted in Fig. 7.2(c). The 3×3 array of plots in this panel show the permittivity distribution through-
out the unit cell for every tensor component ερσ (from left to right, from top to bottom: ε11, ε12, ε13,
ε21, ...). Those are the quantities that are actually Fourier transformed when using FMM with adap-
tive coordinates. We would like to emphasize a couple of typical features: First of all, the circular
shape has transformed into a quadratic shape. Most importantly, discretizing this new grid-aligned
structure can be done much more precisely than before. The staircased (discretized) surface can
easily be chosen to coincide with the natural surface of the structure. As a consequence, Li’s one-
dimensional factorization rules can be effectively applied to the new grid-aligned material interface.
Secondly, we immediately notice the price we have to pay for a grid-aligned structure besides the
already mentioned anisotropy — depending on the tensor component under investigation, the non-
differentiable points (c.f. green circles in Fig. 7.2(b)) in the mesh lead to additional discontinuities in
the effective permittivity. Last but worst, the permittivity values in the corners of the square diverge,
which is not visible in the plot because the color scale is saturated at five. Furthermore, in practical
applications the finite discretization prevents the numerical values from approaching infinity. In the
present example the maximum value is about 5000. The reason for this undesired and unfavorable

8Still, we must apply Li’s operator to obtain ε̌ = l̂−3 (ε).
9Note, that an adapted mesh is the coordinate transformed equidistant (Cartesian) mesh in the curvilinear space. See

Sec. 3.4.2.
10The staircasing steps that may be visible on the surface of the circular structure are purely due to the rasterization of the

image.
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Figure 7.2.: Illustration of the effect of adaptive coordinates to the material functions. Panel
(a) depicts the isotropic permittivity distribution ε̄(x̄1, x̄2) of a circular dielectric
structure with radius r = 0.3 centered in a square unit cell in Cartesian space.
Panel (b) shows the used adapted mesh as introduced in Refs. [100, 103], and a
close-up of the region marked with the red box. Some typical non-differentiable
points have been highlighted with green, dashed circles. The red circle marks one
point where the coordinate lines of the mesh run parallel in x̄1 and x̄2 direction.
The 3×3 array of plots in panel (c) illustrates the distribution of the full anisotropic
effective permittivity tensor ε(x1, x2) in the corresponding transformed curvilinear
space. All color scales are equal and cut at a value of five in order to improve the
visibility of details. The in-plane components exceed this limit by far and reach
values up to 5000. All distribution plots show 1024 × 1024 data points. See text
for more details.
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singular behavior becomes clear when we have a close look at Eq. (7.6) and Eq. (7.7). At points
where coordinate lines of directions x̄1 and x̄2 are parallel (cf. red circle in Fig. 7.2(b)), i.e.,

∂x̄1

∂x1
=
∂x̄2

∂x1
and

∂x̄2

∂x2
=
∂x̄1

∂x2
, (7.9)

the Jacobian determinant vanishes. This leads to diverging derivatives ∂xρ/∂x̄σ and, thereby, to a
diverging effective permittivity. We would like to mention that the permeability of the problem looks
qualitatively the same as the permittivity. The only difference is that the effective permeability within
and outside the square is reduced by the factor of the respective permittivity within and outside the
circle (µ̄ = 1 everywhere instead of ε̄struc and ε̄bg).

7.1.1. Analytic Adapted Mesh Construction

We start the discussion of analytic adapted meshes by pointing out that there are two distinct interpre-
tations that may be associated with the coordinate transformations discussion in general [100]. The
first interpretation is that we map a given permittivity distribution onto a new distribution according
to a given mesh. This means that we go from bent coordinate lines in Cartesian space to straight
coordinate lines in the transformed space. This interpretation is particularly useful when we discuss
the shape of the transformed material matrix in the FMM as in the example of Fig. 7.2. The second
interpretation is very handy for the mesh construction, which we are up to in the following. Here, we
proceed the other way round and figure out how to map straight coordinate lines onto bent lines that
match the surface given by the material distribution. Both these interpretations are valid — which
one we use depends on whether the construction or the application of the meshes is emphasized.

In this section we would like to give a short overview of the principles of analytic adapted mesh
construction. Analytic meshes in our understanding are meshes obtained from an analytic coordinate
transformation — a coordinate transformation that can be written down in a closed form throughout
the whole unit cell. So what we really do when we talk about analytic mesh construction is writing
down an analytic coordinate transformation

Of course, for every coordinate transformation there exists an infinite number of meshes distinct
by the associated space discretization (mesh) in the transformed space. We only consider regular
equidistant Cartesian meshes in transformed space. The number of discretization points per di-
mension we leave as a parameter. Hence, the concrete analytic adapted mesh is determined by the
coordinate transformation functions and the numbers of discretization points for both transversal
dimensions.

The primary goal is to achieve grid-aligned structure surfaces in the transformed space. Conse-
quently, either a

x̄1-coordinate line with
(
x̄1, x̄2

)
: x1 = const. (7.10a)

or a

x̄2-coordinate line with
(
x̄1, x̄2

)
: x2 = const. (7.10b)

should run parallel to the material surface — or rather exactly on the surface. Several of these co-
ordinate lines together cover the whole surface. These coordinate lines on structure surfaces we call
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the specific lines. Their crossings define the characteristic points. Specific lines and characteristic
points are the basic elements on which we build the construction of the corresponding coordinate
transformation.

The general mesh construction procedure is as follows:

1. Select characteristic points on the structure surface. Usually two points per dimension per
surface are required. The points define the specific coordinate lines in the transformed space.
The specific lines and the outer boundaries divide the whole unit cell into several domains.

2. Parametrize the surface between the characteristic points to obtain analytic expressions for the
mapping of the specific lines onto the surface.

3. Each domain is mapped by linear interpolation between their limiting specific lines and/or unit
cell boundaries.

The linear interpolation between the specific lines is performed using the handy linear transition
function

x̄ = LT (a, ā, b, b̄, x) =
(b̄− ā)

(b− a)︸ ︷︷ ︸
M

· x + ā− a(b̄− ā)

(b− a)︸ ︷︷ ︸
x̄0

, (7.11)

which defines a straight line through the points (a, ā) and (b, b̄) (cf. Fig. 7.3(a)) [100]. As illustrated
in Fig. 7.3(b), we can use the LT function to map whole coordinate lines. The regions between
specific lines in transformed and Cartesian space are mapped by substituting those specific lines into
the LT function replacing lines a, b and ā, b̄, respectively. The coordinate lines of the adapted mesh
can be obtained by evaluation of the resulting LT function at a set of equidistant values x.

Non-Differentiable Meshes

For the purpose of a simple illustration, we stick to the example of the circular structure’s mesh used
in Fig. 7.2. The application of the basic construction principles to more advanced structures can be
found in Ref. [100]. Figure 7.4 shows the specific lines (blue: specific x̄1-lines, red: specific x̄2-

Figure 7.3.: (a) Sketch of the LT function. (b) Application of the LT function to map interme-
diate coordinate lines. The straight lines a and b (specific lines in transformed
space) are mapped onto the respective green curve and orange curve (specific lines
in Cartesian space) on the right hand side. The linear transformation maps the
equidistant red and blue dashed intermediate lines to the coordinates marked by
red crosses and blue crosses, respectively.
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Figure 7.4.: Specific lines and characteristic points (a) in transformed space and (b) in Carte-
sian space for a non-differentiable mesh of a circular structure. Panel (b) repro-
duced from [100].

lines) and characteristic points (green) of the circular structure in both spaces.11 The characteristic
points define where the structure’s surface parametrization switches from a x̄1- to a x̄2-line or vice
versa. They can be placed nearly anywhere on the surface — with the constraint that we must obey
periodic boundary conditions. Here, they are chosen most symmetrically on the diagonals of the unit
cell. For more complex structures, the characteristic points are usually chosen such that the surface
parametrization is easiest.

The parametrization of the surface by the specific x̄1- and x̄2-lines provides us with analytical ex-
pressions. In the circular structure case they are simple circle arcs, where the circle’s center coincides
with the center of the unit cell at the point (0.5,0.5). The corresponding coordinates can be conve-
niently represented by circle arc (CA) functions [100]

CAL/R(x2) = 0.5∓
√
r2 −

(
x2 − 0.5

)2
,

CAT/B(x1) = 0.5±
√
r2 −

(
x1 − 0.5

)2
.

(7.12)

The subscripts L,R,T , and B refer to left, right, top, and bottom pieces, respectively. The specific
lines divide the unit cell into nine regions, which can be mapped independently. The corner regions
1©, 3©, 7©, and 9© are just the identity transformations. Regions 2©, 4©, 6©, and 8© are almost

equivalent, which is why we pick region 2© for the demonstration only. In this region the first
coordinate is unchanged

x̄1(x1, x2) = x1 , for (x1, x2) ∈ 2© , (7.13a)

and the second coordinate is given by

x̄2(x1, x2) = LT
(

0 , 0︸ ︷︷ ︸
map lower edge

onto intself

, x2
RS , CAB(x1)︸ ︷︷ ︸

map RS line section
onto bottom circle arc

, x2
)
, for (x1, x2) ∈ 2© . (7.13b)

Similar expressions can be noted down for the equivalent regions.
11For ease of complexity, we assume that the characteristic points remain at the same positions in both coordinate systems.
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Last but not least, the center region 5© follows analogously. We map in x1-direction the PR-line to
the left circle arc and the QS-line to the right circle arc

x̄1(x1, x2) = LT
(
x1
PR, CAL(x2), x1

QS , CAR(x2), x1
)
, for (x1, x2) ∈ 5© , (7.14a)

and in x2-direction the RS-line to the bottom circle arc and the PQ-line to the top circle arc

x̄2(x1, x2) = LT
(
x2
RS , CAB(x1), x2

PQ, CAT (x1), x2
)
, for (x1, x2) ∈ 5© . (7.14b)

The described construction principle presents a general approach to analytic mesh construction and
works for a very large variety of structures. It is noteworthy that the original derivation of non-
differentiable meshes for circular structures was published by Weiss et al. [103]. However, the pre-
sented scheme (cf. Ref. [100]) is much clearer, easily applicable to other structures, and extendible.
The following construction schemes mainly differ in the definition of the characteristic lines.

Smoothed Meshes

The meshes constructed with the non-differentiable scheme contain points where they are non-
differentiable and where coordinate lines in x̄1- and x̄2-direction run in parallel, as already men-
tioned in the discussion of Fig. 7.2(b). The diverging effective permittivity in the corners of the
transformed structure was attributed to the latter. Smoothed meshes are constructed in such a way
as to avoid these parallel coordinate lines. This is achieved by smoothing the specific coordinate
lines in Cartesian space at the junctures between circle arc and straight lines. As a consequence,
the specific x̄1 and x̄2 coordinate lines always cross under a non-zero (or non-pi) angle. While the
smoothness of the transition function could be optimized with splines or Bézier curves, we pick the
simplest function — a parabola.

The smoothing principle is illustrated in Fig. 7.5(a). Between coordinates w̄(τ) and ū, the sharp bend
of the specific line is replaced by a parabola. The smoothing parameter τ describes the offset from

Figure 7.5.: (a) Closeup of the “smoothed” transition from straight line to circle arc. Both parts
are joined by an intermediate parabola piece. The parameter τ determines the
junctures of the line elements — u depends directly on τ , and w follows indirectly
— and is, thus, the measure for the transition’s “smoothness”. (b) Specific lines
and characteristic points in transformed space, and (c) in Cartesian space for a
smoothed mesh of a circular structure. Reproduced from [100].
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where parabola and circle arc meet and directly determines ū = x− + τ (here, x± = 0.5 ± r/
√

2).
Similar to the circle arc, the smoothed part of the specific line is described by parabola functions

PALT/LB(x1, τ) = ±m(τ) · (x1 − w(τ))2 + x±,

PART/RB(x1, τ) = ±m(τ) · (x1 − (1− w(τ)))2 + x±,
(7.15)

for the x1 specific lines in Cartesian space and similar expressions for the x2 specific lines except
that PALT and PARB switch their expressions. Demanding continuity and differentiability at ū (or
1− ū) determines parabola slopem and coordinate w̄ [100]. Picking the vertical x− line as example,
the corresponding specific line x̄− in Cartesian space (for fixed τ ) is given by

x̄− : x̄2(x−, x
2) = x2, x̄1(x−, x

2) =



x−, x2 ∈ [0, w] or [1− w, 1],

PALB(x2), x2 ∈ [w, u],

CAL(x2), x2 ∈ [u, 1− u],

PALT (x2), x2 ∈ [1− u, 1− w].

(7.16)
This smoothing is applied to all specific lines and all junctures. The resulting lines throughout the
unit cell are depicted in Fig. 7.5(b). The actual coordinate transformation can be obtained with
the help of the linear transition function LT as in the previous case. Therefore, the unit cell is
divided into the regions depicted in Fig. 7.6, where the 15 considered subdomains for writing down
the transformation functions are sketched. The regions for coordinate transformation x̄1(x1, x2)
are shown in panel (a), whereas the regions important for x̄2(x1, x2) are shown in panel (b). It is
important to notice that they differ. The corresponding detailed coordinate transformation functions
can be found in Ref. [100].

As we will see in more detail later on, the smoothed mesh does not cause diverging effective ma-
terial parameters anymore. However, it introduces additional discontinuities. These discontinuities
are present in the non-differentiable mesh as well, but coincide there with the discontinuity of ε̄. In

Figure 7.6.: Sketch of the unit cell division into regions. (a) Partitioning for coordinate map-
ping x̄1(x1, x2). (b) Partitioning for coordinate mapping x̄2(x1, x2). The mapping
principle is equivalent to the non-differentiable case, except for the altered specific
lines with smooth parabola transitions.
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the non-differentiable case, they are, therefore, neither distinguishable nor bothering because they
just slightly modify the already present discontinuity in the permittivity. However, they influence
the previously not shown effective permeability in the same way. These discontinuities can be at-
tributed to different coordinate line densities within and outside the circular structure. This differ-
ence occurs because the coordinate lines inside the structure are stretched by the linear transition,
whereas the lines outside are compressed (cf. Fig. 7.2(b)). For instance, we consider the derivatives
∂
∂x2 x̄

2(x1, x2) in regions 2© and 5©. Such derivatives constitute the basic summands of the effective
material distributions in Eqs. (7.3). In region 2© the derivative is given by

∂x̄2

∂x2

Eq. (7.13b)
=

CAB(x1)

x−

x1=0.5
=

1− 2r

1−
√

2r
, (7.17a)

and in region 5© the derivative reads

∂x̄2

∂x2

Eq. (7.14b)
=

2
√
r2 − (x1 − 0.5)2

(x+ − x−)

x1=0.5
=

√
2 . (7.17b)

First of all, we conclude that the line density in both regions is independent of x2 but varies along
the structure surface (it depends on x1). Evaluated at the exemplary point x1 = 0.5 where the central
coordinate line intersects the specific line, the discontinuity becomes apparent in the above equations.

Additional discontinuities are cumbersome to expand in a Fourier series and naturally introduce
additional inaccuracies. This motivates a further alteration of the construction scheme.

Differentiable Meshes

The compression and stretching of the coordinate lines inside and outside the structure gives rise
to discontinuous derivatives at the specific lines (structure surface). The core idea of differentiable
meshes is the introduction of intermediate regions where the coordinate line density varies smoothly
and is chosen such that it matches the densities of the surrounding regions. The new unit cell division
is sketched in Fig. 7.7. The mapping in regions 1© to 9© stays the same as in the non-differentiable
(and smoothed) mesh construction schemes. However, even though we use the x− and x+ specific
lines for the construction, we execute the mapping only in the smaller regions. For instance, in the
case of region 2© (cf. Eqs. (7.13)) we evaluate the mapping only for x1 ∈ [u, 1− u] and x2 ∈ [0, w]
(instead of x2 ∈ [0, x−]).

The introduced intermediate regions are mapped according to new specific lines which can be derived
from the specific lines of the smoothed mesh. If, for example, the smoothed specific line x̄− is given
by Eq. (7.16), then the derived new vertical specific lines are

w̄ : x̄1(w, x2) = LT (0, 0, x−, x̄−, w), x̄2(w, x2) = x2, (7.18a)
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Figure 7.7.: Specific lines and characteristic points in transformed space and in Cartesian
space for the construction of a differentiable mesh of a circular structure. The
specific lines are constructed similar as for the smoothed meshes. Instead of a sin-
gle specific line covering the structure’s surface, every surface section is handled
by two specific lines, one on each side of the surface.

and

ū : x̄1(u, x2) = LT (x−, x̄−, x+, x̄+, x
1)
∣∣∣
x1=u

,

x̄2(u, x2) =



LT (0, 0, w, w̄(x1), x2)
∣∣∣
x1=u

, x2 ∈ [0, w] or [1− w, 1],

C(x1, x2)
∣∣∣
x1=u

, x2 ∈ [w, u],

LT (x−, x̄−, x+, x̄+, x
2)
∣∣∣
x1=u

, x2 ∈ [u, 1− u],

C(x1, 1− x2)
∣∣∣
x1=u

, x2 ∈ [1− u, 1− w],

(7.18b)

where C(x1, x2) is a function derived from the yet unknown mapping in region C©. The specific
lines x−, x̄−, x+, and x̄+ are functions of one transformed coordinate — which one depends on the
considered Cartesian coordinate: if the x̄1 coordinate is considered they depend on x2, or vice versa.

For symmetry reasons, we can limit the discussion to regions A© to C©. In region A© the mapping is
then given by

x̄1(x1, x2) = LT (0, 0, w, w̄(x2), x1), x̄2(x1, x2) = x2, (x1, x2) ∈ A© . (7.19)

The mapping of coordinate x2 in region B© is straightforward as well. We can write it down as a
linear transition between the parabolic specific lines ū and 1 − ū, which ensures a continuous x2

coordinate line density variation with respect to x1 between regions 4© and 5© by construction:

x̄2(x1, x2) = LT (u, ū(x1), 1− u, 1− ū(x1), x2), (x1, x2) ∈ B© . (7.20)

However, the x1 coordinate mapping is more complicated. We recall that the line density ( ∂
∂x1 x̄

1)
in 4© and 5© was different. Furthermore, both densities varied with x2 independently. A simple
LT would provide again a third distinct density value constant in x1. Instead, in order to get rid of
discontinuous derivatives, it must be ensured that the density changes continuously from left to right
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and bottom to top (the latter is guaranteed by Eq. (7.20)). The related boundary conditions that have
to be met by the mapping can be summarized as follows. Continuity requires

x̄1(w, x2)
!

= x̄1(w, x2)
∣∣∣

4©
= w̄(x2) , x̄1(u, x2)

!
= x̄1(u, x2)

∣∣∣
4©

= ū(x2) , (7.21a)

whereas differentiabilty requires

∂x̄1

∂x1

∣∣∣∣∣
(w,x2)

!
=
∂x̄1

∂x1

∣∣∣∣∣
(w,x2), 4©

,
∂x̄1

∂x1

∣∣∣∣∣
(w,x2)

!
=
∂x̄1

∂x1

∣∣∣∣∣
(u,x2), 5©

, (7.21b)

∂x̄1

∂x2

∣∣∣∣∣
(w,x2)

!
=
∂x̄1

∂x2

∣∣∣∣∣
(w,x2), 4©

,
∂x̄1

∂x2

∣∣∣∣∣
(w,x2)

!
=
∂x̄1

∂x2

∣∣∣∣∣
(u,x2), 5©

. (7.21c)

Both w̄ and ū describe ellipse arcs in the considered regimes.

For region C© boundary conditions similar to Eqs. (7.21) can be easily derived substituting 4© with
A© and 5© with B©. By virtue of symmetry in the coordinates, it is sufficient to set up the boundary
conditions for one coordinate only, e.g., x̄1 with left boundary provided by the specific line w̄ and
right boundary from the specific line ū. Any smooth mapping function fulfilling these conditions is
suitable to provide a fully differentiable mesh.

Küchenmeister [100] provided an elegant ansatz to solve this problem. For details, we refer the
interested reader to the paper.

With the differentiable mesh we have completed the introduction of analytic AC transformations.
We defined mapping functions throughout the entire unit cell which map any coordinate between
transformed and Cartesian space. The second ingredient to adapted meshes and the missing piece is
the adaptive spatial resolution which is introduced in the subsequent section.

Adaptive Spatial Resolution

The adaptive spatial resolution (ASR) concept describes the concerted local enhancement of sam-
pling points for the discrete representation of the physical structure. In particular, this increase in the
density of coordinate lines is interesting in the vicinity of material interfaces where the permittivity
displays jump discontinuities and the finite Fourier series converges poorly. The observation is that
a local increase in resolution eventually improves this convergence behavior [97]. For instance, this
improvement could be accomplished by an effective structure in transformed space whose higher
order coefficients decay faster than those of the original structure.12

Adaptive spatial resolution is implemented by additional one-dimensional coordinate transforma-
tions, which are independently applied to the two coordinates x1 and x2 before the AC mapping.
12In the ideal case, the effective structure could be described bandwidth limited functions. The achievement of a bandwidth

limited — essentially entirely smooth — permittivity might be possible by construction of concurrent jumps with a
suitably designed coordinate transformation. However, it is reasonable that the original smooth permeability function
then picks up a jump discontinuity. This is due to the fact that the same spatial transformation always applies to both
permittivity and permeability at the same time. From this perspective, a bandwidth limited Fourier representation of
the problem by a properly adapted coordinate transformation seems unrealistic. At most, some of the discontinuity
might be shifted from permittivity to permeability such that the entire problem converges faster. Besides these general
considerations, the ASR we present in the course of this thesis is in no way designed to achieve this ultimate goal.
Anyway, an ASR transformation alone is unlikely to be sufficient for this purpose.
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Figure 7.8.: Sketch of the principle of adaptive spatial resolution (ASR). We define a one dimen-
sional smooth mapping function (black curve) through points (x1, x̄1) and (x2, x̄2)
with slope G at those points (G < 1). The function maps equidistantly spaced
coordinates (red vertical lines) to spatially adapted non-equidistant new coordi-
nates (blue horizontal lines). Thus, the coordinate density at x̄1 and x̄2 is locally
increased. The ASR strength depends on the slope G.

These ASR transformation functions map the equidistantly spaced sampling points xρk, with k =
0, 1, . . . , Nfft − 1 required by the FFT (cf. Eqs. (3.21)) to spatially adapted, non-equidistant new
sampling coordinates x̄ρk = x̄ρ(xρk). This ASR principle is illustrated in Fig. 7.8, where red vertical
lines highlight the equidistant sampling positions xρk and horizontal blue lines the x̄ρk. Please note that
the calculated new sampling points x̄ρk adopt the role of the unbarred coordinates in the subsequent
discretization of the AC mapping.

The compression points on the vertical axis p̄1 and p̄2 are fixed by the positions of the structure
surface at which we want to increase the coordinate line density. These surfaces are given by of the
specific lines of the AC mapping, for example. The inflection point coordinates on the horizontal
axis p1 and p2 can be chosen freely. Their position determines the structure surfaces and effective
geometry in transformed space and, thereby, the fraction of coordinate lines within the three intervals
[0, p̄1], [p̄1, p̄2], and [p̄2, 1] on the vertical axis. The quantities ∆x̄ and ∆x are of particular interest.
The former represents the physical size of the object in Cartesian space, whereas the latter determines
the object size in the transformed space. The coordinate line density in Cartesian space is inversely
proportional to the slope of the transformation function. Consequently, the slope G at the inflection
points is one of the parameters we are interested in.

A concrete proposal for such transformation functions has been made by Vallius [98]. This so-called
Vallius transformation reads

x̄(x) = α+ βx +
γ

2π
sin

(
2π

x − pl−1

pl − pl−1

)
, x ∈ [pl−1, pl], l = 2, ..., n , (7.22a)

with

α =
plp̄l−1 − pl−1p̄l
pl − pl−1

, β =
p̄l − p̄l−1

pl − pl−1
, γ =

(
pl − pl−1

)
G− (p̄l − p̄l−1) , (7.22b)

where {(pl, p̄l) : l = 1, ..., n} denote the coordinates of the inflection points. Equations (7.22)
essentially describe a continuous, piecewise linear function through the inflection points which are
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modulated with a sine. The single pieces are connected at the inflection points such that the entire
transformation function is smooth.

In order to maintain the required periodicity with period L, Vallius chooses (p1, p̄1) = (0, 0) and
(p2, p̄2) = (L,L) (cf. Fig. 7.9(a)). This means that the coordinate lines are always compressed at
the unit cell edges. This, in turn, requires that the unit cell is chosen such that one material surface
per direction coincides with the unit cell boundary. For the structures considered in Ref. [98] this is
intended. We, on the other hand, would like to have more freedom in the choice of the unit cell.

Our approach to a generalized Vallius transformation is sketched in Fig. 7.9. The goal of the illustra-
tion example is the construction of a compression function for a structure with two material interfaces
(n = 2) within the unit cell at p̄1 = 0.1 and p̄2 = 0.3 and structure size ∆x̄ = p̄2 − p̄1 = 0.2. To
fulfill the periodicity requirements, the final compression function must contain the boundary points
(0, 0) and(L,L) like before. We start with the original Vallius transformation and blow up the struc-
ture in transformed space by a factor of 2.25 to the size ∆x = p2 − p1 = 0.45. Furthermore, we
arbitrarily pick a compression G = 0.15.

The first step is a vertical shift of the entire function to the final positions of the inflection points
on the vertical axis (cf. Fig. 7.9(b)). The intersection point x̃ with the boundary x̄ = L must be
computed numerically because the evaluated equation is transcendental. In the second step, depicted
in Fig. 7.9(c), the entire function is shifted to the right by L̃ = L− x̃. Because of periodic boundary
conditions, the red part of the function outside the interval is finally shifted back by one period into
the considered region. The result is depicted in Fig. 7.9(d). For more details and formulas about the
generalized Vallius transformation we refer the interested reader to Ref. [100]. With this approach
we can construct Vallius-like compression functions with an arbitrary number of inflection points at
any position within the unit cell. We would like to note that it is important to pick the coordinates of
subsequent inflection points in a monotonically increasing order, and furthermore pay attention to a

Figure 7.9.: Construction of the generalized Vallius transformation illustrated with an example.
In order to have the ASR compression inside the unit cell at the specific line loca-
tions of the adapted mesh, the Vallius transformation function has to be shifted. (a)
The entire original function is first moved “up” to the desired specific line coordi-
nates p̄1 = 0.1 and p̄2 = 0.3 depicted in (b). Subsequently, the intersection point
x̃ of the function with the unit cell edge is (numerically) determined. (c) The entire
function is moved “right” by L̃ = L − x̃. Because of periodic boundary condi-
tions, the red part of the function outside the interval (upper right) is shifted back
by one lattice constant into the interval (lower left). (d) Final generalized Vallius
transformation function. Picture adapted from Ref. [100].
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monotonically growing transformation function in general by proper choice of G, in order to avoid
folding of the adapted mesh.

With the construction principle of ASR we conclude the construction of analytically generated
adapted meshes. In the next section we focus on their influence on the effective material parameters
in the transformed space and give the reader an impression what the effective material parameters
look like.

Comparison of Analytic Meshes

We presented three different but related approaches for the analytic construction of adapted meshes
above. In the motivation for the smoothed and and differentiable construction schemes we already
mentioned discontinuities and other obstacles. This section is intended to illustrate the differences
by means of the material distributions in transformed space, and carve out the positive and negative
aspects of each approach.

We discuss these issues with the help of the already introduced circular structure (cf. Fig. 7.2(a)).
Figure 7.10 depicts the three mesh types (top row), the ε11 components (center row), and the µ11

components (bottom row). The non-differentiable mesh in column (a) resolves the material surface
without staircasing effects. Thus, the effective permittivity exhibits a perfectly grid-aligned square
structure. As already mentioned, the permittivity values in the corners of the square diverge. In the
plot the colorbar is saturated at five in order to highlight the structural details. The corresponding
permeability tensor component underneath shows a very similar behavior. The only difference is the
scaling factor of one half within the quadratic region because the original permittivity in Cartesian
space is unity whereas the original permittivity in that region is two.

In comparison, for the smoothed mesh in column (b) we ensured by the parabolic smoothing that
the coordinate lines are differentiable. With the smoothing we give up an exact representation of
the structure surface. Hence, the material interface has now the shape of a rounded square and a
small dose of staircasing is unavoidable. As a direct consequence from differentiable coordinate
lines, mixed derivatives, e.g., ∂x̄1

∂x2 , become continuous, whereas alike derivatives, as for example
∂x̄1

∂x1 , which can be considered as coordinate line densities, still have jump discontinuities. This mis-
match is visible in the smoothed mesh when going from left to right along the horizontal central
coordinate line: the densities of vertical lines between outside the circular structure and inside are
different at the material surface. This comes from the fact that outside the structure region the LT
function compresses the lines, whereas inside it stretches them compared to the equidistant Carte-
sian mesh. Since both alike and mixed derivative terms are summed up in every effective material
tensor component (cf. Eqs. (7.3)), this density difference becomes visible as square shadow structure
introducing additional jump discontinuities in permittivity and permeability. It is particularly well
visible in the permeability, where the much larger discontinuity of the physical structure is absent.
The coordinate line smoothing thus spatially separates the discontinuities stemming from the dif-
ferent materials and those from the coordinate line density mismatch which coincide in the case of
the non-differentiable mesh. However, due to the smoothing, the coordinate lines in the corners are
no longer parallel, the Jacobian determinant does not vanish anymore, and the maximum effective
permittivity is about twice the original value.

Last but not least we discuss the differentiable mesh in column (c). As we can see, the effort of con-
structing a mesh with a continuous variation of the coordinate line density was worth the trouble. The
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Figure 7.10.: Comparison of different mesh types and the resulting material tensor distribu-
tions. (a) Non-differentiable mesh, (b) smoothed mesh, and (c) differentiable
mesh. The first row depicts the meshes (τ = 0.035), the second row shows the
effective permittivity ε11, and the effective permeability µ11 is depicted in the last
row. Effective permeability and permittivity plots show 1024 × 1024 sampling
points. Note the different colorbars.

effective permeability distribution clearly shows no discontinuities anymore and the square shadow
structure in the permittivity is gone as well. Besides that improvement, the fully differentiable mesh
exhibits the same qualitative behavior as the smoothed mesh, even though the material interface of
the structure is slightly less grid-aligned that the non-differentiable mesh and, therefore, shows a bit
more staircasing.

In practice, the three different techniques reduce to essentially two: the non-differentiable mesh and
the differentiable mesh. The smooth mesh can be seen as an intermediate step in the construction
which inherits neither the grid-aligned exact surface representation of the non-differentiable mesh,
nor the fully differentiable mapping of the differentiable mesh. Hence, it rather complicates the
Fourier representation by additional jump discontinuities. The performance of the two remaining
techniques in real applications will be one of the topics covered in Chap. 8.
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7.1.2. Automated Adapted Mesh Generation

The analytical mesh construction is not the only way to obtain adapted meshes. In particular, for
complicated geometries it might actually be rather tedious. An illustrative example is the cross
section of a photonic crystal fiber, where the silicon matrix is interspersed with air holes arranged in
a hexagonal lattice. Such fibers usually comprise several rings of air holes — roughly about seven
— which already makes a total of 148 single air holes provided the central hole is left out. This level
of complexity is the natural domain of automated adapted mesh generation as introduced by Essig
et al. [104]. Since we do not use the technique in the course of this work, we only briefly sketch the
procedure.

The core element of automated mesh generation is a potential energy landscape throughout the unit
cell with local minima at material surfaces. In a simple picture, the mesh is then modeled as spring-
mass system in the landscape, where each sampling point (intersection of coordinate lines) is repre-
sented by a mass, and the connection to nearest neighbors is represented by a spring. The masses
in the landscape provide for the adaption of the mesh to the structure, whereas the springs act as
restoring force to prevent that all masses accumulate in the minima of the landscape. Starting from
a regular mesh, the position of the sampling points will then evolve in a way as to minimize the total
energy of the system, which is given by the mechanical energy stored in the total ensemble of springs
and the summarized gravitational energy of the masses.

While this picture gives a good illustration of the general idea, it turns out that it is too simple to
produce nice coordinate transformations. Thus, in reality the meshing relies on the minimization of
a fictitious energy functional with four distinct contributions [104]

E
(
x̄1(x1, x2), x̄2(x1, x2)

)
=

∫
UC

dx1 dx2
(
Ec(x1, x2) + Es(x1, x2) + Eg(x1, x2) + Et(x1, x2)

)
.

(7.23)
The compression energy term

Ec(x1, x2) = sc · det(gρσ) (7.24)

has a similar role like the springs in the simple picture — it exerts a restoring force towards the
original regular mesh in the direction along the coordinate line between two adjacent mesh points.
The restoring force perpendicular to this coordinate line is ensured by the shear energy term

Es(x1, x2) = ss · tr(gρσ) . (7.25)

The remaining two terms, gradient energy

Eg(x1, x2) = −
∣∣∣∇̄ · Ssm(x̄1(x1, x2), x̄2(x1, x2)

)∣∣∣ , (7.26)

and tangential energy

Et(x1, x2) = st ·
(∣∣∣(∇̄ · Ssm) · e1

∣∣∣2 +
∣∣∣(∇̄ · Ssm) · e2

∣∣∣2) , (7.27)

provide for the adaption of the mesh to the structure. The procedure, the resulting mesh and effective
material distributions are illustrated in Fig. 7.11.13 The gradient energy relies on the structure func-
tion Ssm which is essentially the normalized permittivity distribution with a Gauss’ian smoothing
13Pictures depicted in Fig. 7.11 (a), (b), and (c) adapted from Ref. [65] by courtesy of Sabine Essig.
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7.1. Adaptive Coordinates and Adaptive Spatial Resolution

Figure 7.11.: Automated adaptive mesh generation. Panel (a) depicts the permittivity in Carte-
sian space. The structure function Ssm, shown in panel (b), is derived from the
permittivity with a Gaussian smoothing of the material interfaces. Panel (c) illus-
trates its gradient field with little white arrows and the magnitude of the gradient
field color coded. The resulting adapted mesh with the minimized energy func-
tional E is plotted in (d). Horizontal coordinate lines in the zoom on the right
hand side are highlighted in red to improve the distinguishability from vertical
lines. (e) Selection of related material distributions throughout the unit cell in
transformed space. In contrast to the analytically generated non-differentiable
mesh, the minimized mesh does not provide grid aligned structures (cf. Fig. 7.10).
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of the discontinuous jumps at the surface (cf. Fig. 7.11(b)). Hence, the gradient of the smoothed
structure function is zero in homogeneous regions and non-zero near material surfaces with its max-
imum absolute value exactly at the surface (cf. Fig. 7.11(c)). With the minus sign in Eq. (7.26) one
achieves that the mesh lines tend to accumulate at the surface because of a favorable energy con-
stellation. In contrast, the tangential energy term is a penalty term which punishes coordinate lines
— represented by their covariant basis vectors eρ — which are not orthogonal to the gradient field.
Since the gradient is always perpendicular to the structure surface, the coordinate lines, thus, prefer
the desired parallel surface alignment (cf. inset of Fig. 7.11(d)). The strength parameters sc, ss, and
st allow for an adjustment of the respective contributions relative to the gradient energy. In practical
applications these parameters have to be properly balanced in order to achieve nice meshes.

The automatically adapted mesh generation produces inherently smooth meshes and automatically
incorporates an enhanced adaptive spatial resolution at material interfaces (cf. Sec. 7.1.1). Such a
mesh is depicted in Fig. 7.11(d). The current state of art is a normalized smoothed structure function
Ssm which is represented in Fourier space and whose width of the smoothing region can be adjusted
by a parameter [104]. Future developments could focus on an improved potential landscape design
which respects different permittivity values and more sophisticated gradient fields such that gratu-
itous mesh deformation is reduced which sometimes leads to high values in effective permeability
and effective permittivity. As can be seen from Fig. 7.11(e), the automated mesh does not necessarily
produce grid-aligned effective structures.

7.2. Stretched Coordinate Perfectly Matched Layers

The Fourier modal method naturally incorporates (Bloch-) periodic boundary conditions due to the
plane wave expansion and the use of Fourier transformations. This makes the method predestined for
the simulation of periodic structures like, for example, photonic crystals. Furthermore, since the set
of basis functions remains the same in every layer, the matching in the scattering matrix algorithm is
very robust and simple. However, this scattering matrix algorithm seems often undervalued. Besides
the modal expansion which allows for efficient simulation of x3-invariant structures, a particularly
outstanding strength of the method is in fact this s-matrix algorithm. It allows for a very efficient
simulation of repeated patterns along the propagation direction by recycling of the respective s-
matrices. If we look at the FMM in such light, it is desirable to use the method for systems with
simple cross sections but large aspect ratios as well.

The required (artificial) periodic boundary conditions in the lateral plane reduce the FMM’s appli-
cation scenarios to aperiodic systems with no or very small scattering processes. Such scenarios,
for instance, can often be found in (wave-) guiding based applications, e.g., the determination of
guided eigenmodes which evanescently decay in lateral directions, or mode couplers where forward
or backward scattering within the guiding structure exceeds outward scattering by far. For such sys-
tems, an artificial periodicity is introduced and the structures are set sufficiently apart. The procedure
is schematically depicted in Fig. 7.12. Other systems where strong scattering plays a non-negligible
role cannot be simulated with the ordinary periodic FMM. In these systems the cross talk and energy
exchange between neighboring unit cells leads to strong coupling effects which usually significantly
influence the overall result.

It is known that Finite Element like methods are commonly more efficient in the determination of
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7.2. Stretched Coordinate Perfectly Matched Layers

Figure 7.12.: Sketch of the artificial periodic arrangement of a waveguide structure in the FMM.

eigenmodes of aperiodic structures than the FMM [74]. They lack the periodicity requirement of
the FMM, and absorbing boundary conditions to mimic open boundaries are well established for
polynomial bases [105]. So, the eligible question arises why the FMM, which is a reliable and
established simulation tool for periodic structures, should be exploited in this direction, if an FEM
eigenmode solver can be combined with a scattering-matrix code as well. Surprisingly, it turns out
that the layer matching by basis functions (cf. Sec. 5.3.1) inherent to the FMM s-matrix algorithm
is more accurate than real-space matching schemes required by FEM methods [74], which is the
limiting factor in transmission calculations — here tested with the B-spline modal method.14 This is
the case even though the individual eigenmodes calculated by the BMM converge faster by several
orders.

The lifting of the FMM application restriction to aperiodic systems with weak scattering can be
achieved by the incorporation of open boundary conditions. What might sound easy is in fact a
challenging task since, in order to keep the FMM concept, finite unit cells and periodic boundary
conditions must be maintained. This squaring the circle problem requires a “trick” — stretched
coordinate transformations.

The core idea of stretched-coordinate transformations is the compression of infinite space onto a
finite edge layer. The principle is illustrated in Fig. 7.13. Here, we use the same technique as for
the adapted meshes before. The main difference is that instead of a mapping of a finite interval onto
itself, we map the infinite space onto a finite interval of size d or vice versa:[

−∞,+∞
]
←→

[
−d

2
,+

d

2

]
. (7.28)

To this end, we define a mapping function

Fρ(x
ρ) :

[
−d

2
,+

d

2

]
7−→

[
−∞,+∞

]
. (7.29)

The stretched-coordinate mapping excludes a central domain of size e (F (xρ) = xρ) where the
mapping is just the identity relation and all physical properties of the problem we are interested

14FEM methods require real-space matching schemes in the sense that they intentionally use grids which are specifically
adapted to the structures in the layer. Thus, the basis functions usually differ in adjacent layers.
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7. Coordinate Transformations

Figure 7.13.: Two-dimensional stretched-coordinate transformation. The infinite domain (top
left) is mapped onto a finite unit cell of size d (bottom right) — or vice versa. The
physical domain of size e (grey shaded) remains untransformed (identity map-
ping), the surrounding infinite space is squeezed into the finite edge layer (yellow
shaded). Considering it the other way round, the equidistant mesh (blue lines) in
transformed space is mapped onto a non-equidistant grid with decreasing coordi-
nate line density with increasing distance from the physical domain.

in are evaluated. Moving from this inner domain outwards, the coordinate compression gradually
increases, finally reaching infinity at the outer boundary.

The calculated solutions within the edge layer, on the other hand, are interesting only as they should
mimic the solutions within the infinite free space to a certain degree of accuracy. In the ideal case,
radiated energy traveling into the edge layer should neither be reflected at the interface nor ever
return or disturb adjacent unit cells. Unfortunately, this is not the case as long as the coordinate
mapping is real. First, in contrast to time domain, in frequency domain the radiative modes al-
ways (instantly) reach to infinity. Second, the compression of the infinite space also compresses the
radiative solutions. Thus, spatial frequencies occur way beyond the limit of what can be correctly
represented by reasonable mesh resolutions and the truncation order of feasible Fourier series. While
Shyroki [106] claims this ansatz works in time-domain methods, we believe it cannot properly work
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7.2. Stretched Coordinate Perfectly Matched Layers

in frequency-domain methods because stationary solutions reach to infinity and are influenced by the
issues mentioned above.

The crucial step to overcome these obstacles is the adding of absorption. If the amplitude of radiative
solutions decays “faster” than the increase in spatial frequency in the squeezed space, the errors due
to limited resolution and a truncated Fourier series decrease. Absorbing boundary conditions, where
the edge layer consists of an artificial absorbing material instead of free space, are the most basic
approach. Berenger [107] found out that spurious reflections, in particular for oblique incidence
onto the surface between the physical region and the absorptive edge layer, can be eliminated if
the materials are impedance matched.15 With this discovery he coined the technique of perfectly
matched layers (PML). Berenger, however, did not employ coordinate transformations for his PMLs
but only artificial absorptive materials.

The introduction of artificial absorptive materials with complex material parameters leads to wave
vectors k with complex amplitudes k = kR + ikI, kR, kI > 0 (cf. Eq. (2.30)). For the exponential
term of a forward propagating one dimensional plane wave,

e+ikx −→ e+ikRx · e−kIx , (7.30)

this implicates the desired exponential decay and electromagnetically isolates the unit cell from its
neighbors. However, a similar effect can easily be achieved if — instead of an absorptive material —
the edge layer is constructed via a complex-valued coordinate transformation. The exponential term
from Eq. (7.30) with a complex coordinate x = xR + ixI and a real wave vector k = kR

e+ikx −→ e+ikRxR · e−kRxI (7.31)

gains an equivalent decay. Furthermore, since the physical material on both sides of the interface
between edge layer and physical domain now remains the same, the created stretched-coordinate
perfectly matched layer (SC-PML) is automatically impedance matched at its surface. It was Chew
and Weedon [108] and Sacks et al. [109] who established the PML in a stretched-coordinate for-
mulation — with very simple complex mappings at first. Using complex stretched-coordinates, the
impedance matching is fulfilled for the entire SC-PML domain as well, because a coordinate trans-
formation always transforms permittivity and permeability in the same way. Chew et al. [110] later
demonstrated that SC-PMLs are reflectionless irrespective of the chosen coordinate transformation
function, propagation direction, or polarization of the electromagnetic wave. Luckily, the SC-PML
can be formulated such that it resorts to the same implementation developed for the adaptive meshes.
The FMM equipped with PMLs is commonly referred to as the aperiodic Fourier modal method
(aFMM).

The general SC-PML mapping formalism and the connection between different popular approaches
on a formal level is sketched in Sec. 7.2.1. Thereafter, Sec. 7.2.2 introduces effective permittivity
and effective permeability in the squeezed space for the covariant form of Maxwell’s equations in
analogy to Sec. 7.1. Two different specifications of stretched-coordinate transformation functions
are outlined in the subsequent paragraphs. Section 7.2.3 addresses the original PML proposal for the
FMM by Lalanne et al. [99], and Sec. 7.2.4 transfers the complex frequency shifted perfectly matched
layers (CFS-PML) concept, a popular PML type predominantly used in time domain methods, to the
realm of the Fourier modal method.

15The wave impedance for a dielectric material is defined as Z =
√

µ(r,ω)
ε(r,ω)

.
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7.2.1. Coordinate Mapping

The infinite physical system we want to simulate is described by the coordinate system Ox̄1x̄2x̄3.
In our case, this is a subspace of the infinite complex three dimensional space C3. This physical
subspace is transformed onto a three dimensional finite domain in R3 described by the coordinate
system Ox1x2x3.

As proposed by Lalanne et al. [99], for the special case of separable and independent coordinate
transformations in both dimensions of the transversal plane, the mapping can in general be noted
down as

x̄1 = F1(x1) , (7.32a)

x̄2 = F2(x2) , (7.32b)

x̄3 = x3 , (7.32c)

where the complex valued functions Fρ are called the coordinate stretching functions. From Eq. (7.6)
we deduce that in this case the derivatives with respect to the original coordinates x̄ρ,

∂x1

∂x̄1
=

∂x̄2

∂x2

∂x̄1

∂x1
∂x̄2

∂x2

=

(
∂x̄1

∂x1

)−1

, (7.33a)

∂x2

∂x̄2
=

∂x̄1

∂x1

∂x̄1

∂x1
∂x̄2

∂x2

=

(
∂x̄2

∂x2

)−1

, (7.33b)

can be replaced by the inverse of the derivative with respect to the transformed coordinates xρ. This
means we can conveniently use the inverse of the derivatives of Eqs. (7.32):

∂xρ

∂x̄ρ
Eqs. (7.33)

=

(
∂x̄ρ

∂xρ

)−1
Eqs. (7.32)

=

(
∂Fρ
∂xρ

)−1

≡ fρ(xρ) . (7.34)

Due to the independent one-dimensional transformations all mixed derivatives vanish.

Teixeira et al. [105, 111] describe the mapping between both coordinate systems by the integral
relation

xρ → x̄ρ =

∫ xρ

0
dxρ′ sρ(x

ρ′) . (7.35)

Both variants are equivalent and connected via the relation

∂x̄ρ

∂xρ
Eq. (7.34)

=
1

fρ(xρ)
= sρ(x

ρ) . (7.36)

For the sake of improved readability, we introduce the abbreviations fx = f1(x1), fy = f2(x2),
sx = s1(x1), and sy = s2(x2).
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7.2.2. Effective Permittivity and Permeability

Using Eqs. (7.33), the transformation laws for the permittivity, Eqs. (7.3), read

ε11 =
√
g
∂x1

∂x̄1

∂x1

∂x̄1
ε̄11 =

√
g fx fx ε̄

11 , (7.37a)

ε12 =
√
g
∂x1

∂x̄1

∂x2

∂x̄2
ε̄12 =

√
g fx fy ε̄

12 , (7.37b)

ε13 =
√
g
∂x1

∂x̄1

∂x3

∂x̄3
ε̄13 =

√
g fx 1 ε̄13 , (7.37c)

ε21 =
√
g
∂x2

∂x̄2

∂x1

∂x̄1
ε̄21 =

√
g fy fx ε̄

21 , (7.37d)

ε22 =
√
g
∂x2

∂x̄2

∂x2

∂x̄2
ε̄22 =

√
g fy fy ε̄

22 , (7.37e)

ε23 =
√
g
∂x2

∂x̄2

∂x3

∂x̄3
ε̄23 =

√
g fx 1 ε̄23 , (7.37f)

ε31 =
√
g
∂x3

∂x̄3

∂x1

∂x̄1
ε̄31 =

√
g 1 fx ε̄

31 , (7.37g)

ε32 =
√
g
∂x3

∂x̄3

∂x2

∂x̄2
ε̄32 =

√
g 1 fy ε̄

32 , (7.37h)

ε33 =
√
g
∂x3

∂x̄3

∂x3

∂x̄3
ε̄33 =

√
g 1 1 ε̄33 . (7.37i)

All other derivatives — the mixed terms — in the sum of Eqs. (7.3) vanish. Note that the permittivity
ερσ = ερσ(x1, x2, x3) is now a function of the transformed space, whereas ε̄ρσ are functions of the
physical (Euclidean) space. The prefactor stemming from the metric’s determinant can be calculated
from Eq. (7.7):

√
g =

1

fx fy
. (7.38)

This leads to the effective permittivity tensor

ε =


fx
fy

1 1
fy

1
fy
fx

1
fx

1
fy

1
fx

1
fx fy

 ∗ ε̄ =


sy
sx

1 sy

1 sx
sy

sx

sy sx sx sy

 ∗ ε̄ ≡ Π ∗ ε̄ , (7.39)

where the ∗ denotes a component wise multiplication. In the same fashion we can easily determine
the respective formula for the permeability. Replacing ε → µ, and for non-magnetic materials
µ̄→ 1 in Eq. (7.39), we finally arrive at

µ =


fx
fy

0 0

0
fy
fx

0

0 0 1
fx fy

 =


sy
sx

0 0

0 sx
sy

0

0 0 sx sy

 ≡ Π ∗ 1 . (7.40)

The missing piece is the definition of appropriate mapping functions Fρ or the related functions fρ
and sρ. Therefore, we implement two different PML types in the following paragraphs.
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7.2.3. Lalanne Formulation

The credit for the introduction of stretched-coordinate PMLs into the FMM realm can be clearly
attributed to Lalanne et al. [99]. They suggested a mapping function which squeezes the infinite
complex space onto a finite unit cell such that the artificial periodicity can be maintained. The
mapping bases on a tangent like function since these functions are known to diverge for arguments
approaching ±π/2.

The mapping function of Lalanne et al.is given as [99]

Fρ(x
ρ) =


xρ, for |xρ| ≤ e

2 ,

xρ

|xρ|

(
e
2 + q

π(1−γ)

(
tan(φ)− γ√

1−γ tan−1
(√

1− γ tan(φ)
)))

, for e
2 < |x

ρ| < d
2 ,

(7.41a)

and the corresponding inverse derivative as

fρ(x
ρ) =


1, for |xρ| ≤ e

2 ,(
1− γ sin2(φ)

)
cos2(φ), for e

2 < |x
ρ| < d

2 ,
(7.41b)

with φ = π
q

(
|xρ| − e/2

)
, q = (d − e), and γ ∈ C. The functions of Eqs. (7.41) are visualized

in Fig. 7.14 for γ = (0.5 + 0.5i), and are split into real and imaginary part. Note that we usually
pick d slightly larger than the lattice constant a, which is a necessity of our implementation to avoid
divisions by zero in Eq. (7.39) and Eq. (7.40).

This choice of the mapping function has the advantage that the Fourier coefficients of fρ can be

Figure 7.14.: Complex stretched-coordinate transformation mapping function Fρ and its inverse
derivative fρ as proposed for PML applications by Lalanne et al. [99]. The pa-
rameters chosen for the picture are e = 0.33 and γ = (0.5 + 0.5i).
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determined analytically. They read

f̃ρ,m = δ0m −
q

2d
(−1)m

[(
1 +

π

4

)
sinc

(
mq

d

)
+

1

2
sinc

(
mq

d
− 1

)
+

1

2
sinc

(
mq

d
+ 1

)
+
γ

8
sinc

(
mq

d
− 2

)
− γ

8
sinc

(
mq

d
+ 2

)]
, (7.42)

with sinc(x) = sin(πx)/(πx). We notice that the Fourier coefficients of a sinc decay only slowly
with 1

m . Furthermore, the peaks of the last two sinc terms are positioned at (mqd ± 2) = 0. This
means, if the PML region takes about as much as q

d = 4/10 of the unit cell (which is usually
fairly large), the coefficients’ values up to m = ±5 are still in the order of one. Consequently, the
corresponding Fourier series is expected to converge rather slowly. This might not be a problem
for one-dimensional PML calculations (two-dimensional problems, with artificial periodicity in one
transverse direction) as used in Ref. [99], where truncation orders of m ≈ ±500 are easily within
reach. However, in three-dimensional problems (two PML dimensions) the maintainable truncation
order for realistic applications is about m ≈ ±15 . . . 20 depending on the truncation scheme.16

Considering the convergence behavior of the sinc’s Fourier coefficients, it is somewhat surprising
that the Fourier coefficients of Eq. (7.42) actually decrease with m−3 as can be seen in Fig. 7.16 in
the left panel. Still, there remains a relatively large plateau for small m. We attribute this plateau
mainly to the constant part of fρ in the interval [−e/2, e/2] which is not easily represented in a
Fourier series.17 Hence, for 3D applications with small truncation orders per dimension, we expect
a rather slow convergence. What happens when we reconstruct the inverse derivative fρ from the
Fourier coefficients of Eq. (7.42) with a truncation order of m = ±20 is depicted in Fig. 7.15. The
consequence of this truncated Fourier series are spurious residual oscillations in the order of 10−3.
The smaller the constant parts of the physical domain in relation to the unit cell size, the smaller the
16Please note that the eigenproblem diagonalization scales with the number of coefficients to the third, which means

roughly with the truncation order to the sixth.
17This is not a problem for any polynomial expansion basis though.

Figure 7.15.: Fourier reconstructed inverse derivative fρ(xρ) of the Lalanne mapping function
for a truncation order of m = ±20 (one-dimensional, M = 41) and e = 0.8.
The left panel shows the magnitude of the reconstructed function on a logarithmic
scale, and the right panel focuses on the imaginary part on a linear scale. Note
the oscillations around zero within the physical domain (grey shaded).
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plateau, because the sinc functions move towards the origin. For instance, for e = 0.33, when the
PML domain is larger than the physical domain, the real as well as the imaginary parts move below
the red curve. Furthermore, the magnitude of the residual spurious oscillations drops for about one
order of magnitude in this case. Indeed, we will see effects related to this convergence behavior and
consequences for the eigenmodes in the detailed analysis of the PML performance in Chap. 8.

Figure 7.16.: Convergence of Fourier coefficients f̃ρ,m of the inverse derivative fρ for Lalanne
formulation (left), and third-order polynomial CFS formulation (right). The coef-
ficients of the Lalanne formulation are those of Eq. (7.42), whereas the coefficients
of the CFS formulations were determined by an FFT with Nfft = 1024 sampling
points (hence, the small aliasing effect at large m). The grey shaded area roughly
highlights the coefficients that can be taken into account in 3D simulations. The
used transformation parameters are e = 0.8,γ = (0.5+0.5i), ω = 1, κmax = 10,
mκ = 3, σmax = 10, mσ = 3, amax = 0, and ma = 1.

7.2.4. Complex Frequency Shifted Formulation with Polynomial Grading

A PML type commonly used in real–space methods is the complex frequency shifted PML (CFS-
PML) which brings sufficient degrees of freedom to construct a causal PML medium [105,112]. We
implemented this specific type of PML because with its general form it can easily mimic other kinds
of less sophisticated PMLs like, for example, uniaxial perfectly matched layers (UPML) by proper
choice of the parameters as well. Originating from real–space methods where polynomials are the
most widespread type of basis functions, the stretched mapping within the edge domain is achieved
by a polynomial grading of a freely selectable degree.

In a material independent formulation with dimensionless conductivities σ,18 and an exponential
time dependence of e−iωt (responsible for the red minus sign in Eq. (7.43a)), the slope sρ of the

18We pick: σ = (σSIa)/(cεε0).
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mapping function Fρ is given by

sρ(x
ρ) =


κρ(x

ρ) − σρ(xρ)
aρ(xρ)+iω =

(
κρ(x

ρ)− aρσρ
a2
ρ+ω2

)
+ i

ωσρ
a2
ρ+ω2 , for |xρ| ∈

[
e
2 ,

d
2

]
,

1, else,
(7.43a)

with polynomially graded parameters

κρ(x
ρ) = 1.0 + (κmax − 1.0) ·

(
(2|xρ| − e)

q

)mκ
, (7.43b)

σρ(x
ρ) = σmax ·

(
(2|xρ| − e)

q

)mσ
, (7.43c)

aρ(x
ρ) = amax ·

(
(d− 2|xρ)|

q

)ma
. (7.43d)

According to Ref. [105], this transformation maintains causality provided we choose κρ ≥ 1, σρ ≥ 0,
and aρ ≥ 0 and real.

In order to get the primitive Fρ(xρ), we must integrate Eq. (7.43a). For a vanishing frequency shift
aρ = 0, Eq. (7.43a) reduces to sρ = κρ + iσρ/ω, and the mapping function becomes

Fρ(x
ρ) =


xρ, for |xρ| ≤ e

2 ,

xρ

|xρ|

(
|xρ|+ κmax−1

mκ+1

(
2
q

)mκ
x̃mκ+1 + i σmax

ω(mσ+1)

(
2
q

)mσ
x̃mσ+1

)
, for |xρ| ∈

[
e
2 ,

d
2

]
,

(7.44)
with the abbreviation x̃ =

(
|xρ| − e

2

)
. The mapping and the corresponding inverse derivative for a

third order polynomial grading are plotted in Fig. 7.17. The difference in comparison to the Lalanne
mapping, see Fig. 7.14, is evident: Where the tangent-like function in Eq. (7.41a) maps the infinite

Figure 7.17.: Complex stretched-coordinate transformation mapping function Fρ and its inverse
derivative fρ as proposed for PML applications in CFS formulation. The parame-
ters chosen for the picture are ω = 1, e = 0.33, κmax = 10, mκ = 3, σmax = 10,
mσ = 3, amax = 0, and ma = 1.
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physical space onto the finite PML region, the CFS-PML only squeezes a finite domain of the phys-
ical space onto the edge layer. How large this region in physical space is, is determined by the slope
of the real part κρ(xρ) integrated over the PML thickness. It can be adjusted by the maximal slope
κmax. Similarly, the attenuation strength is controlled by the maximal slope of the imaginary part —
the artificial conductivity σmax.

It is not much surprising that the Fourier coefficients of the polynomial CFS mapping do not decrease
much faster than those of the Lalanne mapping, as can be seen in the right panel of Fig. 7.16. After
all, we attributed the plateau for small orders to the constant part in the physical domain which is the
same in both functions. It seems that the polynomial grading is slightly worse to expand into plane
waves and the convergence order is considerably smaller than −3. Hence, we expect in general
no better performance from polynomial CFS-PMLs. This expectation could be confirmed within
the numerical experiments that were evaluated in the course of this work. In all experiments their
performance was similar to infinite Lalanne PMLs. However, it might be worthwhile to examine the
performance more rigorously in future projects.

7.3. Combination of Coordinate Transformations

One of the great advantages of the covariant formulation of Maxwell’s equations is that we can
easily combine several coordinate transformations. We already mentioned that adaptive coordinates
and adaptive spatial resolution are most commonly done together. However, the combination with
perfectly matched layers, to the best of our knowledge, has not been reported in literature before. In
this section we demonstrate the formalism of how this can be achieved.

The combination of ASR and AC affects only the sampling points at which the effective permittivity
is evaluated. If

χkl = (x1
k, x

2
l ) (7.45)

denotes the equidistant sampling points of a cartesian grid with x1
k = ∆1k, x2

l = ∆2l, k, l =
0, . . . , Nfft − 1, the ASR maps them to the new points

χ̂kl(χkl) = (x̂1
k(x

1
k), x̂

2
l (x

2
l )) , (7.46)

where the new coordinates

x̂1(x1) = GV(x1, {(pl, p̂l)}1, G) , (7.47a)

x̂2(x2) = GV(x2, {(pl, p̂l)}2, G) . (7.47b)

are given by the generalized Vallius transformation GV introduced in Sec. 7.1.1 (cf. Ref. [100]).
Here, {(pl, p̂l)}ρ denotes the set of inflection points for the respective direction. Note that the newly
introduced coordinates x̂1

k and x̂2
l simply describe the new, non-Cartesian ASR mesh in transformed

space (Ox1x2x3). Hence, the discretized permittivity in transformed space is given by

ερσ(χkl)
Eqs. (7.3)

=
√
g(χ̂kl)

(
∂xρ

∂x̄τ
∂xσ

∂x̄κ

)∣∣∣∣∣∣
χ̂kl

ε̄τκ(χ̄kl) , (7.48)

with
χ̄kl(χ̂kl) = (x̄1(x̂1

k), x̄
2(x̂2

l )) . (7.49)
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Here, ε̄τκ is the permittivity within the unit cell of a (infinitely) periodic system in physical space.
Equation (7.48) can subsequently be transformed into Fourier space.

Due to the lack of mutual dependence in the PML transformation function, the additional inclusion
of open boundaries is not much different. We consider a structure within infinite free space — the
original physical problem. The essential additional step is to squeeze the infinite space onto a finite
unit cell using PMLs. If the original aperiodic permittivity is described by ε̄τκ,19 the discretized
permittivity in transformed space is given by

ερσ(χkl) =
√
g(χ̂kl)

(
∂xρ

∂x̄τ
∂xσ

∂x̄κ

)∣∣∣∣∣∣
χ̂kl

(
Πτκ(χ̂kl) ε̄

τκ(χ̄kl)
)

︸ ︷︷ ︸
PML transformed permittivity

, (7.50)

where Πτκ are the components of matrix Π defined in Eq. (7.39). The rightmost term in brackets
is just the permittivity in the squeezed space of the finite unit cell from Eq. (7.39), which replaces
the periodic permittivity from Eq. (7.48). Actually, the permittivity ε̄τκ(χ̄kl) is here an analytic
continuation of the real-space permittivity function to complex space. It is essentially equivalent to
ε̄τκ(Re(χ̄kl)). The transformation of the permeability is carried out analogously.

7.4. Transformation into Fourier Space

There are two slightly different procedures available for the transformation into Fourier space con-
nected to two different general strategies. These two strategies and their differences are briefly
discussed in the following. We reduce the considerations to the permittivity. It is understood that the
permeability is treated analogously.

7.4.1. Structure-Transform Real-Space Strategy

The derivations in the first section of this chapter are based on the covariant formulation of Maxwell’s
equations. This means, instead of an incorporation of the coordinate transformations into Maxwell’s
equations itself, we handle the coordinate transformations by altering the calculated structure. We
demonstrated above that, in this way, we can treat AC, ASR, or PML transformations with the same
formalism. The presented formalism takes care of coupling of various tensor components due to
non-separable multi-dimensional transformations. Furthermore, it was shown that it is rather easy to
combine different transformations without altering the form of the eigenvalue problem. The effects
of ASR, AC, and PML could be converted into two final anisotropic effective structure functions
given in continuous real-space in one step. Hence, we call this procedure the structure-transform
real-space strategy.

The discretization and transformation into Fourier space happens only in a last single step. As already
described in Eqs. (6.10), the combined effective material parameters, i.e., Eq. (7.48) or Eq. (7.50),
are Fourier transformed using Li’s Fourier transformation operators

ε̂ = l̂−3
L̂2L̂1 + L̂1L̂2

2
ε(χkl) . (7.51)

19Note the fundamental difference to the physical system described before!
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The Fourier representations ε̂ of the effective permittivity in transformed space can readily be used
within the discretized system matrix, Eq. (6.12). The basis functions of the FMM are then plane
waves in the transformed space. The obtained fields reside in the transformed space as well.

7.4.2. Equation-Transform k-Space Strategy

The second — analytically equivalent — strategy we call equation-transform k-space strategy. This
strategy is, for example, used by Lalanne et al. [99] in their original proposal of SC-PMLs for the
FMM. If we do not stick to the covariant formulation of Maxwell’s equations, but derive the FMM
formalism directly from the dimensionless curl equations, Eqs. (2.13), every coordinate transforma-
tion alters their form and adds some new terms. Coordinate transformations enter Maxwell’s curl
equations via the derivatives

d

dx̄ρ
−→ dxσ

dx̄ρ
d

dxσ
. (7.52)

The structure functions ε and µ, however, remain unchanged. For PMLs we have separately imple-
mented this strategy. Because of the independent transformations in both transverse dimensions, the
derivatives in physical space

d

dx̄ρ
SC-PML−−−−−→ fρ(x

ρ)
d

dxρ
(7.53)

can be substituted by the derivatives in squeezed space times the inverse derivative fρ, for ρ = 1, 2.
If we take as example the first component of Eq. (2.13a)

∂̄2Ē3 − ∂̄3Ē2 = iω2
(
µ̄11H̄1 + µ̄12H̄2 + µ̄13H̄3

)
, (7.54a)

(in non-covariant form), the PML transformed equation within the finite unit cell reads

f2∂2E3 − ∂3E2 = iω2
(
µ11H1 + µ12H2 + µ13H3

)
, (7.54b)

with µρσ(x1, x2) = µ̄ρσ(F1(x1), F2(x2)). The remaining components are transformed similarly
and combined to an eigenvalue equation. The main difference to the structure-transform real-space
strategy is that material parameters and terms from the derivatives are now Fourier transformed sep-
arately obeying Li’s product rules, Eq. (3.26) and Eq. (3.29), in order to be able to easily execute the
remaining derivatives. The products of real-space functions become convolutions in Fourier space,
described by the products of Toeplitz matrices and Fourier vectors. This means that Eq. (7.54b) in
Fourier space is given by

[[f2]]β Ẽ3 − γẼ2 = ω2
(

[[µ11]]H̃1 + [[µ12]]H̃2 + [[µ13]]H̃3

)
. (7.55)

Here, β describes a diagonal matrix with entries βmn = βn (similarlyαmn = αm, cf. Eqs. (3.47)).
The corresponding small eigenproblem system matrices F and G for non-magnetic, isotropic systems
can be found in App. B.4. More details on the eigenproblem in the equation-transform k-space
strategy can be found in Ref. [84]. In summary, this strategy transforms Maxwell’s equations directly
and adds the coordinate transformation and PML effect as convolutions in k-space.

142



7.5. Back-Transformation into Cartesian Space

7.4.3. Differences

While both strategies are equivalent on an analytical level, there are subtle differences in the numer-
ical implementation. We would like to name two differences which stand out.

The first difference is the point at which the discretization and transformation into Fourier space
is carried out. The structure-transform real-space strategy constructs effective material functions in
real-space as an aggregate of all involved functions on an exact level first. The discretization (and,
therefore, discretization errors) is only introduced once in the end. Furthermore, only the discretized
effective permittivity and permeability are Fourier transformed and convolved with the fields. Hence,
the infinite Fourier series is truncated once. However, the Li operators do some non-trivial mixing
and convolution of the components to enhance the convergence behavior. In contrast, the equation-
transform k-space strategy carries out the real-space discretization and Fourier transformation for
every single involved transformation function. All truncated series are then convolved one after the
other taking Li’s rules into account.

The second difference concerns the nature of the Fourier transformed functions, especially if we
apply PML transformations.The latter strategy only transforms functions fρ whose real parts are
bounded on the interval Re(fρ) ∈ [0, 1], and whose imaginary parts are roughly bounded on the
interval Im(fρ) ∈ [−0.5, 0]. When we have a close look at Eq. (7.39) and Eq. (7.40) we notice that
the former strategy, however, Fourier expands terms involving 1/fρ = sρ. These functions can have
quite large values and steep shoulders. For the Lalanne SC-PML these terms even tend to diverge
as fρ approaches zero at the outer unit cell boundaries. Their truncated Fourier series are expected
to converge considerably slower than those of fρ in the equation-transform k-space strategy. These
inverse terms are introduced by the square root of the metric determinante

√
g (cf. Eq. (7.38)) which

originates from the curl operator (cf. Eq. (2.80)). This means, during the covariant formulation of
Maxwell’s equations we actually created those terms by multiplication with

√
g in order to absorb

this spatially dependent term into the effective permittivity.

7.5. Back-Transformation into Cartesian Space

The field components of solutions calculated with the coordinate transformation schemes above can
be obtained from Eq. (6.30) and Eqs. (6.31) as usual. However, they are given with respect to the
plane wave basis in transformed space. In order to obtain the Cartesian fields in physical space, the
components have to be transformed back. The transformation process in general involves two steps.
We present the procedure for the electric fields — the magnetic fields follow in the same way.

The first step is the back transformation of the curvilinear field components into the Cartesian ones.
To this end, we apply Eq. (2.90) in Fourier representation, which reads

˜̄E
(l)

ρ′ (x̄
3(x3)) =

[[
Λ̄ρρ′

]]
Ẽ

(l)
ρ (x3) . (7.56)

Here, we reintroduced the layer label (l) for completeness. Please also note that the Einstein sum-
mation convention is implicitly assumed again. Since these Fourier coefficients were created with
respect to the transformed coordinates x1 and x2, the field values obtained from an inverse FFT are
the Cartesian field components Ēρ′(χ̄kl, x̄3) on the adapted mesh. In many cases this is a rather
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convenient representation because, plotted on this mesh in Cartesian space, the pictures still have the
exact surface representation and the locally enhanced resolution from the ASR.

If the field values are required in the plane wave basis of the Cartesian space or have to be plot-
ted on the Cartesian mesh an additional step is necessary. Then, we have to transform the plane
wave basis of transformed space back into the plane wave basis of Cartesian space which requires a
transformation matrix L with entries [65]

Lmn =

∫ 1

0

∫ 1

0
dx̄1dx̄2 e−i(ᾱm1 x̄

1+β̄m2 x̄
2) e−i(αn1x

1+βn2x
2) . (7.57)

The indices m and n denote multi-indices as defined in Chap. 3. Due to the integration, the prepara-
tion of this matrix is rather cumbersome. The fields in the Cartesian plane wave basis are then given
by

˜̄E
(l)

ρ′ (x̄
3(x3)) = L

[[
Λ̄ρρ′

]]
Ẽ

(l)
ρ (x3) , (7.58)

from which the real-space fields on the Cartesian grid Ēρ′(x̄1
k, x̄

2
l , x̄

3) can be obtained by means of
the field reconstruction methods presented in Sec. 6.7.

An exception to this procedure are PML transformations, which are never reverted. Instead, the
solutions are only evaluated within the central physical domain where the identity transformation
was applied. Hence, the fields in this domain remain physical even in squeezed space.
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8 Chapter 8.

Method Validation

In the previous two chapters we have introduced the Fourier modal method and its extension to
adaptive coordinates, adaptive spatial resolution and open boundary conditions on a formal level.
The topic of this chapter is a validation and bench marking of these techniques by comparison to
analytically obtained reference solutions. Since the introduced extensions are by and large an un-
worked field of research, our particular interest is the examination and determination of their limits
and general rules for a safe use.

As analytical reference solutions for a method based on eigenmode expansion within layered sys-
tems, the guided eigenmodes of a cylindrical step index fiber seem worthwhile. The propagation
constant or the related effective refractive index are directly accessible and physically significant
quantities to compare with. These solutions have already been derived in Sec. 4.1.1. The circular
cross sections of the fibers are naturally a challenge to ordinary FMM due to the in-layer staircas-
ing of the Cartesian mesh. Hence, they provide an excellent test for the performance improvement
capabilities of AC meshes.

In this chapter, we consider two related physical systems. The first is an artificial periodic arrange-
ment of step-index fibers similar as depicted in Fig. 7.12. If the lattice constant is chosen sufficiently
large, the evanescent tails of the guided modes in the cladding region will barely disturb the solutions
in neighboring unit cells. These periodic systems are examined in Sec. 8.2 mainly to compare the
performance of the established non-differentiable, smoothed, and differentiable meshes.

Thereafter, we isolate the unit cells with additional PMLs and examine those systems. In particular,
we describe an optimization scheme for an (non-differentiable) adapted mesh of the step-index fiber.
The choice of parameters in this part of the chapter and the selected tests already focus on a further
use of the results with the liquid crystal based long period grating mode coupler which is one of
the presented applications in Chap. 9. In the last part of this chapter, we stress the challenges of
eigenmode calculations with strongly deformed and compressed ASR and PML meshes.

Before we proceed, however, we first address an important basic question in the FMM: What is the
influence of the structure size to lattice constant ratio on the overall accuracy — and, hence, what is
the appropriate lattice constant for an aperiodic structure?
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8.1. Choice of an Appropriate Lattice Constant

There is a vast amount of parameters in the upcoming simulations to be optimized in order to get the
best accuracy in the results. Not all of them will be discussed here. However, one of the most basic
and also most important ones is the size of the unit cell a. Hence, we want to start our analysis with
an investigation of how the lattice constant influences the accuracy of the result. Figure 8.1 shows
the relative error of the numerically determined effective refractive indices

errrel(neff) =

∣∣∣∣∣Re
(
neff

)
− neff,ref

neff,ref

∣∣∣∣∣ (8.1)

for all guided modes of a circular step-index fiber (no jacket, no cladding/air interface, setup details
see Sec. 8.3.1) plotted over the lattice constant. Here, “Re” denotes the real part and the subscript
“ref” labels the reference solutions obtained as described in Sec. 4.1.1. The total number of plane
waves used in the FMM’s field expansion is fixed to M = 997, and the simulation is performed for
λ = 1.25µm.

Figure 8.1(a) depicts the error for the case when the PMLs are switched off, which means that we
simulate a periodic lattice of cores in a homogeneous silica background material. Figure 8.1(b) shows
the error when the PMLs are switched on (Lalanne’s PML, d = 1.001, e = 0.8, γ = 0.5 + 0.5i).
When a is varied, we obtain a non-steady contribution to the error from the changing discretization
of the core. In order to get rid of this effect, we calculate the core’s effective mean radius from the
discretized permittivity distribution for each value of a separately, and use it to calculate a corre-
sponding reference solution neff,ref(a) as described above. The effective mean radii of the core vary

Figure 8.1.: The relative error of neff depends on the lattice constant given in units of the radius
r for an (a) unisolated periodic, and (b) PML isolated unit cell. The number of
used plane waves is M = 997 and the simulated wavelength is λ = 1.25µm. The
optimal choice for the size of the unit cell in case (a) is around a = 3.7r and in
case (b) around a = 3r. Notice the absence of the increasing error for small lattice
constants in the PML case, where in the periodic case the error is dominated by
lattice effects.
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between reff,min = min(reff(a)) = 2.1498799µm and reff,max = max(reff(a)) = 2.1506677µm.
Note that we do this “correction” in this special case only to carve out the pure influence of the
lattice constant. As long as the lattice constant stays fixed in simulations later on, the discretization
error is a contribution to the total error which solely depends on the chosen (adapted) mesh and the
number of sampling points (cf. Sec. 8.2). Hence, the remaining errors plotted in Fig. 8.1 exclude
most influences from an imperfect discretization which are common for the method. Usually, these
discretization errors can be minimized by a proper choice of the number of sampling points Nfft for
the Fast Fourier Transform (FFT). The following simulations are always performed withNfft = 1024
sampling points in each transverse direction.

The results for periodic boundary conditions in Fig. 8.1(a) show that, at least for the guided modes
which decay exponentially outside of the core region, the standard FMM approach yields good results
if the unit cell size is sufficiently large. Sufficiently large in this regard means that the results get
better the smaller the evanescent tails of the fields are at the unit cell boundary (or at least at the
neighboring core). Unfortunately, this positive convergence effect for growing a is overcompensated
by a countering convergence effect from a decreasing structure size to unit cell size ratio. The latter
negative convergence effect occurs for increasing lattice constants at a constant number of plane
waves as well. It can be explained by the fact that for increasing unit cell size the reciprocal lattice
vectors become shorter. Thus, even though the k-space resolution gets finer, the area in k-space
covered by a certain finite number of reciprocal lattice vectors decreases as well. Both oppositional
effects entail an optimal unit cell size for a given wavelength and number of plane waves, here at
around a = 3.7r.

As can be concluded from comparing Fig. 8.1(a) and Fig. 8.1(b), for large lattice constants the PMLs
barely influence the guided modes’ propagation constants — the limited number of reciprocal lattice
vectors used seems to dominate the error as before. In contrast, for small lattice constants the error
with PMLs is much smaller. Here, the stretched coordinate transform of the PML with the enhanced
attenuation of the evanescent tails contributes to the accuracy. However, the error does not entirely
vanish for small lattice constants.

On the one hand, this can be attributed to the still limited k-space resolution and coverage. On the
other hand, a great part of the remaining deviation from the reference could also be due to the ef-
fect that the absorption in the PML region eventually not only leads to a stronger attenuation of the
evanescent fields, but also to additional rapid oscillations with decreasing period lengths when reach-
ing the outer boundary, especially for SC-PMLs where both real and imaginary part of the coordinate
reach large values at the boundary. This is an issue we have not discussed in Sec. 7.2. Analytically,
the period length1 approaches zero at those points. This becomes plausible when reconsidering
Eq. (7.31). Now, assuming both k and x to represent a complex wave vector and a complex streched
coordinate in transverse direction, respectively, the one-dimensional plane wave can be decomposed
into

eikx −→ ei(kR+ikI)(xR+ixI) = eikRxR e−kRxI e−kIxR e−ikIxI . (8.2)

For evanescent tails of guided modes (transverse evanescent, kR = 0), the rapid oscillations stem
from the fourth exponential term on the right-hand side with xI → ∞. Usually, with the available
numbers of degrees of freedom, these oscillations cannot be resolved properly. A similar argument
holds for radiative solutions (transverse propagating, kI = 0), what we can see from the first expo-
nential term on the right-hand side of Eq. (8.2) with the difference that the real part of the coordinate

1Which can be seen as being proportional to fρ.
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stretching is responsible for the rapid oscillations (xR → ∞). The latter effect has already been
discussed in Sec. 7.2. We conclude that the ratio between Re(sρ) and Im(sρ), which are responsible
for stretching and absorption, respectively, must be well balanced when approaching the unit cell
boundary, such as to achieve a proper attenuation for both evanescent as well as oscillatory tails and
keep the errors from limited sampling small.

Figure 8.2.: Analysis of the adapted mesh performance of a circular fiber in a square unit cell.
(a) Convergence characteristics of different mesh types without ASR. (b)-(d) De-
pendence of the mesh quality Q on the ASR parameters ∆x and G for a fixed
number of plane waves M = 997. The same ASR transformation is applied along
directions x1 and x2. Panel (b) depicts the results of the non-differentiable mesh,
(c) of the differentiable one with τ = 0.002, and (d) of the differentiable one with
τ = 0.015. The color scale of (d) applies to (b) and (c) as well. Further details see
text. Picture adapted from Ref. [100].
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8.2. Performance Comparison of Non-Differentiable and
Differentiable Meshes

In order to examine the performance of the non-differentiable, smoothed, and differentiable meshes,
we choose an artificial periodic arrangement of step-index fibers of radius r = 800 nm within a
square unit cell of dimension a = 4000 nm = 5r [100]. Considering the errors plotted in Fig. 8.1,
this unit cell choice is near the optimum but still large enough to avoid cross talk with neighboring
unit cells even for modes close to the cutoff. The core permittivity is chosen as εcore = 2, the
background material is made of air εbg = 1. A separate cladding is not considered. Instead, the
background material takes its role in the calculation of the analytic reference solutions. The system
is analyzed for a wavelength of λ = 800 nm and the k-space truncation is circular.

The measure of the mesh quality Q is quantified as the maximum relative error of the first ten guided
eigenmodes

Q = max(errrel(neff,i)), i = 1, . . . , 10 . (8.3)

This means, the smaller Q, the better the mesh. The convergence behavior of Q for all three AC
mesh types (without ASR) and an ordinary Cartesian mesh is plotted in Fig. 8.2(a). Without ASR
the smoothed and in particular the differentiable mesh performs better than the non-differentiable
mesh. All adapted meshes lead to better results than the Cartesian mesh above a certain number of
plane waves (M ≈ 220) which seems to be the minimum number of degrees of freedom required
to represent the larger effective permittivities of the adapted meshes properly. For growing M the
improvement gets larger. As expected, the results of Fig. 8.2(a) confirm that the differentiable mesh
works better than the smoothed mesh, which is what our other empirical studies confirm as well.
Therefore, we restrict the further discussion to non-differentiable and differentiable meshes.

The mesh performance comparison with ASR for the same system is shown in Fig. 8.2(b)-(d). Plotted
is Q in a pseudo-color plot for a fixed number of plane waves M = 997 against the ASR parameters
∆x and G. Since the unit cell is square, we apply the same ASR transformation along directions
x1 and x2. The parameter G has been stepped in 0.01 intervals, and the parameter ∆x in 0.0025
intervals. The small drawings above and below panel (d) sketch the characteristics of the ASR
transformation function in the indicated parameter space regions.

From the plots we infer that the non-differentiable mesh performance for small values of G, which
means a strong compression, is to a great extent independent of ∆x and very well — Q is roughly
two orders of magnitude smaller than without ASR. However, the best performance is achieved for
larger values of G and specific values of ∆x. There, the quality is very sensitive to small changes
in ∆x, and small changes thereof easily result in errors two orders of magnitude larger. A similar
behavior is visible in the results for the differentiable mesh, but there the results are clearly less
sensitive to small changes in ∆x.

We think it is quite interesting to have a look at what ASR does to the effective permittivity. As
can be seen in Fig. 8.3 for the non-differentiable mesh, and in Fig. 8.4 for the differentiable mesh,
the effective permittivity changes quite dramatically and in a rather unintuitive way. The ASR
compression increases in general the maximal values of the effective permittivity components. While
component ε12 (central row) geometrically remains by and large unaltered, the geometric features of
components ε11 and ε33 become “more periodic”. In contrast to the intuitive explanations we found
for the effective permittivity with AC (cf. Sec. 7.1.1), the reason for the performance improvement of
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Figure 8.3.: Effective permittivity of the circular structure with non-differentiable mesh in a log-
scale pseudo-color plot: (a) without ASR (cf. Fig. 7.2(c)), (b) with ASR (G = 0.01,
∆x = ∆x̄ = 0.6/

√
2).

Figure 8.4.: Effective permittivity of the circular structure with differentiable mesh in a log-
scale pseudo-color plot: (a) without ASR (cf. Fig. 7.10(c)), (b) with ASR (G =
0.01, τ = 0.02, ∆x = ∆x̄ = 0.6/

√
2).

150



8.2. Performance Comparison of Non-Differentiable and Differentiable Meshes

AC with ASR in comparison to plain AC is not intuitive and remains to be clarified in future works.

Since the characteristic oscillatory behavior with changing parameter ∆x apparent in Fig. 8.2 re-
mains for other material parameters, real-space discretizations, and degrees of freedom as well [100],
we repeat the parameter scans with a much larger resolution to get on its track. Figure 8.5(a) depicts
this high resolution scan in a close-up. Striking are the regular error jumps for certain values of ∆x
from a positive to a negative deviation from the reference values. In between the jumps, Q varies
almost linearly. The minimum error is always in the middle between subsequent jump locations. At
the same time the error dependence on G is of minor importance, Q barely varies with respect to G.
We recall that ∆x determines the number of coordinate lines within the structure, and G is related
to their density at the inflection points and, thus, the material surface. This finding suggests a con-
nection to the geometrical size of the effective structure. Hence, in Fig. 8.5(b) we depict the relative
errors of the individual modes along a line cut at G = 0.165 together with the distance between
the physical structure surface and the numerical structure surface. For an illustration of these two
surfaces see Fig. 8.5(c).

The numerical surface we define as the center between the two sampling points closest to the physical
surface. The reason for this choice is that the discretized permittivity has the jump somewhere in be-
tween these two coordinates — one sampling point is outside the structure and “sees” the background
material, the other is within the structure and “sees” the core permittivity. Let us reconsider the curve
progression of reconstructed truncated Fourier series at jump discontinuities (cf. Sec. 3.4.3). They
are symmetric with respect to the points horizontally in the center between the sampling points next
to the jump, and vertically at half the jump height. In this context, our choice seems well justified.
The numerical interface represents the effective size of the structure in truncated Fourier space and,
therefore, influences the effective refractive index of the simulated mode.

It is well observable that the distance between the two interfaces exhibits the same sawtooth behavior
as the error. This sawtooth stems from the fact that if ∆x is varied, a coordinate line eventually
crosses the physical structure interface. As a consequence, the numerical interface jumps for about
the sampling spacing ∆ρ (cf. Sec. 3.4.2). This sampling spacing is in turn influenced by the slopeG.
If G gets smaller, the coordinate lines compression increases, and the sampling spacing decreases.
This effect can be nicely seen in Fig. 8.5(d), where the distance is plotted in the same parameter
space as in Fig. 8.5(a). For small G the magnitude of the jumps is smaller than for large values of
G. Noticeable is also a small asymmetry in the color scale and a slight shift of the null position
from the center between the jump positions. This can be attributed to the fact that the slope of the
ASR transformation function left and right of the inflection points is often asymmetric. The slope is
connected to the coordinate line density, and the density is, in turn, connected to the exact position
of the coordinate lines. Hence, the positions are slightly asymmetric as well and so is the distance of
the central line to the physical interface.

When the distance between numerical and physical interface is close to zero, the error is smallest
because the truncated Fourier series describes a structure with the same effective size as the physical
structure which is basis for the analytical reference solution.

In Fig. 8.5(e) we finally plot the individual errors of the guided eigenmodes using the differentiable
mesh. The qualitative behavior is very similar as in panel (b). However, the errors do not exhibit the
exact sawtooth form as before. An explanation for this change is found when we reconsider that the
coordinate lines of the differentiable mesh do not run parallel to the material surface as the coordinate
lines of the non-differentiable mesh. This is on the one hand due to the parabola smoothing, and on
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Figure 8.5.: Examination of the error oscillations along ∆x for non-differentiable and differ-
entiable meshes. (a) Close-up of the ASR parameter scan with much higher res-
olution (steps of 0.001 for G, steps of 0.00005 for ∆x) for the artificial periodic
fiber system on the non-differentiable mesh (Nfft = 1000, M = 997). (b) Line
cut through (a) at G = 0.165. Plotted are the individual relative errors of the first
ten guided eigenmodes. (c) Illustration of the numerical structure surface as cen-
ter line between the two coordinate lines closest to the physical structure surface.
(d) Distance between numerical and physical surface in the same parameter range
as in (a). (e) Line cut as in (b) for the differentiable mesh (τ = 0.002). Picture
adapted from Ref. [100].

the other hand due to the fact that the enforced boundary conditions in region B© (cf. Fig. 7.7 and
Eqs. (7.21)) do not include an exact (parallel) representation of the physical surface. However, this
inexact representation leads to much wider parameter regions where the deviation from the exact
physical systems is not nearly zero, but neither as large as with the non-differentiable mesh.

In summary, we observe that the non-differentiable mesh is capable of representing the physical
structure very accurately. Its representation can be considerably better than what the differentiable
mesh can achieve. At the same time, Q is very sensitive for these meshes and the parameters have
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to be chosen very carefully. In contrast, the differentiable mesh is much more robust to the ASR
parameter choice and provides almost as good results as the differentiable mesh for a wide parameter
range.

For further details, especially for results of systems with larger dielectric constants or metallic cores,
see Ref. [100]. In the next section we use the gathered findings to construct optimized meshes for
two concrete fiber systems. Furthermore, we evaluate the convergence behavior of these highly
optimized meshes with and without PMLs.

8.3. Guided Eigenmodes of an Isotropic Step-Index Fiber

8.3.1. System Setup

The model system we use in the following is a circular step-index fiber with core permittivity εcore =
2.5 (ncore ≈ 1.581139), and a silica (SiO2) cladding with εclad = 2.0952074 (nclad ≈ 1.447483).
The setup is schematically depicted in Fig. 8.6(a). The core value is chosen with respect to later
applications. The cladding value is determined according to the Sellmeier formula [113], which is a
fitting formula for measured material parameters. We use Sellmeier coefficients

(B1, B2, B3) = (0.4079426, 0.6961663, 0.8974794) ,

(C1, C2, C3) = (0.0684043, 0.1162414, 9.896161)µm2 ,

at λ = 1.250µm. The core radius is r = 2.15µm and the cladding is (at first) assumed to extend to
infinity.

Figure 8.6.: Schematic illustration of the investigated system. The light propagation is along the
z–axis of the depicted right-handed Cartesian coordinate system. (a) We simulate a
step-index fiber with isotropic homogeneous circular core (green) and an infinitely
extended cladding (gray). (b) For the numerical treatment, the infinite cladding
system is squeezed into a finite quadratic domain of edge length a with the help
of streched coordinate PMLs (yellow). Thereby, the domain’s inner part of size e
remains unaltered. (c) Artificial periodic repetition of the unit cells in a quadratic
lattice in the transversal plane necessary for the FMM treatment.
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8.3.2. Analytical Eigenmodes and General Numerical Eigenmode Properties

The analytical solutions for the investigated system are obtained with the method described in
Sec. 4.1.1 and tabulated in Tab. 4.3. There are in total 24 guided eigenmodes, where ten of them
are degenerate. Since we do not consider the degenerate modes, this leaves us with 14 distinct ana-
lytic eigenmodes.

The model system used in the FMM is required to meet the periodicity constraints of the method.
Because the fiber system does not fit to this criterion, we simply introduce an artificial periodicity
as before (cf. Fig. 8.6(c)). Hence, the physical domain of interest is appropriately truncated to form
a finite quadratic unit cell, which is periodically continued along the transversal axes of the system.
This is of course a tremendous alteration compared to the original problem. In particular, it leads to
a fundamental difference between the physical (analytical) and numerical setup. Where the former
is rotationally invariant, the latter is treated in a quadratic periodic lattice with a quadratic unit cell.
Consequently, the numerical system breaks the symmetry of the problem and lowers the symmetry of
the solutions accordingly. For some HE and EH hybrid modes this leads to a lifting of the degeneracy
for symmetry reasons: One mode “sees” a certain permittivity environment, where the other “sees”
the same but slightly rotated environment. Analytically, the modes span a two-dimensional subspace
and the corresponding orthogonal linearly independent solutions differ by a rotation of π/2n. The
numerical solutions are not necessarily orthogonalized, though. The splitting makes those modes
much harder to relate to an analytic mode than for the degenerate modes. While HE and EH modes
always appear twice in the eigenmode spectrum, the TE and TM modes appear only once because
of their rotationally invariant nature mentioned before. Despite the small but inevitable degeneracy
lifting, fairly accurate results for guided eigenmodes can be achieved using the periodic FMM, as we
have already demonstrated in Sec. 8.2, where quality factors Q below 10−5 could be achieved (cf.
Fig. 8.2(b)-(d)).

8.3.3. Perfectly Matched Layers

Periodic boundary conditions are in general adequate for the determination of guided eigenmodes of
a waveguide, because guided mode fields decay evanescently in the cladding and this decay is usually
fast. However, as soon as we introduce a scatterer, the unit cell needs isolation to inhibit energy
transfer to its neighbors. This is achieved by the SC-PMLs introduced in Sec. 7.2. Propagating waves
impinging onto the PML will thus be attenuated by several orders of magnitude and evanescent tails
of guided modes in principle decay even faster in the PML region.

The PML parameters used in the subsequent calculations are: Outer dimension of the PML region
d = 1.001a, size of the inner boundary of the PML region e = 0.8a, and γ = 0.5 + 0.5i (cf.
Fig. 8.6(b)). Note that we pick d slightly larger than a which is a necessity of our implementation to
avoid divisions by zero in the real-space Π matrix of Eq. (7.39) and Eq. (7.40).

In the following, we investigate two interesting cases. First, we continue the analysis of the fiber
with an infinitely extended cladding in Sec. 8.3.4. The second case, discussed in Sec. 8.3.5, is a
finite cladding system where we introduce an additional cladding/air interface at radius rclad.
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Figure 8.7.: Convergence plot of the error of the effective refractive index neff for all 14 guided
modes of the infinitely extended cladding system with a = 7µm and λ = 1.25µm.
(a) Results for standard FMM (Cartesian mesh) without PMLs, and (b) with PMLs.

8.3.4. The Infinite Cladding System

We start with the analysis of the fiber with the infinite cladding system (cf. Fig. 8.6(b)). For this
system Fig. 8.1(b) suggests a small lattice constant which we choose to be a = 7µm ≈ 3.25r.

Figure 8.7 depicts the convergence behavior of (a) the periodic system without PMLs, and (b) of
the PML-isolated system for the number of plane waves varying from M = 197 (rightmost) to
M = 4997 (leftmost). The guided modes converge smoothly towards the analytic reference value,
usually approaching from lower values. However, for increasingM , some modes cross the reference
value, subsequently approaching the reference value from above. This overshooting appears as broad
dips that bring a deviation from the otherwise almost linear curve progression. These dips are visible
for example in the HE12 curve in Fig. 8.7(a). The little pronounced jumps at certain values of M ,
where additional reciprocal lattice vectors lead to a noticeable redistribution of energy between the
different plane waves, are noteworthy as well. The jump positions coincide with those values of
M where our circular truncation scheme in k-space provides a new order of k-vectors on the kx–
and ky–axes. We mark the respective values of M with grey vertical dashed lines. This observation
suggests that plane waves with k-vectors parallel to the lattice vectors of the quadratic real-space
lattice contribute more than the others. We will encounter jumps at those positions in almost all
subsequent convergence plots again. An explanation of this behavior is given in Sec. 8.4.2. With
the rather small lattice constant, we see that in Fig. 8.7(a) the TE02, HE22, and TM02 modes are
influenced by the missing isolation of the unit cell and converge considerably slower or even towards
a different value in comparison to the PML case shown in Fig. 8.7(b). We could avoid this by
choosing a larger lattice constant such that this effect would become smaller and would be hidden by
other errors. However, with PMLs the isolation prevents cross talk between modes of neighboring
lattice sites, and the small lattice constant leads to smaller deviations from the analytic reference
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solution as discussed before.

We additionally would like to benefit from AC and ASR meshes. For our purpose we use a non-
differentiable mesh, since this type of mesh is expected to provide the best performance for the in-
vestigated systems. As discussed above, this is only true if we carefully choose the mesh parameters,
which is the topic of the subsequent paragraph.

The mesh construction parameters for the AC are fixed by the system settings. However, the pa-
rameters for the ASR need to be optimized; namely, the inclination parameter G, and the parameter
∆x which determines the fraction of coordinate lines that resolve the core region. The maximum of
the relative errors of all 14 guided eigenmodes’ effective refractive indices, Q, for M = 997 plane
waves is depicted in Fig. 8.8. The maximal error Q is color-coded on a logarithmic scale over a large
set of parameter combinations G and ∆x. As depicted in Fig. 8.8(a), we first use a rough parameter
space resolution (G varying in steps of 0.01, and ∆x in steps of 0.01) in order to get an overview
and approximately determine the region with the lowest maximum error. In a second step we scan
this region with a much higher resolution (stepwidth 0.001 inG and 0.00005 in ∆x direction) to find
the best parameter set. Figure 8.8(b) shows the part of the high resolution scan that is marked with a
white box in Fig. 8.8(a). We only scan a part of the entire parameter space because with the required
high resolution the calculations become expensive in total. Thus, this procedure does not necessarily
provide the global minimum. However, from our investigations we expect to hit a local minimum
with a maximal error close to the global one, because all local minima we find show very similar
residual errors. In this case we find G = 0.144 and ∆x = 0.42655 with Q = 4.2536 · 10−6 as the
best parameter set, which we will use in the subsequent adapted coordinate calculations for the small

Figure 8.8.: Parameter scans for the infinite cladding system (a = 7µm, with PML) in order to
find an optimized adapted mesh. Depicted is the maximum of the relative error over
all guided modes depending on the input parameters for the ASR — the inclination
parameter G and the parameter ∆x which determines the fraction of coordinate
lines within the core region. (a) shows a coarse scan and (b) a high resolution scan
of the white boxed region in (a) containing the local minimum at G = 0.144 and
∆x = 0.42655.
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infinite cladding system.2 The optimized adapted mesh is visualized in Fig. 8.12(a). It is necessary
to emphasize that these mesh parameters optimize the adapted mesh only for the specific system at
that specific number of plane waves M = 997. The plots show that the parameter G is of minor
importance to the maximum relative error, because the error is almost constant for a wide range of
G (and constant ∆x). More crucial is the parameter ∆x. Where in the coarse scan a super structure
oscillation in ∆x with a large period of about 0.08 is visible, the detailed scan shows a much smaller
correct period of about 0.002. This oscillation is caused by the discretization of the permittivity as
discussed above.

With the obtained optimized mesh we perform a convergence study. Figure 8.9 depicts the relative
errors of the guided modes’ effective indices. The convergence behavior fundamentally changes in
comparison to the convergence behavior obtained with a Cartesian mesh (cf. Fig. 8.7). Where the
latter is smooth, the former does not converge uniformly but shows jumps of orders of magnitude
especially for small numbers of retained expansion orders. In Fig. 8.9 on the right-hand sides of the

2We cover a large infinite cladding system with a = 21µm later on.

Figure 8.9.: Convergence behavior for the guided eigenmodes calculated with the optimized
adaptive mesh (infinite cladding system). Panel (a) depicts the results without
PMLs where the relative errors converge towards a finite offset from the reference
values. Panel (b) shows the relative errors for the isolated unit cell. The vertical
red dotted line indicates the number of modes used for the mesh optimization —
there, the errors have a local minimum.
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Figure 8.10.: (a) Schematic illustration of the finite cladding system unit cell. For the numerical
calculation we choose r = 2.15µm, rclad = 7.5µm, and a = 21µm. (b) Con-
vergence behavior for the guided eigenmodes of the large infinite cladding system
with a = 21µm calculated with the Cartesian mesh (with PML).

depicted regions, the errors are of the order of 10−2 and, therefore, almost one order of magnitude
larger than with the Cartesian mesh. But on the left-hand sides, the errors are well below the errors
for the ordinary FMM. In the convergence plot of the periodic system shown in Fig. 8.9(a), the
effective refractive indices converge towards values that are quite different from the solutions of
the open system described by the analytic reference values. However, the results nicely agree with
the results obtained from the Cartesian mesh (cf. Fig. 8.7(a)). The influence of the PML isolation
becomes apparent in Fig. 8.9(b). Here, the deviation has its minimum at the point where the mesh was
designed for, at M = 997, which corresponds to 1/

√
M ≈ 0.03167 (dotted red vertical line). There,

the maximal error drops fromQcart = 9.6969·10−5 for the Cartesian mesh toQadapt = 4.2536·10−6

which is more than one order of magnitude. Interestingly, with an even increasing number of plane
waves the error first increases, but finally decreases again for very large M without significantly
outperforming the design point. We conclude that it is advisable to optimize the mesh exactly for
the number of plane waves one is going to use for the calculations later on. We have seen that with
the appropriately designed adapted mesh, the relative error can be reduced well below 10−4 because
the mesh helps to correctly resolve the physical interface between core and cladding. The remaining
deviation is not smooth anymore, but reveals characteristic spikes of the order 10−5 and below. It
will be topic of Sec. 8.4.2 to explain where some of theses sharp features come from. For the time
being we have a look at the finite cladding system.

8.3.5. The Finite Cladding System

The finite cladding system, schematically illustrated in Fig. 8.10(a), consists of the core and cladding
as described before, but with an additional cladding/air interface. Even though realistic fibers often
have outer cladding dimensions of 125µm, we think a radius rclad = 7.5µm and a lattice constant
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Figure 8.11.: Mesh optimization parameter scans for the infinite cladding system of size a =
21µm (with PML). Depicted is the maximum of the relative error Q over all
guided modes depending on the input parameters for the used ASR. Panel (a)
shows a coarse scan, and panel (b) depicts a high resolution scan of the white
boxed region in (a) containing the local minimum at G = 0.103 and ∆x =
0.51070.

a = 21µm ≈ 9.77r is a reasonable choice. This choice is motivated by the discussion about the
method’s convergence behavior for small core size to lattice constant ratios above. Furthermore, we
argue that an additional cladding/air interface, sufficiently apart from the core, should have a rather
small influence on the guided modes because their evanescent tails quickly decay. We will show
in the end of this section that the latter is indeed the case, because the cladding/air interface has an
influence on the effective refractive index which is at the most in the order of our numerical errors or
below.

Because we change the lattice constant a in comparison to the infinite cladding system while the core
radius stays the same, we cannot reuse the optimized mesh of Sec. 8.3.4. Instead, we have to repeat
the process of mesh optimization from the beginning. Furthermore, we only have analytic reference
solutions for infinite cladding systems at hand. Therefore, we perform the mesh optimization pro-
cedure for the large lattice constant (a = 21µm), but without the additional interface. After that,
we show that the optimized mesh for the infinite cladding system also performs well for the finite
cladding system with the cladding/air interface.

Please note that the analytic single cylinder mesh we use only properly resolves the core/cladding
interface. An additional resolution of the cladding/air interface would necessitate a totally different
type of analytic mesh — a double cylinder mesh for nested cylinders (cf. Ref. [100]) — which can
be constructed with the construction schemes from Sec. 7.1.1, but is not rigorously analyzed yet.
Therefore, we delay the optimization of such meshes to future work.

The mesh optimization data is shown in Fig. 8.11. Again, we first perform a coarse scan shown
in panel (a), and then a fine scan of the parameter region marked with the white box, depicted in
panel (b). The resolutions are the same as before. The area on the right-hand side of panel (a),
where large errors were obtained, is an artifact of the mesh. There, the parameters G and ∆x reach
values such that the mesh starts folding, i.e., the coordinate mapping is not bijective anymore. Note
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Figure 8.12.: (a) Optimized adapted mesh of the small infinite cladding system (a = 7µm). (b)
Optimized adapted mesh of the large infinite/finite cladding system (a = 21µm).
Both visualizations show 80 coordinate lines in each direction which are evenly
distributed over the whole unit cell in the transformed coordinate space.

that the coarse scan suggests optimal parameters at around ∆x = 0.54 and G = 0.2. This is
misleading, because there we just hit one of the horizontal dark blue stripes visible in the fine scan
of Fig. 8.11(b) by coincidence. These parameter regions provide good results but are very narrow in
∆x. The smallest local minimum in the maximal relative error we could find is at G = 0.103 and
∆x = 0.51070. There are, however, many other parameter sets that show quite similar performance
in the narrow horizontal stripes described above. The optimized adaptive mesh is visualized in
Fig. 8.12(b).

Figure 8.13(a) depicts the convergence behavior of the guided eigenmodes of the large infinite
cladding system with an optimized adapted mesh. For the designed number of retained plane waves
M = 997 (indicated by the vertical red dotted line), the maximal deviation is improved fromQcart =
8.1233·10−4 for the simple Cartesian mesh, shown in Fig. 8.10 (b), toQadapt = 1.2098·10−6 for the
simulation with the optimized adapted mesh. Compared to the system with the small lattice constant
in Sec. 8.3.4, the positive effect of the optimized mesh is even more pronounced.

The influence of the additional cladding/air interface can be estimated by comparing Fig. 8.13(a) with
Fig. 8.13(b). In the latter, the error has been calculated relative to the available analytic solutions of
the infinite system as well. Qualitatively, the two plots show the same behavior. This means that,
first of all, the interface changes the effective indices only slightly. This result is also in accordance
with simulations using a Cartesian mesh (not shown). And secondly, the mesh optimized for the
infinite cladding system provides a similar performance for the finite cladding system even though
the coordinate lines do only properly align with the core/cladding interface. This is not surprising
since the important physical effects are dominated by the properties of the core region, which is the
same in both cases and well discretized with the specifically tailored adapted mesh.
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Figure 8.13.: Convergence behavior for the guided eigenmodes of the system with optimized
adaptive mesh (a = 21µm, with PML) calculated with (a) infinite cladding, and
(b) additional cladding/air interface at rclad = 7.5µm. The vertical red dotted
lines indicate the number of modes used for the mesh optimization.

8.3.6. Variation of the Core Permittivity

So far, we have investigated an isotropic core. However, the LPG we present in Sec. 9.2 has an
anisotropic core. Therefore, we have to argue and show that the optimized mesh still performs well
in the anisotropic case. It is hard to prove this directly because we lack an analytic inhomogeneous
anisotropic solution we can compare to. The best we can do is to test the mesh for isotropic cores,
but vary the core permittivity in the range of the values for the anisotropic material. The limits are
the extremal values of the ordinary and extraordinary refractive indices of the used liquid crystals
which are wavelength-dependent (cf. Sec. 9.2). The chosen permittivity εcore ranges from 2.15 to
2.85 in steps of 0.005, which covers all liquid crystal permittivity values in the desired wavelength
range. In addition, to make the test more realistic, we choose silica for the cladding material. Silica
is dispersive and its permittivity varies from εclad = 2.1037107 at λ = 1µm to εclad = 2.0875990 at
λ = 1.48µm (cf. Sellmeier above). Once again, we use the large infinite cladding system to benefit
from appropriate reference solutions.

The results of our calculations are presented in Fig. 8.14. The number of analytically determined
guided modes is plotted in panel (a). The maximum relative error for the Cartesian mesh, depicted
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Figure 8.14.: Properties of the large (a = 21µm) fiber system depending on the core permit-
tivity εcore. The core permittivity is varied in the value range of the later used
anisotropic material. The silica cladding is dispersive and treated accordingly.
(a) Number of analytically determined guided eigenmodes. (b) Comparison of the
maximal relative error of all guided modes’ effective refractive indices obtained
with a Cartesian (left) and the optimized adapted (right) mesh. The black + marks
the (material) parameters used in the mesh optimization procedure.

in panel (b) on the left, is directly connected to the number of guided modes — where new guided
modes emerge from below the cutoff, the error usually jumps to higher values. This is partly also true
for the results obtained with the optimized adapted mesh, but less pronounced than with the Cartesian
mesh. In general, the adapted mesh provides much more accurate results, as can be seen on the right
of panel (b). Where the largest maximal error for the Cartesian mesh in the whole parameter space
is Qcart,max = 1.3583 · 10−2, the same for the optimized mesh is Qadapt,max = 5.4617 · 10−5. Both
values are obtained at the upper core permittivity limit. The smallest Q values near the lower core
permittivity boundary areQcart,min = 2.8449 ·10−6 andQadapt,min = 2.7856 ·10−8. It is interesting
to observe that the largest errors are obtained for high index contrasts, where most of the modes are
tightly confined to the core, but the field patterns of the modes near the guiding cutoff vary on small
length scales. This indicates that the limiting factor for accuracy is the small number of plane waves
or, correspondingly, the low order of the largest retained k-vectors.

With these simulations we could show that even though the adapted mesh was designed for a param-
eter set near the center of the investigated region (εcore = 2.5, εclad = εSiO2,λ=1.25µm), it provides
excellent results for the whole parameter range covered by the used liquid crystal material.

8.4. Issues with Coordinate Transformations

The preceding sections merely discussed the real part of the guided modes’ effective refractive in-
dices. We neglected two crucial problems we would like to discuss now: First, the FMM provides
as many eigensolutions as plane waves used in the expansion — the challenge is to establish some
reliable and robust rules how to automatically find the guided modes among them. The second topic
concerns the way how coordinate transformations affect the spectrum of the eigenmodes’ propaga-
tion constants.

In the discussion we distinguish between real coordinate transformations of AC and ASR, and com-
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plex coordinate transformations of PMLs.

In a non-absorptive periodic system calculated with standard FMM, e.g., the artificial periodic ar-
rangement of step-index waveguides without PML isolation discussed in the beginning of Sec. 8.3.4
(cf. Fig. 8.7(a)), the system is described by the small eigenvalue equations (cf. Eqs. (6.13)). The
diagonalization of the system matrix results in purely real (positive and negative) eigenvalues. Since
the eigenvalues are the propagation constants squared (γ2), this always yields purely real or purely
imaginary propagation constants, corresponding to propagating and evanescent eigenmodes, respec-
tively. Even though the operator is not Hermitian per se, we have never observed complex propaga-
tion constants. The guided eigenmodes are those modes of the eigenmode spectrum with the highest
real effective refractive index values. Thus, the task of guided mode determination is straight-forward
for such systems.

8.4.1. Real Coordinate Transformations

When we use adapted meshes with ASR coordinate line compression, the eigenvalue spectrum
changes fundamentally. The guided modes are still existent. However, the spectrum additionally
comprises complex modes that come in pairs: One eigenmode has the value v = v1 + iv2, the other
mode the value v′ = v1 − iv2. Furthermore, additional modes appear with purely real propagation
constants within the guided modes effective index region and above. Hence, it is a challenging task
to distinguish the truly guided eigenmodes of the waveguide from the spurious numerical modes
stemming from the use of adaptive meshes.

In the case of the large infinite cladding system (a = 21µm) the eigenmode spectrum (real parts)
versus number of plane waves is shown in Fig. 8.15(a). Red data points denote guided modes and
black dots all other modes which comprise cladding modes below the guiding cutoff (nclad) as well
as spurious ASR modes. The latter also occur above the guiding cutoff, where we expect only guided
modes, and even above the core refractive index, where no physical modes can live. With increasing
M their effective indices continuously decrease. For M ≥ 2785 they are smaller than the upper
core threshold, and finally for M ≥ 3489 they disappear in the region below the guiding cutoff. In
contrast, for the infinite cladding system with the small lattice constant (a = 7µm), spurious modes
are noticeable only for M ≤ 221 plane waves (not shown).

The main difference between both cases is the amount the adapted mesh is distorted compared to the
Cartesian mesh. We find that the smaller the ratio core size over lattice constant, the larger the mesh
distortion of the adapted mesh. This distortion translates into increased effective permittivity values
as can be seen in Fig. 8.3 and Fig. 8.4. The effective permittivity includes the physical permittivity as
well as artificial contributions due to the coordinate transformation and the metric. Even for isotropic
permittivities ε this leads to a planar anisotropy. It is to be understood that the same arguments and
procedures are applicable to the permeability as well, even though we omit to mention it explicitly
here and in the following.

The electric field distribution of the spurious mode with the highest real effective refractive index for
M = 997, which is marked in Fig. 8.15(a) with the black arrow, is visualized in Fig. 8.15(b). The
field pattern is very typical for these spurious ASR modes. The field intensity seems to accumulate in
the cladding next to the coordinate lines where the coordinate compression is highest (cf. Fig. 8.12).

We put our observations on record: ASR leads to spurious modes which are, on the one hand, depen-
dent on the concrete real coordinate transformation and, on the other hand, on the number of plane
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Figure 8.15.: (a) Convergence plot of the eigenvalue spectrum (neff ) for the large infinite
cladding system (a = 21µm). Shown are results obtained with the optimized
mesh, but without PML coordinate transformation. Red dots denote guided modes
and black dots all other modes which comprise cladding as well as spurious
ASR modes. The inset highlights guided and spurious modes in the guided mode
regime. (b) Electric field distribution (|E|) of the spurious mode with the highest
real effective refractive index for M = 997. The visualized mode is marked in
panel (a) with a black arrow.

waves used in the truncated Fourier series. The larger the distortion (compression) of space, the more
spurious modes appear above the guiding cutoff and the higher are their maximal effective refractive
indices. Because the modes disappear below the guiding cutoff with an increasing number of re-
tained basis functions, spurious ASR modes seem to be an effect of slow convergence. This suggests
the following conclusion: An ASR coordinate line compression helps to accurately represent the
structure surface and, thus, the propagation constant of guided modes. But a too strong compression
leads to an increasing number of spurious modes with effective indices within and above the guided
mode region.

8.4.2. Complex Coordinate Transformations

The improved accuracy with PMLs demonstrated above does not come without complications, either.
If only Cartesian meshes and isotropic materials are required, the PML can be implemented as a 3D
generalization of Lalanne’s proposal [99]. This equation-transform k-space strategy implementation
of the eigenproblem is given in App. B.4. The complex coordinate shifting introduces imaginary
parts in the permittivity, providing a non-Hermitian, non-symmetric, complex eigenoperator. Con-
sequently, additional PMLs always result in complex propagation constants. Even the guided modes
gain imaginary parts that are at best in the order of the error of the real part, but are usually larger
due to the overlap of their evanescent tails with the lossy PML region. Nevertheless, they can by and
large be distinguished by the value of their real parts above the guiding cutoff and at the same time
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comparatively small imaginary parts.

We also implemented and tested the PMLs with the structure-transform real-space strategy which is
integrable with AC and ASR. We have motivated in Sec. 7.4.3 that even though both strategies are
completely equivalent on an analytical level, they differ in numerical details. We expected better
results from the real-space strategy, since the effective permittivity can be computed analytically
in real-space before the Fourier transformation.3 Hence, the errors of successive convolutions of
truncated Fourier series do not add up.

Similarly to the AC transformations, the structure-transform real-space implementation of PMLs
introduces spurious modes that contaminate the eigenvalue spectrum, also in the range where one
would expect guided modes only. One of our observations is that these spurious modes also influence
the truly guided modes: They tend to “push” the guided modes’ propagation constants a little away
from the optimal values if their propagation constants are similar to the guided modes’ propagation
constants.4 Thus, considerable effort has to be put into the determination and selection of the correct
guided modes.

Similar to the real coordinate transformations above, our SC-PMLs involve compressions of the
mesh. However, the compressions are usually much larger as we try to squeeze the infinite space
(or at least a large part of it) into the small PML layers of the unit cell. Thus, a similarly slow
convergence effect could be the reason for the spurious modes, but with the available number of
plane waves we could not observe a comparable vanishing of the spurious modes below the guided
mode cutoff. We guess with our limited number of available degrees of freedom we are still far away
from the threshold. The limitations are mainly availability of memory and computational costs for
the system matrix diagonalization.

The most difficult challenge with eigenmodes in aperiodic systems is connected to the observation
that occasionally the imaginary part of some guided (and continuum) modes flips sign. By this we
mean that for example the imaginary part βI of a forward guided mode (with positive real part of the
propagation constant βR) gets negative, and the corresponding phase factor

ei(βR− i |βI| )x3
= eiβR x

3 · e+|βI|x3
(8.4)

grows in amplitude. This literally means that this mode gains energy, which is of course contradic-
tory to a passive or lossy PML medium and not a physically reasonable behavior. Unfortunately, we
cannot predict which modes are affected because it does not occur in a regular pattern. In different
constellations (wavelength, lattice constant, geometry, permittivities, etc.) different modes are af-
fected. Of course, we carefully checked that it is not a random effect due to a sloppy implementation
— the sign flips are deterministic events. Furthermore, in the large eigenvalue problem, the corre-
sponding backward propagating solutions are always equivalent (with overall negative sign for the
propagation constant, of course). We conclude that there must be a correspondence to the way the
problem is formulated.

An example is shown in Fig. 8.16(a), where the eigenvalues of the system are plotted in the complex
plane for M = 997. Since this numeric effect noticeably disturbs the physical meaning of the
solutions and leads to transmittance values above one, we interfere with the calculation in these cases
and manually flip signs back to obtain slightly lossy modes instead. The corresponding eigenvalues
are indicated by red crosses. We believe that this (drastic) measure is justified on the basis of strong

3Except for automatically constructed meshes.
4This “pushing” appears to be similar to avoided crossings of bands.
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Figure 8.16.: (a) Eigenvalue spectrum in the complex plane for the infinitely extended cladding
system with a = 7µm calculated with the optimized adapted mesh and PMLs.
The yellow shaded area is the guiding region between lower cutoff and upper core
threshold. Blue crosses describe the eigenvalues, red crosses describe the modes
where we manually flipped the sign of the imaginary part. Vertical dashed lines
indicate the values of the analytical solutions. (b) Convergence plot of exemplar-
ily selected guided eigenmodes’ imaginary parts (absolute values) for the same
system. The red line marks the maximum value over all guided modes.

evidence that the eigenmodes with mixed-sign propagation constants are purely due to a erroneous
numerical representation of the PML coordinate transformation with truncated Fourier series.

To adduce this evidence, we recall the discussion of Sec. 7.4. Within the equation-transform k-space
strategy, we calculate and use the Fourier representations of the bound functions fρ. Analytically, the
imaginary part in the inner physical domain ([−e/2, e/2]) should be exactly zero since it represents
the free space. However, the imaginary part of the respective truncated Fourier series (cf. Fig. 7.16)
exhibits small oscillations (∼ 10−3) around zero within this region. Positive values represent gain
and negative values represent loss. Imagining the overlap of eigenmodes with the numerically rep-
resented structure, it seems reasonable to assume that in certain constellations when the mode is
mainly confined to a small region in the center, the gain could overcompensate the strong attenuation
within the PMLs. We actually never observed this situation and believe that this is due to the rela-
tively small magnitude of the oscillations. Nevertheless, it could also be a hint why even the tightly
confined lowest guided modes exhibit rather large imaginary parts of the effective refractive indices
which only slowly and non-smoothly converge, as can be exemplarily observed in Fig. 8.16(b). Un-
fortunately, the residual oscillations in the truncated Fourier series of fρ seem to be unavoidable due
to the chosen basis. With an optimized and specifically designed coordinate transformation it might
be possible to decrease the effect, though.

The situation gets far worse if we consider the structure-transform real-space strategy which we have
employed for our simulations including AC and ASR where the mixed sign propagation constants
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(sign flips) occurred. Instead of the bounded functions fρ, the Fourier transformation involves the
entries of PML operator Π introduced in Eq. (7.39) and Eq. (7.40). Its matrix entries additionally
comprise the inverse functions 1/fρ = sρ which represent the slope in the transformation functions
Fρ. This slope can become considerably steep, resulting in large values for sρ. This is particularly
the case for Lalanne’s version where sρ grows to infinity when xρ → ±d/2. In order to avoid a
division by zero, which is numerically not representable in real-space, we pick d slightly larger than
one.5 This trick can also be used to limit the values of sρ in Lalanne’s formulation. Still, due to the
general tangent-like form, when moving from e/2 to d/2, the slope is for a wide range rather small
but then increases very rapidly. This means an increase of d by only one percent (d = 1.01) reduces
the covered physical space from infinity to about 2.7 times the unit cell size (e = 0.8). In this case,
the maximal slope of the imaginary as well as the real part is still about 180. The imaginary part of
the corresponding periodic function, thus, features a very small and high peak.

The CFS formulation has the advantage that we can adapt sρ to our needs directly. For a similar sce-
nario with roughly the same effective size of the considered domain in physical space, the parameters
are κmax = 40, σmax = 36, and mκ = mσ = 3 (amax = 0, ma = 1, ω = 1, e = 0.8). Due to the
third order polynomial grading, the corresponding peak in the imaginary part of sρ is considerably
lower and broader.

These observations manifest themselves in the k-space representation of the components of Π,
which is basically the PML transformed permittivity of free space. The imaginary part of the PML
transformed structure’s effective permittivity is dominated by their behavior. They are depicted in
Fig. 8.17. The Π̃11 component is shown in panel (a), on the left side for Lalanne’s formulation and
on the right for the CFS formulation (parameters as above). Depicted in pseudo-color plots on a
logarithmic scale are the absolute values of the Fourier coefficients’ imaginary parts over the Fourier
orders in k1 and k2 direction. The top row shows the complete set of coefficients (Nfft = 1024),
the bottom row a closeup of the coefficients up to a truncation order of |mρ| ≤ 20 in each (trans-
verse) k-space direction (M = 1681). The latter are those coefficients we will take into account for
a real-space reconstruction below. We can observe that in the vertical (k2-) direction on the central
line (m1 = 0) the coefficients decrease very slowly. This is due to the function sy which has its
peak in this direction. The coefficients from the CFS function decrease considerably faster, still the
ones on this central line are larger than in other directions. With the selected square truncation we
neglect these large coefficients far from the origin. Thus, from the truncated series we can expect a
considerable deviation compared to the original function. The Fourier coefficients’ imaginary parts
of component Π̃33 are plotted in the same way in panel (b). Here, the functions sx and sy are multi-
plied in real-space and their sharp features “add up”. Consequently, the decay is even slower in both
directions. A truncation with |mρ| ≤ 20 neglects (too) much information, especially for Lalanne’s
PML formulation.

The imaginary parts of the corresponding reconstructed components are plotted throughout the unit
cell below the original real-space distributions in Fig. 8.18 and Fig. 8.19 for Π̃11 and Π̃33, respec-
tively. Here, the color scales are linear and saturated at values±3 in order to be able to see the details.
It is clearly observable that the truncated Fourier series is unable to correctly represent the imaginary
part of the coordinate transformation. The physical domain in the center of the plot where the func-
tion is supposed to be zero is dominated by oscillations. The behavior is similar to the oscillations
we have seen before for the reconstructed functions fρ, but this time the oscillation amplitudes are

5Please keep in mind that we normalized all dimension to the lattice constant a
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Figure 8.17.: K-space representation of the PML transformation operator Π’s imaginary parts.
The pseudo-color plots depict the magnitude of the Fourier coefficients on a loga-
rithmic scale obtained by a two-dimensional FFT with Nfft = 1024. The k-space
origin is in the center of the plots. Panel (a) shows component Π̃11 with all cal-
culated coefficients in the top row, and the truncated sets with |mρ| ≤ 20 in the
bottom row. Panel (b) depicts the coefficients of component Π̃33.
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Figure 8.18.: Real-space representation of the imaginary part of Π11 within the unit cell. Top
row: original function, bottom row: reconstructed function from M = 1681
Fourier coefficients (|mρ| ≤ 20, square truncation). The color scale is cut to
highlight the details.

much larger. In component Π̃33 the oscillations in the two directions amplify each other mutually.
Hence, the effective permittivity which the electromagnetic field encounters is a pattern of alternating
lossy and gain material. Depending on the concrete mode, the geometry, the wavelength and several
other parameters, the mode overlap with the structure will either be dominated by gain or loss in a
highly unpredictable way. This is exactly what we observed for the imaginary parts of the effective
refractive indices.

The oscillations for the PML parameters we choose in the convergence calculations above in Sec. 8.3.4
and Sec. 8.3.5, which is in particular d = 1.001, show qualitatively the same behavior, but the oscil-
lations are even increased by a factor of 103 compared to what is plotted in Fig. 8.18 and Fig. 8.19.
This is due to the even steeper tangent-like transformation function of the Lalanne PMLs near±d/2.

These k-space features with the prominent contributions from the axes, which holds similarly true for
the real parts (not shown), might also explain the jumps in the convergence plot for certain numbers
of modes M we mentioned before. We argued that the jumps occur exactly when another truncation
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Figure 8.19.: Real-space representation of the imaginary part of Π33 within the unit cell. Top
row: original function, bottom row: reconstructed function from M = 1681
Fourier coefficients (|mρ| ≤ 20, square truncation). The color scale is cut to
highlight the details.

order on the k-space axes joins the set of retained orders. Since the corresponding coefficients are
very large, quite an amount of energy must be reshuffled from other plane waves into the new orders.
Argued on the real-space level: With every retained Fourier component on the k-space axes, the os-
cillation pattern will encounter a considerable change and the modes “see” quite a different structure.
This apparently results in a abrupt change of the modes’ propagation constants.

In conclusion, we find that the PMLs in the literature, Lalanne and polynomially graded CFS, are
both not well-suited for the covariant formulation of FMM (equation-transform real-space strat-
egy). Because of the more appropriate curvature of the polynomials, the CFS-PML seem to per-
form slightly better than Lalanne’s PMLs. The crucial difference between structure-transform and
equation-transform strategies is that the former only Fourier transforms smooth bounded functions
fρ, whereas the latter transforms their inverse sρ. As we have seen, an optimal representation is
neither guaranteed by one nor the other. With these considerations, we could argue why the conver-
gence plots exhibit the large jumps. Last not least, we could give strong evidence that the sign flip
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problem of the effective indices’ imaginary parts stems from the inaccurate numerical representation
of the coordinate transformation.

The results imply two improvements for the future: On the one hand, we think that specifically
tailored functions sρ which are easily represented by truncated Fourier series could help to overcome
the issues. Instead of a tangent-like or polynomial grading which both result in sharp features at the
unit cell boundaries, a Gaussian-like curvature seems advisable. The second improvement regards
the truncation scheme: The coefficients on the k-space axes tend to decrease much slower than the
others and, thus, should be retained with a higher priority. This implicates a star- or diamond-like
truncation scheme where the truncation order on the axes is much larger than in other directions.
Meanwhile, we show in Chap. 9 that, despite the described challenges, the method is well suited for
the accurate and efficient simulation of large fiber-based devices.
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9 Chapter 9.

Applications

This final chapter is concerned with the application of the developed numerical simulation tools to
interesting real problems. The first part in this chapter, Sec. 9.1, presents the results of a rigorous
theoretical analysis of an experimentally realized, periodic nano-photonic system, namely a woodpile
structure with a complete bandgap in the region of visible light. This could be treated using the
standard FMM implementation. The second part of this chapter, Sec. 9.2, then turns to the theoretical
design of an aperiodic fiber-based long period grating mode coupler. Here, we demonstrate the entire
toolkit of available FMM extensions developed in this work.

9.1. Woodpile Photonic Crystal with a Complete Bandgap in the
Visible

In this section we present the results of a theoretical investigation of a woodpile photonic crystal
structure experimentally fabricated by Froelich et al. [9]. The project aimed at a complete photonic
bandgap in the visible range of the electromagnetic spectrum. To accomplish this challenging task,
a resolution enhanced direct laser writing (DLW) laser lithography technique was used which is
inspired by stimulated emission depletion (STED) as used in microscopy [8]. With this technique
the effective dimension of the laser focus can be reduced to values way below the usual resolution
limit of the used laser light (λ ≈ 800 nm). With the DLW setup a polymeric template is written
which is subsequently double inverted into titania (TiO2) with the help of an intermediate sacrifical
zinc-oxide (ZnO) negative. ZnO and TiO2 are deposited in an atomic layer deposition (ALD) process
from the gas phase. Scanning electron microscope pictures of the produced titania woodpile structure
are shown in Fig. 9.1(b) and (c). Due to the conformality of the ALD process, the rods exhibit
unavoidable small air voids in the center.

9.1.1. Setup

The structure is schematically depicted in Fig. 9.1(a) including the definition of the geometric pa-
rameters. The total structure has an outer dimension of 135µm× 70µm and totals 33 layers, which
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Figure 9.1.: Three-dimensional titania woodpile. (a) Schematic picture of the geometry with
a definition of the structure parameters. (b) Close-up electron micrograph of the
titania woodpile after focused-ion-beam (FIB) milling to reveal its interior. The
perfectly aligned rods are visible. (c) Overview of the FIB cut. The viewing angle
is 55.5◦. Picture adapted from [9].

corresponds to eight unit cells, containing 4 layers each, and a top layer.1 It sits on top of a glass sub-
strate (ε = 2.3104). The main propagation direction in the simulation, the x3-axis of our coordinate
system, is vertically from top to bottom. The x1-axis is parallel to the axes of the rods in the top layer.
The square in-plane (transversal) unit cell of lattice constant a = 310 nm features one rod per layer
with an equivalent in-plane spacing a. The height of one unit cell is given by compression length c.
The vertical long axis of the elliptic rods is given by height h and their horizontal short axis by width
w. The latter three parameters are determined by the analysis of the SEM image to be in the order
of c ≈ 419 nm, h ≈ 168 nm, and w ≈ 99 nm. Ultimately, they remain to be determined as exactly
as possible from the comparison between experimental and theoretical transmittance results. This is
reasonable because the FIB cut only represents a local measurement, and the sample clearly features
small variations on the nanometer scale. The real space lattice of the structure is a compressed fcc
lattice.

Since the air voids in the center of the rods can neither be measured reliably nor rigorously simulated,
we estimate their volume fraction to be roughly 16 percent and arithmetically average the titania’s
permittivity values accordingly. Concerning the titania material parameters, the real and imaginary

1For historic reasons the simulational unit cell cuts the rods at odd positions, therefore the top layer is not one additional
rod but only 0.675 rods. Hence, the theoretical setup is in total 32.675 layers. However, due to fabrication tolerances
and for a better connection of the structure to the substrate, the experimental structure is also cut a little bit. With this
many layers, the expected difference is a small shift of the Fabry-Perot resonances due to a different effective tickness
of the structure.
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Figure 9.2.: Blend of a true-color optical micrograph of the titania woodpile with the geometry
for the optical transmission measurements. The angle of incidence with respect to
the surface normal (dashed line) as well as s- and p-polarization of the incident
light are indicated. Picture adapted from [9].

part of the refractive indices were measured on an equivalent thin film sample. However, to account
for surface roughness of the rods, we modify the imaginary part of the titania. It was shown in
Ref. [114] that scattering from fabrication imperfections does not follow the wavelength-dependence
expected from pure Rayleigh-scattering but instead follows a λ−2-scaling. Therefore, we choose the
imaginary part of the refractive index as Im(n(λ)) = i · 7500 · λ−2 · nm2.

Figure 9.2 depicts a blending of a true-color optical micrograph image of the sample with a sketch of
the irradiation configuration. The plane of incidence is perpendicular to the rod axes of the top layer.

9.1.2. Simulation and Comparison to Measured Data

The simulation of the structure is performed with M = 197 plane waves for angles of incidence
from θ = 0◦ to θ = 60◦ in steps of 5◦ equivalent to the measured data. The unit cell is sliced into 50
layers of equal thickness. The wavelength range under consideration reaches from λ = 500 nm to
λ = 850 nm in steps of 1 nm. In total we performed more than 100 different runs of the program in
different stages of the project. In the end, the best agreement between measurement and simulation is
found for parameters c = 416 nm, h = 174 nm, and w = 103 nm. The corresponding transmittance
spectra are plotted below the measurements in pseudo-color plots on a logarithmic scale in Fig. 9.3
for s- and p-polarization. The agreement in both cases is quite good which can be attributed to the
high quality of the sample. The region with transmittance lower than a threshold of one percent
for all angles of incidence and polarizations is highlighted with the horizontal dashed lines. This
threshold is a reasonable choice for the definition of a stopband, since it can be seen as a sufficient
factor of suppression of photonic states for a finite photonic crystal structure.

A notable difference between theory and experiment could be observed in all tested parameter sets.
The wavelength minimum of the dielectric band in p-polarization is characteristically shifted between
the two datasets. In the experimental data it is observed at θ = 30◦ whereas in all theoretical
calculations it lies at θ = 35◦. Nevertheless, the overall good agreement between experiment and
FMM simulation indicates a high quality sample with the indicated geometric dimensions. The
remaining step is the confirmation of the complete bandgap with MPB.
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Figure 9.3.: Comparison of measured (top) and simulated (bottom) transmittance spectra for
s- and p-polarization and all angles of incidence on a logarithmic pseudo-color
scale. The horizontal dashed lines indicate the region in which the transmission
is lower than one percent for all angles and polarisations. The corresponding
geometric parameters are given by a = 310 nm, w = 103 nm, h = 174 nm, and
c = 416 nm.

9.1.3. MPB Simulations

For the bandstructure simulations we performed the calculation with a discretization resolution of
256 sampling points and a mesh size of 20 using MPB. The high symmetry points for the stretched
bcc lattice have been calculated analytically. They are given in Tab. 9.1. The refractive index for
the titania rods was taken at a wavelength of λ = 701 nm with a value of n ≈ 2.31. For the
geometry parameters from above, these calculations confirmed a complete photonic bandgap ranging
from 694.2 nm to 706.5 nm with a gap to midgap ratio of 1.75 percent. This gap is completely
in the visible part of the electromagnetic spectrum. The corresponding banddiagram is plotted in
Fig. 9.4. The yellow shaded area indicates the measured wavelength range and the blue shaded
region indicates the wavelength range where the measured data is below one percent. Finally, the red
region highlights the complete photonic bandgap. The banddiagram only shows the most interesting
paths on the edge of the irreducible Brillouin zone. In the simulation we considered many more.
The limiting point from above is at the L-point, and from below near the W ′ point on the L-W ′-
line. With this calculation we have completed the theoretic calculations for the titania woodpile and
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Figure 9.4.: Complete three-dimensional photonic band gap in the visible. Depicted is the
photonic banddiagram computed for the geometry parameters confirmed by the
FMM. The complete three-dimensional photonic band gap between 694.2 nm and
706.5 nm is highlighted by the red area, the frequency region for which experi-
mental and theoretical data is available is highlighted in yellow, and the region
for which the measured transmission is below the threshold of one percent for all
angles and polarisations is shown in blue. The inset shows the Brillouin zone: Red
lines indicate paths covered in the banddiagram. Picture adapted from [9].

could clearly provide strong evidence for the experimental realization of the first complete three-
dimensional photonic bandgap in the visible.
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Table 9.1.: List of analytically derived distinct points of the compressed woodpile’s first Bril-

louin zone. The parameter s = c/(
√

2a) denotes the compression factor of the
fcc real-space lattice, and VE = s/4 is the volume of the primitive cell. The
real-space basis vectors are given by a1 = 0.5(0, 1, s), a2 = 0.5(1, 0, s), and
a3 = 0.5(1, 1, 0). The reciprocal lattice vectors are given by a1 = 2π(−1, 1, 1/s),
a2 = 2π(1,−1, 1/s), and a3 = 2π(1, 1,−1/s).
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9.2. Long Period Fiber Grating Mode Coupler

The numerical machinery which was developed, validated, and optimized within Chap. 6, Chap. 7
and Chap. 8 is now applied to the challenging problem of a fiber-based long period grating (LPG)
mode coupler at telecom wavelengths. The system involves optimized adapted meshes including
ASR, PML unit cell isolation, spatially inhomogeneous, fully anisotropic, dispersive material ten-
sors, and symmetry reduction. The system’s dimensions are a cross sectional square unit cell of size
a = 21µm and an axial length of more than 8600µm with over 800 layers.

9.2.1. Setup

The setup is schematically depicted in Fig. 9.5. The LPG we simulate is a (forward) grating designed
to couple the fundamental waveguide mode incident from one side to a higher order guided mode
leaving the device on the other side. It consists of a circular hollow core step-index fiber with a silica
cladding (rclad = 7.5µm), where the core (r = 2.15µm) is filled with a biaxially anisotropic liquid
crystal (LC) material (Merck MDA-00-3969). The spatial orientation of the LCs can be manipulated
by a transversal external electric field. From top and bottom, the fiber is enclosed by a periodic
arrangement of electrodes with P periods of length Λ, the top electrodes covering half of the periods
each, the bottom electrode the whole length of the grating. When the electrodes are biased with
an external voltage Vext between top and bottom, the core of the fiber is exposed to a x3–periodic
electric field. In general, this field is highly inhomogeneous and has to be derived in a self-consistent
way, because of the interaction between the external field and the LC molecules.

The material properties of the LC material are characterized by the director vector field. The director

Figure 9.5.: Schematic picture of the long period grating cut along the fiber axis through the
x2–x3–plane. The core consists of a liquid crystal material, the cladding is made
of silica. An external voltage Vext applied between grating and ground electrode
generates a periodic external electric field (field points along the x2–direction) in
the core with period Λ. The LC molecules tend to align with the external field
which is sketched by the white double arrows, leading to periodic core material
parameters indicated by the core color. By appropriate choice of Λ, the grating
can be designed to couple an incoming HE11 mode (left) to an outgoing HE31

mode (right) at a desired resonance wavelength λres.
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Figure 9.6.: Schematic picture of liquid crystal molecules and their orientation within a hollow
core fiber. (a) Cigar shaped LC molecules, director vector field, and definition of
refractive indices. (b) Splay configuration. See text for details.

points along the long axis of the cigar shaped LC molecule. The refractive index along this axis is
called extraordinary refractive index ne and varies approximately between 1.48489 at λ = 1µm and
1.48177 at λ = 1.48µm. The refractive indices along the short axes of the LC molecules are given
by the ordinary refractive index no which varies between about 1.68117 at λ = 1µm and 1.67359 at
λ = 1.48µm wavelength. Infiltrated into a circular hollow core fiber, the LCs orient themselves with
respect to the surrounding into a so-called splay configuration [115, 116], as schematically depicted
in Fig. 9.6. The directors orient themselves parallel to the the r–x3–plane. They form an 45◦ angle
with the cladding interface, a 0◦ angle with the fiber axis, and vary smoothly in between. The splay
configuration is rotationally symmetric. Application of an external voltage changes the director field
out of this equilibrium position. With increasing external field strength the directors tend to align
with the external field and slowly rotate towards this preferred direction.

Concerning the behavior of the molecule’s director fields, to the best of our knowledge, there is no
rigorous simulation available for their full three-dimensional calculation. However, we have access
to two-dimensional self-consistent director field solutions obtained from a Finite Element simulation
for varying external voltages [115, 116].

The external field reduces the rotational symmetry C∞ (in our numerical example already reduced
to C4v because of the used quadratic lattice as mentioned in Sec. 8.3.2) of the unperturbed fiber to
C2v. We will use this and reduce the simulated degrees of freedom accordingly (cf. Sec. 6.8.2). The
whole size of the eigenproblem then shrinks by a factor of 4, the memory requirements by a factor
of 42 = 16, and the computation time for the eigenproblem by a factor of 43 = 64. But then there
are the four distinct symmetry subgroups which we simply call 1, 2, 3, 4 (cf. Sec. 6.8.2). Their
solutions in general have to be determined by consecutive, independent calculations but considered
all together. This leads to a theoretical speed up to a factor of 1/4 · 43 = 16. In practice, there is an
overhead in the calculation for the preparation of the eigenproblem, but for M = 997 typical speed
up factors of about 10 can be reached easily. Of course, it is not always necessary to consider all
of the symmetry subgroups. In this section, the pictures, plots and effective refractive indices stem
from the 4–subgroup unless otherwise noted.

Before we can begin with the grating design in Sec. 9.2.4, we have to know the propagation constants
of the fiber’s guided eigenmodes we want to couple for different external voltages. This is the task
of the next section.
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9.2.2. Guided Eigenmodes

The focus of this section is on the guided eigenmodes of the infiltrated fiber for different external
voltages. To this end we solve the eigenproblem of a single layer.

A comparison between the electric field distributions obtained with the optimized adapted mesh and
those obtained by standard FMM are depicted in Fig. 9.7. For this and all subsequent calculations
we use the adaptive mesh optimized in Sec. 8.3.5 for the finite cladding system including PMLs with
lattice constant a = 21µm, M = 997 plane waves, and Nfft = 1024 sampling points. The plot
shows the HE11 and HE31 modes in the core region for an external voltage of 8V applied over the
fiber diameter. Note that the adapted mesh improves first and foremost the representation of the field
discontinuities at the core/cladding interface (cf. the insets). The barely visible asymmetry is owed
to the used quadratic lattice as discussed in Sec. 8.3.2.

Next, the focus is put on the propagation constants. Figure 9.8 depicts the dispersion for the (a)
unbiased and (b) homogeneously biased fibers in the wavelength range of interest. The main differ-
ence between both examined cases is the fact that the external field lifts some of the degeneracies.
Figuratively speaking, degenerate modes with “more” electric field parallelly aligned to the director
and, therefore, to the higher extraordinary refractive index of the LC move towards higher effective
refractive index values. The obtained values for two of the guided modes which are marked with red
circles (the two highest modes of symmetry 4, black dashed lines) are tabulated in Tab. 9.2 for differ-
ent external voltages. We will need them below for the design of the grating period. With increasing
voltage the reorientation of the LC molecules is small at first, but then increases more than linearly.

It should be noted that the material changes for different applied external voltages are rather subtle
and so are the variations in the field distribution and propagation constants. In a visual comparison
between the 0V and 8V cases, the differences would not be visible. Nevertheless, they suffice to
form a diffraction grating with predefined properties.

Figure 9.7.: Normalized electric field distribution (|E|) in the core region for the HE11 and
HE31 guided eigenmodes of the externally biased LC filled anisotropic fiber (8V )
plotted in the x1–x2–plane. Panel (a) shows the fields obtained with standard
FMM and panel (b) the fields simulated with the adapted optimized mesh. All field
strengths are normalized to one. The insets focus on the core/cladding interface
where the transversal field components should be discontinuous.
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Figure 9.8.: Dispersion spectra for the LC filled fibers color separated by their symmetry sub-
groups. (a) Dispersion spectrum for 0V , (b) for 8V external voltage. The values
marked by red circles are presented in Tab. 9.2.

9.2.3. Structure Decomposition

For the simulation of the whole LPG with the FMM we make use of the structure’s periodicity and
decompose it along the fiber axis into P equivalent z-cells, each containing one full period. The
z-cell is in turn decomposed into L layers of thickness tl, l = 1, . . . , L, where the permittivity in
each layer is assumed to be homogeneous in the propagation direction x3. As a consequence of the
decomposition into a stack of slices, we have to choose the LC material model in accordance with
our layers. This means we homogenize the director fields along the x3 direction in each layer as well
and calculate them as a stack of two-dimensional systems with varying external voltage. A detailed
description of how the director fields are calculated is given in Refs. [115, 116].

We consider two approximations with different numbers of layers within the z-cell. The simplest
z-cell consists of L = 2 layers, one being the slice of the fiber containing the electrode, the other
being the slice of the fiber containing the gap between the electrodes. This first and rather crude
approximation completely neglects the smooth variation in field strength, but is compatible with the

Mode Vext neff Mode Vext neff

HE11 0V 1.509312206 HE31 0V 1.479930564

2V 1.509316616 2V 1.479977244

4V 1.509364198 4V 1.480145316

6V 1.509447738 6V 1.480430684

8V 1.509574112 8V 1.480840860

Table 9.2.: Effective refractive indices for the liquid crystal infiltrated fiber calculated withN =
997 plane waves and the optimized adapted mesh at λ = 1.25µm.
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available material models. By setting the external voltage between top and bottom electrodes to
8V, we thus make the so-called two layer approximation — one layer containing the electrode with
Vext = 8V and an equally thick layer containing the gap with Vext = 0V . The input and output
regions can be modeled by LI = LO = 1 additional unbiased layers of arbitrary thickness each.
The solutions of the whole system can then be easily obtained by solving the L + LI + LO = 4
different quasi two-dimensional, independent layer subsystems for their eigenmodes, and recombine
them afterwards considering the continuity conditions at the interfaces between adjacent layers by
the scattering matrix algorithm (cf. Sec. 5.3).

The approximation from above not only totally neglects the smooth variation in the field profile, but
does not respect the fact that the electric field decays with 1/r2 and, thus, will barely reach a zero
external voltage domain in the small gap between two electrodes. An enhanced approximation of the
periodic LC arrangement can be achieved by an electrostatic simulation of the external field strength
in a homogeneous, isotropic core (like the step-index fiber in Sec. 8.3) in order to obtain a more
realistic field profile. This enables us to introduce several layers with intermediate homogenized
external field values. We are fully aware that this is still a rough approximation. However, it seems
the best we can do with a two-dimensional LC material model, and the result surely serves as a proof
of principle.

For the electrostatic simulation with COMSOL Multiphysics [117] we estimated a grating period
of about Λ = 43µm and a spatial coverage of the upper electrode with regard to grating pitch of 50
percent. Using periodic boundary conditions in the direction of the fiber axis and an applied electrode
voltage of Vext = 8V , we calculated the x3–profile of the E2 component in the center of the core.
Since we are not interested in the field values but only in the spatial profile so as to determine the
layer thicknesses tl, we renormalize the obtained values such that the field strength maximum is
8V applied over the diameter of the fiber. The associated curve is plotted in Fig. 9.9(b). Similarly,
we obtain profiles for the input and output regions on the left and right sides of the LPG, which is
depicted in Fig. 9.9(a). From the displayed approximated curves we adopt the fraction of the grating
period as thickness for the corresponding layers in our FMM simulation. The obtained values are
denoted in the plots. Thus, the enhanced multi-layer approximation describes the grating period with
L = 4 layers per grating period, LI = 4 input region layers, and LO = 4 + 1 output region layers,
which makes a total of 13 layers and 13 eigenproblems to be solved. The additional layer in the
output region is necessary, because the last electrode constitutes only half a grating period.

To stress this once more, the FMM is capable of approximating the system in x3–direction as good as
necessary by using an increasing number of layers. The simulation time scales only linearly with the
number of distinguishable layers L. In this particular case our knowledge of the three-dimensional
material properties is the limiting factor.

9.2.4. Designing the Grating Period

The essential step in the design of the LPG is the determination of the grating period Λ for a given
resonance wavelength λres. In literature, e.g., in Ref. [118], one predominantly finds the relation

λres =
(
neff,1 − neff,2

)
Λ , (9.1)

with neff,1 and neff,2 being the effective refractive indices of the launched and coupled-to mode,
respectively. While this relation gives a good approximation to the resonance wavelength (or the
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Figure 9.9.: Electrostatically simulated |Ey| field profile on the fiber axis for a LPG (Λ =
43µm) with isotropic core as in Sec. 8.3 at wavelength λ = 1.25µm. The rescaled
profile and the corresponding enhanced approximation are depicted in panel (a) for
the input/output region, and in panel (b) for one grating period. The top electrode
covers the region from x3 = 0.0Λ to x3 = 0.5Λ (periodic boundary conditions in
x3) and is biased with Vext = 8V . The resulting layer thicknesses dl are denoted
next to the curve sections (red).

grating period accordingly), it is not accurate because it describes a grating of point scatterers —
infinitely small electrodes in our case, i.e., infinitely thin 8V layers in a two layer approximation.
For fiber grating purposes we would like to have a more accurate relation which is able to handle
the finite thickness of the electrode or, more precisely, the proper profile of the material properties as
approximated by two or more constituent layers.

Hence, we start with a derivation from the basic physical condition: Resonance between two co-
propagating (or counter-propagating) modes occurs if their phases match after a whole grating period

φ2(Λ) = φ1(Λ) +m · 2π , m = 0,±1,±2, . . . , (9.2)

where φi are the phases of the modes, and m labels the diffraction orders. The phase of a mode is
obtained by integrating its propagation constant over one period

φi(Λ) =

∫ Λ

0
βi(x

3)dx3 , (9.3)

which leads in the illustrative case of a decomposition into two finite constituent layersA andB with
thicknesses tA and tB to(

β1,AtA + β1,BtB

)
−
(
β2,AtA + β2,BtB

)
+m · 2π = 0 . (9.4)

Assuming co-propagating modes β1 > β2 > 0, a resulting negative diffraction order m = −1 (first
order is preferred to higher orders because of larger coupling strength), and two equally thick layers
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tA = tB = Λ/2, we get

λres =

(
neff,1,A + neff,1,B

2
−
neff,2,A + neff,2,B

2

)
Λ , (9.5)

where we used βi = 2π · neff,i/λres. The result is neat, as it simply involves the weighted arith-
metic averages of the propagation constants instead of the propagation constants of the unperturbed
waveguide. The most general relation for an arbitrary number of layers is then given by

λres =
(
n̄eff,1 − n̄eff,2

)
Λ , (9.6)

with the arithmetically averaged effective refractive index

n̄eff,i = φi ·
λres

2πΛ
, (9.7)

and φi given by Eq. (9.3).

With the help of this result it is possible to calculate the grating periods for the two layer approx-
imation. The resonance wavelength is designed to λres = 1.25µm for a coupling between the
arbitrarily picked modes HE11 and HE31. Taking the values from Tab. 9.2, the grating period for
the two layer system (0V and 8V , d0V = d8V = Λ/2) is Λ2Layer = 43.01823212µm. Similarly,
the enhanced multi-layer approximation grating period ΛEnh can be calculated using the parameters
displayed in Tab. 9.2 and the thicknesses denoted in Fig. 9.9 (b). One obtains the grating period
ΛEnh = 43.15243678µm from Eq. (9.6).

9.2.5. Mode Conversion

The transmittances of both simulated systems are depicted in Fig. 9.10 and Fig. 9.11 color-coded over
the wavelength λ and number of grating periods P . For the two layer approximation in Fig. 9.10 the
HE11 mode completely couples to the HE31 mode at the designed resonance wavelength after 33
grating periods with a mode conversion factor of 99.13 percent. With an increasing number of grat-
ing periods, the mode couples back and forth with a beating length of 67 grating periods. The dips
in the HE11 transmittance spectrum are higher order resonances with cladding modes. The mode
conversion factor as well as the whole transmittance slowly decreases because of the guided modes’
remaining imaginary part of the propagation constants due to the PML absorption. Investigations
without PMLs in a periodic arrangement show the same behavior, but lack the overall absorption.
Even without PMLs the coupling to guided modes in neighboring fibers is negligible. The trans-
mittance into every single eigenmode of the system naturally comes out of the same calculation as
well.

A simulation with the more accurate external field profile along the fiber axis of the enhanced multi-
layer approximation leads to the transmittance spectra shown in Fig. 9.11. With the properly adjusted
grating period the simulation results show very similar behavior as before. Naturally, the higher order
cladding mode resonances shift relatively to the main coupling resonance due to the altered phase
relation. In addition, the beating length of the coupling resonance increases to 93 periods with the
first full coupling to the HE31 mode at about 46 periods.

If we choose a higher maximal external voltage, we obtain many more resonances with other wave-
guide modes whose fringes tend to overlap and the nice distinct resonance with the HE31 mode gets
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Figure 9.10.: Transmittance spectra of the LPG in the two layer approximation for a varying
number of grating periods. The grating is illuminated with mode HE11 and panel
(a) shows transmittance into the same mode, whereas panel (b) depicts the cou-
pling into mode HE31 (cf. Fig. 9.7). The coupling resonance is designed to a
wavelength of 1.25µm.

Figure 9.11.: Transmittance spectra of the LPG in the enhanced approximation for a varying
number of grating periods. The grating is illuminated with mode HE11 and panel
(a) shows transmittance into the same mode, whereas panel (b) depicts the cou-
pling into mode HE31 (cf. Fig. 9.7). The coupling resonance is designed to a
wavelength of 1.25µm.

polluted. If the external voltage is chosen smaller, the coupling gets weaker even though the grating
effect in general is preserved. After all, it is not the amplitude of the perturbation which is crucial,
but the grating period. Thus, 8V to 10V turn out to be a good compromise for this setup.
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9.2.6. Computational Costs

In these calculations, we use acceleration by symmetry reduction of the problem, since the incident
mode is a member of C2v symmetry group 4 (cf. Sec. 9.2.2). Studies of the two layer system
show that, simulating the full symmetry problem (C4v), merely less than one percent of the light
is coupled to the degenerate HE31 mode of C2v symmetry group 3. The remainder of the incident
light is coupled to the HE31 mode of C2v symmetry group 4. This means that the coupling between
symmetry groups, which occurs in layers with zero external voltage, is negligible. Therefore, it is
possible to reduce the complexity of the whole problem and only consider group 4. Consequently,
the number of elements in the eigenproblem matrix as well as the scattering matrix are reduced by a
factor of 42. This massively speeds up the calculation time for each eigenvalue problem from about
700 seconds to 12.3 seconds (i.e., a factor of 56 vs. a theoretical factor of 43 = 64 ) per wavelength
and layer on a single core of an Intel Xeon X5660 processor.

Furthermore, the strengths of the scattering matrix approach are exploited: Separate scattering ma-
trices for the input region (SI), output region (SO), and one z-cell (SZC) are prepared first. The latter
contains the eigensolutions of the L layers of one grating period. The scattering matrix for a grating
with P periods is then created by successively adding one further period (SP ·ZC = SZC?S(P−1)·ZC).
This is achieved by a comparably inexpensive S-matrix product (cf. Sec. 5.3.3). The total scattering
matrix ST = SO ? SP ·ZC ? SI is finally synthesized from the input, grating, and output scattering
matrices and evaluated. Consequently, instead of the (P ·L)+LI +LO layers of the whole structure,
we have to calculate L+LI +LO layer solutions only. The contributions from the remaining grating
periods of the structure are obtained by recycling the scattering matrix of the z-cell.

However, there is even potential for a further reduction of computational expenses for this particular
system which we did not exploit yet. For instance, layers with intermediate external voltage appear
twice per period, input and output region are symmetric, and eigenmodes of a layer are independent
of the layer’s thickness. The latter means that layers with the same applied external voltage, but
different thicknesses lead to the same eigenproblem. Taking everything into account, there are only
five distinct layers and, thus, five eigenproblems that need to be solved, even for the LPG with 200
grating periods and a total of P · L+ LI + LO = 200 · 4 + 4 + 5 = 809 computational layers.

The calculation of the whole spectrum is separated and parallelized into independent runs per wave-
length using MPI [119]. A single run takes about 1638 seconds (27.3 minutes) for the enhanced
approximation with 13 different layers and all 200 calculated different grating periods. Using sym-
metry reduction, most time is spent for the preparation of the eigenproblem with 33.7 seconds in each
layer. After the preparation of the scattering matrix building blocks (35 seconds) the transmittance
calculation for each additional grating period takes 4.9 seconds on average only.
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Conclusion and Outlook

In this thesis we presented the Fourier modal method and demonstrated its versatility and efficiency
by the characterization, design and investigation of periodic and aperiodic photonic systems. Fur-
thermore, we expedited several major projects.

First, we could demonstrate that the FMM is an essential numerical tool at the interface between
experiment and bandstructure simulations for photonic crystals. It closes the fundamental gap in the
evidence chain for complete photonic bandgaps. The angle- and polarization resolved transmittance
and reflectance calculations can directly be related to the experimental spectroscopic measurements.
Hence, the data analysis provides an immediate characterization of the fabricated structure. The
method’s efficiency and a parallel implementation allows for wide range parameter scans on large
computer clusters. This enabled us to help with the selection of promising woodpile templates right
from the start. Later on, the parameter studies narrowed down the uncertainty in the geometric
features obtained from the scanning electron microscope images. With the good agreement between
experiment and FMM simulations for a wide range of angles and both polarizations on the one hand,
and the compliance between FMM and MPB on the other hand, we could provide strong evidence
for the first successful engineering of a complete photonic bandgap in the visible.

Second, we demonstrated that the FMM is suitable and capable of rigorously calculating the guided
eigenmodes of fiber systems and related large scale devices like the LPG mode coupler based on an
liquid crystal infiltrated fiber. In order to reach this point, we worked on several extensions to the
method.

On the foundation of curvilinear coordinates established by Sabine Essig, we extended the code to
fully anisotropic material tensors and, as a consequence, large eigenproblems. In this context, new
schemes for the determination of forward and backward propagating modes had to be established.

In collaboration with Jens Küchenmeister, we developed and explored the idea of smoothed and
differentiable analytic adaptive coordinate meshes with the principles of transformation optics. We
gave an intuitive and clear manual for analytic mesh constructions of all three types, which bases on
the simple concept of linear transitions between characteristic specific lines. This scheme is easily
extendable to more complex structures like crescents or trapezoidal slotted waveguides. In a rigorous
study, we could show that the non-differentiable meshes known from literature give the most accurate
results, provided the ASR parameters are correctly chosen. With the detailed analysis we gave, the
large parameter scans for the mesh optimization will become obsolete in the future because suitable
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mesh parameters can be analytically derived from the transformation functions.

The established covariant formulation of the FMM could be exploited for the implementation of
streched-coordinate PMLs as well. While the FMM literature only knows Lalanne’s type within
the equation-transform k-space strategy, we integrated the complex coordinate stretching PMLs with
the real coordinate transformations of AC and ASR in the structure-transform real-space strategy.
Furthermore, we adopted CFS-PMLs from time domain methods. Our investigations suggest that
the PML region should be chosen as large as possible but with respect to the structure to unit cell
size ratio. A detailed convergence analysis was able to clarify that the PMLs work — albeit with
certain restrictions.

None of the PML types seem optimally suited for truncated Fourier series, because strong mesh
compressions create spurious modes in the guided modes region. This complicates the automated
determination of guided modes which is usually essential for the launching. Furthermore, due to the
introduced absorbing components, even the truly guided modes gain imaginary parts in the effective
indices. Additionally, we observed the effect of random sign flips which lead to simulated trans-
mittances above one. However, with a detailed analysis of the PML’s contribution to the effective
material parameters, we could give evidence for the origin of the effect. We concluded that charac-
ter and curvature of the functions sρ of both PML types lead to oscillations of the imaginary parts
arround zero within the physical domain. Depending on the concrete circumstances, the related gain
effects apparently overcompensate the intrinsic losses within the PML region. Two possible resorts
were proposed: Firstly, an improved truncation scheme in k-space which respects the dominant coef-
ficients on the axes. And secondly, an optimized profile of the functions sρ which avoids oscillations
of the imaginary part within the physical domain.

It is the first time that the combination of different coordinate transformations for perfectly matched
layers and adaptive meshes with adaptive spatial resolution were successfully applied together with
inhomogeneous, fully anisotropic, dispersive materials and the C2v symmetry reduction in one sim-
ulation. The thoroughly optimized adapted mesh for the LPG mode coupler led to a reduction of the
propagation constant’s maximal relative error of almost three orders of magnitude. PML absorbing
boundaries helped to inhibit cross-talk between neighboring unit cells.

With these improvements we accurately determined the propagation constants of two of the liquid
crystal filled fiber’s guided eigenmodes. These calculations enabled the design of the required grat-
ing period. In this context we improved the related formula for the resonance wavelength such that
arbitrary grating profiles can be handled. The limiting factor in the simulation was the material
model, because there is no three-dimensional self-consistent model available for liquid crystals. In-
stead, we resorted to two-dimensional material simulations. As a consequence, we approximated the
material and grating profile along the fiber by two and five layers, whose effective external voltages
were determined in an approximative electrostatic simulation. However, the number of layers per
grating period is in principle not limited and can be increased up to the desired level of accuracy with
only linear costs. The physical results showed a beating of the mode coupling strength with over 99
percent coupling efficiency. The scattering into the cladding or the surrounding was negligible. The
outstanding strength of the method could be demonstrated by the efficient simulation of the system
with up to 200 distinct grating periods with only little additional effort.

In conclusion, we could prove that both the FMM and the extended FMM in covariant formulation
are well suited for simulations of periodic photonic crystals and for high aspect ratio simulations of
aperiodic systems such as fiber devices, respectively.
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Outlook

Throughout this work, we discovered many starting points for future projects. Here, we would like
to give a brief overview of the most important ones.

• Implementation and testing of optimized PMLs: As mentioned above.

• Implementation and exploration of adapted k-space truncation schemes: As mentioned above.

• Reevaluation of eigenmode determination for realistic PCFs: On the basis of the gained ex-
perience with adapted meshes and fiber eigenmodes, in general, a new benchmarking against
COMSOL would be worthwhile.

• Evaluation of Li’s rules in two dimensions: There are indications that the inverse rule applied
to type 1 problems converges equally badly as Laurent’s rule. As a consequence, the compli-
cated distinction between the two types might be obsolet. Instead, a use of the inverse rule in
both directions should be evaluated.

• Application of Singular Fourier-Padé approximations for the field reconstruction: To this end,
the SFP must be generalized to two dimensions. Especially, the incorporation of the jump
locations must be solved consistently.

• Calculation of Maxwell stress-tensors: This is essential for the calculations of forces acting on
particles. The basic obstacle to be overcome is the exact determination of the particle surface
— especially for heavily staircased structures.

• Construction of nested meshes: The next step in the development of construction guidelines is
the generalization of the established rules to topologically more difficult structures.

• Automated analytic mesh generation: The development of an automated mesher based on the
established construction principles might be interesting for a larger audience. The mesher
could also incorporate the automated choice of optimal ASR parameters. This could be par-
ticularly interesting in the context of realistic photonic crystal fibers.

• Automated adaptive mesh generation: An optimized adapted design of the gradient “poten-
tial” and an exploration of the shear term is desirable. This could reduce gratuitous mesh
deformations.

• Three-dimensional coordinate transformations: The current code is by and large prepared for
three-dimensional transformations. First meshes are constructed, but a rigorous testing re-
mains an open point. The layer matching and staircasing needs to be explored. One of the first
interesting problems could be the transformation of a sphere into a cuboid. As reference test
one could calculate the scattering cross section (Mie theory).

• Redesign of the code: The introduction of an additional abstraction layer which coordinates
and optimizes a dynamic scattering matrix construction from the XML configuration file is
necessary. In this context an automatic decision for the best eigenproblem on a single layer
basis could be implemented. Last not least, a graphical user interface could tremendously
facilitate the usability.
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Closing remark

We belive that we could provide a significant contribution to the progress of the Fourier modal
method with this work — in particlar to coordinate transformations. Still, every answer to an open
question induces several new questions and the story never ends. In this sense, we are curious to see
where the future path will lead.
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A Appendix A.

Fourier Transformation

A.1. Full Anisotropic Fields

Suppose we have the contravariant dielectric displacement Dρ and magnetic flux density Bρ. We
are interested how these quantities transform under a Fourier transformation obeying Li’s rules for
Fourier transformations of products.

We start with the dielectric displacement in real space

Dρ(x1, x2) = ερσ(x1, x2)Eσ(x1, x2) . (A.1)

The outwritten form is

D1 = ε11E1 + ε12E2 + ε13E3 (A.2a)

D2 = ε21E1 + ε22E2 + ε23E3 (A.2b)

D3 = ε31E1 + ε32E2 + ε33E3 . (A.2c)

Here, and in the following the spatial dependence is assumed but suppressed for brevity. We will
perform Fourier transformations in dimensions x1 and x2 successively one after the other. Li’s rules
describe wich transformation rules should be chosen for the transformation of products of functions,
namely the Laurent’s rule for products of at most one discontinous function at a certain spatial point,
and the inverse rule for functions with concurrent jump discontinuities.

Let us start with a Fourier transformation in x1 direction. Thus, in Eqs. (A.2) we know for sure that
D1, E2, and E3 must be continuous across the whole unit cell. The task at hand is to reformulate
Eqs. (A.2) is such a way that we only get products of functions which are of Laurant or inverse type.
Starting with the first component we get

D1 = ε11

[
E1 +

ε12

ε11
E2 +

ε13

ε11
E3

]
. (A.3)

Since D1 is continuous, but ε11 is defnitely discontinuous, the term in the square brackets must also
be discontinuous and its product with ε11 must be of inverse type. The products within the square
brackets are of Laurent type. This implies
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D̃1 =
[[ 1

ε11

]]−1
Ẽ1 +

[[ 1

ε11

]]−1[[ε12

ε11

]]
Ẽ2 +

[[ 1

ε11

]]−1[[ε13

ε11

]]
Ẽ3

=: Q11 Ẽ1 + Q12 Ẽ2 + Q13 Ẽ3 , (A.4)

where all field components and matrices1 still depend on x2.

Similarly, we obtain

D2 = ε21E1 + ε22E2 + ε23E3

=

(
ε21

ε11

)ε11E1 + ε12E2 + ε13E3 − ε12E2 − ε13E3

+ ε22E2 + ε23E3

=

(
ε21

ε11

)
D1 +

(
ε22 − ε21ε12

ε11

)
E2 +

(
ε23 − ε21ε13

ε11

)
E3 , (A.5)

D̃2 =
[[ε21

ε11

]]([[ 1

ε11

]]−1
Ẽ1 +

[[ 1

ε11

]]−1[[ε12

ε11

]]
Ẽ2 +

[[ 1

ε11

]]−1[[ε13

ε11

]]
Ẽ3

)

+
[[
ε22 − ε21ε12

ε11

]]
Ẽ2 +

[[
ε23 − ε21ε13

ε11

]]
Ẽ3

=
[[ε21

ε11

]][[ 1

ε11

]]−1
Ẽ1 +

([[
ε22 − ε21ε12

ε11

]]
+
[[ε21

ε11

]][[ 1

ε11

]]−1[[ε12

ε11

]])
Ẽ2

+

([[
ε23 − ε21ε13

ε11

]]
+
[[ε21

ε11

]][[ 1

ε11

]]−1[[ε13

ε11

]])
Ẽ3

=: Q21 Ẽ1 + Q22 Ẽ2 + Q23 Ẽ3 , (A.6)

D3 = ε31E1 + ε32E2 + ε33E3

=

(
ε31

ε11

)ε11E1 + ε12E2 + ε13E3 − ε12E2 − ε13E3

+ ε32E2 + ε33E3

=

(
ε31

ε11

)
D1 +

(
ε32 − ε31ε12

ε11

)
E2 +

(
ε33 − ε31ε13

ε11

)
E3 , (A.7)

and

1More precisely, even every single matrix entry is a function of x2
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D̃3 =
[[ε31

ε11

]]([[ 1

ε11

]]−1
Ẽ1 +

[[ 1

ε11

]]−1[[ε12

ε11

]]
Ẽ2 +

[[ 1

ε11

]]−1[[ε13

ε11

]]
Ẽ3

)

+
[[
ε32 − ε31ε12

ε11

]]
Ẽ2 +

[[
ε33 − ε31ε13

ε11

]]
Ẽ3

=
[[ε31

ε11

]][[ 1

ε11

]]−1
Ẽ1 +

([[
ε32 − ε31ε12

ε11

]]
+
[[ε31

ε11

]][[ 1

ε11

]]−1[[ε12

ε11

]])
Ẽ2

+

([[
ε33 − ε31ε13

ε11

]]
+
[[ε31

ε11

]][[ 1

ε11

]]−1[[ε13

ε11

]])
Ẽ3

=: Q31 Ẽ1 + Q32 Ẽ2 + Q33 Ẽ3 . (A.8)

In the following we will perform the Fourier transformation along this direction. Then, the fieldsD2,
E1, and E3 must be continuous across the whole unit cell.

We start with reformulating Eq. (A.6) such that we only have products of Laurent type

Ẽ2 =
(
Q22

)−1
D̃2 −

((
Q22

)−1
Q21

)
Ẽ1 −

((
Q22

)−1
Q23

)
Ẽ3 , (A.9)

and Fourier transform it into

˜̃E2 =
[[ (

Q22
)−1 ]] ˜̃D2 −

[[ (
Q22

)−1
Q21

]]
˜̃E1 −

[[ (
Q22

)−1
Q23

]]
˜̃E3

=: Q̄
22 ˜̃D2 − Q̄

21 ˜̃E1 − Q̄
23 ˜̃E3 . (A.10)

Equation (A.10) in turn can be solved for ˜̃D2 again, which leads to

˜̃D2 =

((
Q̄

22
)−1

Q̄
21
)

˜̃E1 +
(
Q̄

22
)−1 ˜̃E2 +

((
Q̄

22
)−1

Q̄
23
)

˜̃E3

=: ε̃21 ˜̃E1 + ε̃22 ˜̃E2 + ε̃23 ˜̃E3 . (A.11)

A similar procedure applies to the other components:

D̃1 = Q11 Ẽ1 + Q12 Ẽ2 + Q13 Ẽ3

Eq. (A.9)
= Q11 Ẽ1 + Q12

(
Q22

)−1 (
D̃2 −Q21Ẽ1 −Q23Ẽ3

)
+ Q13 Ẽ3

=

(
Q11 −Q12

(
Q22

)−1
Q21

)
Ẽ1 +

(
Q12

(
Q22

)−1
)

D̃2

+

(
Q13 −Q12

(
Q22

)−1
Q23

)
Ẽ3 , (A.12)
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A. Fourier Transformation

with Fourier transform

˜̃D1 =
[[
Q11 −Q12

(
Q22

)−1
Q21

]]
˜̃E1 +

[[
Q12

(
Q22

)−1 ]] ˜̃D2

+
[[
Q13 −Q12

(
Q22

)−1
Q23

]]
˜̃E3

=: Q̄
11 ˜̃E1 + Q̄

12 ˜̃D2 + Q̄
13 ˜̃E3

Eq. (A.11)
=

(
Q̄

11
+ Q̄

12
(
Q̄

22
)−1

Q̄
21
)

˜̃E1 +

(
Q̄

12
(
Q̄

22
)−1

)
˜̃E2

+

(
Q̄

13
+ Q̄

12
(
Q̄

22
)−1

Q̄
23
)

˜̃E3

=: ε̃11 ˜̃E1 + ε̃12 ˜̃E2 + ε̃13 ˜̃E3 , (A.13)

and

D̃3 = Q31 Ẽ1 + Q32 Ẽ2 + Q33 Ẽ3

Eq. (A.9)
= Q31 Ẽ1 + Q32

(
Q22

)−1 (
D̃2 −Q21Ẽ1 −Q23Ẽ3

)
+ Q13 Ẽ3

=

(
Q31 −Q32

(
Q22

)−1
Q21

)
Ẽ1 +

(
Q32

(
Q22

)−1
)

D̃2

+

(
Q33 −Q32

(
Q22

)−1
Q23

)
Ẽ3 , (A.14)

with Fourier transform

˜̃D3 =
[[
Q31 −Q32

(
Q22

)−1
Q21

]]
˜̃E1 +

[[
Q32

(
Q22

)−1 ]] ˜̃D2

+
[[
Q33 −Q32

(
Q22

)−1
Q23

]]
˜̃E3

=: Q̄
31 ˜̃E1 + Q̄

32 ˜̃D2 + Q̄
33 ˜̃E3

Eq. (A.11)
=

(
Q̄

31
+ Q̄

32
(
Q̄

22
)−1

Q̄
21
)

˜̃E1 +

(
Q̄

32
(
Q̄

22
)−1

)
˜̃E2

+

(
Q̄

33
+ Q̄

32
(
Q̄

22
)−1

Q̄
23
)

˜̃E3

=: ε̃31 ˜̃E1 + ε̃32 ˜̃E2 + ε̃33 ˜̃E3 . (A.15)
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B Appendix B.

Eigenvalue Problems

B.1. Full Anisotropic Eigenvalue Equation

The covariant formulation of Maxwell’s equations has been presented in Sec. 2.5.1. Maxwell’s equa-
tions, Eqs. (2.5.3), written component wise, read

∂2

i
E3 −

∂3

i
E2 = ω2

(
µ11H1 + µ12H2 + µ13H3

)
, (B.1a)

∂3

i
E1 −

∂1

i
E3 = ω2

(
µ21H1 + µ22H2 + µ23H3

)
, (B.1b)

∂1

i
E2 −

∂2

i
E1 = ω2

(
µ31H1 + µ32H2 + µ33H3

)
, (B.1c)

and

∂2

i
H3 −

∂3

i
H2 = −

(
ε11E1 + ε12E2 + ε13E3

)
, (B.2a)

∂3

i
H1 −

∂1

i
H3 = −

(
ε21E1 + ε22E2 + ε23E3

)
, (B.2b)

∂1

i
H2 −

∂2

i
H1 = −

(
ε31E1 + ε32E2 + ε33E3

)
. (B.2c)

In order to derive the associated full ansotropic eigenvalue equation, we solve

Eq. (B.1a)

for

∂3
i

(
−E2

)
,

Eq. (B.1b) ∂3
i E1 ,

Eq. (B.1c) H3 ,

Eq. (B.2a) ∂3
i H2 ,

Eq. (B.2b) ∂3
i H1 ,

Eq. (B.2c) E3 .
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B. Eigenvalue Problems

Then, we get

∂3

i

(
−E2

)
= ω2

(
µ11H1 + µ12H2 + µ13H3

)
− ∂2

i
E3, (B.3a)

∂3

i
E1 = ω2

(
µ21H1 + µ22H2 + µ23H3

)
+
∂1

i
E3, (B.3b)

H3 = (µ33)−1

(
1

ω2

(
− ∂1

i

(
−E2

)
− ∂2

i
E1

)
− µ31H1 − µ32H2

)
(B.3c)

and

∂3

i
H2 = +

(
ε11E1 + ε12E2 + ε13E3

)
+
∂2

i
H3, (B.4a)

∂3

i
H1 = −

(
ε21E1 + ε22E2 + ε23E3

)
+
∂1

i
H3, (B.4b)

E3 = (ε33)−1

((∂2

i
H1 −

∂1

i
H2

)
− ε31E1 + ε32

(
−E2

))
. (B.4c)

We now substitute B.3c and B.4c into B.3a

∂3

i

(
−E2

)
= ω2

(
µ11H1 + µ12H2 + µ13H3

)
− ∂2

i
E3

= ω2

µ11H1 + µ12H2 + µ13

(
(µ33)−1

(
1

ω2

(
− ∂1

i

(
−E2

)
− ∂2

i
E1

)
− µ31H1 − µ32H2

))
− ∂2

i

(
(ε33)−1

((∂2

i
H1 −

∂1

i
H2

)
− ε31E1 + ε32

(
−E2

)))
= ω2

(
µ11 − µ13(µ33)−1µ31

)
H1 + ω2

(
µ12 − µ13(µ33)−1µ32

)
H2

− ω2

(
µ13(µ33)−1 1

ω2

∂1

i

)(
−E2

)
− ω2

(
µ13(µ33)−1 1

ω2

∂2

i

)
E1

−

(
∂2

i
(ε33)−1∂2

i

)
H1 +

(
∂2

i
(ε33)−1∂1

i

)
H2

+

(
∂2

i
(ε33)−1ε31

)
E1 −

(
∂2

i
(ε33)−1ε32

)(
−E2

)
=

(
− ∂2

i
(ε33)−1ε32 − µ13(µ33)−1∂1

i

)(
−E2

)
+

(
∂2

i
(ε33)−1ε31 − µ13(µ33)−1∂2

i

)
E1

+

(
ω2
(
µ11 − µ13(µ33)−1µ31

)
− ∂2

i
(ε33)−1∂2

i

)
H1

+

(
ω2
(
µ12 − µ13(µ33)−1µ32

)
+
∂2

i
(ε33)−1∂1

i

)
H2 (B.5)
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B.1. Full Anisotropic Eigenvalue Equation

and also into B.3b
∂3

i
E1 = ω2

(
µ21H1 + µ22H2 + µ23H3

)
+
∂1

i
E3

= ω2

(
µ21H1 + µ22H2 + µ23(µ33)−1

(
1

ω2

(
− ∂1

i

(
−E2

)
− ∂2

i
E1

)
− µ31H1 − µ32H2

))

+
∂1

i
(ε33)−1

((∂2

i
H1 −

∂1

i
H2

)
− ε31E1 + ε32

(
−E2

))
= ω2

(
µ21 − µ23(µ33)−1µ31

)
H1 + ω2

(
µ22 − µ23(µ33)−1µ32

)
H2

−

(
µ23(µ33)−1∂1

i

)(
−E2

)
−

(
µ23(µ33)−1∂2

i

)
E1

+

(
∂1

i
(ε33)−1∂2

i

)
H1 −

(
∂1

i
(ε33)−1∂1

i

)
H2

−

(
∂1

i
(ε33)−1ε31

)
E1 +

(
∂1

i
(ε33)−1ε32

)(
−E2

)
=

(
∂1

i
(ε33)−1ε32 − µ23(µ33)−1∂1

i

)(
−E2

)
+

(
− ∂1

i
(ε33)−1ε31 − µ23(µ33)−1∂2

i

)
E1

+

(
ω2
(
µ21 − µ23(µ33)−1µ31

)
+
∂1

i
(ε33)−1∂2

i

)
H1

+

(
ω2
(
µ22 − µ23(µ33)−1µ32

)
− ∂1

i
(ε33)−1∂1

i

)
H2 . (B.6)

We repeat the same substitutions for B.4b

∂3

i
H1 = −

(
ε21E1 + ε22E2 + ε23E3

)
+
∂1

i
H3

= −

(
ε21E1 + ε22E2 + ε23(ε33)−1

((∂2

i
H1 −

∂1

i
H2

)
− ε31E1 + ε32

(
−E2

)))

+
∂1

i
(µ33)−1

(
1

ω2

(
− ∂1

i

(
−E2

)
− ∂2

i
E1

)
− µ31H1 − µ32H2

)
=
(
ε22 − ε23(ε33)−1ε32

) (
−E2

)
−
(
ε21 − ε23(ε33)−1ε31

)
E1

−

(
ε23(ε33)−1∂2

i

)
H1 +

(
ε23(ε33)−1∂1

i

)
H2

−

(
1

ω2

∂1

i
(µ33)−1∂1

i

)(
−E2

)
−

(
1

ω2

∂1

i
(µ33)−1∂2

i

)
E1

−

(
∂1

i
(µ33)−1µ31

)
H1 −

(
∂1

i
(µ33)−1µ32

)
H2
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B. Eigenvalue Problems

=

((
ε22 − ε23(ε33)−1ε32

)
− 1

ω2

∂1

i
(µ33)−1∂1

i

)(
−E2

)
+

(
−
(
ε21 − ε23(ε33)−1ε31

)
− 1

ω2

∂1

i
(µ33)−1∂2

i

)
E1

+

(
−
(
ε23(ε33)−1

) ∂2

i
− ∂1

i

(
(µ33)−1µ31

))
H1

+

((
ε23(ε33)−1

) ∂1

i
− ∂1

i

(
(µ33)−1µ32

))
H2 (B.7)

as well as for B.4a

∂3

i
H2 = +

(
ε11E1 + ε12E2 + ε13E3

)
+
∂2

i
H3

= +

(
ε11E1 + ε12E2 + ε13(ε33)−1

((∂2

i
H1 −

∂1

i
H2

)
− ε31E1 + ε32

(
−E2

)))

+
∂2

i
(µ33)−1

(
1

ω2

(
− ∂1

i

(
−E2

)
− ∂2

i
E1

)
− µ31H1 − µ32H2

)
= −

(
ε12 − ε13(ε33)−1ε32

) (
−E2

)
+
(
ε11 − ε13(ε33)−1ε31

)
E1

+

(
ε13(ε33)−1∂2

i

)
H1 −

(
ε13(ε33)−1∂1

i

)
H2

−

(
1

ω2

∂2

i
(µ33)−1∂1

i

)(
−E2

)
−

(
1

ω2

∂2

i
(µ33)−1∂2

i

)
E1

−

(
∂2

i
(µ33)−1µ31

)
H1 −

(
∂2

i
(µ33)−1µ32

)
H2

=

(
−
(
ε12 − ε13(ε33)−1ε32

)
− 1

ω2

∂2

i
(µ33)−1∂1

i

)(
−E2

)
+

((
ε11 − ε13(ε33)−1ε31

)
− 1

ω2

∂2

i
(µ33)−1∂2

i

)
E1

+

((
ε13(ε33)−1

) ∂2

i
− ∂2

i

(
(µ33)−1µ31

))
H1

+

(
−
(
ε13(ε33)−1

) ∂1

i
− ∂2

i

(
(µ33)−1µ32

))
H2 (B.8)

In order to improve readability, the composed terms of matrix elements for the permittivity and
permeability above can be merged into new quantities ε̌ = l̂−3 (ε) and µ̌ = l̂−3 (µ), whose components
read

ε̌11 = ε11 − ε13(ε33)−1ε31 (B.9a)

ε̌12 = ε12 − ε13(ε33)−1ε32 (B.9b)

ε̌13 = ε13(ε33)−1 (B.9c)
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B.1. Full Anisotropic Eigenvalue Equation

ε̌21 = ε21 − ε23(ε33)−1ε31 (B.9d)

ε̌22 = ε22 − ε23(ε33)−1ε32 (B.9e)

ε̌23 = ε23(ε33)−1 (B.9f)

ε̌31 = (ε33)−1ε31 (B.9g)

ε̌32 = (ε33)−1ε32 (B.9h)

ε̌33 = (ε33)−1 , (B.9i)

and

µ̌11 = µ11 − µ13(µ33)−1µ31 (B.10a)

µ̌12 = µ12 − µ13(µ33)−1µ32 (B.10b)

µ̌13 = µ13(µ33)−1 (B.10c)

µ̌21 = µ21 − µ23(µ33)−1µ31 (B.10d)

µ̌22 = µ22 − µ23(µ33)−1µ32 (B.10e)

µ̌23 = µ23(µ33)−1 (B.10f)

µ̌31 = (µ33)−1µ31 (B.10g)

µ̌32 = (µ33)−1µ32 (B.10h)

µ̌33 = (µ33)−1 . (B.10i)

The used operator is Li’s operator l̂−3 stated in Ref. [51]. This replacement leads to simplifieded
versions of B.5, B.6, B.7, and B.8

∂3

i

(
−E2

)
=

(
− ∂2

i
ε̌32 − µ̌13∂1

i

)(
−E2

)
+

(
∂2

i
ε̌31 − µ̌13∂2

i

)
E1

+

(
ω2µ̌11 − ∂2

i
ε̌33∂2

i

)
H1 +

(
ω2µ̌12 +

∂2

i
ε̌33∂1

i

)
H2 , (B.11)

∂3

i
E1 =

(
∂1

i
ε̌32 − µ̌23∂1

i

)(
−E2

)
+

(
− ∂1

i
ε̌31 − µ̌23∂2

i

)
E1

+

(
ω2µ̌21 +

∂1

i
ε̌33∂2

i

)
H1 +

(
ω2µ̌22 − ∂1

i
ε̌33∂1

i

)
H2 , (B.12)

∂3

i
H1 =

(
ε̌22 − 1

ω2

∂1

i
µ̌33∂1

i

)(
−E2

)
+

(
− ε̌21 − 1

ω2

∂1

i
µ̌33∂2

i

)
E1

+

(
− ε̌23∂2

i
− ∂1

i
µ̌31

)
H1 +

(
ε̌23∂1

i
− ∂1

i
µ̌32

)
H2 , (B.13)

∂3

i
H2 =

(
− ε̌12 − 1

ω2

∂2

i
µ̌33∂1

i

)(
−E2

)
+

(
ε̌11 − 1

ω2

∂2

i
µ̌33∂2

i

)
E1

+

(
ε̌13∂2

i
− ∂2

i
µ̌31

)
H1 +

(
− ε̌13∂1

i
− ∂2

i
µ̌32

)
H2 . (B.14)
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B. Eigenvalue Problems

The z-components B.3c and B.4c similarly simplyfy to

H3 = µ̌33 1

ω2

(
− ∂1

i

(
−E2

)
− ∂2

i
E1

)
− µ̌31H1 − µ̌32H2 , (B.15)

E3 = ε̌33

(
∂2

i
H1 −

∂1

i
H2

)
− ε̌31E1 + ε̌32

(
−E2

)
. (B.16)

Introducing the electromagnetic field component vector (−E2, E1, H1, H2)T , and using the ansatz
eiγx3

for the fields in x3-direction which allows for the substitution ∂3 → iγ, we combine Eq. (B.11),
Eq. (B.12), Eq. (B.13), and Eq. (B.14) into a matrix equation. Thus, we finally obtain the large
eigenvalue equation

γ


−Ẽ2

Ẽ1

H̃1

H̃2

 = A


−Ẽ2

Ẽ1

H̃1

H̃2

 , (B.17)

with system matrix

A =


−∂2

i ε̌
32 − µ̌13 ∂1

i
∂2
i ε̌

31 − µ̌13 ∂2
i ω2µ̌11 − ∂2

i ε̌
33 ∂2

i ω2µ̌12 + ∂2
i ε̌

33 ∂1
i

∂1
i ε̌

32 − µ̌23 ∂1
i −∂1

i ε̌
31 − µ̌23 ∂2

i ω2µ̌21 + ∂1
i ε̌

33 ∂2
i ω2µ̌22 − ∂1

i ε̌
33 ∂1

i

ε̌22 − 1
ω2

∂1
i µ̌

33 ∂1
i −ε̌21 − 1

ω2
∂1
i µ̌

33 ∂2
i −ε̌23 ∂2

i −
∂1
i µ̌

31 ε̌23 ∂1
i −

∂1
i µ̌

32

−ε̌12 − 1
ω2

∂2
i µ̌

33 ∂1
i ε̌11 − 1

ω2
∂2
i µ̌

33 ∂2
i ε̌13 ∂2

i −
∂2
i µ̌

31 −ε̌13 ∂1
i −

∂2
i µ̌

32

 .

(B.18)

B.2. smallEigenproblem

Original FMM implementation of the eigenproblem including oblique lattices.

F =


ω2 − β

[[
ε
]]−1

β −ω2 sin
(
ξ
)

+ β
[[
ε
]]−1

α

−ω2 sin
(
ξ
)

+ α
[[
ε
]]−1

β ω2 − α
[[
ε
]]−1

α

 (B.19)

G =



(
cos2

(
ξ
) ⌈⌊

ε
⌋⌉

+ sin2
(
ξ
) [[

1
ε

]]−1
)
− 1

ω2 α α sin
(
ξ
) [[

1
ε

]]−1
− 1

ω2 α β

sin
(
ξ
) [[

1
ε

]]−1
− 1

ω2 β α

(
cos2

(
ξ
) ⌊⌈

ε
⌉⌋

+ sin2
(
ξ
) [[

1
ε

]]−1
)
− 1

ω2 β β


(B.20)

eig =
1

cos2
(
ξ
) FG . (B.21)
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B.3. smallEigenproblemAdaptive

B.3. smallEigenproblemAdaptive

Implementation of the eigenproblem using the structure-transform real-space strategy for materials
with in-plane anisotropy as necessary for AC and ASR.

F =


ω2 µ11 − β ε33 β ω2 µ12 + β ε33 α

ω2 µ21 + α ε33 β ω2 µ22 − α ε33 α

 (B.22)

G =


ε22 − 1

ω2 α µ
33 α −ε21 − 1

ω2 α µ
33 β

−ε12 − 1
ω2 β µ

33 α ε11 − 1
ω2 β µ

33 β

 (B.23)

B.4. smallEigenproblemPMLsimple

Implementation of PMLs for isotropic material systems with the equation-transform k-space strategy.
This is a 3D version of [99].

F =


ω2 −

[[
fy

]]
β
[[
ε
]]−1[[

fy

]]
β

[[
fy

]]
β
[[
ε
]]−1[[

fx

]]
α

[[
fx

]]
α
[[
ε
]]−1[[

fy

]]
β ω2 −

[[
fx

]]
α
[[
ε
]]−1[[

fx

]]
α

 (B.24)

G =


⌈⌊
ε
⌋⌉
− 1

ω2

[[
fx

]]
α
[[
fx

]]
α − 1

ω2

[[
fx

]]
α
[[
fy

]]
β

− 1
ω2

[[
fy

]]
β
[[
fx

]]
α

⌊⌈
ε
⌉⌋
− 1

ω2

[[
fy

]]
β
[[
fy

]]
β

 (B.25)

B.5. smallEigenproblemPML

Implementation of PMLs for isotropic material systems with the structure-transform real-space strat-
egy.

F =


ω2 µ11 − β ε33 β β ε33 α

α ε33 β ω2 µ22 − α ε33 α

 (B.26)

G =


ε22 − 1

ω2 α µ
33 α − 1

ω2 α µ
33 β

− 1
ω2 β µ

33 α ε11 − 1
ω2 β µ

33 β

 (B.27)
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B. Eigenvalue Problems

with

ε11 =

⌊⌈
εsy
sx

⌉⌋
(B.28a)

ε22 =

⌈⌊
εsx
sy

⌋⌉
(B.28b)

ε33 =
[[
εsxsy

]]−1
(B.28c)

and

µ11 =

⌊⌈
sy
sx

⌉⌋
(B.29a)

µ22 =

⌈⌊
sx
sy

⌋⌉
(B.29b)

µ33 =
[[
sxsy

]]−1
(B.29c)
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