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Preface

The state of the art in optical characterization of materials is advancing
rapidly. New insights into the theoretical foundations of this research
field have been gained and exciting practical developments have taken
place, both driven by novel applications that are constantly emerging.
The researchers in this interdisciplinary domain definitely need a plat-
form to present, discuss and evaluate their latest research results. Due
to that fact, the international conference on Optical Characterization of
Materials (OCM) was founded in the year 2013 and will now take place
every two years.

The OCM 2013 was organized by the Karlsruhe Center for Spectral
Signatures of Materials (KCM) in cooperation with the German Chap-
ter of the Instrumentation & Measurement Society of IEEE. The Karl-
sruhe Center for Spectral Signatures of Materials is an association of in-
stitutes of Karlsruhe Institute of Technology (KIT) and the business unit
Automated Visual Inspection of the Fraunhofer Institute of Optronics,
System Technologies and Image Exploitation IOSB.

Although the conference was organized for the first time, the orga-
nizing committee has had the pleasure to evaluate a large amount of
abstracts. Based on the submissions, we selected 21 papers as talks com-
plemented by 10 poster presentations and several practical demonstra-
tions.

The present book is based on the conference held in Karlsruhe, Ger-
many from March 6–7, 2013. The aim of this conference was to bring
together leading researchers in the domain of Characterization of Ma-
terials by spectral characteristics from UV (240 nm) to IR (14μm), mul-
tispectral image analysis, X-ray methods, polarimetry, and microscopy.
Typical application areas for these techniques cover the fields of, e.g.,
food industry, recycling of waste materials, detection of contaminated
materials, mining, process industry, and raw materials.

The editors would like to thank all of the authors that have con-
tributed to these proceedings as well as the reviewers, who have
invested a generous amount of their time to suggest possible im-
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provements of the papers. The help of Henning Schulte and Dennis
Heddendorp in the preparation of this book is greatly appreciated. Last
but not least, we thank the organizing committee of the conference, led
by Britta Ost, for their effort in organizing this event. The excellent tech-
nical facilities and the friendly staff of the Fraunhofer IOSB greatly con-
tributed to the success of the meeting.

March 2013 Jürgen Beyerer
Fernando Puente León

Thomas Längle
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Spectral imaging in process analytics using

chemometrics and first principles

S. Luckow-Markward, E. Ostertag, B. Boldrini,
W. Kessler and R. W. Kessler∗

Reutlingen Research Institute, Process Analysis and Technology,
Reutlingen University, Alteburgstr. 150, 72762 Reutlingen

∗corresponding author: rudolf.kessler@reutlingen-university.de

Abstract Optical spectroscopy is able to detect not only the
chemical composition of the species by their wavelength specific
absorption k but also the morphological feature through their
wavelength dependent scattering s. In standard multivariate data
analysis in hyperspectral imaging, the focus of the chemometric
treatment of the data cube is given on the suppression of the un-
wanted perturbation of multiple scatter of photons. This paper
describes an approach how to separate the morphological infor-
mation s (scatter) from the chemical information k (absorption)
using the radiative transfer equation or Kubelka Munk theory.
When this “first principle spectroscopy” is integrated into most
modern multivariate data analysis like multivariate curve resolu-
tion (MCR), causality is obtained between the spectral data and
response variables like the concentration of an active pharmaceu-
tical ingredient in a tablet. With this approach, the spatially re-
solved calculated k- and s-distribution of an aspirin particle in
cellactose is shown. The optical set up for real life spectral imag-
ing in industry is discussed and examples of spectral images to
control the thickness of thin films on metals, the distribution of
a resin on a wood chip and the differentiation of hard and soft
maize kernels are shown.

1 Introduction

Spectral imaging or chemical imaging is the determination of the chem-
ical identity of species and the visualization of their distribution. Op-
tical spectroscopy is able to detect not only the chemical composition
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of the species by their wavelength specific absorption but also the mor-
phological feature through their wavelength dependent scattering [1].
Figure 1.1 visualizes the integration of the chemical and morphological
information into an image. The most common tool to measure the dis-
tribution of components in a solid particulate system is spectroscopy,
thus chemical imaging is also labeled as spectral or hyperspectral imag-
ing [2].

Figure 1.1: Visualization of spectral imaging.

The laterally resolved spectroscopy produces a three-dimensional
data cube with two local axes, x and y, and a spectral z-axis with usu-
ally the intensity of the reflectance at different wavelengths λ. Figure
1.2 illustrates the essential differences of the techniques used to mea-
sure spectral images.

In the so-called whiskbroom imaging (= mapping), defined object ar-
eas or the entire object is measured point-by-point. This type of imaging
is very flexible in relation to the object and the grid size and generally
requires only a single detector; such as a monochromating element with
a photomultiplier tube or a diode array. A staring imager (= imaging)
takes two-dimensional images in a series at different wavelengths. A
prerequisite for this technique is that the object must remain stationary
during the measurement (“stop motion”), thus only atline applications
can be realized [3].

In pushbroom imaging (= line scanning) the object is imaged along
the y-axis using the line-scan method and is recorded in full through the
movement of the object in the y-direction. Through an entrance gap in
the spectrograph (x-spatial dimension), the light is routed usually into a
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prism-grating-prism optical arrangement and then spectrally resolved
onto the second dimension of the camera. The second spatial dimen-
sion (y) is achieved through the movement of the object. In contrast to
whiskbroom and staring imaging, the pushbroom system is fully on-
line/inline capable, where for each line, under time-defined conditions,
images can be generated and evaluated.

Figure 1.2: Taxonomy of spectral imaging techniques [1, 3].

The objective of this paper is first to introduce fundamental princi-
ples into the evaluation of spectral imaging data with the objective to
separate the chemical information from the morphology of the scatter-
ing system and then to show how this improves the robustness of the
multivariate data analysis. Finally some examples of the optical setup
of spectral imaging devices for inline control will be presented.

2 Integrating “first principles” into spectral imaging:
separate absorption from scatter

Dispersions, emulsions or solids like powders show the wavelength de-
pendent superposition of the scatter (s) and absorption (k) of light. In
standard multivariate data analysis in process analytical technology, the
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focus of the chemometric treatment of the spectroscopic data is given
on the suppression of the unwanted perturbation of multiple scatter of
photons. A better approach may be to extract not only the chemical in-
formation but also to use the morphological information from the spec-
tra. This approach using first principles exploits the full potential of
the spectral information rather than to eliminate the morphological fea-
tures. One of the most appropriate theories to describe multiple scatter-
ing and absorption in opaque systems is the radiative transfer equation
(RTE). The s- and the k-spectrum can be calculated using the (inverse)
Monte Carlo simulation from the superposed spectra. The approach
of Kubelka and Munk (K-M) is the simplified solution of the radiative
transfer theory. In this case the diffuse reflectance and transmittance
of a sample with defined thickness is described by the scattering ef-
fect s and and the absorption effect k. Thus at least two independent
measurements are needed to separate s and k from the measured spec-
tra [1, 3, 4]. S and k can be determined independently measuring just
spectra in diffuse reflectance of two samples with known different layer
thicknesses, or measuring one sample in diffuse reflectance and diffuse
transmittance. After solving the equations, two spectra are obtained
which more or less solely represent the spectrum of scatter and the un-
perturbed absorption spectrum of the component [3].

Figure 1.3 shows as an example the spectra of an Aspirin tablet mea-
sured in transmittance and reflectance and the calculated scatter and
absorption spectra using the Kubelka Munk theory.

The scatter and absorption cross sections determine the penetration
depth of the photons and therefore the information depth (“scale of
scrutiny”) [5]. Specular reflected light of the surface may produce also
spectral artefacts [3]. However, these artifacts can easily be removed
using parallel and crossed polarizer during measurement. For inline
applications, in most cases diffuse illumination of the object is sufficient
to minimize specular reflected light.

3 Integrating “chemometrics” into spectral imaging:
reduce the data cube

Principle component analysis and data pretreatment For analysts
used to interpret a single spectrum or a few averaged spectra for each
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Figure 1.3: Spectra of Aspirin (ASA) tablets measured in diffuse reflectance and
diffuse transmittance (left) as well as the resulting calculated scatter and ab-
sorption spectra using Kubelka Munk theory. The ASA particles show different
particle size distribution (unbroken app. 80 μm, triturated app. 40 μm).

sample, the idea of getting hundreds or thousands of spectra which are
spatially resolved, is confusing and may be even hindering to use spec-
tral imaging for quality or process control. Therefore the implementa-
tion of chemometric tools is very advisable when analyzing such large
amounts of data. Chemometrics offers the possibility to extract the rel-
evant information from the full chemical imaging data set instead of
using single-wavelength channels only. And additionally, chemomet-
rics reduces this relevant information into one or a few quality defining
parameters by applying either multivariate classification or regression
models to the hyperspectral data.

A very effective data reduction is achieved with the principal com-
ponent analysis. The PCA gives a compressed representation of the
image that retains all of the relevant information in the spectral dimen-
sion [6, 7]. Often three to five principal components capture most of the
relevant information of several hundred spectral pixels. The principal
components are linear combinations of the original spectral variables.
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PCA is a chemometric method, which decomposes a two- or multi-
dimensional data table X into a bilinear model of latent variables, the
so-called principal components, according to the following expression:

X = TPT + E

where T is the scores matrix and PT the transposed loadings matrix. The
matrix E is the residual matrix and accounts for the experimental error
(noise), which is not part of the model. The principal components are
calculated so that they explain as much variance of the data as possible.
The first principal component captures most of the variance in the data
set. This information is then removed from the data and the next princi-
pal component is calculated, which again captures most of the remain-
ing variance, this continues until a predefined stopping criteria of too
little variance explained by a new component is fulfilled. All principal
components are linearly independent, that means there is no correlation
among them and they can therefore serve as a new coordinate system
with reduced dimensions. An image spectrum can have hundreds or
even thousands of pixels, but the relevant information can be contained
in a very small number of principal components and each spectrum can
be described by the first few scores of the principal component model.
A picture of 256 lateral pixels in x- and y- direction and 1000 pixels in
the spectral dimension is then reduced from to e.g. 3 latent variables:
from 256× 256× 1000 down to 256× 256× 3, more than 300 times less.

The state of the art approach in chemometrics of spectroscopic data
from particulate systems is to exclude the scattering information from
the spectral features by data pre-treatment procedures like standard
normal variate (SNV), multiplicative scattering correction ((extended)
MSC) or orthogonal signal correction (OSC) to obtain unperturbed
quantitative information [3, 6, 7]. In this case, the information scatter is
often regarded as unwanted and therefore eliminated instead of being
used as supplementary information on the morphology of the substrate.
A better approach is to integrate the information morphology into the
model as described in the previous chapter.

Multivariate curve resolution A more advanced technique in compar-
ison to PCA is multivariate curve resolution (MCR). The major reason
of an increasing interest in multivariate curve resolution (MCR) solved
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by alternating least squares (MCR-ALS) is its ability to extract from a
complex spectral feature a) the number of involved components b) to
attribute the resulting spectra to chemical compounds and c) to quan-
tify the individuel spectral contributions. Thus interpretable loadings
which represent spectra are obtained. In addition, MCR provides a per-
fect means to integrate knowledge into the chemometric approach. E.g.,
known spectra of the components can be integrated into the model or
e.g. the s- and k- “pure” spectra of the system under investigation [8].

Example Figure 1.4 shows the results using the unperturbed k - ab-
sorption spectra from figure 1.3 for a quantitative calculation based on
Lambert-Beer‘s law with a single wavelength or using multivariate par-
tial least square analysis (PLS).

The separated k-spectrum shown in the centre of the chart is compa-
rable to the spectrum in solution. In the visible range no absorption is
measured as it should be the case for transparent materials. It is impor-
tant to emphasize that the absorbance of aspirin is more pronounced in
the UV than in the NIR region and increases with increasing concentra-
tion. The spectral features from 1400nm – 1600nm in the NIR spectra
can be attributed to the excipient cellulose and decreases with increas-
ing API content. It is remarkable that only one latent variable is nec-
essary in PLS calculations to quantify the API content due to the “first
principle” separation of the scatter from the spectrum. This increases
the robustness of the chemometric model. Standard procedures in NIR
spectroscopy often need many more principal components to adjust for
the nonlinearity of the scatter in the spectral information. Alternatively,
single wavelengths can be used to calculate the concentration of aspirin
in a tablet just by Lambert-Beer’s law.

The same approach can be applied in the multidimensional space of
spectral imaging. Figure 1.4 also shows the spatially resolved calcu-
lated k- and s-distribution of an aspirin particle in cellactose in the UV
and NIR using the Kubelka Munk approach. As can be seen, the main
scatter is observed directly at the phase boundary of the particle and is
much higher at shorter wavelengths. The combined effect of scatter and
absorption may even hinder the penetration of the photons into the par-
ticle. In this case quantitative analysis of the composition is a challenge.

When this “first principle spectroscopy” is integrated into most mod-
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Figure 1.4: Top: quantitative calculation of the API concentration of an aspirin
(ASA) tablet using the unperturbed absorption spectra (details see text), lower
part: calculated s- and k- spatial distribution of an aspirin particle in cellactose
measured at 1600nm and 280nm. The data are extracted from transmittance and
reflectance measurements using the Kubelka Munk approach.
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ern MVA methods like Multivariate Curve Resolution (MCR), causality
is obtained between the data and response variables. This closes the
gap between empirical correlative and first principle process informa-
tion [6, 8, 9].

4 Inline control optical set up: some selected examples

Since 2002, the food and drug administration (FDA) has strongly en-
couraged the process analytical technique (PAT) for a better understand-
ing of the process and to achieve a higher control of the pharmaceutical
manufacturing process [9–11]. An ideal situation would be to control in-
line 100% of the tablet and the particle size as well as the homogeneous
distribution of the active ingredient in the excipient. In the literature,
there are numerous methods which use NIR, IR, Terahertz and Raman
spectroscopic imaging [1–3,11]. Figure 1.5a shows the sketch of a push-
broom imaging device as described in the previous chapters and a set
of optical arrangements for inline process control (figure 1.5).

Illumination e.g. at 45◦ (with respect to the macroscopic surface) and
detection of the reflected light at 45◦ (45R45) measures mainly the spec-
ular reflected light. With this arrangement the spectral interference pat-
tern is measured and from these measurements the thickness of e.g. an
oxide film on a glass or metal substrate can be calculated using the Fres-
nel equations [1, 12]. When pushbroom imagers with a high pixel num-
ber are used, the film thickness along the imaging line can be detected.
An example how different the distribution of the oxide film thickness
on aluminium can be is shown in figure 1.5c (left).

Particulate systems are commonly measured in diffuse reflectance.
Here an optical arrangement with an illumination at 45◦ (may be from
both sides) and detection at 0◦ (45R0) is favorable. The example in figure
1.5c (middle) shows the PCA analysis of the distribution of a resin on a
wood chip [3]. However, when high specular reflectance of the object
is observed together with a curvature, strong specular reflectance often
superposes the diffuse reflectance with an optical setup 45R0. These
spectral artifacts can hardly be mathematically eliminated. A solution
is to illuminate the object with diffuse light (e.g. dR0) or a more com-
plex arrangement by illumination with diffuse light and detection with
an integrating sphere. Some possible set ups are explained in [3]. An
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a)

b)

c)

Figure 1.5: Sketch of a pushbroom imaging device (a) and a set of optical ar-
rangements for inline process control (b). Bottom (c): examples of spectral im-
ages to control the thickness of thin films (left), the distribution of a resin on
a wood chip (middle) and the differentiation of hard (bottom) and soft (top)
maize kernels.
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example for a typical application for dR0 is shown in figure 1.5c (right)
where maize kernels of different origin are measured with a pushbroom
imager. The figure shows the result of a PCA and false color represen-
tation.

5 Outlook

Focus in the pharmaceutical industry is given mainly on three differ-
ent uses: blend uniformity of powders and tablets, composition and
morphological features of coated tablets and granules, spatial changes
during hydration, degradation and active release. Counterfeit pharma-
ceutical products are a real threat to the health of the patients. NIR
chemical imaging provides a rapid method for detecting and compar-
ing suspected counterfeit products without sample preparation. The
advantage of imaging is that the discrimination of the tablets is not only
caused by changes in the chemical composition, but also from its spatial
distribution and texture of the tablet.

Online chemical imaging in agriculture is mainly remote sensing.
Satellite or aerial remote sensing (RS) technology uses nowadays Push-
broom Imaging Technology in the Vis, s-NIR and NIR-range. Vegetation
images show crop growth from planting through to harvest, changes as
the season progresses and abnormalities such as weed patches, soil com-
paction, watering problems etc. This information can help the farmer
make informed decisions about the most feasible solution. In food in-
dustry, numerous online controls are still made by human vision, espe-
cially for sorting bad looking products. Chemical imaging in food and
agriculture can also be used to identify diseases, rot and contaminations
by insects e.g. larvae.

Instead of using at each individual production step a single spectrom-
eter, a pushbroom imager with attached fiber bundles on its slit allows
individual control of the quality at every intermediate and final step.
In this case, the pushbroom imager is used as a multipoint information
source and can substitute a moving multiplexer.

Diffuse optical imaging (DOI) is a new emerging technique for func-
tional imaging of biological tissues. It involves generating images using
measurements in the visible or s-NIR-light scattered across large and
thick tissues for e.g. detecting cancer.
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A detailed description of the future trends in chemical imaging is
given in [3, 11, 12].
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Abstract Spectrometers and spectrographs based on scanning
grating monochromators are well-established tools for various
applications, for example analysis of organic matter. As new ap-
plications came into focus in the last few years, there is a de-
mand for more miniaturized systems. The future spectroscopic
devices should exhibit very small dimensions and low power
consumption. A spectroscopic system with a volume of only
(15× 10× 14) mm3 and a few milliwatts of power consumption,
that has the potential to fulfill the demands of the upcoming mo-
bile applications, has been developed. The approach is based on
two major improvements. First, resonantly driven MEMS (micro
electro mechanical systems) scanning grating chip, which pro-
vides also two integrated optical, slits and piezoresistive position
detection has been used. Second, hybrid integration of optical
components by highly sophisticated manufacturing technologies
was applied. One objective is the combination of MEMS technol-
ogy and a planar mounting approach, which potentially facilitate
the mass production of spectroscopic systems and a significant
reduction of cost per unit. The optical system design as well as
the realization of a miniaturized scanning grating spectrometer
for the near infrared (NIR) range between 950 nm and 1900 nm
with a spectral resolution of 10 nm is presented. The MEMS de-
vices as well as the optical components have been manufactured
and first samples of the spectroscopic measurement device have
been mounted by an automated die bonder. First application
close measurements on organic matter have been performed and
will be discussed.
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1 Introduction

In the fields of medical analysis, food chain management, indus-
trial measurement technology, many others Spectrometers and Spec-
trographs are well-established measurement devices. They facilitate a
nondestructive quantitative and qualitative analysis of various kinds of
substances, especially organic matter. Classical spectrometers and even
modern compact systems exhibit a volume of a few hundred cubic cen-
timeters and a few watt of power consumption [1–4]. In contrast, there
is an increasing demand for miniaturized, potentially portable spectro-
scopic measurement systems. The design and manufacturing approach
is based on two different strategies, miniaturization and hybrid integra-
tion. Key component of the spectrometer is a MEMS grating, which is
based on a resonant electrostatic driving principle developed at Fraun-
hofer Institute for Photonic Microsystems (IPMS) [5]. In the latest gen-
eration, those MEMS contain not only a 1-d scanning grating plate and
its electrostatic driving mechanism but also two additional optical slits
and piezoresistive position detection. However, the task of miniaturiz-
ing the whole MEMS based system cannot be solved by simply increas-
ing the functionality of the MEMS chip alone. Thus, hybrid integration
of optical components by highly sophisticated manufacturing and as-
sembly processes have been applied in a planar mounting approach us-
ing state of the art automated micro assembly production platforms [6].
The prototype of the miniaturized scanning grating spectrometer pre-
sented here has a volume of only (15× 10× 14) mm3, a very low power
consumption and a measurement range in the near infrared (NIR) be-
tween 950 nm and 1900 nm at a spectral resolution of 10 nm. Appli-
cation close measurements have been performed in the area of plastic
material selection, where different kinds of plastic waste can easily be
discriminated by NIR spectroscopy. Further measurements were made
in the food quality business. For water, sugar and alcohol a more so-
phisticated chemometric model has been implemented. The analysis
of honey samples showed not only the quantitative estimation of the
water content but also insight to the sugar matrix (glucose, fructose,
sucrose). On samples of spirits, the alcohol content has been measured.
Here, the measurement accuracy was only affected by temperature, as is
well known for the water-ethanol system. Other applications have been
considered but not yet evaluated in detail, e.g. fruit freshness, meat wa-
tercontent, etc.
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2 Optical systems design

Starting point of the optical design was the well-known Czerny-Turner
setup which features two separate mirrors for collimating and refocus-
ing, respectively while the Fastie-Ebert monochromator has only one
large single spherical mirror [7–12]. The Czerny-Turner configuration
offers more degrees of freedom for aberration correction, since the sur-
face shapes and positions of the two mirrors can be chosen indepen-
dently. An exemplary Czerny-Turner Monochromator is illustrated in
its original version in fig. 2.1 (a). The electromagnetic radiation entering
through an entrance slit (S1) is collimated by a mirror (M1) and sub-
sequently impinges on a rotatable diffraction grating (G). The polychro-
matic radiation is spectrally dispersed by the grating and then refocused
on an exit slit (S2) by a second mirror (M2). The exit slit cuts out a nar-
row part of whole spectrum. As the grating rotates, the spectrum is
scanned across the slit.

S2S1
G

M1
M2

S1 S2

M1M2

G

(a)

Input Fiber Detector

(b)

- +^^

g,mg,m

Figure 2.1: A Czerny-Turner monochromator illustrated in the historical, sym-
metrically arranged version (a) and a planar, unsymmetrical version (b) where
the slits and the grating are located in a common plane. The planar version is
well suited for a planar mounting approach. An input fiber and an integrated
detector are part of this advanced system [13].
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The basic grating equation gives the directions of constructive in-
terference for light with the wavelength λ, that impinges on a grat-
ing with the grating constant g under the angle of incidence α and is
diffracted in the m-th diffraction order under the angle of diffraction β.
There are many publications that deal with different optical aspects, like
the resolution and imaging properties of scanning grating spectrome-
ters [14–19]. The major concern is the most favorable arrangement of
the components for hybrid integration and planar mounting strategies.
A suitable modification of the classical Czerny-Turner setup is needed,
that allows for an assembly procedure, where all quasi-planar compo-
nents are stacked on top of each other. In this way, the assembly can be
done with modern pick and place die bonding machines. To find an ap-
propriate concept the Czerny-Turner configuration is divided into three
main parts. As can be seen in fig. 2.1 (a), the grating and the slits can be
grouped together as the first part. The two mirrors are combined to the
second part. Both are assembled with a spacer to adjust the correct focal
length of the monochromator.

The basic idea is to integrate the group of grating and slits into one
MEMS Substrate. This has several advantages. Thus, slits and their
position relative to the grating and to each other can be controlled pre-
cisely. That means that some of the alignment procedures that are com-
mon practice in ordinary spectrometers are obsolete. They are replaced
by lithographic pattern accuracy. However, one issue arises with the
integration of the slits into the MEMS substrate. The result of a com-
mon substrate is an in plane configuration of the grating in rest posi-
tion. In the classical Czerny-Turner spectrometer, the entrance and exit
slit are located on opposite side of the grating. That is why in the origi-
nally Czerny-Turner setup illustrated in fig. 2.1 (a), the grating is tilted
to yield different angles α and β. This difficulty can be overcome by
placing both slits on the same side of the grating [16, 20]. That implies
that the two mirrors have to be positioned on one side of the grating,
too. In this approach, illustrated in fig. 2.1 (b), the angles α and β are
different due to the asymmetric arrangement of the slits. Therefore, the
grating can be used in first diffraction order without any problem. This
arrangement is appropriate for planar manufacturing and assembly. As
far as optics substrates along with the two mirrors are concerned, mod-
ern manufacturing methods like single point diamond turning can be
used to generate off-axis and highly unsymmetrical surfaces within one
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piece of metal. An additional design constraint is that the grating plate
moves symmetrically within −ϕ̂ ≤ ϕ ≤ +ϕ̂, where ϕ is the detection
angle. The substrate normal coincide with the rest position at ϕ = 0◦.
All in all these restrictions lead to a limited solution space for the rel-
evant design parameters λ, g, m and ϕ̂. The reduced solution space
simply arises from the fact, that the boundaries of the wavelength range
at λmin and λmax are assumed to coincide with the detection amplitudes
of the grating at ±ϕ̂. With the analytical expressions for the solution
space derived by Puegner et. al. [21], the values of the design parame-
ters for a certain spectral range, the NIR in the present case, have been
determined. The grating properties are given by the technology avail-
able at Fraunhofer IPMS. A summary of the resulting specifications of
the miniaturized scanning grating spectrometer are given in table 2.1.

Table 2.1: Characteristics of the miniaturized MEMS scanning grating spec-
trometer [13].

Parameter Form Typ Unit
Grating constant g 1600 nm
Diffraction order m −1
Deviation angle |ϕ̂| 9.5 ◦
Spectral Range Δλ 950 nm

Minimum Wavelength λmin 950 nm
Maximum Wavelength λmax 1900 nm

Spectral resolution dλ 10 nm
Outer Dimensions L× B× H 15× 10× 14 mm3

The specifications of table 2.1 have been used as input for a first or-
der optical system layout and a subsequent optic design process with
commercially available optical design software. In order to minimize
aberrations, the mirrors are designed as off-axis aspherical surface. The
resulting optical path is illustrated in fig. 2.2 in a sectional representa-
tion.
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Figure 2.2: Sectional representations and optical path of the miniaturized scan-
ning grating spectrometer for the near infrared between 950 nm and 1900 nm.
The spectrometer consists of the following components: input fiber (1), ferrule
(2), InGaAs photo detector (3), MEMS Grating with integrated slits (5), spacer
(6) and optic substrate (7) containing two aspheric tilted mirrors. The whole
set-up has a volume of (15× 10× 14) mm3 [13].

3 Spectrometer realization

According to fig. 2.2 the miniaturized MEMS scanning grating spec-
trometer consists of seven separate parts which are arranged as a stack.
The individual components are made of different materials applying
special technologies. The first one makes use of semiconductor tech-
nologies and is employed for the MEMS device. The second is the fabri-
cation of metallic parts by machining, especially single point diamond
turning for the optical substrate with its mirrors. In order to illustrate
the arrangement of the parts inside the spectrometer and clarify the
planar stacked mounting, fig. 2.3 illustrates two exploded views of 3-
d CAD model.

The printed circuit board serving as carrier substrate has a size of
(17 × 12) mm2. The gold metalization is suited for wire bonding and
conductive adhesive bonding, as well. On top of the carrier sub-
strate the InGaAs photo diode with the physical dimensions of about
(0.49 × 0.49 × 0.2) mm3 is mounted. The photo diode has a spectral
range of 900 nm to 1900 nm with a peak sensitivity at 1750 nm. In the
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Ultra precision micromachined
Optics with two integrated mirrors 

(aluminium)

Machined Spacer, potentially 
including stray light suppression 

structures (aluminium)

MEMS Grating with integrated 
piezoelectric position detection, 

entrance and exit slit (SOI)

Carrier Substrate with ultra fine 
tracks and pads (FR4 PCB)

Photodiode (InGaAs)

Optical Input Fiber / Ferrule
(Quarz / Steel)

Figure 2.3: Exploded views from bottom to top (a) and from top to bottom (b) of
the miniaturized scanning grating spectrometer. The ultra precision machined
optical substrate and machined spacer of the prototype made from aluminum
can be replaced by plastic parts, microinjection embossing or shiny pressing,
respectively [13].

next step, the MEMS device is mounted to the PCB and electrically con-
nected by wire bonding. It is positioned in such a way, that the photo
diode previously bonded to the same PCB is enclosed in one of two
cavities that defines the exit slit. The MEMS grating, which is the key
component of the miniaturized spectrometer, contains a 1-d scanning
trapezoidal grating with grating constant of g = 1600 nm and a size of
(3 × 3) mm2 [22, 23]. The MEMS chip (9.6 × 5.3) mm2 wide not only
carries the rotatable grating plate, but also features a piezoresistive po-
sition detectors and the two optical slits. Fabrication and test of the
MEMS device were performed in the IPMS clean room facility on 6”
silicon on insulator (SOI) substrates. For better stray light suppression,
the spacer with dimensions of (15 × 10 × 9.1) mm3 is black anodized.
The spacer is mounted on the optics substrate by the same conductive
adhesive used in the previous assembly steps. Although electrical con-
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ductivity is not necessary at this point, the thermal conductivity of the
applied adhesive might be advantageous. Optics (a), spacer (b) and the
corresponding subassembly (c) are illustrated in fig. 2.4.

(c) (d) (e)

(a) (b) (c)

Figure 2.4: The lower subassembly (a) consisting of carrier substrate (b), MEMS
device (c) and buried InGaAs photo detector as well as the upper subassem-
bly consisting of ultra precision-machined optics substrate (d) and precision
milled spacer (e) are the component parts of miniaturized MEMS scanning grat-
ing spectrometer [13].

Finally, the upper and the lower subassemblies are joined together
by adhesive bonding. The assembly process is completed by mounting
the optical fiber to the carrier substrate. To this end, the ferrule of the
fiber is inserted into the carrier substrate from the backside through a
matching hole. Afterwards the polished surface of the fiber is located
in close proximity the entrance slit. The second end of the fiber is cus-
tomized with a SMA fiber connector. The alignment and assembly of
whole system is performed by a fully automated micro assembly pro-
duction platform. An illustration of the complete MEMS spectrometer
is shown in fig 2.5.
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Figure 2.5: Hybrid-integrated MEMS scanning grating spectrometer for the
near infrared between 950 nm and 1900 nm with a volume of only (15× 10×
14) mm3. The spectrometer is nearly as small as the corresponding SMA fiber
connector [13].

4 Measurement results

The hybrid-integrated spectrometer has been connected to a system
electronic for readout and drive. This board is controlled by a dig-
ital platform that computes final spectra by unfolding the sinusoidal
movement of the grating and transfers data as a table of measured in-
tensities for well-defined wavelength to the host computer. The com-
plete spectroscopic measurement system consisting of microspectrom-
eter and the corresponding electronic is illustrated in fig. 2.6. On the
host computer spectral evaluation software was implemented for the
scanning grating spectrometer SGS 1900. The digital platform of the
hybrid-integrated spectrometer has been realized in a way, that the ap-
plication software remains compatible. Thus, applications served before
can easily be transferred to the hybrid spectrometer system. Examples
for materials analysis have been evaluated in different context. For recy-
cling issues, the selection of different kinds of plastics has been demon-
strated. Pharmaceutical products were analyzed and different examples
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Figure 2.6: The complete USB-powered miniaturized spectroscopic measure-
ment system consisting of microspectrometer and the corresponding electronic
[24].

in the area of food analysis have been considered. The water content
and the sugar matrix (glucose, fructose, sucrose) of honey samples were
analyzed quantitatively. For the water-ethanol system, a chemometric
model was implemented based on synthetic mixtures. Using this model
the alcohol content of spirits could be measured. A demo setup used for
the presentation of the scanning grating spectrometer SGS 1900 is illus-
trated in fig. 2.7.

5 Discussion and summary

The miniaturization of scanning grating spectrometer has been a chal-
lenging task. The Czerny-Turner setup has been found a particularly
suitable starting point for miniaturization. The reduction of system di-
mensions affects all the major parts of a spectrometer. The MEMS scan-
ning grating developed at Fraunhofer IPMS is a small robust device,
which might enable the use of spectrometers in harsh environments.
The integration of entrance and exit slit into the MEMS chip leads to
a significant reduction of the spectrometers outline. In addition, the
numbers of components that have to be adjusted in the spectrometer
is reduced. The use of aspheric, off-axis surfaces for the collimating
and focusing mirror, fabricated by single point diamond turning, en-
sures good optical system performance. Due to the small size of com-
ponents and their asymmetrical shape, some manufacturing tolerances
are rather tight. Modern die bonding machines can provide the means



MEMS based systems and their applications in NIR spectroscopy 25

Figure 2.7: Exemplary demo setup used for the presentation of the scanning
grating spectrometer SGS 1900. The measurement result displayed on the screen
is the alcohol concentrations liquid sample.

for highly accurate fully automated assembly processes needed. Today
the first prototype is working already but the aims for the spectrome-
ter resolution have not yet been met. First simple applications could be
served even with the limited performance but more sophisticated exam-
ples requiring the same optical performance that has been achieved for
the larger SGS 1900 scanning grating spectrometer. Active assembly is
the next step planned to increase accuracy during the realization of the
hybrid-integrated spectrometer. Achieving the resolution the spectrom-
eter was design for, interesting applications in the field of food analysis
or medical will be addressed.
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Abstract A research project on a thermo-sensitive sorting pro-
cess was carried out at the Institute of Process Development, Peat
and Natural Matter Research (iTN) of the Zittau/Goerlitz Uni-
versity of Applied Sciences to show a new way of recycling of
plastics. The aim of the research is to evaluate the separability of
plastics with a new sorting process and to clarify relevant influ-
encing parameters. The laboratory tests involve microwave heat-
ing of plastic specimens in a cavity resonator at a frequency of
2.45 GHz and a non-contact temperature measurement by means
of infrared detection. The results confirm the suitability of the
thermo-sensitive sorting process to distinguish many different
types of plastics and reveal the significant influence of parame-
ters such as microwave heating time, microwave power, particle
size, and water content on the differentiation of plastics on the
basis of microwave heating.

1 Introduction

Plastics are organic polymers with excellent properties so that they
are used in many applications today. Their production has increased
steadily since the 1950s, leading to an equally steady rise of the amount
of plastics waste [1]. To protect the environment and to conserve natu-
ral resources it is useful and desired by society and government in gen-
eral that plastics waste is recycled as much as possible. For reuse, the
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quality of recycling products should be almost equivalent to virgin ma-
terials [2]. With today’s sorting processes for plastics waste, for example
gravity separation and near-infrared spectroscopy, many recycling tasks
are being performed, but due to various problems such as overlapping
property values and compounds, they are not yet capable to reach max-
imum recycling rates and product qualities. Therefore, it is necessary to
optimise plastics recycling by utilising other separation characteristics
of the materials.

2 Basic idea of the thermo-sensitive sorting process

In the thermo-sensitive sorting process, plastics are heated selectively
according to their dielectric properties in a microwave oven followed
by non-contact measurement of the thermal radiation emitted from the
particles’ surface by infrared detection [3, 4]. The tailor-made control
software converts the measured irradiation values into temperature val-
ues. By means of temperature differences the materials can be identified
and differentiated from each other. The separation of particles meeting
the separating criterion can be realised by air nozzles.

3 Experimental

The employed materials, the test specimen, and the materials prepa-
ration as well as the performance of microwave heating and cooling
experiments are described below.

3.1 Materials

Research was carried out with 9 different types of plastics (cf. Table 3.1).
These are semi-finished products obtained from REIFF Technische Pro-
dukte GmbH, Reutlingen, Germany. Some of the plastics are available
in various colours. In the following, the sample materials used are
characterised by the abbreviation of the plastics type and the colour.
The colour abbreviations are (according to [5]): BK black, GN green,
GY grey, RD red, TR transparent, WH white, lBN light brown, dBN
dark brown. Red polyvinyl chloride, for example, will be referred to as
PVC RD.
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Table 3.1: Employed plastics, their colours and related cooling constants a.

Abbreviation Name Colour a in s-1

PTFE Polytetrafluoroethylene WH 0.0036
PE Polyethylene WH/GN/BK 0.0039/0.0043/0.0041
PP Polypropylene WH/GY 0.0044/0.0046
PMMA Poly (methyl methacrylate) TR 0.0043
PC Polycarbonate TR 0.0050
PVC Polyvinyl chloride RD/GY/BK 0.0047/0.0049/0.0047
PA 6 Polyamide 6 WH/BK 0.0039/0.0040
POM Polyoxymethylene WH/BK 0.0037/0.0036
PUR Polyurethane lBN/dBN 0.0037/0.0037

The cooling constant a of a sample depends on the thermal proper-
ties of the material, the sample volume, and the sample surface. Values
listed in Table 3.1 are determined by cooling experiments. The speci-
mens employed are cylindrically shaped with a height of 5 mm and a
diameter of 5, 10, 15, or 20 mm. For sample preparation, the polymers
were dried at 50 ◦C in a drying oven (according to [6]). To evaluate the
influence of different materials’ water content on microwave heating,
specimens of selected plastics were placed in deionised water for differ-
ent periods of dwelling.

3.2 Procedures

Microwave tests were carried out in a resonant cavity developed in-
house at a frequency of 2.45 GHz. The plastic specimens were placed on
a carrier made of PTFE in the range of the largest field strength in the
resonator. During microwave heating, the temperatures were directly
measured at the centre of the samples’ surfaces by an infrared camera
(detection wavelength λ: 8-14μm). The microwave power, the specimen
diameter, and the water content were altered. In addition to microwave
heating tests, cooling experiments were carried out as well using a tem-
perature chamber. The plastic specimens with diameters of 20 mm were
heated to a temperature of 50 ◦C and the surface temperature was mea-
sured during the cooling process by an infrared camera. On the basis
of these experiments, the cooling constants a of the individual plastics
types are determined. Cooling constants are used to calculate the cool-
ing rates.
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4 Results and discussion

Experimental results show that there is an influence of individual ma-
terials’ characteristics on microwave heating which can be used in
thermo-sensitive sorting processes. Thereafter the procedure in differ-
entiating plastics using their remaining temperatures is explained.

4.1 Microwave heating behaviour and influence of the microwave
heating time

The plastics exhibit different temperature increases in microwave heat-
ing, as seen in Figure 3.1. This behaviour is a result of different di-
electric properties of the plastics, which are defined by their chemical
structure [7]. Non-polar materials such as PTFE, PE and PP show no
significant warming. In contrast, polar materials such as PA 6 and POM
heat up fast and to a considerable degree.

Figure 3.1: Surface temperatures during microwave heating.

However, all plastics show a significant dependence on the residence
time tMW within the microwave field. A longer microwave heating time
was found to cause higher measured surface temperatures and larger
temperature differences between the plastics types. Most of the plastics
variants show nearly the same heating profiles, with the exception of
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polyethylene. PE WH heats up only slightly, which can be explained
by its basis of non-polar chemical structure. In contrast, PE BK shows a
much larger change in temperature, an effect which might be caused by
additives contained in PE BK which lead to a stronger microwave heat-
ing. A well-known example of a substance which improves the heatabil-
ity of non-polar plastics is carbon black [8, 9]. The slopes of the heating
or temperature curves are not constant. This is due to the change in di-
electric materials properties [10]. The cooling rate may show changes as
a function of temperature.

With regard to the thermo-sensitive sorting process many plastics can
be distinguished from each other due to the different dielectric prop-
erties and the associated microwave heatability. A longer microwave
heating time promotes the differentiation between the plastics types.
Due to strong heating of some plastics such as PUR and POM, a step-
by-step identification and sorting process is required.

4.2 Influence of the specimen temperature on the microwave
heating

The microwave heating rate, in this paper referred to as vMW , is the
change in the measured surface temperature dϑS in the time period of
dt. Figure 3.2 shows the microwave heating rate of selected plastics as a
function of surface temperature.

The microwave heating rates of polymers, which are very strongly
heated in the microwave field, such as PUR, POM, PA 6, and PVC show
a significant increase in their surface temperature. This can be explained
by the reduced physical bindings within the matter, e.g. between the
dipoles and their improved mobility [10]. In case of plastics which are
less heated by microwave irradiation, such as PC and PMMA, the heat
transfer to the ambient air is larger than the increased heating due to
improved dipole mobility. Therefore, the microwave heating rate rather
decreases with increasing temperature. The microwave heating rate can
be seen as the difference of the dielectric heating rate and the materials
cooling rate. This relation is shown in Equation 3.1, Equation 3.2, and,
simplified in Equation 3.3.(

dϑS
dt

)
MW

=

(
dϑS
dt

)
diel
−

(
dϑS
dt

)
cool

(3.1)
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Figure 3.2: Microwave heating rate as a function of surface temperature.

(
dϑS
dt

)
MW

=

(
dϑS
dt

)
diel
− a · (ϑS − ϑU) (3.2)

vMW = vdiel − vcool (3.3)

The dielectric heating rate vdiel describes the temperature increase due
to the interaction of the dipoles with the electric field and the cooling
rate vcool describes the temperature decrease due to the heat released
to the ambient air. The latter results out of the fact that the ambient
air is not heated by microwave radiation (ϑU = const.). The cooling rate
can be calculated by using the cooling constants of the materials, which
depend on the thermal properties of the material as well as the size and
shape of the specimens. As seen in Figure 3.2, the microwave heating
rate of PVC RD rises suddenly at the temperature of 65 ◦C. The reason
is the glass transition of the material in this temperature range. From
this temperature range on the dipoles of an amorphous material have
an increased mobility and can align better in the electric field. This leads
to a stronger heating by the microwave irradiation.

With regards to the sorting process, it should be noted that tempera-
ture has a significant influence on the microwave heating of the plastics.
However, the risk of material destruction results from an increase in mi-
crowave heating rates (thermal runaway).
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4.3 Influence of the applied microwave power on the microwave
heating

Tests show that the applied microwave power has a noticeable influence
on the microwave heating of plastics. An increase of the microwave
power leads to a more or less considerable increase in the microwave
heating rate (see Figure 3.3).

Figure 3.3: Microwave heating rate as a function of the fed microwave power.

The average power absorbed by an object in an electric field is given
by Equation 3.4 [11].

PMW = ω ·ε0 ·ε′′r · E2 · V (3.4)

Absorbed power depends on the angular frequencyω, the permittivity
of the vacuum ε0, the dielectric loss ε′′r of the material, the electric field
strength E, and the volume V of the object. The increased heating rate
due to increased applied power results from higher power consumption
by the material. If the other parameters of Equation 3.4 are constant, an
increase in the electric field strength is indicated.

With regard to the sorting process, an increase in the applied mi-
crowave power has a positive effect due to larger differences in mi-
crowave heating rates, resulting in larger temperature differences and
improved differentiation between the plastics.
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4.4 Influence of the sample size on the microwave heating

A closer look at Equation 3.4 shows the dependence of the absorbed
power of an object in the microwave field on its volume or even size.
The experiments show that a larger sample diameter, and therefore also
a larger sample volume, leads to increased microwave heating rates.
Figure 3.4 shows the microwave heating rates of POM WH, PVC RD,
and PC TR as a function of the sample volume.

Figure 3.4: Microwave heating rates as a function of the sample volume.

In addition to higher energy absorption, the change in volume results
in different cooling characteristics. Smaller particles are said to have a
higher cooling rate based on their larger surface-to-volume ratio than
the larger particles, since the heat loss to the environment is large if the
particle surface is big.

With regard to the sorting process, the particle size, and hence the
particle volume and mass, have to be known in order to distinguish the
types of plastics using their individual heating behaviour. This can be
implemented by the determination of the particle size during the run-
ning process or by ensuring almost the same particle sizes by a narrow
screening.
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4.5 Influence of the water content on the microwave heating

Plastics are able to absorb different amounts of water. Since water
molecules are dipoles, their presence influences the microwave heating
of the materials dramatically. The experimental results show that the
more water is contained in the plastic, the larger is the microwave heat-
ing rate. Figure 3.5 shows the microwave heating rates as a function of
the gravimetric water content (dry state) for selected plastics.

Figure 3.5: Microwave heating rates as a function of the gravimetric water con-
tent (dry state).

Under certain circumstances, the water content affects the distin-
guishability of the plastics. This means that several types of plas-
tics, which undergo different temperature increases in the dried state,
show in the moist state an almost identical heating behaviour. PC TR
and PMMA TR, for example, show the same microwave heating rate if
PC TR has a water content between 0 and 0.3 % and PMMA TR between
0.63 and 0.77 %. This means the temperature increase by microwave
heating is almost the same for both plastics and differentiation between
them is rather impossible.

With regards to the sorting process, water content has a significant
influence on the microwave heating behaviour and the distinguishabil-
ity of plastics. Therefore, it is necessary to create defined conditions in
terms of water content, e.g. by pre-drying of the material.
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4.6 Procedure for the distinction of plastics in the thermo-sensitive
sorting process

The temperature profiles of two different plastics during the entire
thermo-sensitive sorting process are shown schematically in Figure 3.6.
In the microwave heating phase, between tin and tout, the plastics are
heated selectively according to their dielectric materials properties. Af-
ter leaving the microwave oven at tout, there will be a gradual levelling
of particle temperature to the temperature of the ambient air. The rate
of cooling depends on the thermal properties of the material, the am-
bient temperature, the particle shape, and the particle size, and can be
calculated using the cooling constant a.

Figure 3.6: Temperature profiles of two different plastics during thermo-
sensitive sorting process, schematically.

Within the thermo-sensitive sorting process, the distinction between
the plastics should be made on the basis of their temperature differ-
ences. For this purpose, the temperature curves of the materials during
the microwave heating and subsequent cooling stage have to be deter-
mined, applying the function of the applied microwave power, the wa-
ter content, the particle size, and the particle shape. In order to take the
signal noise into account, the confidence intervals around the curves
are designed to include almost 95 % of the measured temperature val-
ues. Therefore, the distinction between two plastics is possible, as soon
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as their confidence intervals do no longer overlap (tmin). The larger the
difference between tmin and tout, the larger the temperature differences
between the plastics and the longer the period to have their confidence
intervals overlap again (tmax) after leaving the microwave oven. For the
thermo-sensitive sorting process, infrared detection is intended to take
place after leaving the microwave oven, resulting in a time slot between
tout and tmax in which the plastics can be identified and distinguished.

The described evaluation procedure was used for the differentiation
of plastic specimens having the same shape (cylindrical), size (dP =
20 mm, hP = 5 mm), and water content (w = 0 %). The separation crite-
rion is that the difference between tout and tmin is larger than zero after
10 s microwave heating. Immediately after the microwave heating in-
frared detection takes place (tD = tout). The studies suggest that the
sorting process should be done step by step. Based on the findings, the
following approach is recommended. First the plastic types heated very
strongly, such as POM and PUR, are distinguished and separated from
the other plastics at low microwave power levels (PMW = 200 W). In
each subsequent step, the microwave power is increased. Step by step,
PA 6, PVC, PC, and PMMA can be separated from the mixture. At the
end of the process, a mixture of the plastics only heated insignificantly
(PMMA, PE, PP) remains. Benefits of this gradual separation are the
reduction of the remaining amount of materials to be sorted and the
prevention of material destruction by overheating.

5 Conclusions

Various plastics differ in their microwave heating behaviour due to dif-
ferent dielectric properties. That allows the identification and the dif-
ferentiation between the plastics samples based on the temperatures
reached. In addition to the dielectric properties, other parameters have
significant impact on the microwave heating of the plastics and hence
the distinction. These influencing parameters are microwave power, mi-
crowave heating time, the particle size and shape, additives, and the
water content. The requirements for a successful plastic separation by
a thermo-sensitive sorting process are a narrow screening to ensure al-
most identical particle sizes and shape, the drying of the materials, the
adjustment of microwave power and microwave heating or duration
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time on the sorting materials, and a step-by-step separation. When
meeting all requirements and employing sophisticated microwave sys-
tem technology, the thermo-sensitive sorting process has great potential
to run proper plastics recycling and to increase recycling rates and im-
proved product qualities of recycled plastics.
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Abstract Al2O3/Al cermets (ceramic/metal) have been made by
plasma spraying with different metal concentration in order to
study their optical properties. A metal has a high reflectivity in
the visible and the IR region, but the optical behaviour of an ox-
ide ceramic is much more complicated, mainly if synthesised by
plasma spraying. Indeed, a crystallised and dense ceramic, as
alumina for example, is widely transparent in the visible region
up to 5 μm, whereas in the same range of wavelength a ceramic
synthesised by thermal spray will be broadly reflective. Due to
its specific microstructure, plasma sprayed coatings include in-
trinsic open and closed porosity (5 to 20%), rough surfaces and
a lamellar microstructure. Plasma operating parameters have
been selected during a preliminary study of pure alumina: the
nature of the plasma gas, the spray distance, and the powder
feed rate. Same parameters were used to realise cermet coatings,
with a double injection system. Optical properties of as-sprayed
and polished coatings are discussed. The reflectance rises with
the aluminium concentration, but in the transparent region of
alumina (1 < λ < 5 μm), we notice a remarkable behaviour for
low aluminium concentration where the reflectance of a cermet is
lower than pure alumina.
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1 Introduction

Atmospheric plasma spraying (APS) is a process in which particles are
deposited on a substrate in a molten or semi-molten state. Particles are
heated in the plasma jet at very high temperature (10 000 to 15 000 K),
and propelled at high velocity to impact the substrate where they flatten
and rapidly solidify [1]. The great advantage of this process is its ability
to spray a wide range of materials, from metals to ceramics, on a large
variety of geometries and sizes of substrates. In addition, it is an inex-
pensive technique which enables to produce thick coatings with thick-
nesses ranging from 50 μm to few millimetres. Plasma sprayed coatings
confer industrial solutions for heat and oxidation protection, wear and
erosion resistance, high temperature applications, but few studies were
carried on optical properties [2–5].

Conventional plasma sprayed coatings have a lamellar and heteroge-
neous microstructure, include a multi-scaled open and closed porosity
(5 to 20%), and have rough surfaces. As a consequence, optical proper-
ties of plasma sprayed coatings are different compared to ones known
for homogeneous materials obtained by thin film processes as PVD or
sol-gel. For homogeneous materials, the knowledge of the optical com-
plex index and the thickness are sufficient to predict the optical be-
haviour. The real part of the index corresponds to the ratio between
the celerity of the light in the vacuum over the celerity in the material.
The imaginary part corresponds to the absorption coefficient and rep-
resents the attenuation of the radiation in the material. Then Fresnel
equation and Beer law enable respectively the access to the normal re-
flectance and the transmittance. When light proceeds from one medium
into a homogeneous solid medium, a part of the radiation can be trans-
mitted, a part can be absorbed and the other part can be reflected at
the interface between the two media. The sum of the fractions of inci-
dent light that are transmitted, absorbed and reflected is equal to unity.
For heterogeneous coatings, parameters such as roughness and poros-
ity have an influence on scattering radiation. So the optical properties
depend on the complex refractive index and the microstructure of the
material. Studies on the optical behaviour of porous materials showed
that the reflectivity is not only linked to the optical index, but also to the
type of heterogeneities in the material such as porosity, roughness, grain
boundaries. . . [4–8]. Actually, optical properties are mainly affected by
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the roughness and the porosity and grain boundary effects can be ne-
glected [7].

In this study, the optical behaviour of plasma sprayed cermets (ce-
ramic–metal materials) was investigated. Cermet materials possess the
advantages of both ceramics and metals. By varying the amount of each
material, cermets can be designed to obtain desired mechanical prop-
erties, thermal or electrical conductivity. In the same way, reflectivity
and so emissivity could be adjusted through the use of cermet coatings.
Low and high-emissivity coatings are of great interest in applications
such as solar collectors, automotive or aeronautical components and a
better understanding of the optical properties of plasma sprayed coat-
ings would allow disposing alternative solutions in these fields. Here,
aluminium and alumina were selected due to their well known opti-
cal properties. Aluminium is one of the best reflective metals. Ceram-
ics such as alumina manufactured with a process like plasma spray-
ing contain heterogeneities giving an optical behaviour different from a
monocristal. By modifying the metallic charge in the cermet, the evolu-
tion of the reflectance was studied for as-sprayed and polished coatings.

2 Experimental

2.1 Material

Commercially available powders were used as the starting materials:
aluminium powder (Medicoat, 45-75 μm, Amperit 740.1) and alumina
powder (Metco, 22-45 μm, 54NS-1). Aluminium plates with nominal di-
mensions of 50 x 50 x 2 mm3 were used as substrates. Prior to spraying,
the surface of the substrates was grit-blasted and degreased by heat-
ing. Plasma spraying was performed with a F4VB torch (Sulzer Metco)
working under atmospheric pressure. Metallic and ceramic powders
were fed radially and separately into the plasma jet using argon as car-
rier gas then heated and accelerated by the plasma jet towards the sub-
strate. Metal was injected farther than the ceramic into the plasma jet
because of the different thermal properties such as the melting point
(Figure 4.1). In flight particle velocity and temperature were measured
with a DPV2000 diagnostic system (Tecnar Automation, Qc, Canada).
Plasma spraying makes intrinsically porous coatings. In order to min-
imise the impact of the porosity on optical properties, several conditions
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were tested to have the densest alumina coating as possible, by varying
particle velocity (200-300 m.s-1) and temperature (2300-2600 K). Studied
parameters were the spray distance, the current intensity, and the com-
position of the plasma gas. Selected parameters are given in Table 4.1.
Mixtures of Ar − He − H2 were used as plasma gas. Cermet coatings
were realized with the same set of conditions. The amount of metal was
adjusted ranging from 0%wt to 100%wt.

Figure 4.1: Schema of the double injection system.

Table 4.1:

2.2 Characterisations

Coating cross sections were observed by Scanning Electron Microscopy
(SEM, LEO 440). The crystalline structure was assessed with a D5000 X-
Ray Diffractometer (XRD, Siemens A.G.) using Cu Kα radiation. Total
reflectance and transmittance were measured between 1 and 20 μm with
a Bruker IFS66 spectrometer. A 7.6-mm diameter integrating sphere
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with gold inner coating was used in order to collect hemispherical radi-
ation. The porosity was estimated by Archimedean method. The rough-
ness was measured with a Perthometer S2.

3 Results and discussion

The coatings were deposited up to around a 400 μm thickness. Open
porosity measured by Archimedean method was about 10%. The rough-
ness of the as-sprayed coatings was ranged between 5 and 10 μm be-
cause of the difference in starting particle size distribution. Surface
morphology of the as-sprayed coatings is revealed in Figure 4.2(b). The
roughness of the polished coatings was lower than 1 μm. XRD analysis
showed bothα and γ− Al2O3 phases in the coatings. Optical properties
are discussed through the reflectivity values obtained for three wave-
lengths selected according to the specific optical behaviour of alumina
(2, 8 and 12 μm).

3.1 As-sprayed single material coatings

Traditional characteristics of plasma sprayed coatings were identified
[9], as the lamellar microstructure, unmelted particles and globular, in-
terlamellar or intralamellar porosity (Figure 4.2(a)). The coatings re-
sulted from spreading and solidification of liquid Al2O3 droplets on the
substrate. Stacking defects of lamellae can be due to unmelted particles
or to imperfect spreading, inducing globular pores and interlamellar
flat pores along the splats which are perpendicular to the spraying di-
rection. Intralamellar cracks occur especially in brittle ceramic due to
rapid solidification. Thus porosity made of pores and cracks of various
shapes and sizes, from hundred nanometres to about ten micrometers
makes complicated its characterisation and its correlation to the opti-
cal behaviour. As regards to the optical properties of the alumina coat-
ing, a part of transparency of about 25% was measured for 1 < λ < 5
μm linked to the 400-μm coating thickness and to the semi-transparent
behavior of each alumina lamella (Figure 4.5). The first focused wave-
length was 2 μm, because it matches with this semi-transparent region
[8] and highlights volume phenomena. At this wavelength, phonon
vibration or water absorption peak are not present, and alumina does
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(a)

(b)

Figure 4.2: SEM of the Al2O3 coating: (a) polished cross section, (b) as-sprayed
surface morphology.

not absorb radiation. Despite its semi-transparent behaviour, the re-
flectance of the alumina coating at 2 μm is very high (about 80%) be-
cause of the interactions between the electromagnetic radiation and the
matter. Heterogeneities induce scattering phenomena including three
types of interactions [4]: (i) diffraction which results in a modified direc-
tion of light propagation around the heterogeneity; (ii) refraction which
involves penetration of light in the heterogeneity, and modification of
the emerging direction; and (iii) multiple reflections at the interface be-
tween the heterogeneity and the matrix medium. These interactions
between radiation and alumina matrix are summarised under the term
“volume scattering” in Figure 4.6. The second wavelength chosen was
8 μm which is near to the Christiansen wavelength and characteristic
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of the opaque and the absorbent domain of the alumina comprised be-
tween 5 and 10 μm. As a result, the reflectance is close to zero. The
last selected wavelength was 12 μm, because it matches with a domain
where alumina does not only absorb but also reflects the radiation (10
< λ < 16 μm). A monocristal of alumina reflects about 80% of the radi-
ation at 12 μm, whereas a plasma sprayed coating reflects 20% due to
its microstructure. At 12 μm, the imaginary part of the alumina optical
index is strong, and because the 6-μm measured roughness was high, a
large part of the radiation is absorbed due to the trapping of photons on
heterogeneities.

Aluminium coatings appeared more porous than alumina; the open
void content was 15%. Unmelted particles and voids are shown in Fig-
ure 4.3. As expected, the reflectance of the aluminium coating was con-
stant and high, above 80%, for the three wavelengths (Figure 4.5). The
measured roughness (about 10 μm) can explain that the reflectivity is
lower than one obtained for an homogeneous metal. Surface scattering
inducing absorption occurs.

Figure 4.3: SEM polished cross section of the Al coating.

3.2 As-sprayed cermet coatings

For cermet coatings no transmittance was revealed from visible to IR
region. Figure 4.4 shows that aluminium was homogeneously spread
out, but splats present various shapes resulting from different spread-
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Figure 4.4: SEM polished cross section of a cermet coating with 33%wt Al.

ing degree. At 2 μm, for a low amount of aluminium in the cermet, the
reflectance decreased compared with pure alumina. Mechanisms occur-
ring in the low Al content cermets are proposed schematically in Figure
4.6. Aluminium lamellae do not only reflect a part of the existing radi-
ation, extending therefore the path travelled by the photons in the ma-
terial, but also absorb a small part of the radiation in the volume. Thus,
reflectance linked to scattering effects and to alumina coating hetero-
geneities is softened. In addition, there are not enough metallic lamel-
lae in the top of the coating to increase the reflectance by specular re-
flexion or surface scattering. Volume effects prevail on surface effects.
When the metal amount is higher than 75%, the surface contribution of
the metal is prevailing, so the reflectance increases compared with pure
alumina (Figure 4.5). At 8 μm, both of the materials are opaque. Close
to the Christiansen wavelength, alumina is absorbent, so the reflectance
level is close to zero. In this domain, only surface effects are present;
no photons can penetrate into the volume. As a result, the reflectance
is directly linked to the amount of aluminium in the surface: higher the
aluminium quantity is, higher the reflected radiation. The same trend
is observed at 12 μm, where pure alumina is opaque as well. An addi-
tional contribution of alumina should raise the cermet reflectance val-
ues. However the reflectance appeared lower at 12 μm than at 8 μm in-
dependently of the metal amount. The part of the scattered reflectance
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was measured and represented by dotted lines for each wavelength in
Figure 4.5. It appeared that it scattering contributes to the main part of
the reflectance. The specular part corresponds to about 20 % of the total
reflectance. These values are easily correlated to the coating roughness
in the opaque region (8 and 12 μm) and to both volume and surface
heterogeneities in the alumina semi-transparent domain (2 μm).

Figure 4.5: Total and scattered reflectance of the as-sprayed cermets depending
on the wavelength as a function of Al rate.

3.3 Polished single material coatings

Cermets were polished to study the influence of the roughness on the
optical response (Figure 4.7)

As-sprayed and polished alumina reflectance was identical except at
12 μm. At 2 μm, the reflectance of the polished specimen is still 80%,
proving that the roughness has no influence at this wavelength unlike
the volume heterogeneities. The scattering part is about 40%, because
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Figure 4.6: Schematic mechanisms occurring in the cermet in the transparent
region.

pores scatter in the volume, as presumed. At 8 μm, alumina is almost
fully absorbent. Indeed, it is characterised by none transparency and a
weak reflectivity due to scattering. No roughness effect is revealed ei-
ther. However, at 12 μm, the reflectivity of polished alumina increases.
A part of the radiation which has been absorbed by the trapping of pho-
tons in surface heterogeneities is now reflected by specular reflexion.
For the aluminium coating, the polishing rises the reflectance because
smaller quantity of photons can be absorbed by heterogeneities.

3.4 Polished cermet coatings

About the cermet, the argument has been conducted considering that
the composition at the as-sprayed surface is the same that a slice in the
volume. At 2 μm, the reflectance decreases up to an aluminium rate of
50%. That behaviour could be explained by the fact that a larger part of
the radiation can penetrate in the material compared to the rough coat-
ings. Indeed, the light would not be scattered by the surface roughness
but absorbed as a result of multi reflexion on aluminium splats (Figure
4.6). For large amount of aluminium (upper than 50%), surface effects
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Figure 4.7: Total and scattered reflectance of the polished cermets depending
on the wavelength as a function of Al rate.

are predominant, and so the reflectivity rises with aluminium content.
At 8 μm, cermet reflectance does not significantly change with the alu-
minium rate, except for large amount of aluminium, meaning that pol-
ishing reduces the absorption part due to heterogeneities. Finally, the
reflectance of a polished coating at 12 μm is higher than at 8 μm, prov-
ing that without polishing, surface scattering induces absorption.

3.5 Modeling considerations

The establishment of a model reproducing trends of the cermet re-
flectance is intended. In the opaque region, a rough calculation was
realised. Knowing that photons can’t penetrate in the volume, a pos-
sibility to predict the reflectance is therefore to assimilate the coating
into a mosaic, with zones representing alumina and zones representing
aluminium. The reflectance was estimated by taking into account the
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experimental reflectivity of each pure polished material (R), and their
proportions on the surface, using a particle section (Figure 4.8). Then the
following formula is used: R = p x R(Al) + (1-p) x R(Al2O3) With p the
proportion of aluminium at the surface, calculated knowing the powder
flow rate per second, and the surface of each particle. The spreading de-
gree of alumina and aluminium lamellae was supposed to be equal. Cal-
culated points are close to the experiment. However, Figure 4.8 shows
the reflectance is a little underestimated at 8 μm and not proportional
to the aluminium amount. Indeed, the level of scattering light is higher
for polished pure alumina and aluminium coatings than for the cermets.
At 12 μm, the two curves are very close because the scattering is almost
constant, and so there is proportionality between the reflectance and
the aluminium rate. Maxwell Garnett or Bruggeman methods are both
not adapted because of the size range of lamellae. That means that the
material should be more considered as a heterogeneous coating than a
homogeneous one to model its optical response in the opaque region.

Figure 4.8: Experimental cermet reflectance and calculated reflectance depend-
ing on the wavelength as a function of Al rate.
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4 Conclusion

Several Al2O3/Al cermets have been realised by APS, adjusting the alu-
minium rate to study the influence on the optical properties. Three
characteristic wavelengths of specific domains of pure alumina were
selected. In the transparent region, volume effects occur, and we no-
tice that a cermet is less reflective than a pure alumina coating when the
aluminium rate is low. Only surface effects occur in the opaque region,
so the reflectance rises with the amount of aluminium. By changing
plasma operating parameters, it will be worth investigating the impact
of the total void content on the optical behaviour of plasma-sprayed cer-
mets. Moreover, the next objective is to model the optical behaviour of
plasma-sprayed cermets. A good approximation is to assimilate coat-
ings into a mosaic of each material.
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Abstract Industrial image processing is a widespread technol-
ogy to evaluate the quality of work pieces. Major advantages of
this technology are its contact-free mode of operation, fast evalu-
ation times and moderate system costs. Usually the visible part of
the light spectrum is used to discriminate between good and bad
work pieces. However, in several applications a combination or
even a substitution with the near infrared (NIR) part of the spec-
trum advances the evaluation. In this paper, several real world
applications are presented and the achieved improvements are
summarized by showing qualitative and quantitative results.

1 Introduction

Industrial image processing in the visible spectrum has a long and suc-
cessful history. One reason for the success is the imitation of human per-
ception. Inspection tasks that otherwise would be done manually are
implemented in an automatic, continuously running mode. Thereby,
the influence of the human factor (e.g. exhaustion) on the classification
accuracy is highly reduced. Moreover, the availability of camera chips
based on silicon enables cost-effective inspection systems.

Image processing is not limited to the visible range. Advanced cost-
intensive detector materials (InGaAs, InSb) allow data acquisition up to
5 μm (wavelength) and more. In combination with optics for spectro-
scopic imaging, a detailed characterization of surfaces is feasible [1].

Additional insight on surface properties, however, could already be
achieved with moderate costs and efforts. When applying silicon based
sensor chips, the available spectral information extends up to 1000 nm
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(and more, depending on the noise level of the chip). Commercial off-
the-shelf cameras allow the simultaneous data acquisition for imaging
in the visible (VIS) and near infrared (NIR) range. In several applica-
tions, the additional information improves the contrast and facilitates
the discrimination between good and bad parts (see e.g. [2,3] on hyper-
spectral imaging applications).

In this paper, real world applications from the field of industrial inline
quality inspections are presented.

2 Approach

2.1 Combined image acquisition in VIS and NIR ranges

The demonstration of improved image quality (when switching from
the visible spectrum to the near infrared spectrum) requires images
from the same scene in different spectral ranges. An efficient way to
acquire these images is to use multichannel cameras. For the image ac-
quisition tasks in this paper, the camera JAI AD-080 CL was employed.
Its key components are two silicon chips and a wavelength sensitive
prism (see Fig. 5.1). In this way two images (with a one-to-one pixel
correspondence) are acquired, the first one in the range from approx.
400 – 700 nm (VIS), the second one in the range of approx. 700 – 1000
nm (NIR). The image resolution is 1024× 768 pixels with a frame rate of
30 Hz. Depending on the requirements of inspection tasks, other multi-
channel cameras by JAI or other manufacturers could be used as well.

2.2 Dye-based contrast enhancement in the NIR range

Dyes are typically tailored for their intended impact on the human eye.
As a result, the spectral properties of the dyes are well defined in the vis-
ible range. In the NIR range, the properties are usually of less interest
(for the dye manufacturers and product designers) and therefore only
rarely described. In many real world applications, dyes are often not or
only slightly absorbing in the NIR range which reveals the optical prop-
erties of the substrate in captured images. For several inspection tasks
this effect could be used to improve the image contrast by performing
the inspection in the NIR range (instead of the VIS range). The benefit
of this approach will be demonstrated in the subsequent chapters.
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More rarely, dyes are jointly optimized for the VIS and NIR range.
This class of dyes is exemplified by the dye “Paliogen Black L 0086”
from BASF: It has been designed for surfaces that require a dark black
impression in the visible range. On the other hand, the surfaces should
not overheat when exposed to bright sunlight. The reflectivity of the
dye is shown in Fig. 5.1. The low reflectivity in the visible range hinders
surface inspection such as detection of scratches, holes, etc. In this case,
an evaluation of NIR images leads to more accurate and robust results.

2.3 Quantification of detection capability for surface flaws

In the subsequent chapters different fault detection applications will be
shown. The detection will be done in the VIS and NIR range. In order
to quantify the improvement, a defect signal to background signal ra-
tio (DBR) will be calculated based on the standard signal to noise ratio
(SNR) in optical inspection:

DBR =
ED(I)− EBG(I)

σBG(I)
(5.1)

The difference between the average defect intensity ED(I) and the av-
erage intensity of the background structure EBG(I) is calculated in the
numerator. The denominator σBG(I) contains the standard deviation of
the background structure. The capability for detecting flaws depends on
many factors, mainly on the statistics of the background structure (incl.

Figure 5.1: Optical path for the 2-CCD-camera JAI AD-080 CL [4] (left).
Reflectivity of Paliogen Black L 0086, based on [5] (right).
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spatial correlations) and the evaluation algorithms. However, higher
DBR values usually indicate a higher probability for detecting flaws.

3 Application: Inspection of dyed polyester fabrics

Fault detection in polyester fabrics has several objectives: A key aspect
is the identification of grease based contaminations, but also scratches
and different foreign objects should be identified. The inspection task
is especially difficult for black polyester fabrics: The contrast between
unaffected fabric and grease based contaminations is very low. In this
case, it is useful to switch to the NIR range. There are two reasons for
this approach: (1) Polyester is highly transparent in the NIR range and
(2) polyester dyes are usually optimized for the visible spectrum.

This is illustrated in Fig. 5.2: In the left image, the scratch and the con-
tamination (red arrows) are nearly invisible on the black polyester fab-
ric. The same scene recorded in the NIR range, however, shows excel-
lent contrast: The DBR value increases from 0.7 to 30.3 (for the scratch)
and from 2.1 to 19.7 (for the contamination). For the polyester fabrics,
the flaws are already detectable by simple thresholding methods in the
NIR range. Please note that a white layer was placed behind the fabric
which reflects the illumination in the NIR range (originating from next
to the camera). By a combined evaluation of both VIS and NIR images
the probability of detection is highly improved when compared the VIS
range only.

Moreover, as polyester is transparent in the NIR range, one could also
detect flaws on the carrier or other subsurface structures when required
(see Fig. 5.3).

4 Application: Detection of misssing threads in textiles

Flaw detection in woven material is a key task in textile industry. Fig.
5.4 shows a typical example for a missing thread that has to be identified
during production. The inspection task is complicated by the existence
of yarns in different colors, at least when evaluating images in the visi-
ble spectrum. An image in the NIR range from 700 – 1000 nm, however,
reveals that the different dyes are only active in the visible range. In
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Figure 5.2: Quality inspection for a black polyester fabric using different spec-
tral ranges. Only the combined evaluation of the VIS and NIR images reliably
reveals all flaws.

Figure 5.3: Subsurface inspection for black polyester fabrics. The left image was
captured in the VIS range, the right image in the NIR range.

this case, using the NIR image decreases the contrast within the desired
textile structures and increases the contrast of the faults.

The DBR value increases from 2.4 to 5.6 when switching from the VIS
range to the NIR range. Depending on the detailed optical structure
of the textile, the contrast may already be sufficient for thresholding
algorithms. One may also apply more complex algorithms that reveal
statistical anomalies in the image. As an example, Fig. 5.4 shows the
evaluation results of the DefDetect algorithm [6]. Again the inspection
task is highly facilitated in the NIR range.
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Figure 5.4: Missing thread in a woven material in the VIS and NIR range (top).
Classification results based on statistical image analysis (bottom).

5 Application: Inspection of threads in textile seams

In textile industry, connecting different textile layers is usually done by
making seams. The quality inspection of seams is rather difficult when
the textile layers and the thread have similar colors. An example is
shown in Fig. 5.5: Two sheets of black leather are interconnected by a
black synthetic thread. In the VIS range, the contrast between the layers
and the thread is relatively low. Inspecting the NIR image, however, is
much easier as the black thread is highly reflective in this spectral range.
The segmentation of the thread is easily done by thresholding meth-
ods and the regularity of the stitches is later evaluated by blob analysis
methods. In this example, the DBR value increases from 3.5 to 5.5 when
switching from the VIS range to the NIR range.

6 Application: Detection of surface contaminations on
printed surfaces

Small surface contaminations (small particles or small patches of vis-
cous fluids) are difficult to detect when they are located on printed sur-
faces with comparable colors. A good example is that of extruded win-
dow profiles covered with a wood imitating foil. Small particles from
the production environment might be located directly on the foil which
is undesirable for subsequent processing steps. In standard bright field



Improved fault detection by evaluation of NIR images 61

Figure 5.5: Black leather connected by black synthetic yarn. Low contrast in the
VIS range (left), improved contrast in the NIR range (right).

illumination, see Fig. 5.6, the particles are hardly visible in the VIS
range. Yet different other techniques from machine vision are available
for detecting these kinds of particles: Dark field image acquisition typ-
ically reveals the defects although illumination needs additional efforts
for big areas. The particles could also be detected by 3D imaging when
their diameter is above the detection level of the imaging system.

Fig. 5.6 demonstrates that quality inspection is also feasible in bright
field NIR imaging. On the left side, the image is shown in the visible
range. It is difficult to identify the contaminations on top as they are
constituted by small rusty iron fragments. On the right side, the image
is shown in the NIR range. The different printing dyes are again op-
timized for the visible range showing only minimum NIR absorbance.
The contaminations however are also highly absorbing in the NIR, lead-
ing to good contrast. In this application, the DBR value increases from
4.4 to 19.7 when switching from the VIS range to the NIR range.

7 Improvement of DBR values

The DBR values are a first indicator whether an inspection task is facili-
tated in the NIR range or not. The DBR values for the presented inspec-
tion tasks are summarized in Tab. 5.1. For these applications, the value
typically increases by a factor 2 – 50 when switching to the NIR range.
Assuming a Gaussion distribution for the background intensities, DBR
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Figure 5.6: VIS and NIR image for a printed plastic foil covered with small
metallic fragments, recorded in bright field illumination.

values greater than five should lead to good sensitivities/ specificities of
subsequent binary classifiers. However, the requirement of a Gaussion
distribution is seldom fullfilled in real word applications. Therefore,
the final assessment of the improved detection capability requires the
application of the full image processing chain.

Table 5.1: Summary on DBR values for the applications in this paper.

DBR value
Inspection task

VIS range NIR range
Polyester fabrics inspection – scratch 0.7 30.3
Polyester fabrics inspection – contamination 2.1 19.7
Missing thread detection 2.4 5.6
Thread inspection in textile seams 3.5 5.5
Contamination detection on printed surfaces 4.4 19.7

8 Summary

Quality inspection tasks are usually performed in the visible spectrum
imitating human inspection capabilities. It has been demonstrated
for different applications that inspection tasks could be facilitated by
switching from the VIS range to the NIR range. In this way one takes
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advantage that dyes are often not active in the NIR range. A notica-
ble improvement of the image quality has already been achieved in the
range from 700 nm – 1000 nm. Silicon based CCD camera chips could
be used in this range which enables cost sensitive inspection solutions.
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Abstract This paper compares Raman intensities from reflection
(XR) and transmission (XT) setups for the chemical characteri-
zation of solid materials. The suitability of measuring the Raman
radiation for deep probing of the inner volume of turbid matter is
discussed from a theoretical and an experimental point of view.

1 Introduction to Raman spectroscopy in turbid matter

Raman radiation (RR) originates in the volume of a material mainly
from multiple scattered primary radiation, and the Raman signal itself is
also elastically scattered many times before it leaves the sample. Figure
6.1 illustrates the generation of RR: A laser irradiates the scattering sam-
ple. Photons migrate into the sample and move within the sample a
short or long way depending on the scattering and absorption proper-
ties of the material. Photons leave the sample with the same wavelength
like the laser source as reflected or transmitted primary light. In the
case of a Raman scattering event, the RR can be collected in reflection or
transmission. RR is a volume effect, where the light is generated in the
sample as follow-up process: the longer the light lasts in the sample,
the more Raman scattering is generated. Thus even in thick samples
measurable Raman transmission intensities can be achieved in a con-
ventional setup.

There is a rising demand for optical analytical techniques which al-
low a deep probing of solid matter [1, 2]. Transmission Raman spec-
troscopy has been presented as an emerging tool to gather information



66 E. Ostertag, D. Oelkrug and R. W. Kessler

Figure 6.1: Generation of Raman radiation in reflection (XR) and in transmis-
sion (XT) in a scattering solid sample of layer thickness z0. A laser irradiates
the sample with a certain number of photons which migrate through the sample,
generating Raman photons or leaving the sample as primary light in reflection
or transmission.

from the inner volume of solid samples including a quantitative analy-
sis [3,4]. Application examples are in-line process monitoring, fast qual-
ity control in pharmaceutical production, counterfeit detection of tablets
through the packaging, in-situ characterization of surface reactions on
supported catalysts or medical screenings like the noninvasive charac-
terization of tissues and bones. Transmission Raman spectroscopy has
already been shown in combination with multivariate data analysis for
the quantification of active pharmaceutical ingredients (API) in phar-
maceutical mixtures.

Conventional backscattering (= reflection) Raman spectroscopy of
opaque media with a low absorption (κ = 0.1) is strongly biased to
the surface layers of the sample from some micrometers up to several
millimeters depth [3].

Spatially offset Raman spectroscopy (SORS) marks an approach to
overcome the sub-sampling restrictions of conventional backscattering
Raman spectroscopy and provides an access to deeper volumes of the
sample. Here, the detection is laterally separated with an offset to the
laser excitation. Raman spectra can be extracted in combination with
multivariate data analysis from different depths of turbid samples [5].

In thin samples with typical thicknesses of z0 ≤ 1 cm, the backscat-
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tering mode can be expanded by forward scattering (= transmission)
Raman spectroscopy. This type of detection was worked out already
in 1967 by Schrader and Bergmann [6] and received its revival in 2006
by Matousek and Parker [7]. Hence, transmission Raman spectroscopy
represents a special case of SORS for deep Raman probing. Matousek
et al [7]. showed for the first time with numerical simulations and ex-
perimentally that the depth of impurities in tablets plays a minor role in
Raman transmission spectroscopy compared to a Raman backscattering
setup, where they are not detected.

2 Model calculation

2.1 Mean path lengths of radiation in a non-absorbing scattering
layer

Figure 6.2 depicts the calculated mean path lengths of radiation until
reflection <pR> (left) and until transmission <pT> (right) under the as-
sumption of a non-absorbing sample. The calculations are performed
with the help of a random walk approach. For the reflection case

Figure 6.2: Mean path lengths of radiation in a non-absorbing scattering layer
calculated by the random walk approach for a reflection (left) and a transmis-
sion setup (right).
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<pR> is linearly dependent on the layer thickness z0 and independent
of the scattering coefficient σ . For the transmission case the right graph
of Fig. 6.2 shows clearly the influence of the scattering coefficient on the
mean path length. The figure also indicates the equations for the scat-
tering coefficient σ = 100 cm−1 and for optically thick layers.

2.2 Reflection Raman versus transmission Raman: Monte Carlo
simulations

Monte Carlo simulations for calculating the reflected and transmitted
Raman intensities of non absorbing and absorbing materials as func-
tion of the layer thickness are performed. Figure 6.3 (left) shows, that
in strongly scattering media with no absorption the Raman intensity in-
creases with the layer thickness. The reflected Raman intensity is twice
the transmitted Raman intensity. In strongly scattering media with ab-
sorption (Fig. 6.3, right) Raman backscattering setups yield higher in-
tensities and smaller signal variations due to the smaller Raman active
volume element. The presence of sample absorption leads to a decay
of the Raman intensities, which is more pronounced in the transmission
setup.

Figure 6.3: Monte Carlo simulations calculate the reflected and transmitted Ra-
man intensities of stronlgy scattering materials for the cases with no absorption
(left) and absorption (right).
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3 Measurement setup

The reflection and transmission Raman measurements are carried out
with a RamanRXN1™ analyzer from Kaiser Optical Systems, Ann Ar-
bor, USA equipped with an Invictus™ 785 nm NIR diode laser speci-
fied for a maximum output power of 450 mW. The spectral resolution
is 0.3 cm−1. The laser irradiates the sample via an optical fiber with
additional optics. Figure 6.4 illustrates the reflection and transmission
setups. For the reflection setup a PhAT™ probe is attached to the opti-
cal fiber to illuminate the sample with a spot diameter of 0.6 cm. For the
transmission setup a transmission illuminator is coupled to the optical
fiber for the excitation of the sample with an irradiation diameter of 0.1
cm. The detection is realized for both the reflection and transmission
setups with the PhAT™ probe with a collection spot diameter of 0.6
cm. The collected Raman and primary radiation passes a further optical
fiber and filter elements on the way to the volume phase transmission
grating and the Peltier cooled CCD matrix detector to generate the Ra-
man spectra. The Raman intensities XR and XT in reflection and trans-
mission are calibrated with liquid cyclohexane in a thin optical cuvette.
PTFE as optical diffuse material for thickness dependent investigations
is supplied by Gigahertz-Optik, Türkenfeld, Germany in thicknesses of
0.02 and 0.15 cm. Additional thicknesses up to 0.5 cm were cut from
a PTFE block or prepared as stacks from the 0.02 cm layer. Cellulose
is purchased as filters type MN 615 from Macherey-Nagel, Düren, Ger-
many with 0.016 cm thickness. Acetylsalicylic acid (ASA), product no.
158185000 from Acros Organics, Geel, Belgium is used to press a cylin-
drical disc with 2 cm diameter and 0.425 cm thickness as inner layer of a
composite triple layer. The upper and the lower layer consists of a PTFE
layer.

4 Results and discussion

Raman emission in a scattering layer system originates from different
depths depending on the reflection or transmission setup. Experiments
with multiple, double and triple layer systems illustrate the behavior in
z-axis.
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Figure 6.4: Setups for reflection and transmission Raman spectroscopy. In the
reflection mode the sample is irradiated from top with a diameter of 0.6 cm
(wide area illumination). In the transmission setup the sample is irradiated from
the bottom side via the transmission illuminator which generates a spot size di-
ameter of 0.1 cm. The Raman probe head (PhAT™) collects the Raman radiation
in both setups with a diameter of 0.6 cm and routes it to the spectrometer. Left:
photograph, right: schematic diagram.

4.1 Multiple layer system

Multiple layers with 1 to 5 layers of cellulose and PTFE with both low
absorption coefficients are investigated in the reflection and transmis-
sion mode (Fig. 6.5). For cellulose the intensities of the Raman band
at Δv = 1095 cm−1 are recorded at layer thicknesses from 0.016 cm
to 0.08 cm in reflection and transmission. The Raman band belongs
to several closely spaced intense bands in the region between Δv =
950 cm−1 to 1180 cm−1. For PTFE the intensities of the Raman band
at Δv = 1382 cm−1 are recorded at layer thicknesses from 0.15 cm to 0.5
cm in reflection and transmission. The Raman band at Δv = 1382 cm−1

is the most intense sub-band of the characteristic PTFE-triplet. The
measured Raman intensities in reflection and transmission of the cel-
lulose multilayer system confirm the Monte Carlo model calculations:
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Figure 6.5: Raman intensities in the reflection and the transmission mode from a
multilayer system of 1-5 layers of cellulose with low absorption coefficients. The
experimental data confirm the results from the Monte Carlo simulations (left).
Raman intensities in the reflection and the transmission mode of PTFE with low
absorption coefficients at 5 different layer thicknesses show deviations to the
model (right).

In strongly scattering media with negligible background absorption the
Raman intensity increases with the layer thickness. Here the reflected
Raman intensity is twice the transmitted Raman intensity.

In the case of the PTFE system the experimental data show devia-
tions to the model: With a layer thickness above 0.3 cm the transmitted
Raman intensity reaches a maximum and then slowly decreases. This
behavior may be caused by an unexpected absorption of the layers due
to contamination, a too simple model or a limited detection aperture. If
a specific layer thickness is reached the Raman photons laterally spread
wider than the diameter of the detection area. In the experiments the
maximum thickness of the PTFE layers with 0.5 cm exceeds the max-
imum thickness of the cellulose layers with 0.08 cm by a factor of ap-
proximately 6.

4.2 Double layer system

A double layer with two axially separated different Raman emitters A
and B produce signals that do not depend only on the thickness of the
emitting layer but also on the thickness and position of the co-layer. The
reflected Raman intensity XR of the front layer increases strongly with
the thickness of the back layer because part of the initially transmitted
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Raman signal is now reflected, but mainly because the density of the
primary radiation becomes higher. The reflected intensity of the back
layer behaves in the opposite way.

In the experiment in reflection geometry (Fig. 6.6, left) a double layer
of cellulose and PTFE is irradiated alternatively from one of the two
sides. The PTFE signal from the front side is approximately four times
as high as from the back side (see e.g. the Raman band of PTFE at Δv =
1382 cm−1).

Contrary to XR, transmission Raman spectra are expected to be inde-
pendent of the side of irradiation. The spectra of Fig. 6.6 prove exper-
imentally the independency of the side of irradiation in transmission
geometry with a double layer of PTFE and cellulose.

Figure 6.6: Raman reflection and transmission intensities XR (left) and XT
(right) of a double layer of 0.020 cm PTFE and 0.016 cm cellulose with P = ori-
entation of PTFE to the detector and C = orientation of cellulose to the detector.
The spectra are fluorescence corrected. In reflection the measured spectra de-
pend strongly on the upper material. The spectral influence of the subjacent
material is lower. In transmission the spectra are independent from the orienta-
tion of the layers.

4.3 Triple layer system

A triple layer A/B/A simulates coated tablets or encapsulated powders,
and is expected to behave as follows: The reflection mode highlights the
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spectrum of A, whereas the transmission mode highlights the spectrum
of B since the generation probability of the central layer is much higher
than of the border layers.

Figure 6.7 shows experimental data for a triple layer arrangement of
PTFE (0.15 cm) / acetylsalicylic acid (ASA, 0.425 cm) / PTFE (0.15 cm).
The Raman band at Δv = 733 cm−1 originates from PTFE, the three
other bands from ASA. The Raman reflection setup emphasizes clearly
the spectrum of PTFE, the transmission setup the spectrum of ASA.

Figure 6.7: Raman reflection (XR) and transmission intensities (XT) from a
model system of a coated tablet with excess coating thickness (PTFE 0.15 cm
/ ASA 0.425 cm / PTFE 0.15 cm). In Raman transmission the main spectral in-
formation is generated in the inner medium. The band at 733 cm−1 Raman shift
results from PTFE. The remaining bands are assigned to acetylsalicylic acid. The
Raman spectrum of ASA does not comprise a band at Δv = 733 cm−1.

5 Conclusions and outlook

Reflection Raman spectroscopy yields higher signal intensities than
transmission, but is limited in conventional spectroscopy setups to the
material located in vicinity to the surface. Nevertheless, the transmis-
sion Raman intensities are higher than expected as long as the sample is
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not absorbing (XT is at least half as intense as XR). In transmission Ra-
man spectroscopy of absorbing samples, the intensity firstly reaches a
maximum with increasing layer thickness and then decays. The strong
decrease of XT with absorption is a consequence of the long path length
of the transmitted radiation. In those cases the reflection mode is supe-
rior to the transmission mode. In solid samples with axial concentration
the mean reflected signal originates from the first quarter of the layer
depth, whereas the mean transmitted signal originates predominantly
from the central regions. Here, for probing the inner volume of a sam-
ple the T-mode is superior to the R-mode. As a consequence it must be
carefully considered which multilayer systems are measured.

A possible limitation of the detector aperture has to be taken into ac-
count as the radial expansion of the signals increases linearly with the
layer thickness, where XT spreads wider than XR. Especially quanti-
tative transmission Raman spectroscopy requires diameters of the de-
tected sample areas that are adopted thoroughly to the sample thick-
ness.

For an improved detection of buried layers the weak signal strength
of transmitted Raman radiation can be enhanced by a dielectric mir-
ror system [8]. In future work the authors will present a modified ap-
proach for enhanced reflection Raman spectroscopy, where it is possible
to monitor the whole depth of a multiple scattering sample with equal
statistical weight. The authors consider an enhanced reflection setup as
a favorable approach for inline Raman spectroscopy in process analyti-
cal technology.
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Abstract For future applications of solid-state hydrogen tanks
a reliable method for hydrogen content monitoring is necessary.
The chemical reactions of a sodium hydride/alanate system dur-
ing hydrogen desorption were followed in-situ using two meth-
ods in parallel: First, changes of the FTIR spectra due to the
crystal structure phase changes were recorded. Second, precision
weight measurements were carried out. To do so, a set-up con-
sisting of a FTIR spectrometer, equipped with a special sample
chamber for ATR measurements, combined with a high precision
balance was developed. The results presented in this paper were
obtained on a self-prepared CeCl3-doped sodium alanatesample.
Absorbed weight percentage of hydrogen and spectroscopic data
correspond to each other in a reproducible way. Moreover, acti-
vated and non-activated materials show very similar behavior.

1 Introduction

Metal hydrides, in combination with a second metal, are capable of
forming complex compounds with gaseous hydrogen, i.e. they are able
to absorb hydrogen in the solid state. The bonds formed may be of
more covalent or more ionic character, respectively [1]. Because this
type of reaction is very often fully reversible and absorption/desorp-
tion cycles may be performed under rather moderate pressure and tem-
perature conditions many times, it is considered as a promising storage
concept in hydrogen technology [2]. Depending on the specific type of
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hydride / metal system up to 10 wt.% of hydrogen could be stored [3],
which is a remarkable value also compared with liquid hydrogen stor-
age or pressure storage concepts, especially for small and mobile tank
applications [4].

The system under investigation in this research project is sodium hy-
dride (NaH). It shows a chemical reaction with hydrogen in the pres-
ence of aluminum (Al) and the catalyst (CeCl3) to form different types
of alanates [5]. Because of their nanoporous crystal lattice morphology,
hydrogen molecules are able to diffuse easily into the material and are
going to be absorbed within the lattice. In a first reaction step of the
hydrogenation an octahedral phase is formed:

6 NaH + 2 Al + 3 H2 � 2 Na3 AlH6 + Eth (7.1)

In this phase, the Al atoms are symmetrically surrounded by six hy-
drogen atoms, forming an octahedron. The second hydrogenation step
is the formation of a tetrahedral phase [6]:

2 Na3 AlH6 + 4 Al + 6 H2 � 6 NaAlH4 + Eth (7.2)

Here, Al and the four H atoms form a symmetric tetrahedron. Theoret-
ically, the “fully loaded” tetrahedral phase may contain up to 7.4 wt.%
of hydrogen. Catalysts, that are usually added to the hydride / alanate
system, allow the reduction of the activation barrier, which has to be
overcome for a fast de- and rehydrogenation reaction. The experiments
presented in this paper have been carried out with CeCl3 as a cata-
lyst. Other possible catalysts are TiCl4, carbon nanotubes [7] or metal
nanoparticles [8].

For storage applications it is essential to know about the instant hy-
drogen content of the tank, especially while hydrogen is being desorbed
to be used in fuel cells to power an electric vehicle, e.g. A gravimetrical
measurement of the remaining hydrogen content, like it is possible in
laboratory use, is not applicable for such a mobile application because of
shock and vibration effects. Optical measurements, like spectrophotom-
etry, have non-contact character and seem to be more promising than
mechanic or electric measurement principles. The main reason to use
optical spectrometry for this problem, is the fact that the absorption and
desorption of hydrogen goes along with a structural change in chemical
conformation: The hydride, the octahedral phase and the tetrahedral
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phase should show different spectroscopic “fingerprints,” especially in
the IR region, i.e. in the region of vibrational transitions.

To investigate the IR spectra of the sodium hydride / alanate system
the FTIR (Fourier Transform Infrared) spectroscopy was chosen. Trans-
mission measurements on thin alanate layers were done. However, it
was shown that these layers were not suitable for different reasons:
First, the preparation of thin layers of the granular powder material
with well-defined thickness was difficult. Second, the material is highly
scattering. During absorption / desorption cycles the material increases
and decreases its volume, causing the granularity and the arrangement
of the grains to change and the thickness to change dramatically. There-
fore, it was decided to use an ATR (attenuated total reflection) assembly
in addition to the FTIR spectrometer. This kind of measurement does
not depend on sample thickness. Moreover, one had to find a way to
establish a relation between optical signal and weight percentage of the
absorbed hydrogen. To solve this problem a parallel measurement of
FTIR-ATR spectrum and weight was done.

2 Experimental

2.1 Set-up

For spectroscopy on highly absorbing media attenuated total reflection
(ATR) spectroscopy is often used. ATR takes place at the interface be-
tween a material of high index of refraction and the sample, which has
to have a lower index of refraction. Light is guided inside the high-
n material and when hitting the interface under an angle higher than
the critical angle of total internal reflection, it is reflected. Before, an
evanescent wave is penetrating into the medium with the lower index
of refraction and “senses” the material’s absorption [9]. That means, the
totally reflected light in principle carries the same spectroscopic infor-
mation as a transmission spectrum does. Of course, the information is
obtained from the surface of the sample only.

The experimental set-up primarily consists of a commercial Perkin
Elmer Spectrum65® FTIR spectrometer, which was equipped with a
Harrick Seagull® ATR unit. Its central part is a high-index material
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hemisphere made of ZnSe, 25 mm in diameter. To avoid corrosive ef-
fects that would destroy the polished surface of the ZnSe element, a 100
μm thin diamond platelet was placed between the ZnSe and the sample.

The housing of the sample is a gas-tight chamber with a hydrogen in-
let/outlet and with an inductive heating system realized in the course
of the project. The sample itself is formed into a pellet of 10 mm in diam-
eter and with a maximum thickness of 5 mm, corresponding to a mass
of approximately 500 mg of alanate. The alanate sample can be heated
now up to a maximum temperature of 200 ◦C, and the hydrogen absorp-
tion can be carried out with a maximum applicable pressure of 11 MPa.
The sample is pressed against the flat surface of the diamond platelet
with a constant force to provide good optical contact throughout the
measurement, which is a very prerequisite for ATR measurements. The
sample chamber can be weighted during the desorption process, there-
fore this component is decoupled mechanically from the spectrometer
unit to make it force-free.

A Pinnacle® PI-314 precision balance has been applied for the weight
measurements. The mass precision reached by using this set-up is es-
timated to be better than 0.05 wt.%, i.e. 0.1 mg precision and 0.3 mg
linearity with a 500 mg sample at a full balance load of 300 g. Figure 7.1
shows a scheme of the central sample chamber.

Figure 7.1: Schematic diagram of the measurement scheme.
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2.2 Sample preparation

Because its sensitivity to oxygen the powder samples have to be han-
dled under dry nitrogen or argon atmosphere in a glove box. For ma-
terial preparation, 1.5 g of NaAlH4, 2 mol% of CeCl3 and 18 balls (Ø 10
mm) made of the identical material as the milling pot are filled into a
planetary ball-mill “Pulverisette 5” and milled for 15 h at 360 rpm. Ev-
ery 30 min, a milling break of 30 min was made, to exclude an overheat-
ing of the milling pot and thus to avoid a partial hydrogen desorption
of the powder sample during the milling process. Before in-situ mea-
surements on the powder samples were performed, two sample pellets
were pressed. The pellets were compacted with a force of up to 10 kN.
The press shoes consist of polished steel to allow a good optical con-
tact between the the powder sample and the diamond platelet. The first
“non-activated” pellet was made of a “freshly” synthesized material.
The second sample was first pressed to a pellet, then cycled three times
in a Sieverts apparatus that is described elsewhere [10]. Typical pres-
sure and temperature conditions for desorption were 140 °C against a
backpressure of 7-30 kPa. Absorption was performed at 120 ◦C and 90
bar. After cycling, the “fully loaded” sample was evacuated from the
Sieverts apparatus and milled for a short time in a mortar. Thereafter
the second “activated” sample was pressed.

2.3 Measurements

For the hydrogenation of the CeCl3-doped alanate powder sample the
typical conditions used were 9 MPa of pressure and a temperature of
120 ◦C, which resulted in a load duration of about six hours and “pure”
tetrahedral NaAlH4. The desorption was done against atmospheric
pressure and a control valve allowed the hydrogen to leave the cuvette
as soon as a threshold pressure of 7 kPa above ambient pressure was
reached. Different from our earlier experiments [11] not a single tem-
perature for the whole desorption process was chosen, but a stepwise
procedure:
The tetrahedral phase is known to desorb hydrogen at 30 ◦C, whereas
the usual temperature for desorption is 80 ◦C [12]. During heating the
sample to 80 ◦C, a counterpressure of 4 MPa was applied. After reach-
ing the constant temperature of 80 ◦C, the pressure was reduced to the
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atmospheric value and the desorption started. In an identical way the
desorption of the octahedral phase was initiated: After completion of
the first desorption step, the same counterpressure was applied dur-
ing heating to 140 ◦C to avoid desorption of hydrogen, which other-
wise would have started at 110 ◦C already. Reducing the pressure to
atmospheric level caused the desorption to start. This stepwise pro-
cedure allows to clearly distinguish between the two desorption pro-
cesses. As a first step of the experiment, a FTIR spectrum and the weight
of the cuvette were measured without the sample. After that the cu-
vette was loaded with the alanate pellet and re-inserted into the set-
up. First, the mass of the sample was measured as a weight reference.
Weight and spectral data acquisition were then carried out simultane-
ously during the desorption, every 270 s, using a software routine based
on PYTHON®.

3 Results and Discussion

3.1 In-situ measurements on non-activated CeCl3-doped NaAlH4
powder samples

The FTIR-ATR-spectra were monitored in-situ during the hydrogen des-
orption of a CeCl3-doped NaAlH4 pellet in the MIR-region of 650 to
1900 cm−1. The most prominent vibrational absorption bands, observ-
able in this region, could be attributed to the Al-H stretch modes of the
tetrahedral phase (1620-1680 cm−1) and octahedral phase (1250-1330
cm−1), respectively, following [13, 14], e.g.

In Fig. 7.2, the result of the gravimetrical measurement during the
hydrogen desorption of the NaAlH4 phase is shown. A total amount
of 3.4 ± 0.1 wt.% of hydrogen were desorbed within 600 min. In com-
parison to the calculated theoretical value of 3.4 wt.% in the first phase,
both result are consistent. It can be seen, that up to a amount of 3.1
wt.%, an almost linear relation between desorbed hydrogen and time
was observed. Afterwards, a much slower kinetic of the pellet was mea-
sured [15].

Figure 7.3 shows the FTIR-ATR spectra during the hydrogen desorp-
tion reaction of the CeCl3-doped NaAlH4 powder sample. The peak
around 1654 cm−1, characteristic for the antisymmetric stretch vibra-
tion of the AlH4 molecule, vanished during transformation to the octa-
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hedral phase. In addition to that, at the beginning of the desorption of
the tetrahedral phase, two more peaks at 891 cm−1 and 704 cm−1 were

Figure 7.2: Desorption of hydrogen from CeCl3-doped NaAlH4 at 80 ◦C and a
backpressure of 7 kPa. Every measurement point represents a spectrum in Fig.
7.3.

Figure 7.3: Time sequence of ATR spectra of CeCl3-doped NaAlH4, measured
in-situ, showing the transformation to the Na3AlH6 phase at 80 ◦C and at a
backpressure of 7 kPa. Time interval between two subsequent spectra is 45 min.
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detected, also attributed to the vibrations of the AlH4 molecule [16].
In parallel, a broad peak around 1254 cm−1 appears that could be at-
tributed to the Na3AlH6 phase. Furthermore a shoulder around 790
cm−1 was detected.

In Fig. 7.4, the ongoing ATR spectra of the hydrogen desorption of the
octahedral phase to the sodium hydride phase can be seen. The peak at
1254 cm−1 decreases, and forms a shoulder between 1254 cm−1 and 900
cm−1. The shoulder at 790 cm−1 also vanishes.

Figure 7.4: Hydrogen desorption of CeCl3-doped Na3AlH6, at 140 ◦C and a
backpressure of 7 kPa. Time interval between two subsequent spectra is 45 min.

3.2 In-situ measurements on activated CeCl3-doped NaAlH4 powder
samples

The measurement of the activated CeCl3-doped powder sample fol-
lowed the identical procedure as described in the previous chapter. Fig-
ure 7.5 shows the gravimetrical data during the hydrogen desorption
measurement of the CeCl3-doped NaAlH4 phase. The hydrogen des-
orption up to 3.1 wt.% shows the same linear relation between desorbed
hydrogen mass and time, like the non-activated sample in the previous
chapter. Thereafter a much slower hydrogen desorption, for the last 0.3
wt.% of desorbed hydrogen follows. Finally a total amount of 3.4 wt.%
of hydrogen were desorbed from the NaAlH4 phase within 600 min.
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Figure 7.5: Gravimetrical data during the hydrogen desorption measurement of
CeCl3-doped NaAlH4 at 80 ◦C and a backpressure of 7 kPa. Every measurement
point represents a spectrum in Fig. 7.6.

Therefore, the results of the gravimetrical measurement of the activated
and non-activated sample are consistent.

Figure 7.6 shows the ATR spectra during the hydrogen desorption
of the activated CeCl3-doped NaAlH4 pellet. The broad peak at 1654
cm−1, characteristic for antisymmetric stretching vibration of the AlH4
molecule decreases during the hydrogen desorption reaction. In addi-
tion to that, the peak at 704 cm−1, existent for the non-activated sam-
ple, shows only a weak shoulder during the measurement of the acti-
vated sample. Furthermore, it is remarkable that the peak height, espe-
cially for the AlH4 peak at 1654 cm−1, has an up to 10 % lower inten-
sity than for the non-activated sample. Further measurements should
show, whether this is a degradation effect, due to side reactions with
air or moisture, or a result of crystallographic changes within the mate-
rial. However, the spectral and gravimetrical data of the activated and
non-activated pellet are nearly identical, related to peak position, peak
shape and peak change during the hydrogen desorption experiments.
Thus, spectral and gravimetrical data could be correlated to each other,
to calibrate the ATR signal, for using it as a charging level signal for the
NaAlH4 pellet.
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Figure 7.6: ATR-spectra during hydrogen desorption of the CeCl3-doped
NaAlH4 phase to the Na3AlH6 phase, at 80 ◦C and a backpressure of 7 kPa.
Time interval between two subsequent spectra is 45 min.

4 Conclusion

It could be shown that the measurements, FTIR-ATR-spectroscopy and
gravimetry, reflect the 2-phase-hydrogenation mechanism regarded as
typical for this class of hydrogen storage materials. The results fur-
ther show that both measurements correlate to each other in a repro-
ducible way, i.e. an optical signal represents the hydrogen content of
a sodium alanate sample in a quantitative way. Therefore, the mea-
surements show that FTIR-ATR signals can be used for monitoring the
absorbed absolute hydrogen level in alanate powder tanks and may
be regarded as the starting point for further work on hydrogen level
sensors, especially because the whole set-up necessary for the measure-
ments discussed has remarkable potential for miniaturization. Ongoing
measurements on powder pellets should show, which external or inter-
nal influences affect the peak height of the non-activated and activated
powder sample. Furthermore, a detailed peak analysis and theoretical
calculation of the vibrational frequencies should be done. Thus, more
detailed explanations to the measured data could be achieved.
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1 Introduction

Infrared reflection absorption spectroscopy (IRRAS) is a well-
established technique for the characterization of surfaces and adsorbate
films, which provides specific information on the chemical composition
and structure of thin surface layers and adsorbed molecules. Most of
the investigations have been carried out on metal substrates due to the
high reflectivity and the ease of the spectra interpretation. Only since
the 1980s the method has also been used for dielectric substrates with
high refractive index, weakly reflection and vanishingly small absorp-
tion in the mid-IR region [1].

The formation of silane-based self-assembled monolayers (SAMs) on
silicon oxide surfaces has attracted an increasing amount of interest
since three decades. A number of previous works have focused on the
formation mechanism, the thermal, mechanical and chemical stability
of the silane-based adlayers [2,3]. Silicon nitride is one of the most com-
mon materials used in semiconductor industry and has been due to its
unique biocompatibility the topic of a few studies and applications in
biotechnology. In comparison to silicon oxide the formation process of
silane-based SAMs is not completely understood [4, 5].

2 Results

In the present work, we used IRRAS to determine the film quality
of SAMs formed on antireflective coated silicon nitride substrates
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Figure 8.1: Formation of the silane film on the SiO2 surface.

for state-of-the-art applications in industry. The formation of
SAMs made of n-alkylsilanes (n-octadecyltrichlorosilane C18SiCl3,
n-dodecyltrichlorosilane C12SiCl3 and n-dodecyltriethoxysilane
C12Si(OEt)3) on silicon oxide and silicon nitride surfaces has been
investigated. The resulting films were characterized with IRRAS to
improve the detailed parameters for the preparation. The IRRA spectra
have been taken with polarized light using a Bruker Optics VERTEX 80
FT-IR spectrometer in combination with an optimized variable angle re-
flection sample accessory (A513) equipped with an automated polarizer
rotation unit (A121). All IRRAS data were recorded with a resolution
of 2 cm−1 using p- or s-polarized radiation with different incidence
angles. All data were normalized by subtracting a spectrum recorded
for the same substrate (clean Si3N4 or SiO2). The substrates have been
pretreated with ethanol and chloroform in an initial wet cleaning step.
Subsequently, they were placed in an UV/Ozone chamber (λ=185 and
254 nm) for 30 min to remove residual organic contaminations. In our
studies we realized the most important treatment to be the following,
final step, wet chemical oxidation with piranha solution. This step
consists of immersing the SiO2 or Si3N4 substrate in a freshly prepared
piranha solution (H2SO4/H2O2 4:1) for 30 min at 70 ◦C, followed
by rinsing with deionized water (Caution! Piranha solution should
always be handled with great care and can react explosive with organic
solvents). This preparation process fabricates hydroxylated and highly
hydrophilic substrate surfaces.
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The silane-based SAMs were prepared generally by immersing the
pretreated Si3N4 or SiO2 substrate in the corresponding silane solutions.
For the formation of the silane-based SAMs not only reactions between
the silane monomers and the surface but also reactions occurring within
the solution have to be considered, as schematically depicted in Fig. 8.1.
The velocity of the hydrolysis reaction depends strongly on the leav-
ing group. In the next step, the silanols formed in the hydrolysis re-
action will either react with each other to form polysiloxanes or bind
to surface OH-groups. These two reactions, condensation in the sol-
vent and binding to the surface compete with each other. In principle,
for the formation of well-defined silane-based SAMs on the surface the
condensation reaction between silanol molecules in solution leading to
oligomerization, polymerization and deformation of siloxane patches
is unwanted. Different preparation parameters, such as the tempera-
ture, the water content in the solution, the concentration of the silane
solution, the solvent, the immersion time and the pretreatment of the
substrate, have been shown to be critical for the kinetics of the SAM
formation process and for the quality of the final SAM. As shown in
Fig. 8.1, the silanol molecules condensed on the silicon surface are not
only covalent bonded to the substrate, but also lateral linked to each
other within the monolayer. This covalent cross-linking is character-
istic for silane films and determines the stability and toughness of the
formed silane-based SAMs.

With the help of the achieved IRRA spectra (see Fig. 8.2) we could
make a statement for the ordering, the density and even for the ori-
entation of the adsorbed molecules on the substrate surface and hence
optimize the preparation conditions. The asymmetric (νas CH2) and
the symmetric stretching modes (νs CH2) of the CH2 groups in the
alkyl chain are located at 2918 cm−1 and 2850 cm−1. The position
and the intensity ratio of the both vibrational bands are in good agree-
ment with those reported in the literature [1]. The band positions and
shapes demonstrate the presence of well-ordered, densely packed with
the alkyl chains mostly in an all-trans conformation. Since the posi-
tion of νas CH2 vibrational mode is very sensitive to the ordering of the
alkyl chains or rather of the monolayer, we use it as an indication of
the film quality. According to previous work the presence of a highly
ordered densely packed n-alkylsilane SAM with the alkyl chains in an
all-trans conformation is indicated by a CH2 vibrational frequency of
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Figure 8.2: IRRA spectra of n-octadecyltrichlorosilane (structure shown above)-
based SAM on silicon oxide surface measured with p- (left) and s-polarized light
(right) each with two different incident angles using a Bruker Optics FT-IR VER-
TEX 80 spectrometer. The region of the CH2 stretching modes is presented.

2919 cm−1. As a consequence of a less dense packing, where the alkyl
chains are disordered and exhibit high density of Gauche defects, the
νas CH2 band will be shifted towards higher energies (blue-shifted) by
a few wavenumbers. The data shown in Fig. 8.2 reveal that there is a
pronounced dependence of both band intensity and polarity, on IR-light
incidence angle. With s-polarized light only negative absorption bands
are observed with higher intensity at lower incident angle, whereas with
p-polarized light an inversion of the absorbance from negative to pos-
itive at incident angles higher than 75◦ is characteristic for these ab-
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Figure 8.3: IRRA spectra of C18SiCl3 SAM a) on silicon oxide and b) on silicon
nitride with p- and s-polarized light and different incident angles using a Bruker
Optics FT-IR VERTEX 80 spectrometer.

sorption modes in a well-ordered anisotropic silane based monolayer
on silicon oxide. A successful coupling of n-alkyltrichlorosilane on the
rarely passive silicon nitride surface and the optimized preparation pa-
rameters of a well-defined silane-based SAM on this substrate could be
achieved (see Fig. 8.3).

3 Summary

In our application of the IRRAS method using the novel setup provided
by the Bruker Optics FT-IR spectrometer technology, highest sensitivity
in combination with detailed structural information also on weakly re-



94 X. Stammer, S. Heißler and Ch. Wöll

flecting, nonmetal surfaces was demonstrated. IRRAS was proved to be
a steady, reliable and effective technique to control the quality of ultra-
thin films on dielectric surfaces.
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Abstract While there are a wide variety of commercially avail-
able MSI imaging techniques and instruments, the community
has long desired a simultaneous multichannel imaging sensor.
We will describe the design and utility of exactly such a system as
there has recently been a snapshot multispectral imaging system
released to the market. Here, we will focus on the development
path from standard research-grade spectrometer to filter wheel-
based multispectral imager leading to the simultaneous multi-
channel “snapshot” MSI camera. Representative data from each
modality will be presented to illustrate the progression of instru-
mentation. For the purposes of this paper, two similar looking
samples, one biological in nature and one synthetic in nature will
provide suitable objects for illustration.

1 Introduction

Every multispectral imaging application is unique and the wavelength
ranges of interest run from the UV through short-wave infra red (SWIR).
The particular regions that will be useful for one application will be dic-
tated by the material properties of the components that will be used
for imaging. The first step to successful multispectral imaging will al-
ways be accurate identification of relevant wavelengths to utilize for
imaging. For many applications, these proof of concept parameters are
already known or are proprietary knowledge. Filters to be utilized in
either a wheel camera or on a patterned dichroic filter array sensor can
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typically be designed with 5nm to 100nm FWHM bandpasses. There-
fore, the approach described here utilizing three different instruments
in the experimental pathway is a valid one for commercial, industrial
and academic applications.

2 A non-imaging start

For initial studies to better define wavelengths of interest for a system,
a research spectrometer can be a very useful tool. As mentioned above,
we will present data from two samples, one biological and one syn-
thetic. The initial measurements on these roses are shown in Fig. 9.1,
done with an Ocean Optics NIRQuest IR spectrometer. The differences
in the reflectance measurements obtained from the roses are significant,
though perhaps not what one would consider diagnostic. However, as
you see from the data obtained in the NIRQuest, it hints at the fact there
will be some interesting spectral differences between the two samples.

Figure 9.1: Raw spectral traces obtained from Ocean Optics NIRQuest IR spec-
trometer operating in reflectance mode, 400nm-2200nm data. Series 1 represents
reflectance data from synthetic flower, Series 2 is from a natural flower.
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3 Seeing multispectrally

With spectral data now in hand, we can move on to an imaging method
that will utilize the information obtained on the two samples in the
NIRQuest. The spectrometer data shows some potentially significant
differences in the spectral behavior of the two samples and we will at-
tempt to use that in the next step on our pathway. The SpectroCam from
PIXELTEQ (Fig. 9.2) is a multispectral imaging system with sensitivity
from the UV through the SWIR regions. A SWIR camera was utilized
here with six filters in order to take the next steps towards a snapshot
MSI system. The screenshot in Fig. 9.3 below demonstrates the raw im-
age output from SpectroCam.

Figure 9.2: The PIXELTEQ SpectroCam design.

Spectrally specific image data can be very powerful information and
provide essential proof-of-concept data before progressing to a snapshot
MSI system. In this example, you can see clear visual differences in the
two samples. Contrast between the biological sample as compared to
the non-biological are clearly shown in filters 3-5, especially filter 5. Fil-
ter 5 here corresponds to a wavelength range of approximately 1500nm–
1600nm, which matches an area of the spectral reflectance data (Fig. 9.4)
indicating significant differences between the real and synthetic flow-
ers. A larger image from filter 5 is shown below and demonstrates
how an imaging system perceives the spectral differences in the 1500nm
wavelength range. Important for next section to note that in a wheel-
based camera, each image is collected sequentially as the filters move
and cover the sensor in succession.
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Figure 9.3: SpectroCam by PIXELTEQ live view screenshot. The six channels
refresh constantly to provide a live view of the samples. Filters with approxi-
mately 100nm bandwidths spanning from 1050nm to 1700nm were utilized.

Figure 9.4: Image from filter 5 in PIXELTEQ SpectroCam MSI camera, corre-
sponding to 1500nm-1600nm. Note the real rose on the left shows stronger sig-
nal (indicated by greater pixel intensities) in the 1500-1600nm range.
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4 Real-time snapshot multispectral imaging system

After proving concept and imaging criteria for the system, it may be ad-
vantageous to migrate to a real-time snapshot MSI system. The primary
advantage of a snapshot multispectral system is that all spectral chan-
nels are imaged simultaneously and therefore, imaging can be close to
video rate in all channels. For this method, a custom sensor is created
using proprietary technology [1–3]. However, the classic Bayer pattern
sensor is a good illustration here to recall how typical imaging sensors
are created.

Figure 9.5: Classic Bayer pattern RGB sensor. Illustrative of how a dichroic filter
array can be created directly on an imaging sensor.

With a custom patterned dichroic filter array sensor in place, inte-
grated in an instrument called PixelCam, we were then able to produce
the images shown below in representative screen shot, Fig. 9.6. Three
channels were utilized in this demonstration camera, however, the bio-
logical matter clearly shows distinctive spectral properties when com-
pared to the synthetic rose. That channel includes the 1500nm-1600nm
range that was illustrated in the SpectroCam data. It is important to
note the individual spectral channels are successfully de-mosaiced in
the software and each channel provides an image of the subject matter.
The images can be assigned a pseudo-color as well and reassembled into
the image shown in the lower right panel of the software screen shot.
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Figure 9.6: Snapshot multispectral imaging data, screen capture.

Figure 9.7: Pseudo-color combination image representing three channels ob-
tained from snapshot MSI camera, PixelCam. Real rose on left.
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5 Downstream applications

The true utility and power of multispectral imaging systems is best il-
lustrated by the wide range of applications already successfully imple-
mented or are currently under development. To mention just a few here,
MSI imaging has been a very powerful tool for: art and archaeology
analysis, forensics, industrial inspection, agricultural analysis and wa-
ter quality monitoring. Perhaps the most interesting however, are the
potential applications for MSI systems in the biomedical sciences. As
a case study in the biomedical world, consider the emerging applica-
tions both in research and in clinical use for indocyanine green (ICG) as
a contrast agent for imaging. Currently growing in popularity, ICG is
FDA approved for use in humans and research animals and specifically
labels vascular tissues: arteries and veins. It has been successfully used
for retinal angiography (Fig. 9.8) as well as in-vivo animal research.

Figure 9.8: Retinal angiography.

A SpectroCam wheel camera or perhaps even better yet, a PixelCam
can be very useful tools for this type of imaging. The specific fluores-
cence emission from the ICG can be shown along with other channels
(such as RGB) in order to better analyze and present image data. This
particular application could be relevant for imaging during surgery, to
analyze wound healing after surgery or to assess hepatic function or
other circulatory system functioning in real-time. Applications are cur-
rently under development for this type of imaging and provide just one
example of the potential for MSI imaging in the biomedical sciences.
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Abstract Against the background of hyperspectral imaging this
paper evaluates a number of different machine learning based
classification methods in terms of their performance. All consid-
ered methods offer relevance profiles that additionally provide
valuable information about the relevance of all acquired wave-
lengths to get the obtained classification. This relevance pro-
file can be used to select appropriate wavelengths or wavelength
bands to customize data acquisition and analysis tailored to the
specific application at hand.

1 Introduction

Quantitative assessment of phenotypic properties of crop plants in re-
lation to different genotypes, nutrition, stress tolerance, and fruit qual-
ity has become increasingly important in crop plant research, modern
plant breeding, and particularly in precision agriculture / smart farm-
ing. The required assessment can generally be based either on morpho-
logical features, such as plant height, leaf shape, root structure etc., or
on biomolecular/biochemical analyses. While the latter one is typically
invasive and destroys the intact biological structure, morphological fea-
tures are often not sufficient to unravel all relevant information at the
required level of detail. Moreover, wet lab analyses typically assess only
a more or less small number of samples and are not suitable to monitor
crop plants in productive operation on the field or for large-scale (high-
throughput) phenotyping of many genotypes in plant breeding. The
results of wet lab analyses typically cannot be incorporated into on-line
monitoring systems.
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Figure 10.1: (a) Histogram of LDA coefficient for the two class problem of nu-
trition state; (b) Scatter plot of the LDA coeffcients for the three class problem of
genotype classification.

There are several non-invasive systems currently available on the
market. Typical applications are ground-based or airborne data acqui-
sition for precision agriculture / smart farming as well as automated
greenhouses in crop plant research and plant breeding. Technically
these systems are based on broadband or selective color imaging (ca.
400-800 nm) that is sometimes accompanied by a few selected spectral
bands in IR (>800 nm) or UV (<400 nm) range. From the application’s
perspective these systems can only monitor for example the level of
green color (chlorophyll) of the plants (leaves) as indicator of nitrogen
nutrition (e.g. Yara N-Sensor), the water content, or some particular
biochemical compounds. Monitoring of a comprehensive health and
nutrition state of crop plants is currently not commercially available.

Hyperspectral imaging linked to subsequent computational intelli-
gence based analysis has proven its suitability to unravel complex in-
formation in a number of different application areas, such as geology,
defense, etc. The extension of this approach to crop plant research, plant
breeding, agriculture, and food processing has started just quite re-
cently. Here, the image acquisition ranges from airborne sensing mainly
for agricultural applications down to single leaf analysis in the context
of precision and high-throughput plant phenotyping. All these applica-
tions have in common, that particular relevant compounds of the plant
need to be determined by means of hyperspectral signatures as comple-
ment or substitute to extensive biochemical analyses.

Often the direct relationship between spectral information and bio-
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chemical target value or material category is not known in a closed
mathematical form. In this case a machine learning approach is used
to acquire an analysis model from reference data, a paradigm often re-
ferred to as ‘soft-sensor’. Sensor data analysis becomes a pattern recog-
nition task. Regarding pattern recognition and data mining in the ac-
quired spectral data, computational intelligence based methods are still
providing powerful tools to cope with this kind of high-dimensional
and complex data.

In this paper we assess the ability of machine learning methods to
robustly classify nutrition states and genotypic identity from input of
three different hyperspectral cameras covering the VNIR/SWIR range.

2 Data acquisition

The data set originated from three genetically different tobacco va-
rieties, namely Nicotiana tabacum L., cv. SamsunNN (SNN), Nicotiana
tabacum L., cv. undulata (NIC1015) and Nicotiana tabacum L., cv. undulata
(NIC1019). Plants were cultivated on quartz sand and maintained under
controlled environmental conditions in a greenhouse. The plants were
daily irrigated with a complete nutrient solution containing either 5 mM
or 10 mM NH4NO3 (ammonium nitrate). Twelve weeks old plants were
used in the experimental setup. Hyperspectral images were acquired
from whole leaf blade (lamina). Leaves of different age were taken into
account. Four leaves per plant were recorded. Leaves are numbered
starting from the top downwards along the stem, therefore leaf age in-
creases with the leaf number.

Images were acquired covering the complete VNIR/SWIR-band with
three sensors simultaneously (Norsk Elektro Optikk A/S, VNIR 1600,
SWIR 320i, SWIR 320m, 0.4-1.0, 0.9-1.7, 1.3-2.5 μm, respectively). The
acquired images were read from 16 bit raw data using the vendors soft-
ware. Blank images of the image background were also taken into ac-
count for inhomogeneous pixel sensitivities, which were found negligi-
ble. Reflectance calibration values were obtained from a standard opti-
cal PTFE (polytetrafluoroethylene) pad.

In a first k-means clustering [1], background pixels and pixels of
non-leaf objects were removed. For display purposes and as input to
the Support Vector Machine classifier in the classification stage, a Lin-
ear Discriminant Analysis (LDA) was performed. Figure 10.1a shows
the data distribution in a one-dimensional LDA space per camera for
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the two-class problem of nutrition classification (5 mM and 10 mM
NH4NO3). In Figure 10.2a, the mean spectrum (middle line) is depicted
per camera. The seam around the mean spectra depicts the extend of
the standard deviation per spectral band. Spectra were normalized to
unit length. In both figures data originates from mutant NIC1019 and
all leaf ages. Figure 10.1b shows the scatter plot in a two-dimensional
LDA space per camera for the three-class problem of genotype classifi-
cation while Figure 10.3a shows the mean spectra with standard devia-
tion. Data originates from all leaf ages.

3 Theory

For machine learning, four different classification models are consid-
ered, a Radial Basis Function (rRBF) Network with Relevance Learn-
ing [2, 3], Generalized Relevance Learning Vector Quantization (GR-
LVQ) [4], Supervised Relevance Neural Gas (SRNG) [5] as well as a
Support Vector Machine [6]. In general, rRBF, SRNG, and GRLVQ Net-
works are similar in terms that they process the input data in a layer
of prototypical data points. While the rRBF generates activation due to
the similarity with prototypes which is accumulated in a second layer
for the network output, the GRLVQ and SRNG directly assign classes
to prototypical data points. Prototypes usually represent central posi-
tions in a data cloud. In contrast, the Support Vector Machine stores
support vectors, e.g. representative data points at the margin between
data clouds. The used Support Vector Machine implementation of the
ν-SVM variant [7] from the freely available libSVM package1 takes up a
variable amount of support vectors.

In order to compute the distance of spectral data point v and a proto-
type w in the rRBF, SRNG and GRLVQ, we used the weighted Euclidean
distance metric

d (v, wr, λ) = ∑
i
λi (vi − wir)

2 , (10.1)

where λi is the relevance factor per spectral band which is adapted dur-
ing the learning process to form the relevance profile. The rRBF, SRNG,
and GRLVQ learning approach is essentially an energy minimization
problem. In the standard learning scheme, stochastic gradient descent

1 www.csie.ntu.edu.tw/˜cjlin/libsvm/



Monitoring of crop plants by hyperspectral imaging 107

with step-sizes manually set for different parameters are used. In or-
der to avoid a manually chosen step-size, we used the non-linear conju-
gate gradient approach with automatic step size from the optimization
toolbox ’minFunc’2 available for Matlab. For this purpose we had to
provide the objective/energy function along with the first derivatives
according to the optimization parameters. The derivatives are accumu-
lated for all data points (batch learning).

3.1 Radial basis function network with relevance

For the rRBF [2, 3] the objective function is the accumulated quadratic
error of the network output y and target value t across network outputs
and data samples v j.

E (V, W, λ) =
1
2 ∑

j
∑
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yk
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v j

)
− t

j
k

}2
,
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2 http://www.di.ens.fr/˜mschmidt/Software/minFunc.html
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The output weights urk are yielded by direct update UT = Φ†T where
† denotes the pseudo inverse [8]. For the classification task a 1-out-of-N
coding scheme for the target vector was used.

3.2 Generalized relevance learning vector quantization

For the GRLVQ the objective function is the accumulated difference in
shortest distance of a data point to a prototype representing its class d+r
and a prototype representing any other class d−r [4]:

E (V, W, λ) = ∑
v∈V

d+r − d−r
d+r + d−r

.

The partial derivatives are as follows

∂E
∂w+

ir
= − 2 · d−r(

d+r + d−r
)2 2

(
vi − w+

ir
) ∂E

∂w−ir
=

2 · d+r(
d+r + d−r

)2 2
(
vi − w−ir

)
∂E
∂λi

=
2 · d−r(

d+r + d−r
)2

(
vi − w+

ir
)2 − 2 · d+r(

d+r + d−r
)2

(
vi − w−ir

)2 .

All partial derivatives not belonging to the winning prototype of same
class w+

r and any other class w−r are set to zero.

3.3 Supervised neural gas

The SRNG [5] is a supervised version of the well known neural gas clus-
tering algorithm [9]. Like in the GRLVQ a number of prototype vectors
with pre-assigned class labels are distributed in the input space while
minimizing the energy function

E (V, W, λ) = ∑
v∈V

∑
wr∈Wc

hγ (r, v, Wc)
d+r − d−r
d+r + d−r

,

where hγ (r, v, Wc) denotes the degree of neighborhood cooperation
among all prototypes representing the respective spectral vector class.
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Figure 10.2: Nutrition state classification: (a) Mean spectral profile; (b) rRBF
relevance profile for NIC1019; In VNIR 1600, a clear dominant frequency range
around the intensity flank can be observed. This is known as ”red edge” that
corresponds to photosynthesis activity in plants as result of varying nitrogen
supply.

The partial derivatives are as follows
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4 Spectral band reduction

All three described machine learning modeling approaches optimize
their respective energy function by adaptation of per-spectral band
weighting. This weight vector is used to order the spectral bands ac-
cording to their relevance. In order to check model performance on re-
duced spectral information, an rRBF network model was trained on the
largest weighted bands as input and continuously added bands with
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Figure 10.3: Relevance profiles for genotype classification: (a) Exemplary mean
spectral profile; (b) rRBF relevance profile.

the highest input dimensionality of 70. The rRBF networks were trained
with the same setup and parameters as above. The data is taken from
the VNIR range for leaf 1. Test accuracy on unseen data for nutrition
and genotype classification is evaluated for each n-dimensional input
space. As control, a matching number of spectral bands are chosen at
random (uniform distribution).

5 Results

For the prediction of nutrition states and genotypic identity, data
sets were obtained from all three cameras for all leaves, for leaf one
(youngest), and leaf three (second oldest) separately. Furthermore, for
nutrition prediction, data was separated for each mutant condition to
remove variation from genotype identity, which is a reasonable assump-
tion since crop plant species should be known in advance in a precision
farming environment. For the genotype classification, all nutrition con-
ditions per genotype were included, since these could vary on the field.
For each class 3, 000 randomly selected spectral samples were chosen.
Data was partitioned into 50% training and 50% test data. A 5-fold
cross validation with randomized assignment of data samples to test
and training data under the given partition and randomized initializa-
tion in GRLVQ, SRNG, and rRBF was performed. Classifier accuracy
was averaged and standard deviation was calculated.

Table 10.1 on the left shows test data accuracy for classification of nu-
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Nutrition Genotype
Class. VNIR 1600 SWIR 320i SWIR 320m VNIR 1600 SWIR 320i SWIR 320m
Method

Leaf 1-4
SVM+LDA 79.2 (0.1) 70.8 (0.9) 80.3 (0.2) 79.2 (0.1) 70.8 (0.9) 80.3 (0.2)
SVM 59.0 (0.5) 53.6 (1.7) 55.2 (1.6) 59.0 (0.5) 53.6 (1.7) 55.2 (1.6)
SRNG 56.0 (5.1) 55.5 (3.8) 54.5 (2.0) 56.0 (5.1) 55.5 (3.8) 54.5 (2.0)
GRLVQ 58.4 (0.6) 55.4 (4.0) 53.4 (2.9) 58.4 (0.6) 55.4 (4.0) 53.4 (2.9)
rRBF 83.7 (0.6) 75.2 (0.9) 81.5 (0.7) 83.7 (0.6) 75.2 (0.9) 81.5 (0.7)

Leaf 1 - youngest
SVM+LDA 99.3 (0.1) 87.9 (0.7) 85.8 (0.3) 99.3 (0.1) 87.9 (0.7) 85.8 (0.3)
SVM 97.3 (0.1) 77.9 (0.3) 69.2 (1.5) 97.3 (0.1) 77.9 (0.3) 69.2 (1.5)
SRNG 92.6 (1.9) 74.3 (2.7) 57.6 (4.5) 92.6 (1.9) 74.3 (2.7) 57.6 (4.5)
GRLVQ 92.3 (0.3) 61.5 (8.9) 60.3 (0.7) 92.3 (0.3) 61.5 (8.9) 60.3 (0.7)
rRBF 99.5 (0.1) 93.9 (0.6) 91.1 (0.8) 99.5 (0.1) 93.9 (0.6) 91.1 (0.8)

Leaf 3 - second oldest
SVM+LDA 78.9 (0.4) 74.6 (0.5) 83.8 (0.5) 78.9 (0.4) 74.6 (0.5) 83.8 (0.5)
SVM 70.6 (0.3) 53.5 (0.4) 59.1 (0.9) 70.6 (0.3) 53.5 (0.4) 59.1 (0.9)
SRNG 70.6 (0.3) 60.3 (8.8) 52.9 (6.2) 70.6 (0.3) 60.3 (8.8) 52.9 (6.2)
GRLVQ 60.7 (5.4) 59.0 (1.3) 54.0 (1.8) 60.7 (5.4) 59.0 (1.3) 54.0 (1.8)
rRBF 83.5 (0.4) 79.8 (1.4) 84.3 (0.5) 83.5 (0.4) 79.8 (1.4) 84.3 (0.5)

Table 10.1: The table contains the classification test accuracy averaged over a
five-fold cross validation and according standard deviation in brackets. Best
performance per classification is highlighted.

trition from the NIC1019 mutant, other mutants showed comparable
levels of performance. It is apparent that both GRLVQ and SRNG show
poor performance in data sets containing all leaf ages while improv-
ing significantly if just the youngest leaf is considered, especially in the
VNIR 1600 camera data. Furthermore, VNIR 1600 and SWIR 320m data
performed better in classification than SWIR 320is. As to be expected,
the SVM classifier gains much from data transformation by LDA and
shows poor performance on plain spectra data for the data set with all
leaves, gaining performance if the youngest leaf is considered only. Leaf
age seems to be the most prominent confounding factor for prediction
of the nutrition state. Finally we have to note that the RBF network per-
forms robustly with levels of performance matching those of an SVM on
LDA subspace. Classification performance is affected by the leaf age to
a much smaller extend than seen in GRLVQ and SRNG staying around
80% accuracy in all cameras for all leaf ages.

Figure 10.2b shows relevance profiles obtained from the rRBF trained
for nutrition classification for all three cameras and the NIC1019 mutant
in the youngest leaf (which showed best classification performances).
Some interesting properties can be learnt from these relevance profiles.
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The relevance profile is altered in a way to minimize the mean square
error between network output and target vector, e.g. to maximize net-
work classification performance. In the VNIR 1600 data, a peak of rel-
evance can be observed right at the position of the intensity flank be-
tween 0.7μm and 7.5μm. In the SWIR 320m, increased relevance can be
observed at the flank between 1.5μm and 1.6μm as well as the end of
the intensity flank between 1.8μm and 1.9μm. A similar behavior can
be found for the other mutants.

Figure 10.4a compares the test accuracy of nutrition classification
for the rRBF model trained on input spaces of different dimensional-
ity for the three selection strategies (relevance, discriminance, and ran-
dom selection). The data, taken from the VNIR range, contains mutant
NIC1019 and leaf one. In general, accuracy saturated extremely fast for
both strategies. From around 20 spectral bands onwards, all strategies
converge. However, it is apparent that the selection based on the rele-
vance vector yields test accuracy above 0.9 with even just one spectral
band. This shows that the relevance weighting can identify bands that
will contribute highly to the classification task at hand.

Table 10.1 on the right side shows test data accuracy for classification
results of genotypes. Generally, the classification of genotypes proves to
be a harder task then the classification of nutrition. Like in the nutrition
classification both GRLVQ and SRNG show poor performance in data
sets containing all leaf ages while in contrast to nutrition performance
did not improve significantly if just the youngest leave was considered.
There is also no clear difference of performance between VNIR 1600,
SWIR 320m and SWIR 320is ranges across the board. The best results for
genotypic classification were gained with an rRBF network in the VNIR
range if just the youngest leaf is considered, yielding near 90% accuracy.
From theory of plant nutrition it is known that young leaves are most
active in terms of photosynthesis while older leaves show weaker pho-
tosynthesis related signals up to beginning senescence. From the ap-
plication point of view this fact offers excellent perspectives for smart
farming set-ups because typically only the youngest leaves are visible
from above.

Figure 10.3b shows relevance profiles obtained from the rRBF net-
work trained for genotype classification for all three cameras in the
youngest leaf (which showed best classification performances). Like
for the nutrition classification, some interesting properties can be de-
rived from these relevance profiles. In the VNIR 1600 data, a peak of
relevance can be observed right at the position of the intensity flank
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Figure 10.4: Model accuracy on reduced spectral bands: Spectral bands are cho-
sen due to rRBF relevance profile or at random; rRBF Models are trained on
reduced data set and test accuracy is depicted for (a) nutrition state prediction
and (b) genotype classification.

between 0.7μm and 7.5μm but additionally, the range between 0.5μm
and 0.6μm gains high relevance factors. In the SWIR 320m, increased
relevance can be observed at the flank between 1.7μm and 1.9μm.

Figure 10.4b compares the test accuracy of genotype classification for
the rRBF model trained on input spaces of different dimensionality for
the three selection strategies (relevance, discriminance, and random se-
lection). The data, taken from the VNIR range, contained all nutrition
conditions and leaf one. In general, accuracy saturated slower than
for the nutrition classification showing that more spectral information
is needed for this classification task. The relevance selection strategy
yields a slight advantage in the classification performance. In general,
this graph shows that the number of dimensions can be reduced mas-
sively and still retaining the classification accuracy.

6 Summary

Leaf age showed a strong impact on reducing classification performance
for nutrition states by GRLVQ, SRNG, and SVM (plain spectra) down to
near guessing level. Both SVM on LDA subspace and rRBF showed a
robust nutrition prediction under leaf age variation. Such performance
is needed for the utilization of machine learning methods in precision
farming where other than under laboratory conditions recorded data
cannot be controlled for individual leaf age for example. The genotype
classification task proved to be much harder compared to nutrition clas-
sification. Here an rRBF trained on young leaf data in the VNIR range
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showed best results while performance dropped significantly when all
leaf ages are considered in the same model.

From the application point of view the obtained results clearly
demonstrate the usefulness and suitability of this framework for preci-
sion phenotyping and smart farming. While detecting unknown geno-
types is typically not in the focus of this kind of applications, recog-
nition and quantitative modeling of the abundance of several metabo-
lites, caused by various abiotic and biotic stress factors, is much more
relevant. For example, quantitative changes in the plant’s metabolism
based on different supply of nutrients is the key to a wide range of
smart farming applications. This also paves the way for modeling fur-
ther metabolic effects that are relevant in plant breeding and pathogen
response.
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Abstract The scope of this project is finding suitable parameters
correlated with grape and wine composition to be implemented
as a quality criteria to sort harvested grapes. Grape quality is
not only defined by sugar concentration but by a complex equi-
librium of parameters depending on the type of wine to be pro-
duced. Moreover, measuring berry composition is not always
linked to the amount that will finally be extracted into wine. Sort-
ing the berry according to their density and berry size showed
that measuring berry size could be another good tool to segre-
gate groups. It was possible to relate berry color with sugar ac-
cumulation and anthocyanin accumulation until berry coloration
process (veraison). However, after veraison, berry color was not
a suitable parameter anymore to describe differences in maturity.
It was also possible to correlate berry color with aroma precur-
sors in Riesling white grapes, showing that VIS measurements in
white grapes could indeed be a possible way to sort the berries ac-
cording to quality. A multiparametric optical sensor, Multiplex®

(Force A, France) showed that change in simple fluorescence ra-
tio in green excitation was correlated to sugar concentration in
white berries. Two ratios showed promising results: Firstly, the
NBI G indicating amino acid in berries and juice then secondly
the ANTH G correlating red color pigments (anthocyanin) con-
centration. This will have potential to determine quality param-
eters and in combination with user-friendly interfaces will im-
prove grape sorting devices.
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1 Introduction

In recent years, grape sorting has gained in importance and there is a
growing interest in optical food evaluation technologies for grape and
wine analysis [1]. This development can be observed particularly for
the production of hand-picked, high-quality wines and the further pro-
cessing of mechanically harvested grapes. Grape sorting provides an
opportunity to actively increase the quality of the harvested grapes by
sorting out green parts of plants, as well as unripe, damaged or partly
rotten berries, insects such as ladybugs or earwigs and other foreign
substances such as material of the trellising-system (e.g. wood, nails)
(Fig. 11.1). Especially in the field of red wine production, such a se-
lection is important because the grapes are processed with skin contact
during several weeks to extract the desired substances such as antho-
cyanins and tannins. However, when unsorted, undesirable flavor com-
ponents can be extracted. In the past, grape sorting was mainly done
manually; either by selective hand-picking in the vineyard or by means
of manual sorting devices such as vibrating or belt sorting tables. The
growing use of mechanical harvesting leads to an increasing relevance
of sorting grapes. Therefore growing interest in automatisation of the
process can be observed [2].

a) b) 

f) d) e) 

c) 

Figure 11.1: Materials Other than Grapes (MOG) to be sorted out for the harvest:
insects (a), wood (b), stem pieces (c), material of the trellising-system, nails (d),
unripe, smallest berries (e) and leaf pieces (f).

Nowadays, automatic sorting lines are already available, selecting
the harvested grapes using mechanical or optical methods. The auto-
matic sorting lines are positioned downstream of a destemming ma-
chine where the berries first fall onto a conveyer belt or vibration ta-
bles. During convey, juice that has accumulated as well as part of the
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small pieces of stems, petioles, and smallest berries are separated by
means of a perforated plate imbedded in the table. By means of me-
chanical sorting systems, larger pieces of stems and entire rachises are
separated at the end of the conveyor via different systems. The remain-
ing berries and berry parts fall from the conveyer belt and go through
an adjustable air nozzle or fall onto a perforated stainless steel roller
to separate damaged berries and parts of stems. After spreading out,
the berries get to a perforated sorting belt that accelerates the berries
to about 2-3 m/s. At this speed, the fruit is passed alongside an opti-
cal system made up of camera, laser and/or LED technology allowing
systematic selection according to colour, structure and/or form. The el-
ements that the optical evaluation system recognizes as foreign materi-
als or generally as negative are blown into a separate collecting system.
The automatic evaluation of the harvested grapes provided by the ex-
isting systems therefore involves only a determination of foreign bodies
(stem, leaves), affected berries and unripe berries [3], [4]. However, the
remaining healthy berries differ largely in quality or ripeness, leading
to different wine styles. The aim of this project is to determine suitable
parameters correlated with grape and wine composition to be imple-
mented as a quality criteria.

2 Quality parameters to be taken into account for wine
production

Compared to many other agricultural products, grape production still
holds one of the highest cash returns . Around 70% of this production
is aimed for winemaking. Wine contains many different components,
the majority originating from the vineyard and others produced during
the winemaking process. Therefore most of the compounds responsible
for wine quality depend on the quality of the grapes. Grape either pro-
duced in leaves (sugars and acids) or in berries (acids and phenolics).
Grape berries contain three major types of tissue: skin, flesh, and seeds
and the maturation process follows a two sigmoid curve [5]. Many of
the solutes are accumulated in the grape berry during the first period
of development yet their concentration is significantly reduced towards
harvest due to the increase in berry volume. A grape berry is mostly
composed of water and overall the berry approximately doubles in size
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and weight between veraison and harvest. Although the first growth
period contributes to the final quality of the berry, the most important
events occurs during the second growth period with an increase in sugar
(glucose and fructose), organic acids, mostly tartaric and malic acids that are
responsible for the acidity of the wine and therefore critical to its qual-
ity. Malic acid is metabolised and used as an energy source during the
ripening phase, resulting in a significant decrease of its levels relative to
tartaric acid. Nitrogen, present in mineral or organic forms in the grapes
is accumulated during ripening and metabolized by the yeast during
the fermentation process. However, sugar accumulation is not well re-
lated to flavor and aroma compounds therefore phenolic and aromatic
ripeness may be reached at a different time. Phenolics contribute to the
color, color stability, structure and mouthfeel of a red wine. Tannins also
decline considerably on a per-berry basis after the onset of ripening, ve-
raison, whilst the anthocyanins accumulation begins in berry skin of red
grapes. The complexity of wine aromas is issued from primary aromas
synthesized in grapes and secondary aromas released during winemak-
ing process. Aromatic compounds produced during the first growth
period also decline on a per berry basis during fruit ripening. From a
winemaking point of view, optimal grape maturity is essential for wine
quality, but is difficult to assess because it is controlled by many factors,
involving grapevine variety and environmental parameters such as soil,
temperature, exposure to sun, and hormonal regulation.

3 Sorting berries according to berry size

Among many secondary components, phenolic components are impor-
tant for red wine color (anthocyanins) and mouthfeel (tannins), there-
fore for the quality of a red wine. However heterogeneity of grape
composition at one given date is well known and changes observed
through the ripening process would be more related to berry ripeness
than harvest date [6]. Phenolic compounds can be found in berry skin
and seeds, however structure and accumulation differ. Therefore dif-
ferences in berry size or maturity may affect their contribution to wine
composition. Pinot noir berries from a vineyard at Geisenheim (Ger-
many) were first segregated into size groups at harvest and then each
group in different density subgroups as described previously [7]. As
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Figure 11.2: Phenolics in micro scale wines produced from berries sorted ac-
cording to their density depending on 3 diameter classes. a) Tannin concentra-
tion in wines as mg catechin equivalent (CE) per L wine, b) Anthocyanin con-
centration in wines as malvidin 3-O Glucoside equivalent (M30G) per L wine.

grape secondary components can differ in extractability into wine, mea-
suring berries cannot always predict the type of wine that will finally be
made at the end of the process. Thus, a nanoscale winemaking tech-
nique was developed for red wine fermenting of 100 berries to be able
to mimic higher scale fermentation and obtain wines from different dis-
criminated groups. When sorting berries according to their total soluble
solids (density), wine tannin concentration decreased with increasing
maturity (Fig. 11.2). Flotation method has already been suggested for
grape sorting method [8] and is already implemented in some systems
on the market. When maturity was even, wines produced from smaller
sized berries showed higher anthocyanin extraction compared to wines
from bigger sized berries (Fig. 11.2b) probably a result of the greater
skin to juice ratio in the fermentation process as hypothesized before [9].
On the other hand, wines produced from smaller sized berries showed
lower tannin concentration compared to wines from bigger sized berries
(Fig. 11.2a) [10]. Therefore segregating berries according to their size di-
ameter would be a good tool to sort berries according to the type of wine
aimed to be produced.
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4 Sorting berries according to reflection in visible part of
the spectrum

4.1 Red grapes

When a red grape undergoes maturation, the color is changing from
green to dark blue due to anthocyanin accumulation in berry skin
(Fig. 11.3). One parameter to sort the berries would be to measure the
change in color in the visible part of the spectrum. Colorimetry is an ap-
proach to evaluate grape ripeness from diffuse light reflectance which is
then converted into values that represent human visual perception ac-
cording to the Commission Internationale de l’Eclairage (CIE) tristim-
ulus values (CIELab). A color index for red grapes (CIRG) was devel-
oped [11] and was already used to correlate against anthocyanins con-
centration (coefficient of determination 0.92) [12, 13]. Pinot noir grapes
were first sorted according to their density at different time during the
maturation period to obtain homogen groups in terms of sugar concen-
tration. Single berry reflection was measured with a spectrometer in
visible (VIS) part of the spectrum (Minolta 3500d, Konica Minolta, Ger-
many). The parameters lightness (L*), red/green (a*), and yellow/blue
(b*) were calculated using the D65 illuminant and a 10 degree standard
observer. The berry color b* in CIELAB system (blue to yellow) was
correlated with sugar accumulation and anthocyanin accumulation un-
til berry coloration process began. However, after berry coloration, blue
color (negative b*) in VIS was not anymore suitable to describe differ-
ences in maturity. Such poor estimates were also found giving maxi-
mum a 0.50 for the coefficient of determination in the correlation with
anthocyanins in whole grape berries [14].

4.2 White grapes

When a white grape undergoes maturation, the color is changing
from green to yellow due to loss of berry skin chlorophyll and
therefore carotenoids and phenolics become responsible for the color.
Carotenoids are important for grape quality as they are aroma precur-
sors so as C13-norisoprenoids and terpenes. Grape exposition to sun-
light is a critical factor for berry coloration as berry skin secondary com-
ponents act as a barrier defense against UV light. Again the problem of
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Figure 11.3: Change in berry color for Pinot noir grapes from green to blue ac-
companied with an increase of anthocyanins and a decrease of tannins in grapes
as mg per g homogenate.

the wide range in berry color was contourned when first sorting Ries-
ling grapes according to their red/green color (a*) [15]. It was possible
to correlate the berry a* color parameter with glycosidic aroma precur-
sors (so called Glycosyl Glucose -GG) in grapes (Fig. 11.4), showing that
VIS measurements in white grapes could indeed be a possible way to
sort white berries according to quality.

5 Sorting berries according other parameter than visible
part

Another way for non destructive measurement would be to use berry
properties in emitting specific light emission – fluorescence – under
UV excitation for flavonols or visible light for anthocyanins. The tech-
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Figure 11.4: Color of Riesling berries sorted according to a* parameter measured
in CIELab system as linear correlated to glycosidic aroma precursor measured
as Glycosyl Glucose (GG as μmol /g berry fresh weight) in grape homogenate.

nique, based on intrinsic fruit fluorescence, called chlorophyll fluores-
cence screening method, has been successfully used to determine an-
thocyanin in berry skin [16]. An optical sensor, Multiplex® (Force A,
Orsay, France), relies on such principles. The device measures the yel-
low fluorescence(YF-590nm), red fluorescence (RF-685nm) and far-red
fluorescence (FRF-735nm) , excited by ultraviolet ( UV-375nm), blue ( B-
470nm), green ( G-516nm) or red ( R-635nm) light. This fluorescence
sensor would be insensitive to ambient light [17].

5.1 Red grapes

To validate the method, Pinot noir grapes were first sorted accord-
ing to their density at different time during the maturation period to
obtain homogen groups in terms of sugar maturity. Then popula-
tion of 20 berries were measured with the Multiplex® (Force A, Or-
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say, France). An index called ANTH RG, was defined as the ratio be-
tween Far-Red Fluorescence (FRF) under red excitation (FRF R) and
Far-Red Fluorescence (FRF) under green excitation (FRF G): ANTH RG
= log(FRF R/FRF G). The index ANTH RG was correlated to antho-
cyanin concentration proving that blue colored berries could indeed
be separated in different groups when using other part of the spec-
trum than visible light. Similar results were found when sampling
Pinot noir berries during maturation period (coefficient of determina-
tion 0.96) [16]. The Multiplex® SFR index is linked to the changes in
skin chlorophyll content. This index is defined as the ratio between
Far-Red Fluorescence (FRF) emitted under red excitation (FRF R) and
Red Fluorescence (RF) emitted under red excitation (RF R): SFR R =
FRF R/RF R [17]. It was possible to correlate this index SFR R with
tannin concentration in berry skin, however not really for tannin con-
centration in berry seeds.

5.2 White grapes

Change in simple fluorescence ratio in green excitation (SFR G) is re-
lated to berry chlorophyll content and was correlated to sugar con-
centration in white berries of Riesling collected at Geisenheim (Ger-
many). Similar results were obtained for Chardonnay grapes showing
the strong correlation of sugar accumulation and chlorophyll decrease
[17]. However, an absolute calibration for the use as non-destructive
prediction remains to be done for different varieties and seasons. An-
other index, NBI G is defined as the ratio between Far Red Fluorescence
emitted after UV excitation (FRF UV) to red fluorescence emitted in red
excitation (RF R): NBI G = FRF UV/RF R. The NBI G index was cor-
related to amino acid concentration of the grape juice (measured as N-
OPA), important substrate to assure complete fermentation of the juice.

5.3 NIR spectroscopy

Near Infrared spectroscopy (NIR) was found to be linked with berry
composition and indeed, NIR spectroscopy was shown to be a good
tool for acidity prediction in grapes [18]. Grape ripeness (Brix) could be
predicted with NIR spectroscopy for red and white grape with however
better results for red grapes. [19]. Together with sugar content (Brix)
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and pH, it was shown that anthocyanin content from red grapes could
be predicted with spectroscopy measurements in the visible-NIR range
[20]. Measurements were undertaken in 2012 to confirm the validity of
assessing NIR spectroscopy to determine quality parameters in grapes
of this project.

6 Summary

In the past, grape sorting was mainly done manually. With the use of
mechanical harvesters, a selection is crucial for sorting out undesirable
substances, i.e. material other than grapes (MOG). Automatic sorting
lines are already available for negative selection of such components.
However, despite the negative selection it is of major interest to sort the
fruit towards quality and hence improve the final wine. The aim of this
project is to find optical non-destructive parameter to assess quality of
the grapes affecting wine quality. We found that measuring berry size
could be a good tool to segregate groups. Moreover, berry color gives
interesting hints about grape quality for white berries showing that VIS
measurements could indeed be a possible way to sort the berries ac-
cording to quality. The implementation of an optical sensor, Multiplex®

(Force A, France) showed promising results. Further, measurements
aside the visible range of the spectrum, in UV or NIR part, are tested to
validate the use of such parameters for quality segregation. This work
represents the basis of an on-going project implementing these tech-
niques on a sorting machine with a user-friendly interface to improve
existing systems for sorting grapes in different quality levels.
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Abstract Active infrared thermography is a technique which can
visualize differences in the thermal properties of the objects un-
der inspection. It is an interesting alternative to existing methods
in various fields of quality control in foodstuff. Possible applica-
tions include the detection of foreign bodies in almonds and pota-
toes and the detection of bruises in apples. This chapter explains
the principles of active thermography, gives typical examples and
discusses the options and limits of the technique as wells as some
aspects of infrared image processing.

1 Introduction

Consumers of food expect high quality and low prices at the same time.
Consequently, automated techniques for quality control in the food in-
dustry are essential and still gain in importance. While well-established
methods based on image processing in the visible part of the electro-
magnetic spectrum exist, little use is made today of the differences in
thermal properties such as thermal capacity and thermal conductivity
of foodstuff. These differences can be made visible by means of active
infrared thermography. In such a way, thermography can help to solve
some problems e.g. in the detection of foreign bodies in food. Potatoes
coming from the producer, for example, can contain a lot of foreign bod-
ies such as wood, bones, objects from plastic and even golf balls. Many
of these can be separated by means of heavy media separation: Potatoes
sink in normal water, any object with lower density than potatoes will
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swim and can be removed. In salt water, on the other hand, the potatoes
will swim, and objects with a higher density can be separated. However,
wooden objects, bones, and also the golf balls cannot be removed in this
way. Furthermore, they also look very much like potatoes, so that con-
ventional image processing is difficult or impossible. As will be shown
below, these objects can be detected using active infrared thermography.

2 Principles of infrared imaging

The basis of infrared thermography is the fact that every object having a
temperature above absolute zero emits electromagnetic radiation which
is called thermal or Planck radiation. At a given wavelength the radi-
ated power density (for a so-called black body) depends on the tem-
perature only so that the temperature can be calculated by measuring
the radiated power density. The dependence of the power density on
temperature and wavelength is given by the famous Planck equation:

M0
λ =

C1λ
−5

exp(
C2

λ
)− 1

In this equation, M0
λ is the power density per wavelength interval emit-

ted by an ideal (“black”) radiator (unit: W/m3), whereas λ stands for
the wavelength and T for the absolute temperature. The constants C1
und C2 contain only natural constants such as h (Planck’s constant), c
(speed of light) und kB (Boltzmann’s constant):

C1 = 2πhc2

C2 =
hc
kB

For room temperature, the emissivity curve peaks around 10μm (see
Fig. 12.1). A large number of cameras exist on the market which are
sensible to infrared radiation in this wavelength range. Basically, there
are two groups of cameras. In the first type, the so-called uncooled
or bolometer cameras, the infrared radiation is focussed on an array
of small silicon plates. The resulting increase in temperature is de-
tected by means of the increasing electrical resistance. In the second
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Figure 12.1: Power density radiated by a black radiator between 300 K and
700 K.

group of cameras, mostly called cooled cameras, the infrared photons
create electron-hole pairs in semiconductors such as HgCdTe or InSb.
These detectors have to be cooled to temperatures around 90K in order
to avoid excessive thermal noise. Typical pixel numbers are 640 x 512
for both camera types. The temperature sensitivity is given by the so-
called noise equivalent temperature difference which is in the range of
50mK for uncooled and 15mK for cooled cameras. It is often said that
infrared cameras image the surface temperature of objects. This is not
exactly true since Planck’s formula as written above is valid only for
the ideal black radiator. Any real object radiates at a given temperature
less power than the black radiator This is mathematically described by a
multiplicative constant called ε which is between 0 and 1 by definition:

Mε
λ = ε(λ)M0

λ

While polished metals can have very low emissivity values (Al: 0.03),
most organic materials have emissivities close to one.

3 Active infrared thermography

The idea of thermography for quality control in foodstuff is to generate
temperature differences between ”good” and ”bad” regions which can
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Figure 12.2: Thermal image of caramel cups (light grey) filled with hot chocolate
(white) and nuts (dark). A: half nut. B: mising nut.

subsequently be detected by infrared imaging. The flow of heat in solid
matter is described by Fourier’s law:

∇Q = ∇(∇κT)) = ρCsp
∂T
∂t
− q

where Q is the heat flow, κ the thermal conductivity, ρ the mass density,
Csp the specific heat capacity, and q the internally generated heat. In or-
der to have ∇T �= 0, one needs either internally generated heat (q �= 0)
or a change of temperature in time (∂T/∂t �= 0), or both. Only the sec-
ond case is of practical importance in quality control of foodstuff since
there are normally no internal heat sources. A change of temperature
in time can simply be achieved by letting cool down some foodstuff
which was heated in a preceding production step (passive heat flow
thermography). A typical example for passive heat flow thermography
is presented in Fig. 12.2, showing the top view of an array of caramel
cups (light grey) filled with ot chocolate (white) and hazelnuts (dark).
Missing nuts (B) and half nuts (A) can be clearly detected.

A second and more important way to achieve a change of temper-
ature in time is to apply a transient heat pulse to the foodstuff. An



Active infrared thermography 131

Figure 12.3: Photographic (left) and infrared (right) image of almonds with
stones as foreign bodies.

easy way to this is to let the foodstuff pass an infrared heater on a con-
veyor belt. This corresponds to a single rectangular heat pulse. Since
infrared cameras are very sensitive, a temperature increase of a few de-
gree Kelvin is sufficient. In order to better understand the underlying
physics, let us first consider the homogeneous thermal excitation of an
infinite half plane by a sinusoidally (with frequencyω) modulated heat
source. In this case we get a sinusoidal, but exponentially damped ther-
mal wave [1]. Its amplitude is described by

T(z, t) =
Q

2
√
ρCspκω

exp(
z
μ
)

where

μ =

√
2κ

ρCspω

is the damping factor, also called penetration depth, Q the external heat
flow, and z the distance from the surface. It can be seen that a ther-
mal contrast can arise when there is a difference in ρCspκ. The con-
trast and the penetration depth increase with decreasing ω. Following
Fourier, rectangular pulses can decomposed in a series of sinusoidal
waves. The lowest efficiently excited frequency is inversely propor-
tional to the pulse length. Consequently, the penetration depth under
rectangular excitation can be tailored to a desired value by adjusting the
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Figure 12.4: Infrared images of potatoes with different foreign bodies including
golf ball and pumice stone (left) as well as peices of wood and bone (right).

pulse length. A typical result of this technique can be seen in Fig. 12.3
which shows almonds with stones as foreign bodies. In the infrared im-
age (right) these appear darker because of their higher thermal capacity.

4 Application: Detection of foreign bodies in potatoes

Figure 12.4 shows infrared images of potatoes and foreign bodies taken
with active thermography. Interestingly, the grey values of the potatoes
are all the same, independent of their size. The reason is that the pene-
tration depth was chosen in such a way that it is much smaller than the
smallest dimension of the potatoes. Thus, the heat front is confined a
region close to the surface, and size effects do not appear. The foreign
bodies can be clearly identified by their differing grey values. A piece
of bone (right part of the right image) appears brighter since it has a
rather low thermal capacity. The thermal capacities of a golf ball and a
pumice stone (left image) are higher than those of the potatoes, conse-
quently they appear darker. The same is true for a wet piece of wood
(left part of the left image). The presented images are already the result
of some image preprocessing routines. First of all, the pixels of infrared
detectors have very different response curves so that a so-called non-
uniformity correction has to be carried out. To this end, two reference
images of a homogeneous area are taken at different temperatures. By
assuming linear response curves, correction factors for most pixels can
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Figure 12.5: Histogram of the left image in 12.4 before (left) and after (right)
outlier removal.

be calculated. However, some pixels cannot be corrected in this way
since they do not give any signal at all (dead pixels) or have very non-
linear or unstable response curves. These pixels have to be removed
because they could lead to wrong results in further processing steps. A
possible way to do this is to identify them manually, register them in
a look-up table and replace their values by those of a good neighbour
pixel. In case the bad pixels do not form too big cluster, a median filter
is an alternative solution. Even after bad pixel correction, the histogram
of a typical infrared image like the left image in Fig. 12.4 looks like the
left histogram in Fig. 12.5: It is dominated by outliers whereas the ac-
tual signal is confined to a small grey value range. A good method to
remove the outliers is to clip the histogram at the lowest and highest 1
percent of the grey values (right histogram in Fig. 12.5). For a segmen-
tation of the foreign bodies one can in principle use the histogram and
set a grey value threshold. However, the potatoes and also the foreign
bodies can have various temperatures, depending on the storage con-
ditions. Consequently, a fixed grey value threshold will not work, and
an adaptive calculation of the threshold is necessary. There are several
ways to do this. Fortunately, foreign bodies are rare. Thus, one can
simply take images of the potato stream and calculate the histograms.
This will normally have two peaks: those of the potatoes, and those of
the conveyor belt. It helps when the grey value of the conveyor belt is
close to that of the potatoes or at least between the grey values of the
”dark” and the ”bright” foreign bodies. When a third peak appears in
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Figure 12.6: Apple with bruise.

the histogram, some action has to be taken. Alternatively, one could
take two images, one before the thermal excitation and one afterwards.
The grey value difference between both images depends only on the
heating power and the speed of the belt. However, this requires two of
the rather expensive infrared cameras.

5 Application: Detection of bruises in apples

Another promising application of this principle is the recognition of
bruises in apples. When the apple tissue is damaged by the application
of a certain force, subsequent chemical processes lead within several
hours to brown spots on the apple surface which many customers do
not accept. These spots can easily be detected by conventional image
processing. Fresh bruises, however, are not visible. But the damaged
tissue has a different thermal conductivity than sound tissue (see Fig.
12.6), so that even fresh bruises can be detected by thermography. This
is demonstrated in Fig. 12.7. Three apples were subjected to forces of
20N, 40N, and 60N, respectively, on an area with 1cm diameter. The left
part of the picture shows the apples before thermal excitation, whereas
the right image was taken after thermal excitation. The bruises can
clearly be detected, and different pressures apparently cause different
patterns in the infrared image.
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Figure 12.7: Infrared images of apples with bruises caused by defined pressure
before (left) and after thermal excitation.

6 Summary

It was shown that active infrared thermography is a versatile tool for
quality control in foodstuff since it can visualize differences in thermal
capacity and/or thermal conductivity and thus opens the way to utilize
physical properties not used before. Thermal excitation can be achieved
by simply installing an infrared heater over a conveyor belt. Significant
changes to the production line are not necessary. Furthermore, no safety
concerns as in x-ray technologies exist. Typical applications include the
detection of foreign bodies in almonds and potatoes and of bruises in
apples. Whereas many algorithms of conventional image processing
can be adapted for the use in thermography, infrared images have some
peculiarities which have to betaken into account.
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Abstract Current food diagnostic measurement techniques tend
to suffer from unreliable chemometric quantification and poor
spatial resolution. Chemical components in food such as sugar,
fat,water and dry substance are today inferred from destruc-
tive, lab based, techniques that measure chemical composition
albeit with limited statistical accuracy and insufficient precision
for food quality monitoring. Technologies such as NIR hyper-
spectral imaging (HSI) and FTNIR offer the potential for accu-
rate, fast and efficient evaluation of chemical components accu-
rately over the whole food production cycle. In this regard, the
disentanglement of spectral endmembers from a mixed detector
response due to background and multiple chemical constituents
is both crucial and scientifically challenging for a reliable signal
detection in terms of illumination technique, data pre-processing
and multivariate analysis. In this talk various inline applica-
tions employing NIR hyperspectral imaging using the HELIOS
camera system will be presented, including examples and results
from a prototype project in pharmaceuticals and a joint study in
which HSI quantitative analysis of chemical concentration gradi-
ents found in potatoes and wheat grains are discussed.
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1 Introduction

Near infrared spectroscopy (NIRS) has proven to be one of the most
powerful techniques for (quantitative) analysis and classification of ma-
terials as well as continuous controlling the quality of e.g. food and feed.
NIRS uses normally a spectral range from 780-2500 nm, where mainly
overtones and combinations of vibrational modes from C-H, O-H and
N-H chemical bonds are located, carrying most of the information of the
chemical composition of organic materials, food, feed and beverages [1].
The advantage of NIRS is the fact that no sample preparation is neces-
sary and there are several ways to collect spectra in a non-destructive
way like transmittance, interactance, transflectance, diffuse transmit-
tance, and diffuse reflectance. In addition the advantage of NIRS in
comparison to mid infrared spectroscopy is the higher energy due to
shorter wavelengths penetrating the products to get information from
under the surface like the ripeness of fruits [2, 3]. Attention must be
paid for the calibration models which can be a very time consuming
and costly procedure. Changes of the composition of the target product
like new harvest or new varieties must be taken into account and the
training set should be updated and checked on a regular base [4]. Beside
water several other components like fat, carbohydrates and proteins can
be quantified using NIRS to optimize quality parameters from raw ma-
terials to the finished product. Moreover, beside the determination of
the chemical composition of the (food) material even other parameters
like authenticity [5] or sensory properties [6] are inferable. Problems
can arise from interferences from uneven surfaces during online moni-
toring or when the chemical information is not evenly distributed in the
sample.

In the following we describe two different applications of NIRS from
the pharmaceutical as well as the food industry employing near in-
fared hyperspectral imaging (NIR HSI) and/or Fourier transform near
infrared (FTNIR) spectroscopy cameras.

1.1 The camera systems

The EVK HELIOS camera is a hyperspectral imaging system operat-
ing in push broom mode yielding spatially resolved NIR spectra from a
moving sample [7]. It features an 320(spectral) × 256(spatial) InGaAs
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(a) HELIOS CORE camera. (b) Setup including HELIOS hyperspectral
camera, halogen light source and driving
unit.

Figure 13.1:

sensor array and covers a spectral range of 0.9-1.7 μm. A powerful
FPGA unit is part of the camera and allows for integrated real time data
processing and analysis (Fig. 13.1 (a)). With a sampling rate of up to 330
Hz (full frame) the camera is suitable for fast inline applications with
bulk flows of several m/s of input material.

The i-RED FTNIR spectrometer operates from 900-2600 nm and ac-
quires up to 100 spectra per second with DSP based high speed data
processing [8]. Light reflected from the sample surface is directed to a
spectrograph with 0.15 nm bandpass at 2600 nm via one channel fibre
optics. The data are streamed to a PC where further (real time) analysis
of the spectra is possible.

2 HSI concentration monitoring

In the following we describe the inference of concentration gradients
of thin layers of dry chemicals from HSI data. Figure 13.2 (a) shows
a patch covered with a thin layer made from baking a white pharma-
ceutical powder. The problem in related pharmaceutical quality moni-
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(a) Patch covered with baked white powder
showing concentration gradients.

(b) Hyperspectral concentration gradient
(colour coded) of dry chemicals.

Figure 13.2:

toring is the reliable measurement of concentration gradients due to ill
deposition of the dry chemical prior to the baking process. The data
analysis discussed here is based on measurements using the 1.7μm HE-
LIOS CORE camera as desrcibed in sec. 1.1 and multivariate analysis
techniques as e.g. described in [9].

2.1 The model

The underlying quantitative model is the partial least squares regression
(PLS) a standard technique where the spectral data is optimized with
respect to the target data to be inferred (see e.g. [9] and [10]). The set of
equations

X = tpT + E (13.1)

Y = uqT + F (13.2)

represents the decomposition of the spectral and chemical concentra-
tion data, X and Y, respectively, into loadings and scores according to
standard principal component analysis (PCA). The t, u and p, q denote the
scores and loadings vectors of X and Y, respectively, and E and F are
the residual variance matrices. The PLS regression adapts the chemical
concentrations with respect to the spectral data during the optimization
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Figure 13.3: PLS regression of 53 NIR spectra of dry chemicals using two
PLS components. Shown are nominal vs. measured concentrations in units of
mg/cm2.

process via the relations [9]

Y = XTB + B0 (13.3)
B = W(pTW)−1qT (13.4)

B0 = YT − XTB (13.5)

W = XTu/
√
(XTu)(XTu)T (13.6)

Such, information from the target data influences the PCA of the spec-
tral data and vice versa. Figure 13.3 shows the outcome of a two com-
ponent PLS regression of 53 NIR spectra of dry chemicals recorded with
the HELIOS camera. The fit shows the measured against the nominal
concentration values in units of mg/cm2. The correlation between pre-
dicted and nominal concentrations is R2 = 0.99. The inferred (nor-
malized) PLS coefficients B along with the teach spectra are shown in
Fig. 13.4.
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Figure 13.4: NIR teach spectra for the PLS regression model (upper panel). PLS
coefficients B for a two component regression (lower panel).

2.2 Measurement

The sample sheets coated with different concentrations of a dry chem-
ical (Fig. 13.2) were scanned with the HELIOS camera in push broom
mode using a driving unit (see Fig. 13.1). Using the model described
in sec. 2.1 it is thus possible to assign a concentration value to every
scanned sample pixel containing a full spectrum. An instructive ex-
ample of the spatially resolved colour coded concentration gradient is
shown in Fig. 13.2. The already to the naked eye visible inhomogeneous
deposition of the investigated chemical substance can be reproduced
with high accuracy quantitatively in the NIR regime (see Fig. 13.2) and
help identifying quality issues in the production process following sta-
tistical bench marks.
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(a) Chemical reference analysis of dry substance
combined with brown reactions.

(b) Chemical reference analysis of
sugar content.

Figure 13.5:

3 Quantitative analysis of potatoes and wheat grains

Objective of this study was the feasibility of measuring chemical con-
stituents concentrations in foods using NIR technology with the ulti-
mate goal of constructing an inline food analyser in the near future. In
particular, we focussed on the investigation of concentration gradients
found in potatoes and wheat grains. For potatoes a crucial parame-
ter for subsequent food processing is the distribution of water vs. dry
substance and sugar, since gradients of e.g. sugar can have unwanted
effects during the frying stage present e.g. in the French fries produc-
tion. Concerning wheat grains, the parameters of interest are the bak-
ing properties of flour usually inferred from an amylograph which dis-
plays the viscosity of dough as a function of (linearly increased) temper-
ature. In order to be able to correlate hyperspectral information with the
wanted target parameters, such as sugar content in potatoes and gluten
found in flour, chemical reference analysis is needed.

3.1 Potatoes

Slices of different potato varieties were investigated using FTNIR, HSI
and chemical reference analysis. The latter provided both the spatial
information of sugar content as well as unwanted correlated browning
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(a) FTNIR calibration dataset of 4 different
potato varieties for dry substance determina-
tion. (blue) calibration data, (red) validation
data.

(b) PLS calibration dataset (using two
PLS components) of spatially resolved
HELIOS spectra for the sugar content
of potatoes.

Figure 13.6:

due to Maillard’s reaction [11] during frying as shown in Fig. 13.5. The
amount of glucose at different locations across the potato slide was ex-
tracted using a highly sensitive blood sugar test (tab. 13.1). Such the
reference analysis yields glucose concentrations as target data Y being
input for a PLS regression of NIR spectra X along the lines of sec. 2.1.

Table 13.1: Chemical reference analysis of glucose content in mg/dl across
potato slices. Sample locations are depicted in Fig. 13.5 (b).

Slice # 1 2 3
Sample # [mg/dl]
1 61 62 -
2 62 67 54
3 52 61 59
4 54 52 46
5 74 88 68

The regression of a calibration data set for dry substance inferred from
4 different potato varieties is depicted in Fig. 13.6 (a) for FTNIR spec-
tral data measured with a Thermo Nicolet Antaris analyzer. The spectral
data show a very high correlation with the inferred reference analysis
independent of the potato variety. Since an inline food analyser should
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(a) sugar distribution in a potato as inferred
from a quantitative hyperspectral PLS model.
colour bar in units of mg/dl

(b) spatial distribution of two PCA
components of the same hyperspectral
image. PC1 (red) presumably traces
water abundances in the fruit.

Figure 13.7:

ultimately deliver spatially resolved dry substance and sugar gradients
the analysis was also performed using the HELIOS hyperspectral im-
ager.

Figure 13.6 (b) shows the calibration curve inferred from PLS regres-
sion using spatially resolved NIR spectra for the sugar content. There
is only a moderate correlation of R2 = 0.42 between the reference anal-
ysis and the spectral prediction. While the FTNIR usually features bet-
ter spectral statistics based on averaging over the whole spatial sam-
ple domain, the hyperspectral approach suffers from reduced spectral
statistics but gains spatial information of sugar gradients in the potato.
Such it was already possible to detect so called sugar ends [12] in whole
potatoes as shown in [13]. But rather than merely classifying different
constituents such as sugar, peel or dry substance it is interesting to get
more quantitative information as well in order to gain quality and pro-
cess analysis data for the production. Figure 13.7 (a) shows the quanti-
fied sugar gradient for one of the analysed potato slices. It appears that
glucose increases towards the rim of the potato while the inner parts
are dominated by fine channel like structures presumably tracing water
(Fig. 13.7 (b)).
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Figure 13.8: Dry substance content of French fries vs. time in a production pro-
cess. (red) lab references (blue) inline FTNIR measurements.

An inline measurement of the dry substance content of French fries
integrated in the production process was performed employing the i-
RED FTNIR process spectrometer system and compared with lab refer-
ences inferred from the material stream at the same time. The measured
values from the FTNIR data based on PLS regression show an overall
good agreement with the lab references over time following the same
global trend while featuring reduced scatter (Fig. 13.8).

3.2 Wheat grains

Along the same lines, i.e. correlating chemical reference data with FT-
NIR spectral data, the baking properties of whole wheat grains as
well as flour was modelled. The relevant baking parameters are the
start/end of agglutination and its maximum in terms of dough viscos-
ity as shown in the amylogram Fig. 13.9 (a). The according data was
correlated with the agglutination maximum similarly as for the potato
dry substance content (Fig. 13.9 (b)). A correlation coefficient of roughly
R2 ∼ 0.7 for predictions inferred from whole wheat grain spectra vs.
viscosity maxima as measured with the amylograph represents aigain a
promising result with respect to an inline food analysing application.
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(a) Amylogram of wheat showing dough vis-
cosity vs. temperature and time, respectively.
The blue spot denotes the beginning of agglu-
tination and the cross its maximum. Taken
from [14].

(b) Correlation of whole wheat grain
FTNIR spectral data vs. agglutination
maxima taken from amylograph data.

Figure 13.9:

4 Conclusion

Quantitative analysis of material parameters such as chemical concen-
trations, constituent gradients and food components using inline NIR
technologies is possible and ready for industrial application. Hyper-
spectral imaging and FTNIR cameras provide sufficient spectral (and in
case of HSI spatial) resolutions at fair data processing speeds to tackle
industry relevant process analysis problems at typical bulk flow veloci-
ties of several m/s. Albeit comprising limited statistical accuracy com-
pared to chemical lab methods with respect to the individual sample
test the great benefit of quantitative inline analysis comes with the enor-
mous increase of the sample size, ultimately monitoring the entire input
stream on-line. The prototype studies for a dry chemical concentration
as well as inline food analyser presented in this article show that quan-
titative results inferred from NIR spectra are compatible with lab refer-
ences within their statistical accuracy. Further work has to be done to
increase the methods accuracies mainly with respect to quality (S/N)
and selection criteria of relevant NIR spectra for the model building in-
volved.
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Abstract The detection of non-metallic impurities and defects
during the production of food is a critical task for every inspec-
tion system. Through recall campaigns caused by the contamina-
tion of food during the production process can corrupt the good
reputation of companies for a long time. To minimize the risk a
huge number of sensor technologies is implemented. The spec-
trum of sensors starts from the optical region over sensors in the
infrared region to x-ray systems. The main disadvantage of most
of the systems is the inability to detect non-metallic contamina-
tions inside a product. The paper describes the possibilities of
modern radar systems to fulfill these tasks.

1 Introduction

For the surveillance of production process a huge number of different
sensors and systems are today available. The spectrum of the sensors
starts with a less or more simple measurement of the weight of the
product followed by metal detectors. Camera systems in the optical
or infrared region offers a wide spectrum of additional information and
finally x-ray systems allow a view inside the product. A critical task
for all of these sensors are non-metallic impurities inside a product. X-
ray systems allows the detection of metallic and non-metallic impurities
inside a product as long as the contrast between the product and the
impurity is high enough. For those applications radar sensors working
in the millimetre wave range offers an alternative to present systems.
High frequency sensors have the advantage that many dielectric ma-
terials in the microwave and millimetre wave region are transparent.
Based on the used frequency range, high frequency sensors could not
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realize the same spatial resolution, like sensors which work in a higher
frequency range with a shorter wavelength. The frequencies of interest
are in the millimetre wave region starting at 30 GHz and ending around
100 GHz. Systems in the frequency range above 100 GHz are techni-
cal possible but economically unviable. For this frequency range three
different types of radar systems are possible, continuous wave (CW),
frequency modulated wave (FMCW) and stepped frequency radar sys-
tems. For the calculation of the material parameters we need the phys-
ical dimensions of the device under test (DUT) and the phase informa-
tion. In Particular the phase information is an important information
for the detection of impurities which have an equal attenuation coeffi-
cient like the ambient material. The ability to measure the phase allows
high frequency sensors to detect inclusions which are even invisible for
a regular x-ray system. Like other sensors high frequency systems have
a weak spot. Electrically conductive coatings and materials with a high
water concentration are not transparent for electromagnetic waves.

2 Measurement set-up

For the measurement set-up to main configuration are common. The
simplest measurement configuration is a transmission configuration.
Comparable to x-ray systems transmitter and receiver are on opposite
sides with the DUT moved between. This configuration can be used for
CW and FMCW systems. The second configuration is a reflection geom-
etry with transmitter and receiver on the same side. This configuration
is only for systems with a range resolution usable like FMCW systems.
Both configurations have advantages and disadvantages, but from a
more economical view CW systems can be realized much cheaper than
systems with a range resolution. For every measurement system the an-
tenna configuration is an important device. There are several possibili-
ties to realize a compact configuration with a high resolution. Based on
the system approach and the signal processing small antennas like open
waveguides or patch antennas with small lenses are used or rectangular
antennas in combination with a focusing lens. The pixel resolution de-
pends on the selected wavelength, comparable to the optical region the
resolution is approximately between 0.5 and 1 wavelength. Through the
chosen wavelength of maximum 100 GHz with a wavelength of 3 mm,
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the resolution is limited in millimetre wave region. For many indus-
trial applications this resolution is insufficient. To realize a resolution
better than 1 mm, we need a more sophisticated concept. One alter-
native is the use of near field probes for the measurements. With near
field probes theoretical resolution better than 1% of the chosen wave-
length can be realized. The biggest drawback of a measurement system
with near field probes is the short measurement distance between the
probe and the DUT. Depending on the measurement principal, reso-
lution decreases when the distance between probe and DUT increases.
For the performed measurements dielectric tips were used. For this con-
figuration a compromise between distance and resolution was searched.
Measurements have shown a good compromise between resolution and
distance for a measurement distance of 10 mm. The results in this pa-
per were all measured with a near field probe. Near field probes offer
a good resolution in combination with a compact design for a low price
and can easily be integrated in a high frequency system.

3 Measurement results

In a first step we compare the results of a amplitude measurement with a
phase measurement. Amplitude measurements in the millimetre wave
region follows the same restrictions like x-ray measurements. The con-
trast in the amplitude measurements is created through the different
attenuation coefficient of the materials. Through the lower frequency
range and the longer wavelength scattering effects appear which allows
the detection of inclusions which have the same or an equal attenua-
tion coefficient like the ambient material. There are many interesting re-
search fields and over the last decade different applications were inves-
tigated and analysed. To find technology and economical successful ap-
plications for millimeter wave imaging systems, is the biggest challenge
today. We need applications with a moderate number of systems, over
hundred and not more than a few thousands, for a moderate price, over
ten thousand but less than hundred thousand EURO, in a mass compat-
ible technology like FMCW or better CW systems. Food industry is a
perfect environment for radar sensors. The speed of production lines is
moderate, typically not faster than 4 m/s and the products are normal-
lytypically well separated. Figure 14.1 shows a cookie which was pre-
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pared for tests with a small piece of glass. Both glass and chocolate have
a comparable attenuation coefficient in the measured frequency range.
Through the scattering effects at the boundary between glass and choco-
late the impurity can be easily detected. Unfortunately this effect is

Figure 14.1: Picture of the amplitude measurement of a chocolate cookie pre-
pared with a piece of glass.

only useable in a homogenous material. For cookies with nuts or other
soughted ingredient, it is nearly impossible to separate desired from un-
desired components, when the attenuation coefficient and the physical
dimensions are similar. We look again on our prepared chocolate filled
cookie (Fig. 14.2). The phase measurements uses the dielectric proper-
ties of the material. Through the different material constant of glass and
chocolate the runtime of the signal allows to discriminate between the
two materials. In a CW system the different material parameters can
be measured through the phase differences. The possible applications
are not limited to the detection of inclusions and impurities inside of
food. The measurements allows the detection of undesired defects in
the production process. Through the ability to view through packaged
products, defects like the missing pieces of chocolate in Fig. 14.3 can be
easy visualized. Through the variation of the frequency range in combi-
nation with the phase measurement, the composition and concentration
of ingredients can be controlled or the water content which could be an
indicator for the freshness of a product. Especially in the production
of food the humidity ratio or the concentration of ingredients should
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Figure 14.2: Picture of the phase measurement of a chocolate cookie prepared
with a piece of glass.

Figure 14.3: Picture of two packages of chocolate. On the left side two pieces
are missing.

be constant. Through the comparison of the measured samples with a
golden sample production processes can be monitored. As mentioned
above radar measurements are sensitive to changes in the water concen-
tration, many processes of maturing changes the water content inside
the fruit which offers the opportunity to observe the degree of ripeness.

4 Conclusion

The ability of radar sensors to create high resolution images for qual-
ity control processes has been demonstrated. Through the combination
of amplitude and phase measurements, high frequency sensors offer a
wide spectrum of applications for the control of production processes
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especially in the area of food. The sensors can be used in a transmis-
sion or reflection geometry and in contrast to other sensors like x-rays
high frequency sensors combine the ability to transmit a product with
non-ionizing radiation.
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Abstract Natural products are exposed to various environmen-
tal influences resulting in a high phenotypical variability. This
makes it very difficult to develop automatic recognition algo-
rithms in contrast to the recognition of manufactured products.
Recent developments in the field of computer science, especially
the development of powerful classification algorithms like the
support vector machine make it possible to face also such com-
plicated tasks. In this paper we present an approach to classify
the impurities of a wheat sample to analyse the quality.

1 Introduction

The analysis of a wheat sample for determinating the grain quality is
called “Besatz analysis.” The standard for this procedure is the manual
sorting and weighting of the impurities of the sample by laboratory as-
sistants or leading millers. This is an expensive, time-consuming and
error-prone procedure. Our task was to automate this procedure by im-
age processing in combination with intelligent machine learning algo-
rithms. For the studies nearly 20,000 sample objects were pre-classified
by human experts.. The image below shows the high variability on
some sample classes. Flawless wheat kernels have a very high pheno-
typical variability like natural objects in general. Based on optical char-
acteristics the boundaries between the various object classes in feature
space are fluid. This leads to a very complex recognition problem.
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Flawless Broken wheat Sprouted wheat 

Damages by corn 
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Colored wheat Fusarium 
damaged  

Ergot 

Figure 15.1: Sample objects for the different Besatz classes.

2 Hardware

For this complex optical recognition problem we need a stable image
acquisition setup in terms of good single kernel separation and a stable
and homogeneous object field illumination. For imaging every single
object of a grain sample of nearly 500 g we used a setup consisting of
a color line scan camera from the canadian manufacturer JAI with 2048
pixels running at nearly 2000 Hz line frequency and a Zeiss macro lens
with a focal length of 50 mm. The object stream needs to be singularized
before it passes the image acquisition unit because overlapping objects
and occlusions result in recognition errors. Object singularization in the
dimension perpendicular to the moving direction of the object stream
was achieved by using partition walls. The separation in the dimen-
sion parallel to the moving direction was attained by two conveyer belts
running at different speed. With this setup a sample with 500 g (nearly
10,000 single objects) can be analysed within 6 minutes. We achieved
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singularization rates of nearly 99 %. The whole setup is illustrated in
the schematic diagram below.

LED 
 3 

C 
a 
m 
e 
r 
a 

Conveyer  2 

Conveyer  1 

Alignment Separation 

Container 

Figure 15.2: Setup for single kernel separation and image acquisition.

For object illumination a combination of transmitted (LED 3) and re-
flected light (LED 1 and 2) was used. The material of the conveyer belt is
semi-transparent and thus a light source located thereunder provided a
diffused background illumination. This generates a basis of the simpli-
fied object segmentation. A simple thresholding operation in combina-
tion with run length encoding makes a realtime line-wise segmentation
possible. Right after the last row of the object image is transferred to
the evaluation program the image can be classified by the classification
module, implemented with a support vector machine [1]. The complete
analysis is put into practice in terms of the European Commission Reg-
ulation (EC) No 856/2005 [2].

3 Image features

For an image recognition task in general, we have a high amount of
possible image features. Detecting relevant features out of these is a
very crucial step. In this experiment a bag-of-features with nearly 240
standard operators from the image processing library Halcon [3] as well
as self-developed features based on texture information and gray value
morphology [4] where used. For detecting relevant features the whole
dataset with nearly 20,000 object images was separated randomly into 3
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datasets – dataset 1 with 22 % of all available objects for feature scoring,
dataset 2 with 45 % for training and dataset 3 with 33 % for the final test.
Then the information gain [5] was calculated within dataset 1 which
results in a relevance score for every single feature. Thus it is not clear
at which threshold a feature can be considered to be irrelevant. This
threshold can only be defined in combination with a classifier within a
semi-wrapper approach. So we ordered our features in ascending order
by the information gain score [5] and iteratively removed the 10 lowest
ranked features from the feature vector, trained a classifier on dataset 1
and tested its performance on dataset 2. This results in the curve shown
below. From this, the relevance threshold and consequently the final
feature set could be estimated.

Figure 15.3: Total recognition rate on test set depending on feature set size.

The total recognition rate of about 91 % on the final test set shows that
there is a significant improvement due to the introduction of problem-
adapted image features. The reduction of the feature set to the most rel-
evant features resulted into a significant speedup. In the new feature set
problem-adapted features based on texture operators and morphologi-
cal operations were introduced. This leads to the significant improve-
ment. The results in the form of recognition rates accomplished with
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the feature set contraining of standard image operators in contrary to
the optimized feature set are shown in Fig. 15.4.

class  
recognition rate - feature set 
with all standard operators  

recognition rate 
optimized feature set difference  

Sprouted wheat 79.10 %  82.00 %  +2.90 %  

Broken wheat 82.80 %  86.80 %  +4.00 %  

Durum wheat 91.60 %  94.40 %  +2.80 %  

Wheat damaged by pests 80.60 %  85.00 %  +4.40 %  

Oats 96.50 %  96.20 %  -0.30 %  

Canola 99.00 %  98.10 %  -0.90 %  

Rye 91.60 %  93.20 %  +1.60 %  

Shrivelled wheat 84.00 %  87.60 %  +3.60 %  

Sunflower seeds 98.10 %  97.80 %  -0.30 %  

Husks 89.10 %  90.00 %  +0.90 %  

Stones 95.40 %  96.20 %  +0.80 %  

Weed seeds 94.00 %  94.70 %  +0.70 %  

Other contaminations 77.50 %  80.80 %  +3.30 %  

Flawless wheat 82.10 %  86.90 %  +4.80 %  

total recognition rate 88.92 %  90.95 %  +2.03 %  

Figure 15.4: Improvement of the recognition rate by feature optimization.

4 Classifier optimization

The SVM classifier is considered the most powerful classifier today.
Tests indicated that the SVM will be the best classifier for our task also.
So we used a SVM classifier with the radial basis function kernel (rbf):

k(x, x′) = e−Gamma|x−x′ |2 (15.1)

The kernel parameter Gamma and the regularization parameter Nu
for the training of the SVM need to be chosen before the training process
very carefully. To find an optimal parameter set a grid search method
in combination with 3-fold crossvalidation on the training dataset with
all available data was conducted. For the grid search optimization, the
position of the grid points in the intervall [0, MaxNu,Gamma] are calcu-
lated according to the following formula, with Nu as a threshold for
the termination of the optimization process and Gamma as the kernel
parameter:

PosNu,Gamma =
MaxNu,Gamma

2i−n+1 with 0 ≤ i ≤ 9 n = 10 (15.2)
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The formula leaves an exponential characteristic for the distribution
of the nodes. The interval width grows with increasing values for Nu
and Gamma. As expected, the optimal values of both parameters are
small. To handle the imbalanced dataset the predictive power is mea-
sured in terms of the balanced recognition rate (BRR). This measure is
defined as the average of the recognition rates of each classes. For many
recognition problems with natural material the influence of Gamma is
much higher than of Nu. Nu controls the training set error as well
as the number of training vectors which become support vectors and
thus affects the decision border to become more complex. With growing
Gamma the influence of each of these support vectors on the decision
border grows. To cover the high intra-class-variance in the dataset many
relevant training vectors are needed with each relatively less but equal
distributed influence among them on the decision border. This results
in a low value for Gamma and a mid-sized for Nu (see figure below). As
we see from the figure for this recognition problem we can also choose
a simpler optimization strategy because of the low influence by Nu. We
can take a fixed low value for Nu and increase the value for Gamma till
the recognition rate starts to decrease.

5 Complexity visualization with Principle Component
Analysis (PCA)

The given recognition task and the results so far indicate a very high
complexity. One way to understand the complexity of the recognition
problem is to establish a suitable visualization of the distribution of the
different object clusters in the feature space. The feature space has got
200 or more dimensions and can not be visualised in an easy way. To
reduce the dimensions of the feature space a principle component anal-
ysis (PCA) [6] could be used. The PCA allows the visualisation of the
given high dimensional data in a lower dimensional space with loss of
information. The goal of the PCA is the approximation of the n features
by a smaller number m of meaningful linear combinations (principal
components). On the given dataset a visualisation of the object clusters
in feature space was realised with Matlab® for the subclasses of wheat.
The result of the PCA confirmed the high complexity and further indi-
cated the need to use a powerful classifier which is able to handle com-
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Total recognition rate 

Figure 15.5: Total recognition rate in dependency of Nu and Gamma.

plex borders between the classes in feature space. The PCA can be seen
as a quick and simple way to get a first impression on the complexity of
the recognition problem, especially in line with a feasibility study.

It can be clearly seen that the subclasses of wheat in Fig. 15.6 show
far more overlap in feature space after PCA due to a higher intra-class-
variability in combination with less inter-class-variability. The clusters
of the different grain types (Fig. 15.7) can be visualy separated also in the
3-dimensional space after PCA. For Further results about complexity
visualisation you can refer to [7].

The task to separate foreign grain and also weed seeds from flaw-
less grain can be implemented with more simple color-based image fea-
tures like done within optical sorting machines. But in practice this also
comes along with a higher false-positve rate for objects not belonging to
the class of flawless wheat. For the purposes of sorting this is tolerable;
for the purposes of analysis, the rate of false-positives is considered to
high to be reliable.
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Figure 15.6: Cluster of the wheat subclasses after PCA in 3-dimensional space.

6 Results

After this optimisation the dataset has been expanded with toxic ergot
and fusarium-damaged wheat and further samples for every class. With
optimized features and optimized SVM parameters (regularization pa-
rameter Nu and parameter Gamma of the radial basis function kernel)
we created a classifier for practical testing. It could be demonstrated
that the whole system consisting of automatic sample separation, single
kernel imaging and classification is able to achieve a high accuracy of
recognition. Therefore, sample material with known composition from
different crop years, also from later years than the material used for
training has been analysed in a comprehensive test. It turned out that
recognition rates of 90 % could be reached.

The whole system was also tested within a field test in two grain mills.
The results confirmed the findings from the presented laboratory test
and validated the applicability of the system.
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Object clusters of different grain types after PCA 
in 3-dimensional space 
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Figure 15.7: Cluster of the different grain types after PCA in 3-dimensional
space.

7 Summary

The automatic recognition of natural material like grain is always a chal-
lenging task. Recent advantages in the development of new classifica-
tion algorithms like support vector machines, random forest classifiers
and neural networks now make it possible to solve many of these prob-
lems. With our setup for objects separation and image acquisition it is
possible to acquire the images of 10,000 objects of a wheat sample in less
than 10 minutes. With problem-adapted feature extraction and a highly
optimized classifier it is possible to reach an accuracy of nearly 90 %
under practice conditions. This seems to be a very good result. We as-
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Figure 15.8: Recognition rates per class.

sume that further improvements come up by using a higher resolution,
e. g. a colour line scan camera with 4096 pixels. With a decreasing price
hyperspectral cameras can also be considered in the future for this prob-
lem. Especially ultra-violet light can deliver information for the recog-
nition of broken wheat and other whear subclasses. Also the detection
of fusarium seems to be improvable by using spectral information. Re-
cent research, for example [8] strongly indicates this. Discussions with
future users of the system indicated that the time for an analysis is suffi-
cient but the precision could be improved. Accordingly the main focus
in future research will be the increase of the recognition rate.
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Abstract Hyperspectral sensors are used to identify materials via
spectroscopic analysis. Often, the measured spectra consist of
mixed materials and depending on the problem, the mixture ra-
tio and the pure material spectra are wanted. In this paper, linear
spectral unmixing is performed using the Nonnegative Matrix
Factorization to analyze its correlation to ground truth data. The
results are compared to Nonnegative Least Squares unmixing us-
ing manually selected endmembers from the image. Addition-
ally, the effect of different endmember extraction algorithms and
abundance initialization methods for NMF are investigated. To
test the validity of the method, several checkerboard patterns of
different ground minerals/rocks with predefined mixtures were
prepared. It was shown that good initialization is beneficial in
terms of approximation error and correlation to ground truth.

1 Introduction

Hyperspectral sensors are used to identify materials via spectroscopic
analysis. They are widely used in areas such as satellite/airborne imag-
ing, mining and recycling. The value of hyperspectral data can be in-
creased by having a fair knowledge about the physical composition
of the recorded data. Considering that certain materials only occur in
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small quantities on a sub-pixel level, typical classification approaches
can be insufficient depending on the scope of work. Instead, spectral
unmixing can be used to determine the individual material spectra, so
called endmember and their abundances in a measured sample. As the
amount of materials in an image is generally much less than the number
of spectral bands, data reduction is achieved simultaneously [1].

Usually, the endmembers must be provided by the user and the abun-
dances are computed by a Nonnegative Least Squares (NNLS) approach
to approximate the original data set. However, this is only applicable
when they are known in advance or can be selected manually from the
data. When the data sets become larger, manual selection is increas-
ingly difficult and automatic endmember extraction algorithms should
be used. Small deviations from the actual endmember spectra, e.g. noise
in the data set or variation in illumination, can lead to errors. The
Nonnegative Matrix Factorization (NMF) can be used to alternately op-
timize endmembers and abundances to increase approximation accu-
racy [2].

When the focus lies on the physical interpretation of a hyperspectral
data set, generally two constraints have to be introduced to the pro-
cess [3]. The most important is the nonnegativity constraint for end-
members and abundances as the measured reflectance is per definition
nonnegative and mutual cancellation of endmembers is impossible. The
second constraint states that the abundances of one sample must sum
to one. In that case, each abundance directly stands for the ratio of its
associated endmember.

2 Linear spectral unmixing and initialization

The underlying optimization problem of linear spectral unmixing can
be written as

minW,H ‖V −WH‖F ,
subject to W, H ≥ 0 per element,

(16.1)

where V is the data matrix with m bands and n samples, W is the m× k
endmember matrix and H the k × n abundance matrix. ‖ · ‖F denotes
the Frobenius norm. All entries of the matrices are real and nonnegative
numbers. When the endmember matrix W is already known, it can be
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considered as constant and optimization is done only for H. Thus, the
optimization problem becomes convex and a global minimum can be
computed via NNLS.

In practice, data dimensionality will always be m due to sensor noise.
However, the number of materials and thus the inherent dimension of
a data set is usually much smaller than m and a set of k vectors, with
k � m can approximate the data very well [1]. In this paper, we act on
the assumption that k is known, as determination of the actual number
of endmembers for a data set is a problem by itself. Further information
on the selection of k can be found in [4].

The NMF is basically computed using the method of alternating
steepest descent. As the underlying optimization problem is nonlin-
ear due to the nonnegativity constraint, multiple (sub)optimal solutions
exist and a good initialization improves the outcome [5].

The alternating multiplicative update proposed by [6] is basically a
steepest descent algorithm with efficient step size calculation, to com-
ply with the nonnegativity constraint. W and H are alternately updated.
The NMF can be used when the endmembers are not known a priori or
cannot be determined with sufficient accuracy. However, linear spectral
unmixing is an ill-posed inverse problem. Because of model inaccura-
cies, sensor noise, external measurement conditions and variability in
material spectra, it is impossible to analytically determine the solution.
Depending on the initialization the steepest descent algorithm can get
stuck in a local minimum due to initialization.

The endmembers can be regarded as extreme directions of the min-
imal convex cone containing the data cloud in m-dimensional space.
All spectra within the cone can be reconstructed without residuals, us-
ing abundances as coefficients for the linear combination of endmem-
bers. NMF iteration alternately adjusts the endmembers and their abun-
dances to better fit the data cloud and thus reduce the approximation
error.

Using the notation from (16.1), NMF can be performed as follows:

H(t+1) = H(t) ∗ ((W(t))TV)

(W(t))TW(t)H(t) +ε

W(t+1) = W(t) ∗ (V(H(t+1))T)

W(t)H(t+1)(H(t+1))T +ε

(16.2)
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Here, (t) is the iteration index and ∗ and ·
· denotes multiplication/divi-

sion per element. ε is a small, strictly positive value to prevent division
by zero. The proof of monotony can be found in [6], further discussion
on convergence in [3].

One of the most useful properties of NMF is that it usually produces
a sparse representation of the data set. This means that most of the
information is concentrated in a few abundances [6]. As the mixed
spectra usually consist of only two or three different materials, this is
a great benefit when compared to an unconstrained least squares ap-
proach where all endmembers are used per sample.

2.1 Initialization of W

Several approaches exist to extract endmember spectra directly from the
data and use them to initialize the endmember matrix for linear spec-
tral unmixing. This section contains a short explanation of the most
frequently used algorithms. Further information and examples for im-
plementation can be found in [2, 5, 7, 8].

Random initialization: The random methods are among the fastest
and easiest to code. W is initialized as a dense matrix with random
numbers between 0 and 1. According to [9], these initializations have
the potential to outperform every other method in terms of approxima-
tion error.

Spherical k-Means Clustering: The cluster centers are used as initial-
ization for W. In this paper, the spectral angle is used as a metric for
clustering. This is a reasonable choice, as spectra of identical mixtures
should be treated identical, regardless of illumination. The algorithm,
which is very similar to conventional k-Means Clustering, can be found
in [2].

Pixel Purity Index (PPI): The data is projected onto random unit vec-
tors and the most extreme samples are collected. This is repeated several
times and the resulting samples are thinned out till only a set amount of
spectra remains. The PPI algorithm used for endmember extraction can
be found in [7].

Sequential Orthogonal Subspace Projection (SOSP): The SOSP is
an analytical approach to determine the most significant vertices of the
data set in m-dimensional space. Thus, an approximation to the convex
hull of the data set is computed. The algorithm can be found in [8] and
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performs exceptionally well on simulated data satisfying the linear mix-
ture model. In contrast to the other methods discussed here, no random
procedures are used making the result reproducible.

2.2 Initialization of H

Only two notable initialization methods exist for the abundance matrix
H. The first being random initialization similar to W from Subsect. 2.1.
This usually provides good results, but specifically when a sparse solu-
tion is needed another method must be chosen.

After initialization of W with an endmember extraction algorithm,
the abundances in H are estimated by their fractional part, that is not
accounted for by any other endmember. Each row Hi: of H is calculated
separately by

Hi: = wT
i P−i

OSP, where

P−i
OSP = (I −W−i(WT

−iW−i)
−1WT

−i)V
(16.3)

I is the unit matrix of suitable dimension and W−i is the endmember
matrix W without the i-th endmember wi. A discussion of this method
can be found in [10].

3 Experiments and discussion

Evaluation of linear spectral unmixing was performed using a 4 × 4
checkerboard pattern of ground minerals/rocks with known abun-
dances per square. Experiments with three to nine classes were per-
formed. To evaluate the effect of different endmember extraction meth-
ods at least one square was provided containing the pure material. Also,
the experiments were limited to having three different materials per
square at most.

For every pattern, regions of interest (ROI) were manually selected
to outline the homogeneous parts of each sample. This was done to re-
strict the endmember extraction algorithms to spectra that comply with
the linear mixture model. However, NMF was performed on the whole
data set. Restricting NMF to the homogeneous regions was considered
to be impractical when working with data that is not specifically pre-
pared. The setup for three classes is shown in Fig. 16.1. The ground
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Figure 16.1: Ground truth masks (left) and corresponding abundance images
(right) for basalt (top), trachyte (middle) and rhyolite (bottom); endmembers by
SOSP, random initial abundances.
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truth masks depict homogeneous regions of each square, light blue cor-
responding to a fraction of 25%, green 50%, orange 75% and red 100%
of the corresponding material.

The data was recorded in a laboratory using an AISA sensor with 238
spectral bands in the wavelength range from 1 − 2.5μm and artificial
illumination.

On the left side of Fig. 16.1 the ground truth images for basalt, tra-
chyte and rhyolite are depicted from top to bottom. On their right
are the corresponding abundance images. In this case, assignment was
done manually as the similarities are clear. The abundances from Fig.
16.1 were calculated by initializing W with SOSP and H randomly.

To evaluate the results, the mean approximation error per sample as
well as the mean correlation between the abundance images and the
corresponding ground truth images were calculated. This was done for
all initialization methods in section 2.1 including the random and OSP
initialization for H. All methods that use random procedures were com-
puted 10 times and the best result was saved. Only the combination
of SOSP initialization for W and OSP for H can be computed analyt-
ically, always producing the same outcome. The NMF algorithm was
terminated after 2000 iterations of (16.2). Without parallel processing
the computation time of NNLS and NMF was comparable. The results
of NMF and NNLS solutions are shown in tables 16.1 and 16.2 respec-
tively. Depicted are the mean results over all available test sets.

Selecting the endmember candidates manually from visual judgment
usually results in a good unmixing. However, manual selection is sus-
ceptible to errors especially on extensive data sets. The random ini-
tialization for both W and H gives good results in terms of correlation.
However, the approximation error, especially in the case of NNLS, is
worse when compared to other methods. Also, initialization methods
with random procedures were evaluated 10 times due to the depen-
dency of NMF and NNLS on a good initialization. When random pro-
cedures are involved and no ground truth is available, selecting the best
among multiple solutions remains to be investigated. In the case of
NNLS, random initialization of W has a very high approximation error
per sample as it is treated as a fixed endmember matrix and the results
depend on its similarity to the actual endmembers.

Spherical k-Means Clustering, PPI and SOSP have similar perfor-
mance. When manual initialization is not possible SOSP in combination
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with OSP initialization of H is preferable due to analytic computation.
It was shown that SOSP always finds the correct endmembers, when the
linear mixture model holds [8]. On simulated data sets a correlation of
0.9986 could be achieved while simultaneously the approximation er-
ror was the lowest among the tested methods. However, outliers and
regions with nonlinear mixtures must be ignored during initialization.

Table 16.1: NMF results: Approximation error and mean correlation between
abundances and corresponding ground truth images.

NMF: HOSP Hrandom
approx. error mean corr. approx. error mean corr.

Random 0.1850 0.8891 0.1387 0.9111
Manual initialization 0.1330 0.9012 0.1958 0.8665
k-Means Clustering 0.1247 0.8790 0.1954 0.8517
Pixel Purity Index 0.1550 0.8418 0.2417 0.9543
Sequential OSP 0.1147 0.9273 0.1942 0.9386

Table 16.2: NNLS results: Approximation error and mean correlation between
abundances and corresponding ground truth images.

NNLS: HOSP Hrandom
approx. error mean corr. approx. error mean corr.

Random 3.6586 0.9015 3.7402 0.8900
Manual initialization 0.1541 0.9380 0.1580 0.9452
k-Means Clustering 0.1563 0.8978 0.1562 0.8955
Pixel Purity Index 0.6656 0.6475 0.6656 0.6475
Sequential OSP 0.2036 0.8239 0.2036 0.8239

4 Conclusion

Comparison of linear spectral unmixing algorithms has shown that
NNLS generally gives good results provided the initial endmember ma-
trix closely resembles the actual endmember spectra in the scene. The
iterative approach of NMF is able to compensate for worse initializa-
tion by alternately updating abundances and endmembers. While the
accuracy of the result, measured here by correlating the abundance im-
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ages with their corresponding ground truth information, is comparable,
good results are computed more consistently with NMF and the approx-
imation error is lower. In a measurement where no ground truth data is
available to quantify the result, NMF is generally more forgiving of bad
initialization and the chance to get a result close to the actual physical
composition in the first attempt is higher.

Considering the different initialization methods, random initializa-
tion for W and H has the potential to outperform every other method
with the downside that multiple computations may be necessary. The
SOSP initialization for W most consistently gave good results as the
computation does not rely on random procedures. Additionally, when
H is initialized with random values the NMF is able to iterate towards
a result that allows easy assignment between ground truth and abun-
dance images. It has to be noted that for this to work properly on a real
data set, areas where nonlinear effects occur should be ignored while
initializing W. Otherwise, endmembers might be chosen from these ar-
eas. NNLS and NMF would then be preset to prioritize the approxima-
tion of these areas over the actual linear mixtures. This can result in a
lower approximation error, when a lot of nonlinear mixtures are in the
scene, but in terms of comparability to the physical composition of the
scene the result is worse.

Initialization of H by (16.3) already limits optimization problem (16.1)
to certain solutions resulting in slightly lower correlations in our tests.
This limitation can be advantageous, where nonlinear mixtures should
be ignored. Also, when computation time is especially important, tests
have shown that it can already be used as a crude unmixing or reduce
the number of iterations needed for NMF.

The arranged test sets are valuable for further analysis as barely any
hyperspectral data is available with ground truth about the mixture ra-
tios per sample. More checkerboards were prepared where some mate-
rials were only included in mixtures. The arranged data sets can also be
used to analyze nonlinear mixtures as well. Nonlinear unmixing usu-
ally needs a lot of a priori information about the data set, but the ground
truth information is already available. This can help to improve the un-
derstanding of unmixing and the degree of model complexity that is
needed for accurate results.

In future work the performance of NMF will be analyzed when no
pure spectra are available for endmember extraction. Additionally, the
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effects of over- or underestimating the real amount of endmembers have
to be explored.
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Abstract In optical inspection systems like automated bulk
sorters, hyperspectral images in the near infrared range are used
more and more for identification and classification of materials.
However, the possible applications are limited due to the coarse
spatial resolution and low frame rate. By adding an additional
multispectral image with higher spatial resolution, the missing
spatial information can be acquired. In this paper, a method is
proposed to fuse the hyperspectral and multispectral images by
jointly unmixing the image signals. Therefore, the linear mixing
model, which is well-known from remote sensing applications,
is extended to describe the spatial mixing of signals originated
from different locations. Different spectral unmixing algorithms
can be used to solve the problem. The benefit of the additional
sensor and the unmixing process is presented and evaluated, as
well as the quality of unmixing results obtained with different
algorithms. With the proposed extended mixing model, an im-
proved result can be achieved as shown with different examples.

1 Introduction

Recognition and classification of a variety of objects consisting of differ-
ent materials is a challenging task in automated optical inspection sys-
tems as bulk sorters. Such sorting plants are widely used in the fields of
mining, food production, and recycling to distinguish between objects
according to the material they are made out of, i.e., their chemical com-
position. Many optical detectors used to discriminate materials work in
the near-infrared spectral range (NIR), as the reflected light in this range
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gives information on the molecular bindings. This is due to the com-
bination vibrations and its overtones which yield to material-specific
spectral signatures. If a precise distinction between different materials
is needed, hyperspectral cameras, which usually acquire more than 100
channels simultaneously, are of great importance. These cameras pro-
vide a narrowly sampled spectrum for each pixel and thereby allow to
recognize different materials at different places.

While the fine spectral resolution provided by the high number of
spectral channels is the main advantage of hyperspectral imaging sys-
tems, the coarse spatial resolution and low frame rate are its drawbacks.
Thereby, light reflected by different objects or several parts of a single
object is mixed, which reduces the capabilities of an inspection system.
Hence, many industrial constraints concerning speed and resolution
cannot be met.

By adding a multispectral (less than 10 channels) or monochrome
camera, which meets the requirements for resolution and frame rate, the
desired spatial information can be obtained. Therefore, the additional
image is fused with the hyperspectral image and a classification in the
required spatial resolution is possible. There are several approaches for
fusing the different images. When fusing a panchromatic image with
a hyperspectral image, the procedure is called pansharpening [1]. A
widely used method of this kind is the replacement of a single principal
component with the panchromatic image after having transformed the
hyperspectral image by principal component analysis. Other methods
are based on adding high-frequency components of the monochrome
image to the hyperspectral image.

In this paper, a new method for fusing images of different spectral and
spatial resolution is proposed. Therefore, the image signals are regarded
as mixtures of different material signatures and combined in a common
model.

The problem of mixing and its inversion are known as spectral un-
mixing from the field of remote sensing [2]. Here, mixing coefficients
which represent the contribution of each material to the overall signal
are assigned to each pixel. In conventional spectral unmixing, the mix-
ing of signals takes place only within each pixel. This approach will be
extended by spatial unmixing. This allows images with different spatial
resolutions to be merged. The purpose of the proposed method is not
the fusion of the different images into one resulting image, but the de-
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termination of the mixing coefficients. These coefficients can be used as
feature vectors for a subsequent classification process.

This paper is structured as follows. In the following section, the prob-
lem is stated in more detail and the procedure of spectral unmixing is
introduced. Then, an approach for extending spectral unmixing to sev-
eral images of different cameras is proposed. The properties of the pro-
posed methods are discussed on the basis of different example signals
in the subsequent section.

2 Spectral unmixing

Spectral unmixing is based on the assumption that the reflected spec-
trum of a pixel is composed of a mixture of different signals originated
from different endmembers. These endmembers are usually pure ma-
terials. By spectral unmixing of hyperspectral images, the ratios of the
endmembers are determined. This can be done in a supervised or un-
supervised way. For supervised unmixing, the spectral signatures of
the endmembers must be known in advance. Whereas, the spectral sig-
natures are extracted from the hyperspectral image when using unsu-
pervised techniques. There are also methods which do not need end-
member spectra at all. Different measures like the pixel purity index
or the volume of the simplex spanned by the endmember spectra can
be used to determine the endmember signatures. A comparison of dif-
ferent endmember extraction methods can be found in [3]. Instead of
extracting endmembers from the image, they also can be taken from
several databases. The number of endmembers must be known a priori
or can be specified with several methods such as the concept of virtual
dimensionality [4].

Spectral unmixing is often used in remote sensing to investigate the
earth surface and its geological composition, its development, and veg-
etation. The areas viewed by a single pixel of a hyperspectral imag-
ing system can be several meters due to the long distance between the
image sensor based in an airplane or satellite and the observed ob-
ject. Hence, different objects and materials are usually found in the
field of view of one pixel. Similar effects can be observed when us-
ing hyperspectral images in inspection systems like automated bulk
sorters. While the distance between sensor and object is small, signal
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components are also mixed due to the high speed of the objects and the
low frame rate of the camera. By spectral unmixing, the mixture is at-
tempted to be inverted and, as a result, the relative contribution of each
material is determined.

There are different mixing models which are based on different con-
straints. The linear mixing model is the simplest and most widely used
model. Here, additively mixed signal compounds are assumed. The lin-
ear mixing model is presented in the next section. Other mixing models,
as the bilinear mixing model, allow for more complex mixtures caused
by scattering and other nonlinear effects taking place in the material [5].

2.1 Linear mixing model

In the following, all signals are regarded as discrete variables for math-
ematical descriptions. Thereby, they can be written in matrix notation.

The linear mixing model assumes a signal y to conform

y = X · a + n , (17.1)

where X is a N × M matrix whose columns xi represent the spectra of
the M endmembers. N stands for the number of channels of the sensor,
n is a noise term which combines model errors and sensor noise. Vector
a consists of the mixing coefficients. There are two restrictions for these
coefficients. The coefficients need to be non-negative

ai ≥ 0 for i = 1, . . . , M , (17.2)

and all coefficients of one pixel need to sum up to one:

M

∑
i=1

ai = 1 . (17.3)

The different endmembers contribute only positively to the overall sig-
nal, which is ensured by the first constraint. The second restriction ac-
counts for the signal is being fully described by the endmembers. The
assumptions yield

ai ≤ 1 for i = 1, . . . , M. (17.4)

All possible combinations of mixing coefficients are found within an M
dimensional simplex with edges of length one.
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2.2 Unmixing algorithms

The inversions of the mixing problem, i.e., the estimation of the mix-
ing coefficients â, can be done by different approaches. Methods that
minimize the reconstruction error

e(â) = ‖y− X â‖2 (17.5)

are widely used. The least-squares method, which can be extended
to fulfill the requirements of (17.2) and (17.3), belongs to this kind of
algorithms. The nonnegativity constraint of the mixing coefficients
is ensured by the nonnegativity constrained least-squares algorithm
(NNLS) [6], the normalization is ensured by the sum-to-one constrained
least-squares algorithm (SCLS) [7]. Both methods can be combined into
the fully constrained least-squares method (FCLS), which meets both
requirements.

Beside the least-squares approaches, there are methods based on
stochastic models. Here, the unmixing problem is resolved by a maxi-
mum-likelihood estimator or by hierarchical Bayesian models [8]. The
nonnegative matrix factorization (NMF) determines the endmember
spectra and the mixing coefficients simultaneously and, hence, does not
need any endmember spectra at all [9].

3 Extended signal model

The linear mixture model is extended to represent also spatial mixtures.
Therefore, the linear mixture model is defined for the whole image in-
stead of only for a single pixel. The linear mixture model in (17.1) is
assumed to be valid for each pixel of the image. Hence, all signals y and
the corresponding mixing coefficients a can be combined into matrices.
This yields

Y = X A , (17.6)

where the columns of Y and A represent the signals and mixing coeffi-
cients of the single pixels. Here and in the following, the noise term is
not mentioned for simplicity.

The individual images are acquired with different spectral and spa-
tial resolutions and are combined in one common model. The effects
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caused by the different resolutions are called spectral and spatial mix-
ing, respectively.

Spectral mixing The spectral resolution describes the spectral sensi-
tivity of the single sensor channels. This resolution is referred to as a
spectral base resolution. For convenience, the spectral channels of the
hyperspectral image sensor are used as the base resolution. Matrix X
consists of the spectral signatures of the endmembers at base resolution.
The specific spectral sensitivity of each channel of a camera is modeled
as a linear combination of the channels in X. This yields an adapted
matrix of endmember signatures for each sensor

Xi = Ci · X . (17.7)

Here, matrix Ci consists of the relative spectral sensitivities of camera i.

Spatial mixing The spatial resolution of a sensor is affected by the re-
gion, out of which a signal of a pixel is composed. The signal of a pixel
is written as linear combination of signals of a high spatial base reso-
lution. For the linear mixing model, this can be regarded as a linear
combination of the mixing coefficients A. For the coefficients at lower
resolution, this results in

Ai = A · Bi . (17.8)

Matrix Bi describes the mixing of signals originating from different lo-
cations and can be derived from the point-spread function of the sensor.

3.1 Combination of spatial and spectral mixing

For each sensor with the spectral and spatial mixing effects described
above, one has

Yi = XiAi = CiX · ABi , (17.9)

rearranging by using the Kronecker product yields

vec{Yi} =
(

BT
i ⊗ CiX

)
· vec{A}. (17.10)
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Here, the operator vec{Z} denotes the column representation of matrix
Z by stacking the columns of Z into a single column vector, and⊗ stands
for the Kronecker product.

In this representation, the signals of multiple sensors can be combined
by stacking the vectors and matrices column-wise:⎡

⎢⎢⎢⎣
vec{Y1}
vec{Y2}

...
vec{Yk}

⎤
⎥⎥⎥⎦

︸ ︷︷ ︸
y

=

⎡
⎢⎢⎢⎣

BT
1 ⊗ C1X

BT
2 ⊗ C2X

...
BT

k ⊗ CkX

⎤
⎥⎥⎥⎦

︸ ︷︷ ︸
X

· vec{A}︸ ︷︷ ︸
a

. (17.11)

This yields a common linear model

y = X a (17.12)

that needs to be solved. As this problem is similar to the linear mixing
model, the approaches for spectral unmixing described above can be
used to solve it.

4 Studies

The proposed method for fusing different images is illustrated and eval-
uated with an example. Therefor, images of different spectral and spa-
tial resolution need to be created.

4.1 Example data

Five different materials with spectra shown in Fig. 17.1 are evaluated.
The spectra were extracted from a single hyperspectral image of miner-
als. For further evaluation, a simulated image is created, which consists
of 100 × 100 pixels at the highest spatial resolution. The spatial dis-
tribution of the five mixing coefficients is shown in Fig. 17.2 and were
chosen based on the examples in [3]. The brighter a pixel the higher
the contribution of the endmember to the overall signal of the pixel.
Every material is represented by a pure pixel. The other pixels are mix-
tures of multiple materials. The mixing coefficients fulfill the constraints
in (17.2) and (17.3).
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Figure 17.1: Spectra of endmembers.
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Figure 17.2: Spatial distribution of mixing coefficients for the different materials.

Different signals can be simulated with the spectra shown in Fig. 17.1
and the mixing coefficients shown in Fig. 17.2. Gaussian noise is added
to the signal to account for sensor noise. The signal-to-noise ratio (SNR)
is the ratio of half the mean signal value to the standard deviation of the
noise (compare [3]). Unless otherwise stated, the SNR is 50 : 1.

4.2 Evaluation

Different measures can be used to evaluate the results of spectral unmix-
ing algorithms. As simulated data is used, measures can be determined
on the error of the mixing coefficients and on the reconstructed image
signal. Therefor, the root-mean-square error of the estimated mixing co-
efficients can be used. The ERGAS index is another widely used error
measure for the fusion of images of different spatial and spectral reso-
lutions [10]:

ERGAS = 100 ·
h
l

·

√√√√ 1
K

K

∑
k=1

RMSE(Yk))2

Y2
k

. (17.13)
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Here, h is the spatial resolution of the high-resolution image and l the
resolution of the low-resolution image. RMSE(Yk) stands for the RMSE
of the k-th channel of the reconstructed image, Yk denotes the mean
value of a channel. Unlike the RMSE of the mixing coefficients, the ER-
GAS index is related to the reconstitute image and not to the mixing
coefficients themselves. The lower the values of the ERGAS index the
better the fusion of the two images.

4.3 Impact of the resolution

A scenario with one hyperspectral and one multispectral camera is eval-
uated. The spectral resolution of the hyperspectral camera is the same as
the one of the base resolution, i.e., 200 channels. The spatial resolution
is smaller than the base resolution. A single pixel of the hyperspectral
image is composed of 6× 6 pixels of the base resolution. The number
of channels of the multispectral camera and its spatial resolution are
modified. To minimize the spatial correlation of the mixing coefficients,
the image pixels are randomized spatially. Figure 17.3 shows the RMSE
of the mixing coefficients for different resolutions of the multispectral
sensor with a varying number of spectral channels.

One can see that the effect of the additional image is higher the higher
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Figure 17.3: RMSE as a function of the spatial resolution of the multispectral
sensor and its number of spectral channels in combination with a hyperspectral
sensor with a spatial resolution of 6× 6 pixels.
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the spatial resolution. For all spatial resolutions, the RMSE is lower than
when using only the hyperspectral sensor. The RMSE decreases with an
increasing number of channels of the multispectral sensor.

4.4 Impact of the algorithms

To evaluate the different algorithms, a different scenario is used. Here,
a hyperspectral image with 200 channels is combined with a multi-
spectral image with 3 channels. The spatial resolution of the hyper-
spectral image is 3 × 3 pixels and 1 × 1 for the multispectral image,
respectively. Four different algorithms are compared. Firstly, the un-
constrained least-squares algorithm (UCLS), NNLS and FCLS, all de-
scribed above. The fourth algorithm is a successive algorithm (sFCLS),
which at first solves the hyperspectral image with low resolution and
subsequently solves the high resolution image constrained by the first
result. The results in terms of the RMSE and ERGAS index are listed in
Tab. 17.1.

UCLS NNLS FCLS sFCLS

ERGAS 1.13 1.12 0.81 0.81
RMSE 0.16 0.16 0.11 0.11

Table 17.1: ERGAS index and RMSE for unmixing results with different al-
gorithms. The results were obtained with the combination of a hyperspectral
image with resolution 3 × 3 and a multispectral image with 3 channels and a
resolution of 1× 1.

UCLS and NNLS yield similar results. The same holds for FCLS and
sFCLS. The unmixing result of the FCLS algorithms is better than the
one of the unconstrained algorithm. There is no big difference of the
combined and the successive variant of the FCLS algorithm. However,
the advantage of the combined method is the possibility to apply it to
more than two images.

5 Summary

An extended mixing model based on the linear mixing model and spec-
tral unmixing was proposed. It can be used to jointly unmix image sig-
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nals of different spatial and spectral resolutions. Thereby, an improve-
ment of the unmixing result can be achieved in applications where there
is sufficient spectral information, but too low spatial information. The
proposed method is fully based on the mixing model which has been es-
tablished in remote sensing applications for object classification. Hence,
many remote sensing methods can also be used for analysis of the ma-
terial composition in visual inspection.

The proposed sensor model can be easily extended to multiple sen-
sors. An extension by image registration and other spatial transforma-
tions is also possible. Different sensor noise models can be considered
when solving the unmixing problem. The possibility of applying the
methods to non-linear mixing models and the benefit for the final clas-
sification will be further investigated.

References

1. I. Amro, J. Mateos, M. Vega, R. Molina, and A. K. Katsaggelos, “A survey
of classical methods and new trends in pansharpening of multispectral im-
ages,” EURASIP Journal on Advances in Signal Processing, vol. 1, no. 79, pp.
1–22, 2011.

2. N. Keshava, “A survey of spectral unmixing algorithms,” Lincoln Laboratory
Journal, vol. 14, no. 1, pp. 55–78, 2003.

3. A. Plaza, P. Martı́nez, R. Pérez, and J. Plaza, “A quantitative and compara-
tive analysis of endmember extraction algorithms from hyperspectral data,”
IEEE Transactions on Geoscience and Remote Sensing, vol. 42, no. 3, pp. 650–
663, Mar. 2004.

4. C.-I. Chang and Q. Du, “Estimation of number of spectrally distinct signal
sources in hyperspectral imagery,” IEEE Transactions on Geoscience and Re-
mote Sensing, vol. 42, no. 3, pp. 608–619, Mar. 2004.

5. A. Halimi, Y. Altmann, N. Dobigeon, and J.-Y. Tourneret, “Nonlinear un-
mixing of hyperspectral images using a generalized bilinear model,” IEEE
Transactions on Geoscience and Remote Sensing, vol. 49, no. 11, pp. 4153–4162,
Nov. 2011.

6. R. Bro and S. De Jong, “A fast non-negativity-constrained least squares al-
gorithm,” Journal of Chemometrics, vol. 11, no. 5, pp. 393–401, Sep. 1997.

7. E. Ashton and A. Schaum, “Algorithms for the detection of sub-pixel targets
in multispectral imagery,” Photogrammetric Engineering & Remote Sensing,
vol. 64, no. 7, pp. 723–731, 1998.



190 M. Michelsburg and F. Puente León

8. N. Dobigeon, J.-Y. Tourneret, and C.-I. Chang, “Semi-supervised linear
spectral unmixing using a hierarchical Bayesian model for hyperspectral
imagery,” IEEE Transactions on Signal Processing, vol. 56, no. 7, pp. 2684–
2695, 2008.

9. V. P. Pauca, J. Piper, and R. J. Plemmons, “Nonnegative matrix factorization
for spectral data analysis,” Linear Algebra and its Applications, vol. 416, no. 1,
pp. 29–47, Jul. 2006.

10. L. Wald, “Quality of high resolution synthesised images: Is there a simple
criterion?” in Proceedings of the third conference “Fusion of Earth data: merging
point measurements, raster maps and remotely sensed images”, T. Ranchin and
L. Wald, Eds., 2000, pp. 99–103.



Understanding multi-spectral images of wood

particles with matrix factorization

Mark Asbach1, Dirk Mauruschat2 and Burkhard Plinke2

1 Fraunhofer IAIS,
Schloss Birlinghoven, 53754 Sankt Augustin

2 Fraunhofer WKI,
Bienroder Weg 54 E, 38108 Braunschweig

Abstract Multispectral image data can be used to quantify the
concentrations of chemical substances in material compounds
by differential spectroscopy. In this paper, we describe Simplex
Volume Maximization (SiVM), a matrix factorization method de-
rived from Archetypal Analysis (AA), that is well suited to sep-
arate spectra. Exemplarily, we apply the technique to multispec-
tral images of wood strands partially covered with adhesives and
wood-polymer composites and show how to determine the con-
centration of the adhesives and how to distinguish the polymer
types.

In the multispectral domain, our objective is to separate the spec-
tral characteristics of the adhesives and polymers from those
spectral components caused by variation in the natural wood, in-
cluding differences in moisture.

Our experiments show that wood particles with different concen-
trations of adhesives or different polymer components can be dis-
tinguished after applying SiVM-based factorization to NIR spec-
tral imaging. We therefore conclude that this technique has great
potential for quality control applications that rely on multispec-
tral imaging.
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1 Introduction

Wood is an important raw material for the enterprises producing par-
ticle boards and other wood-based material like e.g. wood polymer
composites (WPC). Because wood is an eco-friendly renewable material
many efforts in research and development take place to reduce produc-
tion costs [1] and to increase possibilities for recycling [2].

Spectral imaging in the near-infrared range (NIR) is one of many mea-
surement techniques with great potential for classification and sorting
processes [3]. However, the requirements are much higher than e.g. in
recycling of plastic packages, because better resolution is needed and
because the signals acquired by NIR cameras are superposed by opti-
cal scattering due to rough surfaces and statistical/temperature noise
in the detector. The “classical” method to classify spectra using chemo-
metric methods like linear filtering and principal component analysis
(PCA) works but has its limitations [4]. Especially for wood particles
improved methods would help to optimize wood products and to in-
crease the recycling rate.

In addition to improved classification performance, a second moti-
vation to use alternative methods results from the fact, that classical
subspace transformation methods like PCA result in numerical repre-
sentations of the data that have no physical meaning and are hard to in-
terpret. In contrast, non-negative matrix factorization (NMF) has been
shown to provide meaningful results, if the data are inherently non-
negative [5]. But because the underlying problem is NP hard [6], op-
timal solutions are costly to obtain for real-world problems. Instead,
recent extensions to NMF introduce additional constraints on the ba-
sis vectors to reduce the search space. Several of these extensions
have been demonstrated successfully on hyperspectral image data for
remote-sensing applications [7, 8].

In order to obtain a meaningful decomposition of the multispectral
NIR imagery with low algorithmical complexity, we apply Archetypal
Analysis (AA) [9] or rather its approximative implementation Simplex
Volume Maximization (SiVM) [10]. SiVM requires efforts of only O(kn)
to derive basis functions and was shown to provide highly accurate re-
constructions [11].
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2 Wood particles

Two tasks are presented here as examples where the evaluation of mul-
tispectral image data could be improved by new approaches for factor-
ization and classification:

2.1 Adhesive coverage of wood strands

Oriented strand boards (OSB) are made from big wood particles (e.g.
120mm × 25mm × 0.8mm) in automatic production lines. Emulgated
adhesive (or resin) is sprayed onto the surface of the strands while they
pass a rotating drum, then the strands are oriented and formed to a
mat on a conveyor, pass a continuous hot press and leave it as particle
boards. The board quality depends on many manufacturing conditions.
An important one is the adhesive distribution on the strands before the
mat enters the press.

But the adhesive is “visible” only in the NIR range by using spectral
cameras and detection methods which are suitable also for the surface of
an OSB mat. Figure 18.3 shows a scene with strands made from aspen
wood and partially covered with urea-formaldehyde (UF) resin. The
adhesive concentrations, based on the dry mass of wood, were 0% (def-
initely too low), 6% (good concentration) and 12% (too high because
resin is an important cost factor). These concentrations are estimated
from the amount of glue added to the rotary drum, but cannot be de-
duced from the visible light image.

2.2 Detection of different polymer types in WPC granulate

Wood polymer composites (WPC) consist of approx. 50 to 70 mass
percent wood fibers and a polymer component, e.g. polyethylene (PE),
polypropylene (PP), polyvinyl chloride (PVC), or a bio-based poly-
mer like poly-L-lactic acid (PLLA). They are produced in a compound-
ing/extrusion process as profiles and can substitute solid wood in ap-
plications as terrace deckings, windows, and door frames or car interior
parts. Recycling of WPC has proven to be possible. However, meth-
ods for material management and especially for grading and sorting
are not yet available, and therefore most of the material is only reused
as fuel [12].
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Developments for WPC sorting are ongoing but require a sorting
or grading method for WPC granulate to make sure that the material
stream is free of impurities and contains only one polymer component.
The second example in Fig. 18.4 shows WPC granulate with four types
of polymer components (from top to bottom: PLLA, PVC, PP, PE) which
can not be distinguished in the visible light range.

3 Multispectral image decomposition

We interpret multispectral imaging as a discrete form of reflectance
spectroscopy: a sample reflects light to a sensor that measures a discrete
reflectance spectrum per pixel. A multispectral image with F spectral
bands is then represented as a matrix X = [x1, x2, . . . , xN ] of N pixels
xn ∈ R

F.
The run of the spectrum is characteristic of the chemical substance

under investigation. For a mixture of different substances, the mea-
sured spectrum is a weighted sum of the individual spectra. If a pixel
xn shows a mixture of K chemical components with reflectance spectra
sk ∈ R

F and mixture weights wnk, the pixel can be expressed as a linear
combination

xn = wn1s1 + wn2s2 + · · ·+ wnKsK = SWn, (18.1)

with

wnk � 0, ∑
K

wnk = 1.

This is schematically depicted in Fig. 18.1: A pure substance A shall
have a flat spectral reflectivity of 0.8, thus reflecting 80 % of spectrally
white light, while a second, pure substance B shall have a spectral reflec-
tivity of 1.0 over all but a given spectral band, where it has a reflectivity
of 0. When measuring the spectral reflectivity of a compound material
consisting of 60% of substance A plus 40% of substance B, we expect a
combined spectral reflectivity that is the linear combination of the pure
spectra, weighted with the respective lots of the substances. For our
assumed compound substance, we would therefore expect a spectral
reflectivity of 0.88 = 0.6 · 0.8 + 0.4 · 1.0 over most of the spectrum and
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Figure 18.1: We consider three different, thick materials with diffuse surface
scattering, where incident light i is split into a fraction a that is absorbed and a
second part r that is reflected. The spectral reflectivity of a material mixture with
60% of substance A and 40% of substance B is considered to be the weighted
sum of the spectral reflectivities of the pure substances.

0.48 = 0.6 · 0.8 + 0.4 · 0 over the band where substance B is fully ab-
sorbent.

4 Archetypal analysis

The spectra sk of simple chemical substances are known, but natural
materials like wood exhibit mixtures of a high number of components
that can be learned from sample data only. Analogous to Equation 18.1,
we approximate a multispectral image X with N pixels from K spectral
components sk ∈ R

F and K weights wk ∈ R
F as

X ≈ S · W, (18.2)

with

S = [s1, s2, . . . , sK], W = [w1, w2, . . . , wK]
T

with the approximation error E = min ||X− SW||2. While non-negative
matrix factorization (NMF) provides a solution to Equation 18.2 satisfy-
ing the physical requirements for the spectra sk, convex-NMF [13] and
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(a) Exemplary color image

0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8
CIE x

0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

C
IE

 y

Red

Green

Blue

CIE Chromaticity

(b) Color gamut

Figure 18.2: Color mixing example: All pixel colors in (a) can be composed as
linear combination of two archetypal colors light blue and light gray (triangular
color entries in (b)). They form the convex hull (here: a line) enclosing all other
pixel colors.

convex-hull-NMF [14] further guarantee meaningful weights wk satis-
fying the requirements for wnk from Equation 18.1.

The resulting spectra sk typically coincide with actual data points xn,
which makes convex-hull-NMF representations readily interpretable: If
an individual image location n′ exist, at which only a single substance
k is present, the discrete spectrum of this substance sk = xn′ resides on
the convex hull of all data points xn.

For illustrational purposes, we can interpret RGB colors as a col-
orspace with three spectral bands. Figure 18.2 depicts an image con-
taining various colors mixed from light blue and light gray. As can be
seen from the gamut diagram, these colors represent data points in a
subspace of the full RGB spectrum. The “pure” colors light blue and
light gray reside on the convex hull. Given an image like the one de-
picted in Fig. 18.2(a), our goal is to find the “pure” colors and to unmix
the colors of all pixel spectra. Archetypal Analysis (AA) is a method
that selects suitable data points as basis functions for the above men-
tioned convexity-constrained matrix factorization techniques. We use
its speeded up derivate—Simplex Volume Maximization (SiVM)—to
quickly identify archetypal datapoints in our multispectral image data.
Then, all other pixels of the image can be approximated by linear com-
binations of the archetypes. By definition, all resulting coefficients are of
the range [0, 1] and we can interpret them as relative amount of “pure”
ingredients (archetypes) used to “mix” a certain pixel’s spectrum.
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5 Results

We apply the Archetypal Analysis to two material characterization
problems from the woodworking industry.

5.1 Adhesive coverage of wood strands

In our first experiment, we seek to analyze the glue coverage of wood
strands. Data were acquired with an InGaAs line scan camera that
records 316 spectral bands in the near infrared (NIR) range between
1032 nm and 1656 nm. The image depicted in Fig. 18.3 shows about
twenty strands of aspen wood. Four strands are covered with ≈ 6%,
four other strands are covered with ≈ 12% of adhesive.

With Simplex Volume Maximization, 15 archetypes were extracted
from the pixel spectra. We expect to need several different archetypes
to model the spectra of the wooden texture, the spectrum of the adhe-
sives, moisture, image background, and the spectrum of the graphite
used to mark the strands. Using a slightly higher number of archetypes
allows to model shadows, specular highlights, and noise as well. Fig-
ure 18.3(c) and Fig. 18.3(d) show archetype s13 and the corresponding
mixture weights w13, that seem to model the absorption spectrum of
wood covered with ≈ 12% adhesives.

The 15-dimensional SiVM space can be used to classify image pixels
based on the adhesives coverage. Exemplarily, we have marked small
regions with known (compare section 2) glue coverage as training data
for a simple nearest-neighbor classifier (light green is used for 12% and
dark green for 6%). In addition, areas showing strands not covered with
adhesives were marked with light blue and visible background marked
in light grey. The trained classifier was then used to predict the glue
coverage of all other image pixels. Classification result and training data
(marked by boxes) are depicted in Fig. 18.3(b).

5.2 Detection of different polymer types in WPC granulate

In a second experiment, we use the same method to disambiguate pel-
lets made from wood fibres and different sorts of polymers. WPC pel-
lets with four different polymer components (PLLA, PVC, PP, and PE
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Figure 18.3: Wood strands, partially covered with adhesives. The adhesive is
transparent in visible light as well as in the averaged NIR reflectivity (a). Af-
ter decomposition with SiVM into 15 basis functions and training a nearest-
neighbor classifier (training regions marked with black boxes), it can be pre-
dicted for the whole image (b). An exemplary basis function (c) with corre-
sponding weight (d) seems to model adhesive concentration quite well.

respectively) have been placed in a wooden box together with paper la-
bels. The wooden box has walls that cast shadows on part of the scenery
and the whole setup is far from an ideal laboratory environment but
nevertheless closer to industrial conditions. We chose it to illustrate the
resilience of our method against adverse data acquisition conditions.
The image data was captured with an Extended-InGaAs line scan cam-
era with a spectral resolution of 248 bands in the range of 1161 nm to
2262 nm, of which the 20 lowest and 25 highest wavelengths were dis-
carded because of extremely low signal-to-noise ratio.

Again, SiVM with 15 archetypes was used in combination with a
nearest-neighbor classifier to learn the characteristics of the different
plastics from some image pixels and predict it for the remainder of the
image. Figure 18.4 depicts the wood-plastic-compound (WPC) dataset,
including classification result and an exemplary archetype. Archetype
13—depicted in Fig. 18.4(d)—shows contributions in the area of PLLA
pellets.
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Figure 18.4: Composite pellets made from PLLA, PVC, PP, and PE, in a wooden
box. From a conventional color photo (a) or the averaged NIR reflectivity (b),
polymer components can not be estimated. The decomposition of the multispec-
tral NIR image with SiVM into 15 basis functions, however, allows classification
even with a simple nearest-neighbor classifier. Training data (black boxes) and
result are shown in (c). An exemplary basis function is depicted together with
its corresponding weights in (d) and (e).

The nearest-neighbor classification result was obtained by select-
ing per class one rectangular image region as training samples. The
wooden box was learned from a slightly larger region. Overall, this—
really simple—attempt already results in acceptable classification per-
formance. Errors are only visible in shadowed areas. As the pellets
themselves generate small shadows, classification errors looking like
speckle noise are observed especially in the area of PP and PE pellets.

6 Summary

In this paper, we have demonstrated the application of Archetypal
Analysis (AA) / Simplex Volume Maximization (SiVM), a matrix fac-
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torization method, to multi-spectral image analysis for wooden materi-
als. It was shown that adhesive concentrations on wood strands and
polymer types in WPC granulates can be distinguished with simple
classification algorithms using the image decompositions derived from
SiVM/AA.

The proposed method allows for a better understanding of the mul-
tispectral image decomposition than standard methods from chemom-
etry. And while the latter are usually sensitive to outliers, surface and
acquisition conditions rather than to the chemical composition of the
material, the proposed approach appears to deliver predictable results,
invariant to small changes in the initialization.

An objective for future research will be to quantitatively evaluate the
algorithms—shown here as a prove-of-concept—on a larger set of image
data and to optimize the computational performance.
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Abstract In this paper we describe our database centered work-
flow for acquisition, enrichment, long-term storage and web-
based analysis of multi- and hyperspectral image data and mea-
surement metadata. We propose a standardized way of storing
large amounts of measurement data using a hybrid approach con-
sisting of a relational database and direct file access through a
common data access layer. Data import and export is performed
by either using proprietary file formats like ENVI or by using an
universal XML-based data format. To allow preview and analy-
sis of image data, a web-based application has been developed
which supersedes the need for client-side installation of tools
like MATLAB to perform spectral or spatial analysis of the data
while still allowing third-party applications to retrieve data from
the database to perform in-depth analysis like automated filter
design. Successful implementation of the workflow is demon-
strated by the example of rapid application development for min-
eral sorting.

1 Introduction

While classification of materials based on their spectral reflectance prop-
erties has been an area of research in remote sensing applications for a
long time, it is attracting more and more attention in the area of in-
dustrial applications, e.g. sorting materials as part of the recycling pro-
cess, quality assurance in food production or enrichment of primary
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resources. Common to those applications is the need to measure the
reflectance spectrum of the materials to be detected using appropriate
equipment and to analyze the acquired data to define classification fea-
tures and optical filters. To be able to build productive and robust appli-
cations, the whole process from sample selection and spectral measure-
ment as well as data storage and analysis up to filter and application
design has to be taken into account and is preferably standardized. In
this work we propose a workflow for this process, describe our imple-
mentation and present results. We especially focus on a solution for the
long term raw measurement data storage, which tackles the problem of
the loss of measurement information over time as described by Mich-
ener and Brunt [1]. The rest of the article is organzied as follows: in
Chapter 2 related work is discussed. Chapter 3 describes our approach
and the implementation details. In chapter 4 we finish with a summary
and an outlook on future work.

2 Related work

Acquiring, storing and analyzing hyperspectral information has a long
history in remote sensing applications. A couple of databases have been
set up to make hyperspectral material information publically available,
e.g the ASTER spectral library [2], USGS digital spectral library [3],
hyperspectral.info [4], SPECCHIO [5], Vegetation Spectral Library [6].
Also background work on the design and implementation of hyper-
spectral databases, metadata and measurement process was published
by some authors, e.g. Ruby [7] or Pfitzner [8, 9], who introduced 12
rules to be taken into account when measuring and storing hyperspec-
tral data. There are some very good analysis and visualization tools for
multispectral data available like the Environment for Visualizing Im-
ages (ENVI) [10] and Gerbil [11]. Also the use of MATLAB [12] is very
common. While all these programs are desktop applications and mostly
used by experts in the image processing or statistical domain, our soft-
ware is designed to provide some basic visualization tools, e.g the mean
spectral reflectance and its standard deviation, to anybody via a user-
friendly web application replacing the need for installation of dedicated
analysis software on the user computer.
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3 Our work

Within our work we focus on design and implementation of a consis-
tent workflow for hyperspectral data to improve long term availabilty
of measurement data and to support analysis and application develop-
ment. Fig. 19.1 gives a basic overview of our framework which will be
described in more detail in the following chapters.

Acquisition Processing Storage Analysis Application

Figure 19.1: A consistent workflow from data acquisition to application devel-
opment.

3.1 Data acquisition

The data acquisition is performed in the lab at the Fraunhofer IOSB with
different types of sensors: There are high speed and high resolution
RGB cameras, single-channel UV/NIR cameras and low speed and low
resolution hyperspectral cameras ranging from 240-400nm, 366-720nm
and 1000-2500nm. The data processing chain consists of the following
semi-automatic steps to prepare measured data to be imported to the
database:

White balance, outlier detection and normalization

To get comparable results, the spectra have to be normalized. This is
obvious when using different measurement stations, but also has to be
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done for measurements using only one spectrometer, because the illu-
mination might change. The spectra are normalized to the interval [0, 1]
because the sensors have different dynamic ranges. The white balance
is computed in two steps. For every hyperspectral image I, an image
Iw of a shading bar is also acquired. I is a function that maps x, y, λ
to an intensity value, whereas x, y define the pixel position and λ the
wavelength. Because in our lab we only use line sensors for multispec-
tral data acquisition, the x-value defines the position on the line, the
y-value defines a time-line which results from moving the probe on a
linear table through the viewing plane of the camera. After subtracting
the dark current, the following formula is used to compute the white
balanced image I′ from the original image I:

I′(x, y, λ) =
I(x, y, λ)
Iw(x, λ)

·
tw

t
(19.1)

Iw(x, λ) :=
∑
y

Iw(x, y, λ)

∑
y

1

t, tw are the respective exposure times. The normalization function
Iw(x, λ), which is computed from the image of the shading bar, is in-
variant of y because the illumination effects don’t change during the
movement of the linear table. In the literature some further normaliza-
tions like the spectral gradient [11] or the division by the cumulative
intensity [13] are applied to remove the effects of the illumination or ob-
ject geometry. Some of these normalizations are not always applicable,
because they assume a hyperspectral image as input data, but we often
only use up to four discrete wavelength bands in our sorting machines.
Another drawback is the loss of the cumulative intensity information,
which can be an important feature for classification, especially when
only a few bands are measured.

The image I′ is normalized according to the shading bar. Therefore
the spectrum has to be divided by the reflectance spectrum R(x, λ) of
the shading bar:

I′′(x, y, λ) =
I′(x, y, λ)
R(x, λ)

(19.2)
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Outlier detection is another important preprocessing step. The hyper-
spectral sensors may have some defect pixels which are known and re-
turn invalid (e.g. constant) intensity values. But also over- and under-
exposed pixels with intensities near the extrema of the dynamic range
have to be marked as invalid. To be able to use formula (19.1), the in-
tensity has to be linearly dependent from exposure time. Hence, de-
pending on the sensor characteristics, upper and lower thresholds exist,
which define the valid intensity range. All other pixel values in I are
marked as invalid and ignored in later steps.

Registration

If the probe is measured with different sensors (e.g. at different wave
length ranges), the multispectral images have to be registered to be able
to compute correlations between these ranges. This is done via a semi-
automatic algorithm written in MATLAB. First, the user marks some
corresponding object points in the multispectral images. Because the
spectrum ranges of the sensors do not necessarily overlap, the intensity
values can’t be directly compared. Therefore, the two images are first
converted to edge-images using a sobel filter. If Ex is the edge-image
resulting from using a vertical sobel filter and Ey from using a horizon-
tal sobel filter, the orientation independent gradient magnitude image
is computed by:

E =
√

E2
x + E2

y (19.3)

For every band of the multispectral images a corresponding edge-image
is computed and afterwards the edge-images are averaged. The two re-
sulting grayscaled images are normalized to the interval [0,1] because
different materials can induce small differences in one spectrum but big
difference in the other. The transformation matrix between the two hy-
perspectral images is computed with MATLAB by maximizing the cross
correlation value of the grayscale edge-images. Because we deal only
with line scan sensors the search space of the tranformation matrices
can be reduced to affine transformations.
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Segmentation

The resulting image of a measurement typically contains objects of the
same material or different materials as shown in Fig. 19.4. The objects
are segmented using a multimodal segmentation algorithm based on
the algorithm described by Boykov and Funca-Lea [14]. All bands of
the registered images are compound into a single stacked image. The
algorithm works as follows:

• The user marks pixels which defintely belong to the background
and pixels which belong to the foreground

• An energy minimization algorithm computes a foreground/back-
ground separation of the pixels in the image

• To remove very small foreground objects, a pixel is only marked as
foreground if the pixels in the neighborhood are also foreground
pixels. The neighborhood is defined by a mask with variable size.

• The foreground/background separation is used to number the ob-
jects in the image by computing the connected components of the
foreground pixels.

• The user has the possibility to manually change the object num-
bering or assign objects to the background.

The foreground/background separation problem can be described as
the MAP (maximum a posteriori) solution x∗ of a markov random field:

p(x|y = ŷ) = p(x|ŷ) = p(ŷ|x)p(x)
p(ŷ)

(19.4)

x∗ = max
x

p(x|ŷ)p(x) (19.5)

x = (x0, . . . , xn) is a random vector which contains for every pixel a la-
beling xi ∈ {Foreground, Background}. ŷ = (ŷ0, . . . , ŷn) is the observed
data. yi is the spectrum of pixel i. p(ŷ) is a constant and can be dis-
carded when computing the MAP. We use a 4-connected graph for the
markov random field. Hence (19.4) can be factorized as:

p(x|ŷ) = 1
Z ∏

i
ψ(ŷi , xi) ∏

i, j∈N
φ(xi , xj) ·

1
p(ŷ)

(19.6)
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The set N contains all edges of the graph, Z a normalization constant,
and φ,ψ are interaction potentials. Applying log on both sides we ob-
tain:

x∗ = max
x

(log p(x|ŷ)) = min
x

(− log p(x|ŷ)) (19.7)

= ∑
i
− logψ(ŷi , xi)︸ ︷︷ ︸

=:Ed(xi ,ŷi)

+ ∑
i, j∈N

− logφ(xi , xj)︸ ︷︷ ︸
=:Es(xi ,xj)

(19.8)

The data energy potential Ed(xi , ŷi) characterizes the compliance of the
labeling of a pixel to its observed spectrum. If an arbitrary pixel in the
image has a foreground label associated, then it should have a similar
spectrum to the points, which were manually marked as foreground.
The similarity of a pixel’s spectrum to the spectra of the marked pix-
els is computed via k-NN search in R

s where s is the number of bands.
The spectrum of every pixel xi corresponds to a point S(xi) in R

s which
is obtained from the intensity values of every band. For every pixel
in the image the k = 50 marked pixels are searched, whose spectra
match best i.e. have the smallest euclidean distance. Ed(xi = l, ŷi) is
then set to the number of pixels whose label is l divided by k while
l ∈ {Foreground, Background}. Instead of using the original spectra
S(xi), the normalized spectra S̃(xi) = S(xi)/||S(xi)|| are used. The
cumulative intensity is discarded. This is needed because a human in-
dividual often marks pixels, which can be clearly recognized as fore-
ground or background. Pixels at the border of the object are usually
not marked, because their intensities are low due to poor illumination,
unless an integrating sphere is used. By dividing by the cumulative in-
tensity, all pixels of the same material have spectra which are very near
in R

s independent of the surface orientation and therefore the cumula-
tive intensity at those pixels.

The smooth potential Es(xi , xj) has to be a metric. The smooth poten-
tial has the following form:

Es(xi = li , xj = l j) =

{
0 , if li = l j
α||S(xi)−S(xj)||2

2σ2 , otherwise.
(19.9)

The term ||S(xi)− S(xj)||2/2σ2 is derived from the logarithm of a nor-
mal distribution and σ is the sensor noise which is set to 1/256. This
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value is derived from the quantization error of a 8 bit sensor. σ could
also be assessed from the sensor specification. In contrast to the com-
putation of Ed, the original spectra are used here. α is set to 1/5000
to clearly prefer a low data potential over a low smooth potential be-
cause it proved to be more robust if hyperspectral images with many
bands are used. x∗ is computed using the graph-cut algorithm with α-
expansion described in [15–17], which can be applied because Es is a
metric.

3.2 Data storage

Our main goal for the database is to develop a long term storage and
sharing platform for spectral signatures of materials. A key feature is
to store the full measurement raw data to work with arbitrary analysis
software directly on it.

To avoid storing a large amount of raw pixel data in the relational
database, causing it to grow fast and loose performance [18], we de-
ciced to use a hybrid approach to store multispectral image data and
metadata, shown in Fig. 19.2. While keeping measurement data in com-

Data Access Layer

SQL Database Binary Data Files

SQL Interface BLOB Interface

FTP

Measurement Device, 

Matlab, 

Third Party Applications

Web-based 

Visualization and 

Analysis

Figure 19.2: System overview of data storage and access.

pact binary files as created by the measuring device and accessing it
with a fast binary data access library we store data that benefits from
SQL Server query optimiziation and constraint checking in a relational
database.
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Compared to storing the measurement data and metadata in a filesys-
tem structure, our approach of storing measurement data and metadata
has several advantages:

• Increased flexibility using a data access layer. The data access
layer allows changes to the database or the binary files without
requiring changes on the client side.

• Improved access rights handling. Access rights to the data can be
handled inside the data access layer. File system level permission
handling is no longer required. In addition, database access can
be regulated in fine detail.

• Metadata is stored in a relational database. Measurement meta-
data is stored in a relational database for improved query perfor-
mance and data integrity checking. The metadata consists of 4
main groups of data:

– Measurement related data e.g. materials, material groups,
system operator, measurement device, project

– Image related data e.g. object segmentation, file type, scaling
information, color space.

– Hardware related data e.g. spectrometer characteristics,
white balance information, illumination parameters

– Project related data e.g. projects, sites, operators, access rights

3.3 Data visualization and analysis

Another key feature of our application is the web-based visualization
and analysis of multispectral measurement data. Besides a standard
web browser no client side software installation is required to be able to
browse the mulispectral image data and the metadata in the database.
Standard analysis functionality includes e.g. intensity distributions or
histograms of different materials, different material conditions or dif-
ferent measurements of a single material. Measurement series can be
compared and the results are visualized as 2D-charts (Fig. 19.3). The
web-based visualization is also capable of displaying the raw image
data acquired by the camera as shown in Fig. 19.4. An intuitive slider
control panel allows to quickly access a particular wavelength image
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Figure 19.3: Intensity distribution for two different materials in the NIR and
SWIR spectrum.

and data. The user can choose between a preview of the original im-
age or showing only the labeled objects, hiding background and other
objects. An additional feature shown in Fig. 19.4 is the possibility to
create an RGB false color coded image by assigning intensity values of
particular wavelengths to the R-,G- and B-channel of the resulting im-
age thus allowing to better visualize spectral behaviour of the material.
Based on our new mass storage infrastructure, the web-based visualiza-

Figure 19.4: (Left) Preview of an intensity image for a selected wavelength in-
cluding background and surrounding objects. (Right) False-Color display of
labeled objects only with an overlay of object borders and object numbers.

tion and analysis allows fluent browsing through the database content
and fast image and data preview while keeping load on database and
webserver hardware as low as possible. The application is implemented
using ASP.Net MVC.
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4 Summary and outlook

We proposed a workflow and an infrastructure to acquire, enrich, store,
analyze and retrieve multi- and hyperspectral measurement data. A
working prototype implementation was presented. We’re currently in-
vestigating how to improve binary data storage performance by using
an object database.
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Potential of NIR hyperspectral imaging in the

minerals industry
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Abstract Material characterization by Near Infrared Hyperspec-
tral Imaging (NIR HSI) is based on specific absorption features of
different minerals. These absorption features are caused by the
movement of molecular bondings of NIR active minerals on the
material surface. Therefore, pollutions, such as dust and water,
may influence the measurement outcome. An insufficient spa-
tial resolution of the measurement can additionally falsify the
hyperspectral image, because of mixed spectra effects at grain
boundaries caused by the simultaneous collection of two or more
spectra from unequal minerals. In order to compare NIR HSI to
conventional analytical methods the above mentioned character-
istics have to be investigated to reveal the potential of NIR HSI.
The present paper describes investigation conducted on copper
porphyry ore derived from the Kajaran copper mine, Armenia.
During an extensive feasibility study rock samples are character-
ized by different measurement techniques. Two major analysis
technologies are used for characterization including Mineral Lib-
eration Analysis (MLA) and NIR HSI by using the Hyperspectral
Imager SisuCHEMA (SPECIM) and Spotlight 400 FTIR Imaging
System from Perkin Elmer. On basis of test-results derived from
the feasibility study advantages and disadvantages of NIR HSI, in
comparison to conventional measurement techniques in the min-
erals industry are discussed.

1 Introduction

To build up a process in the mineral processing industry, material char-
acterisation is indispensable. Material characterisation is necessary to
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obtain all necessary material specifications to choose the optimum sort-
ing criteria. Nowadays several analytical techniques are used for ele-
mental (e.g. XRF (X-ray fluorescence)) or mineral component detection
(e.g. MLA). Sensors used for material characterization cover most of the
electromagnetic spectrum (EM).

The non-destructive Near Infrared Spectroscopy (NIRS), as a surface
measurement technique allows the determination of molecular compo-
sitions and quantitative mixtures of a sample at any state. In addition
to that NIRS sources are not hazardous to health in contrast to other
methods [1]. Necessary sample preparation prior to analysis is reduced
or can even be neglected. NIRS is a rapidly operating measurement
technique which is used for mineral analysis in different fields of appli-
cations.

Former investigations have shown that NIRS can be applied for
sensor-based sorting in the raw material industry. The principle of
sensor-based sorting includes the singularly detection of particle prop-
erties by a sensor with subsequently mechanical separation in two or
more fractions [2]. NIRS is an emerging sensor technology for sorting
applications by using spectral differences in the NIR region as sorting
criteria. In the borate and talc industry first NIR sorters have already
been implemented. Investigations on the potential of NIR sorting in the
minerals industry are on-going. Further sensor technologies applied for
sensor-based sorting include optical, electromagnetic, XRF, XRT (X-ray
transmission) to name a few [3].

Application fields for NIRS in the minerals industry further include
the on-line moisture analysis of bulk streams. Experiences in remote
sensing, including spectral interpretation, can even be applied for anal-
ysis at smaller spatial resolutions down to microscope usage. The nar-
row pixel size of NIR HSI allows the characterization of mineral distri-
bution of particles at rock sample surfaces [4]. The crystal structure, in
addition to the molecular composition of a sample, has major influence
on the measured spectra. Therefore minerals with identical chemical
composition, but differentiating crystal structures can be distinguished
(e.g. Calcite [CaCO3] & Aragonite [CaCO3]). These advantages, among
others show the large potential of NIR HSI for the minerals industry.
The following investigation is used to evaluate the potential of apply-
ing NIR HSI for the characterization of a copper porphyry ore type. The
major goal of the present investigation is a comparison of NIR HSI with
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NIR point-measurements and MLA. The comparison is completed on
basis of literature research and practical test-works. Second aim of the
investigation is the determination of influences of the water content on
the sample surface and impacts of spatial resolution variations on the
NIR HSI measurement outcome. Results of the investigation are given
in the following chapters.

2 NIR point measurement

In the first phase of the test-work each particle is measured by
NIR point-measurements to evaluate the applicability of point-
measurements for differentiating of particles. Each particle is therefore
measured ten times by the NIR spectrometer.

The desktop NIR spectrometer used for analysis is a Fourier Trans-
form Infrared (FTIR) spectrometer from the TENSORTM series, Tensor
27 from Bruker Optics. FTIR spectra in a range of 1000-2632 nm were
recorded for analysis. Exemplary measurement results are shown in
Figs. 20.1 and 20.2. Detected NIR-spectra are illustrated by applying
varying colours to each spectrum.

Measurements show that spectral differences between the particles

Figure 20.1: Examples of spectra of one of the groups based on spectral response
[5].
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are to minor in order to distinguish between each sample, based on
NIR point-measurements. As a result from this investigation it was
evaluated that the dissemination of valuable contaminants within the
samples is to fine for the use of NIR point-measurement spectroscopy.
Therefore the applicability of NIR HSI is evaluated.

Figure 20.2: Examples of baseline corrected spectra of one of the groups based
on spectral response [5].

NIR HSI in contrast to NIR-point measurement adds an additional
venue coordinate to the measurements outcome, by using the ability
of pattern recognition. Spatial and spectral resolution is much higher in
case of NIR HSI in contrast to NIR point-measurements, which increases
the level of detail. Therefore, the measurement enables the detection
of small, minor constituents in the sample. Furthermore the impact of
illumination complications is decreased [6].

3 SisuCHEMA hyperspectral imaging measurements

All NIR HSI measurements for this feasibility study were conducted at
Specim Spectral Imagine Ltd. in Oulu Finland. The spectral imaging
system used for analysis is the SisuCHEMA SWIR workstation shown
in Fig. 20.3. The SisuCHEMA is a high speed imaging system which
operates at wavelengths between 900- and 2500 nm. Features of the
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system include a spatial resolution of 320 pixels with a scalable pixel size
of 31- to 625 microns. Samples are placed on a mobile platform which
moves the sample through the detection area during measurement. All
settings used for analysis are listed in Fig. 20.4.

Figure 20.3: SisuCHEMA SWIR [7].

Figure 20.4: Used pixel sizes with the SisuCHEMA [8].

Each particle is measured at pixel sizes of 625-, 312-, 156-, and 31 μm.
The UmBio Evince software is used for data processing and can display
the results derived from SisuCHEMA NIR HSI as false colour pictures.
These pictures are subsequently analysed in regard to mineral libera-
tion to evaluate the influence of spatial resolution on the measurements
outcome.

Additional to that influences of surface water on the measurements
outcome are evaluated by applying three different moisture contents
(“dry”, “slightly wet”, “wet”) to each particle. For this measurement a
fixed spatial resolution of 31 μm was used.

3.1 Influence of spatial resolution on NIR HSI

Evaluation of hyperspectral images derived from measurement of sam-
ple surfaces shows that a reduced spatial resolution increases the effect
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of spectral mixing at grain boundaries which is a logical result. Addi-
tional to that a lower spatial resolution could lead to an incorrect inter-
pretation of mineral distribution for hyperspectral images of the sample
surface. Two separate grains could be displayed as one particle, there-
fore incorrect interpretation is the consequence.

Figure 20.5 illustrates hyperspectral images derived from NIR HSI at
varying spatial resolutions. It can be observed that the level of detail
increases with higher spatial resolutions. The top-left picture illustrates
a particle measured at the highest resolution with pixel sizes of 31 μm.
Following pictures illustrate the same section at varying spatial resolu-
tions from 156 μm up to 625 μm with the lowest level of detail. It can be
observed that besides drying the samples surface, the minimum particle
size has to be identified in order to reduce effects of spectral mixing at
the grain boundaries.

Figure 20.5: NIR-Hyperspectral Images by different spatial resolutions at pixel
sizes between 31 μm and 625 μm. The blue areas contain mainly dolomite and
halloysite. In contrast, quartz and feldspar are displayed red [8].

3.2 Influence of moisture content

Measurements with different moisture contents show that surface-
water has a major influence on the detected NIR-spectra. Images ob-
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tained by NIR HSI become blurred at high moisture contents (Fig. 20.6).
This effect is even more distinctive for NIR active minerals [5].

Figure 20.6: NIR-Hyperspectral Images at different moisture contents “dry”,
“slightly wet” and “wet”. Halloysite and dolomite are displayed in red. The
blue areas show quartz and feldspar [5].

Figure 20.7: Average spectra of the measured area in Fig. 20.6 at different mois-
ture contents on the sample surface [8].

Results additionally show that influences of surface-water on de-
tected spectra increase with higher moisture contents (Figure 20.7).
Measurable effects of surface water on measured spectra include
smoother mineral boundaries shown at hyperspectral images making
the identification of mineral distribution more difficult. Drying the sam-
ple surface is needed as sample preparation to decrease these influences.

4 Comparison of NIR hyperspectral imaging (Spotlight
400) and MLA measurements

MLA is the abbreviation for Mineral Liberation Analysis. The MLA
is capable of measuring mineral components on sample surfaces. An
MLA device consists of a Scanning Electron Microscope (SEM) and
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a multiple energy dispersive X-ray diffraction detector. Mineralogy
software is used for data processing. Sample preparation for MLA-
measurements includes different stages. Prior to each measurement
samples have to be cut in order to fit in the MLA sample holder. Sub-
sequently each sample is betted in epoxy resin and the substantiated
surface is grinded and polished.

Parameters used for MLA analysis include a magnification of 175 and
a resolution of 20 μm between each measurement point. The duration
for MLA analysis (depending on applied spatial resolution and mea-
sured area) plus sample preparation time amounts to several hours per
sample. Figure 20.8 shows four exemplary results of different samples
derived from MLA measurement.

Figure 20.8: Distribution of mineral components obtained from the MLA mea-
surements [8].

For the comparison between MLA and NIR HSI the same particles
used for MLA are measured by NIR HSI measurements on the Spotlight
400 FTIR Imaging System [9]. During NIR HSI measurement each par-
ticle is measured at the same area which was previously measured by
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MLA. A pixel resolution of 25 μm is used for NIR HSI test work. Figure
20.9 shows an exemplary NIR HSI measurement result after data pro-
cessing such as noise reduction and baseline correction. Because no data
base is available it is not possible to identify minerals directly with NIR
HSI. Therefore, MLA results have to be used to identify minerals in the
NIR HSI Image. Figure 20.9 illustrates exemplary spectra for dolomite,
halloysite, feldspar and pyrite, derived from NIR HSI measurement. It
can be seen that NIR inactive pyrite shows low absorption features and
no spectral response, whereas spectra for NIR active dolomite shows
characteristic spectra. In most cases halloysite and feldspar is finely dis-
tributed and intergrown with other contaminants such as quartz.

Figure 20.9: Example: NIR HSI Image with spectra of the some main minerals
of the sample.

In Fig. 20.10 a monochromatic RGB (left), MLA (middle) and NIR HSI
Image (right) derived from NIR HSI and MLA measurement are shown.
Pictures from the different measurement techniques are derived from
same sections of a particle. Based on the measurements outcome it can
be seen that the level of detail of the NIR HSI image is lower compared
to results from MLA measurement. Besides the level of detail it can
be stated that NIR HSI enables a determination of mineral component
distribution.
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Figure 20.10: Example: Comparison between monochromatic RGB, MLA, and
NIR HSI image of the same sample area.

5 Conclusion

The above described investigation has shown the general applicability
of NIR HSI for the determination of mineral distributions on sample
surfaces. NIR HSI however cannot be used without prior generation
of a mineral data base. During this investigation MLA measurement is
used for the identification of mineral components in the NIR HSI Image.
Future investigation could enable the establishment of an NIR spectrum
data based on NIR HSI test work.

Furthermore it has shown that surface moisture-content, as well as
the applied spatial resolution have substantial influence on the mea-
surements outcome. Surface moisture leads to blurred hyperspectral
images due to the influence of water on the detected NIR-spectra. In
addition to influences of surface water an insufficient spatial resolution
leads to a wrong interpretation of the hyperspectral image.

Due to the promising results derived from the test-work, further ap-
plications for NIR HSI for process control in the minerals industry are
imaginable, besides the laboratory usage. NIR HSI is not yet applied
in sensor-based sorting due to long measurement time, in contrast to
NIR-line scan sensors. Further improvements in data-processing speed
however could make applications in the field of sensor-based sorting
feasible.

Summing up it can be stated that NIR HSI seems to be a good al-
ternative to conventional analytical methods. NIR HSI may become a
major measurement instrument for analytical applications in the min-
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erals industry. Further investigations will be conducted to evaluate the
full potential of NIR HSI for applications in the minerals industry.
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Abstract Fundamental studies for sensor based sorting on sev-
eral industrially relevant minerals and a lead containing glass
sample are presented. The examined minerals were: Talc, Magne-
site, Calcite, Fluorite, Scheelite and Chalcedony. The methods of
investigation were UV-VIS-NIR reflection spectrometry between
200 - 2500 nm and UV induced solid state fluorescence measure-
ments with excitation between 200 - 380 nm and emission detec-
tion between 400 - 900 nm. A common quenching mechanism for
UV-induced fluorescence is discussed. Artefacts and sources of
error for solid state luminescence measurements are mentioned.

1 Introduction

Sensor based sorting is a growing area of beneficiation of secondary and
primary resources. There are several optical properties that can be used
to obtain discriminators for different material classes [1]. An overview
was given in literature and is reproduced in Table 1.1. This contribu-
tion will only cover UV-VIS-NIR reflection spectroscopy and UV excited
fluorescence of minerals and glasses. Those two types of spectra often
show features, which can be used for sorting purposes. UV-induced
fluorescence is an optical property, which is not so well established for
optical sorting until now. However, light induced fluorescence in miner-
als is known since the time of the ancient Greek philosophers. The first
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records of mineral fluorescence go back to writings by Herodotus, Aris-
totle, Theophrastus, Strabo and Pliny. It was defined as a glow of non-
thermal origin. A. Magnus described the thermoluminescence of heated
diamond in 1280. From 17th to 19th century many observations on natu-
ral phosphors were made. First scientific contributions to luminescence
were made by G. Stokes (1852), E. Becquerel (1859) and E. Wiedeman
(1888) who proposed the term “luminescence” and gave a definition [2].
The most important contributions on mineral fluorescence in 20th and
21th century were made by Marfunin [3, 4], Gorobets and Rogojine [5]
and Gaft et al [6]. A good introduction to the field of luminescent in-
organic materials is provided from Jüstel et al [7]. First results in the
area of mineral sorting via UV induced fluorescence were published
last year in the framework of a cooperation of the R & D department
of Binder + Co, Austria, the Chair of Mineral Processing at the Monta-
nuniversität Leoben, Austria, and the Institute of Physical and Theoret-
ical Chemistry at the Graz University of Technology, Austria [8]. The
sorting of lead containing glasses by UV induced fluorescence is a pro-
cess which is already established by Binder + Co since a few years and
the fundamental processes are well understood [9]. In general UV-VIS
reflection spectra of solids consist of electronic transitions of transition-
and rare-earth metal ions having unfilled d- and f-electronic shells, re-
spectively, and can be interpreted using quantum mechanical models
like ligand field theory, Tanabe-Sugano and configuration coordinate
diagrams [10]. These electronic transitions occur between 200 and 800
nm. In the NIR range between 800 and 2500 nm combinations and over-
tones of fundamental vibrations of functional groups in minerals can
be observed and are interpreted using the harmonic oscillator model.
Slight deviations between calculated and observed energies for these
overtones are expected because of the anharmonicity of the vibrations.
Energies for the fundamental vibrations used to calculate of overtones
and combinations can be found in the literature [11]. For the interpreta-
tion of solid state luminescence an understanding of the luminescence
mechanisms is required. For a radiative transition an electron has to
be in an excited state, from which it relaxes to its ground state under
emission of a photon. Phosphors consist of a crystalline host lattice or a
supercooled melt (for glasses). A host lattice always carries defects and
impurity ions. These defects are highly important for luminescent pro-
cesses. Non-radiative vibrational transitions, which only generate heat
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Table 21.1: Optical properties used for mineral sorting [1].

Radiation Sensor Technology Material property Sorter application

Gamma-
radiation

radiometry natural gamma radi-
ation

radioactive ores

X-Ray XRT (X-ray trans-
mission)

atomic density base and heavy metal
ores, precious metal
ores, industrial min-
erals, coal, diamonds,
scrap metals

X-Ray XRF (R-ray fluores-
cence)

visible fluorescence
under X-rays

diamonds

UV-VIS Color (CCD color
camera)

reflection, absorp-
tion, transmission

base metal ores, pre-
cious metal ores, in-
dustrial minerals, di-
amonds, glass

VIS-NIR Photometry monochromatic re-
flection, absorption

base metal ores,
industrial miner-
als, plastic, paper,
cardboard

NIR NIR-sensors (semi-
conductors)

reflection, absorp-
tion

base metal ores,
industrial miner-
als, plastic, paper,
cardboard

IR Infrared cameras heat conductivity,
heat dissipation

base metal sulfide
ores, precious metal
ores, industrial
minerals, graphite,
coal

Radio
waves and
AC

Electromagnetic sen-
sor

conductivity, perme-
ability

base metal sulfide
ores, scrap metals

UV = ultraviolett; VIS = visible light; NIR = near infrared light, IR = infrared, AC = alternating current
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instead of light, are competing with radiative transitions. Luminescence
processes are subdivided according to the life time of the excited state.
The threshold is 10−8 s to distinguish between short-time fluorescence
and long-time phosphorescence.

A systematization of luminescent minerals was made by Gorobets
and Rogojine in 2001, it provides a system of hierarchical order in three
levels, which allows predictions of luminescence centers in minerals
with known formula and structure [5]. A luminescent mineral has to
satisfy the following three conditions [12]:

1. A suitable type of crystal lattice favorable for emission centers is
formed.

2. The content of photoluminescent centers is high enough (usually
> 0,01 w% )

3. The amount of iron or other quenchers is small enough (around
0,5 – 1 w%). Iron is a principal quenching element in nature.

A subdivision of luminescence into five types is possible: 1) Cen-
ter luminescence is generated by an optical center, e.g., a transition
metal ion like Mn2+, a rare-earth ion like Eu2+ or a s2-ion like Pb2+. 2)
Charge-Transfer luminescence where a transition takes place between
electronic states of different ions, e.g., in WO2−

4 , MoO2−
4 , VO2−

4 ,, NbO2−
4

and TaO2−
4 . 3) Luminescence involving impurity levels for semicon-

ductors with certain dopants e.g. Mg2+ or Si4+ in GaN or defects. 4)
Persistent luminescence, where energy is stored in the host lattice by
trapping free charge carriers. 5) Sensitization of Luminescent Centers
where an energy transfer from a non-luminescent ion to an activator
takes place [7].

From a technologists point of view the features in a reflection spec-
trum are simply the sum of all possible features of the materials com-
ponents. For luminescence spectra, however, more effects concerning
the composition and interactions of components are possible. Notably,
concentration quenching, inner filtering and energy transfer can occur.
Concentration quenching means that, e.g., for a lead containing glass
the luminescence intensity increases with the lead content up to a cer-
tain concentration and decreases again for higher lead concentrations.
Fortunately those samples can be detected by their UV-cut off or reflec-
tion properties. The UV cut-off process is implemented in glass sorting
systems by Binder + Co [13].
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2 Experimental setup

2.1 Sample preparation

All samples were cut with a cutting machine (Einhell, BT-TC 600 Blue)
mounted with a diamond circular saw (Baier’s Enkel, cutting wheel F2).
Then the samples were wet polished with diamond abrasive paper. The
examined powders were used as received from the supplier. Powder
samples were measured in the powder sample holder with a Quartz-
glass window provided from Perkin Elmer.

2.2 Reflection measurements

The reflection measurements were carried out using a Lambda 950
Reflection spectrometer from Perkin Elmer. A 150 mm integrating
spectralon-sphere with a double detector system (photomultiplier tube
and an InGaAs-semiconductor detector) was used. Data recording was
made using the UV-WinLab Software from Perkin Elmer. Automatic
spectralon correction was performed by the software.

2.3 Luminescence measurements

The luminescence measurements were carried out using a LS 55 lumi-
nescence spectrometer from Perkin Elmer mounted with a red sensi-
tive photomultiplier tube R955 from Hamamatsu. All samples were
clamped into the measurement chamber with the original solid sample
holder from Perkin Elmer.

All spectra were recorded with the BL-Studio from Biolight. All
spectra were automatically excitation corrected via the internal Rho-
damin6G standard. The spectra were not corrected for detector sensi-
tivity and can be regarded as technical spectra.
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3 Results and discussion

3.1 Reflection measurements

The examined sample set is depicted in Fig. 21.1.

a) b) 

c) 

d) e) 

f) 

Figure 21.1: Sample set for reflection measurements: a) Chalcedony, b) Magne-
site, c) Calcite, d) Fluorite, e) Talc, f) Scheelite ore, g) Scheelite tailings [14].

The reflection spectra of Talc, Calcite, Fluorite and Magnesite are
given together with the assignment of their spectral features as repre-
sentative examples (see Fig. 21.2). For sorting applications the setting of
discriminators is desired. The absolute reflectance of the mineral sam-
ples depends strongly on the positioning, surface condition, etc. To get
rid of such artefacts the first and second derivatives can be calculated
and compared.

The original data and the derivatives are shown in Fig. 21.3. The data
depicted in Fig. 21.3 allow decisions about proper optical configurations
of sensor based sorters. It is not only necessary to find spectral fea-
tures, which allow the distinguishing of several mineral classes. It is
also of interest to increase recognition efficiency and speed, which is of-
ten achieved by sensor fusion. This means that several recognition sys-
tems are linked together, e.g., shape analysis via CCD and NIR-sensors.
Economic reasons and sensor-stability make detection systems in the
VIS-range more desirable then NIR systems.
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a)

b) 

c) 

d) 

Figure 21.2: Interpretation of reflection spectra for a) Talc, b) Calcite, c) Fluorite,
d) Magnesite [14].
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a)

b) 

c) 

Figure 21.3: Reflection spectra a) original data, b) 1st derivative, c) 2nd deriva-
tive [14].
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In nearly every NIR-spectrum of industrial minerals more or less
sharp water-features around 1400 nm and 1900 nm and a decrease of
the reflection intensity towards 2500 nm can be observed. The gaseous
water molecule shows a symmetric OH-stretch at 2738 nm and an asym-
metric stretch vibration around 2663 nm. The H-O-H bending mode is
located in the MIR around 6270 nm. When a mineral contains a cer-
tain amount of water, both features at 1400 nm (overtone of the OH-
stretches) and 1900 (combinations of H-O-H bend and OH-stretches) nm
are present. When there is no water in or on a mineral no 1900 nm band
will occur and a 1400 nm feature indicates only hydroxyl. A hydroxyl
moiety has only a stretching mode, whose energy is highly dependent
on its bonding partner. In minerals this stretching can be found between
2670 - 3450 nm. Since an OH can occur on multiple crystallographic
sites and is usually attached to a metal ion, there can be a combination
of metal-OH bend and OH stretch around 2200 - 2300 nm. For the car-
bonate group doublet-features around 2500 - 2550 nm and 2300 - 2350
nm are expected. Three weaker bands are reported around 2120 - 2160
nm and 1850 - 1870 nm. In general the energy and thereby the position
in the spectrum of OH-moieties and CO3-groups is very dependent on
the group they are attached to [15]. As a rule of the thumb for OH-group
features it could be said, that the lower the degree of freedom of an OH-
moiety in a crystal, the sharper the peak which is observed. For loosely
bond OH-groups or capillary water or surface water broad features are
to be expected.

3.2 Luminescence measurements

The Scheelite concentrate- and tailing-samples were obtained from an
industrial flotation process of an Austrian supplier. A piece of poly-
crystalline silicon from the semiconductor industry was used as a blank
standard for the measurements.

The LS 55 has a pulsed Xe-flash lamp as excitation source. The pulsa-
tion of the source is coupled to the line frequency and has a full width
at half maximum of 10−6 s. It was necessary to adjust the pulse to pause
ratio so that the pause did not fall into a time slot were the sample was
still emitting photons. This would have caused erroneous dark current
compensation of the PMT. The measurement logic of the LS 55 is de-
picted in Fig. 21.4.
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Luminescence of the sample

FWHM = 10 μs

Light pulse of the Xe lamp

delay time
time [ms]

Int.

cycle time
gate time

Width of the light pulse = 80 μs

Figure 21.4: Measurement logic of the LS 55 (not to scale) [14].

The monochromator system of the LS 55 consists of a grid monochro-
mator in the excitation channel and a grid monochromator in the emis-
sion channel. So artefacts from second and third order diffraction of
excitation light and short wave luminescence are to be expected. To get
rid of these artefacts additional cut off filters were used in the emission
channel. An example for the second order biased emission spectra are
given in Fig. 21.5.

Since the system has a two monochromators and a light source that
provides illumination from a range of 200 – 400 nm, emission spectra
and excitation spectra can be recorded. This makes the device more
versatile than a device that works with laser excitation. A confinement
of the LS 55 is that the minimal delay time after an excitation pulse is
0.01 ms. Thus decay time measurements for many of the short-lived
activators are not possible.

In general excitation and absorption spectra give similar information
of the material. But for samples which are not transparent to UV radia-
tion, e.g., certain glasses the UV cut-off of the host material can conceal
the excitation of an activator. In such cases the excitation spectrum re-
veals the absorption of the activator, while the absorption of the host
material itself can be found by standard absorption/transmission mea-
surements.

The investigated samples are depicted under daylight as well as un-
der UV light in Fig. 21.6. The luminescence spectra for the samples
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a)

b) c) 

Figure 21.5: Spectra biased by second order artefacts a) a Fluorite Emission spec-
trum, b) a Magnesite emission spectrum after 266 nm excitation with and with-
out a proper filter, c) transmission characteristic of the filter used [14].

are depicted in Fig. 21.7. In Fig. 21.7 the comment “fluorescence” and
“phosphorescence” are linked to the settings of the spectrofluorimeter.
“Fluorescence” is used for short-term luminescence measurements and
“Phosphorescence” is used for long-term luminescence measurements.

When nothing is known about a sample the 3D-plot option in the soft-
ware can used to automatically record several emission spectra for dif-
ferent excitation wave lengths. An example for a 3 dimensional plot for
the Calcite sample is presented in Fig. 21.8. Unfortunately this mea-
surement technique is more time consuming, than the traditional 2-
dimensional measurements.

The Fluorite-Emission at 400 nm is assigned to traces of Eu2+, the
most common activator, which can be found in Fluorite. The green
colour of the Fluorite sample indicates traces of Sm2+, Dy2+ or Tm2+,
which could be responsible for the double peak feature between 300
- 400nm. The Fluorite system is frequently a multi-activator system,
which has been extensively studied. Fluorites with Sm2+, Dy2+, Tm2+,
Nd3+, Er3+, Tm3+ and Ho3+ were used as laser materials [16].



238 J. Hofer, R. Huber, G. Weingrill and K. Gatterer

a)

b)

c)

d)

e)

Figure 21.6: Sample set for luminescence measurements: a) a piece of Scheel-
ite ore, Scheelite concentrate, Scheelite tailing (left to right) in daylight, b) same
samples under 254 nm light, c) same samples under 366 nm, d) Calcite, Chal-
cedony, Magnesite, Fluorite, lead containing glass and highly pure silicon (left
to right) in daylight, e) same samples under 254 nm illumination [14].
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Figure 21.7: Emission spectra for the mineral and glass samples [14].

The Chalcedony sample shows a feature in the green region of the VIS
between 500 - 600 nm that is characteristic for traces of Uranyl, UO2+

2 .
This group is responsible for the green, yellow and orange colours of
Uranium minerals. The characteristic structure in the emission spec-
trum is due to vibronic transitions of this molecule [17].

The red glow of the Calcite sample can be assigned to traces of Mn2+.
The emission is generated by a d → d transition with the term symbols
4 A1g → 6 A1g. The optical properties of Mn2+ are highly dependent on
its environment. For example in solution it appears colorless, in CaCO3
it yields red fluorescence and in Zn2SiO4:Mn2+ it causes green emission
[5, 18].

The intensive white glow of Scheelite is related to a charge transfer-
transition in the tungstate group, therefore an intrinsic fluorescence of
the mineral is encountered. The charge transfer involves a transition
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of electrons from the oxygen ions to the empty d levels of the tungsten
ion and backwards [19]. The bluish luminescence of Magnesite may be
caused by oxygen around the carbonate-groups [20].

The intensive short-lived luminescence of the lead glass sample is
caused by the s2-ion Pb2+. The luminescence is due to the lone pair
ns2 ← ns1np1 transition [19].

a) b)

Figure 21.8: 3-D emission spectrum at different excitation wavelengths for the
Calcite sample a) side view, b) top view [14].

As it was stated in the introduction iron is a common fluorescence
quencher that can be found in many minerals. This is of special interest
for the chalcedony sample. Many Chalcedony samples are coated by
a brownish skin which is in many cases iron-oxide (see Fig. 21.9). The
comparison of reflection spectra (see Fig. 21.10) of the brownish skin
and the break planes shows that the brown part absorbs in the UV-VIS-
range of the spectrum.

a) b) c) 

Figure 21.9: Chalcedony sample with brownish skin: a) under daylight, b) un-
der 254 nm illumination and c) under 366 nm illumination.

This “quenching” by iron is an absorption process that is related to a
charge transfer transition of Fe3+, whose absorption maxima lays in the
UV region and stretches far into the VIS range. Charge transfer quench-
ing can also occur with Fe2+, Co2+ and Ni3+ ions, but is not so strongly
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Figure 21.10: Reflection spectra of the red skin of Chalcedony and its breaking
planes.

 

Figure 21.11: Reflection spectra of possible quenchers in minerals.

observed as with Fe3+. The Fe3+ content in a material drastically re-
duces the glow of every activator in a crystal [21]. To verify that the
strong absorption in the VIS range of the Chalcedony skin is due to
Fe3+ the reflection spectra of some pure transition metal compounds
were investigated (see Fig. 21.11). All the examined compounds were
of analytical grade.
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In fact, the Fe3+ absorption covers the whole VIS range and corrobo-
rates the statement that it seems to be the most important and strongest
quencher encountered in naturally occurring minerals.

4 Conclusion

Like all samples that come from nature and are not manufactured in
a laboratory minerals have many impurities, dopants and trace con-
taminations. Often these traces are responsible for distinct features in
fluorescence and reflection spectra. For fundamental studies for sensor
based sorting of minerals, glasses and other materials an investigation
of samples from an actual deposit is necessary. The decision which sen-
sor system, what type of optics and/or sensor fusion should be used
is based on efficiency and economic considerations. It could be shown,
that with the presented methods distinguishing between different ma-
terial classes and interpretation of spectral features is possible.
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Abstract The Deutsche Rohstoff AG, TOMRA Sorting Solu-
tions|mining and the RWTH Aachen University have performed
a study on the applicability of sensor-based sorting in the process
of tungsten ore for the Wolfram Camp Mine in Australia. The aim
of this project was pre-concentrating of tungsten ore by removal
of barren material. The pre-concentration can lead to energy
and water savings, decrease of reagent input in downstream pro-
cesses and increase minerals reserve utilization by lowering the
cut-off grade. A comprehensive research programme concluded
that the best suited sensor-technology for this material was X-
Ray Transmission (XRT). The XRT sensor provides a highly effi-
cient system for classifying and sorting different materials based
on their atomic density. XRT sorting is already applied as well in
the recycling as in the minerals industry. The results of the test
runs have shown that XRT sorting can effectively remove and re-
duce barren material and that it is an effective technology for the
pre-concentration of tungsten ore.

1 Introduction

One of the challenges for the minerals industry is the economization of
the most important resources energy and water. Other challenges like
increasing demand for resources, decreasing ore grades, reducing acces-
sibility to resources and meeting the sustainable development also need
to be faced. This requires research and implementation of innovative,
dry and energy efficient technologies. Sensor-technology in connection
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with intelligent data processing systems is playing a key role facing
those challenges. The recognition of diagnostic material properties and
machine control by innovate sensor-technologies cause higher automa-
tion levels, higher recovery and better quality (purity) of resources [1,2].

X-ray sensor-technologies are well developed and already wide ap-
plied covering all steps in the resource process chain from exploration
through grade control to process control and product quality assurance.
X-ray sensor-technologies are key technologies for characterizing ele-
ments and crystalline phases of material.

X-ray Transmission (XRT) can recently also be applied as a scanning
method for sensor-based sorting (SBS). SBS involves the detection of sin-
gle particles and the rejection of those single particles out of a material
flow that do not warrant further treatment. This way SBS can help to
face the above described challenges. Most of the solutions are based on
the fact that SBS is a dry and energy efficient sorting technology which
allows a pre-concentration step (waste removal at an earlier stage) [3].
Pre-concentrating increases the plant efficiency, because gangue mate-
rial is rejected prior to the mineral processing plant and therefore im-
proves the downstream processes. Pre-concentration can tip the balance
for otherwise nonviable resources. This way potential reserves can be
turned into reserves, the cut-off grade reduced and the reserves and life
time of the mine increased [4]. The benefits of pre-concentration are
well documented in the literature (e.g. [5]). By pre-concentration close
to the mining face, the capacity required for transport is decreased. The
removal of gangue from the ROM (run-of-mine) ore enables an increase
in the ore throughput rate and therefore a better utilization of the in-
stalled processing unit with decreased specific costs and increased pro-
ductivity. This means for the milling process an increase in capacity
and reduction in the Bond Work Index, wearing and energy require-
ments. Furthermore by pre-concentration the quantity of the material is
reduced but the grade of the ore increased. With the smaller quantity,
but higher grade of concentrate feed, other savings can be achieved,
such as reagent costs, costs for water, tailings dewatering and disposal
of fine tailings. Pre-concentration can also open up opportunities for the
introduction of alternative mining methods. Low-cost mining methods
that are associated with a higher percentage of gangue can be used due
to effective pre-concentration [2].

In this paper, the XRT sorting technology and the results of a number
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of test runs conducted on tungsten ore, from Wolfram Camp Mine, are
described. The aim of the test work was pre-concentration of the ore.

2 The functional principle of XRT-sorting

Sensor-based sorting is introduced as an umbrella term for all appli-
cations where particles in a material flow are singularly detected and
evaluated by a sensor-technology and then rejected by a mechanical
process [4]. A wide variety of sensors are currently available within
the electromagnetic spectrum, which can be utilised individually or in
combination to identify properties such as conductivity, response to op-
tical and near-infrared light. Sensor-based sorters can be implemented
in different mineral processing stages to fulfil various tasks [6,7], which
is in more detail described later in this article. Typically sorters can pro-
cess materials within the size range −300mm + 6mm at a throughput
of around 150 tons per hour. Smaller size ranges can be processed for
specialised applications, but at reduced throughput.

The functional principle of SBS can be divided in five sub-processes;
material preparation, material presentation, material sensing, data pro-
cessing and material separation. The critical stage of examining the par-
ticle and determining whether material is valuable or barren, is done by
a combination of sensor and data processing unit. A valve bank with
high pressure jets makes the physical separation possible.

The XRT sensor in sorting works according to the airport baggage se-
curity inspection applications. The sensor system has been developed
further suitably adapted to minerals sorting. A radiation source, an elec-
trical X-ray source with the energy range between 90 and 200keV (de-
pending on the application), is placed on top of the unit, as indicated in
Fig. 22.1. The radiation penetrates the particles that are presented on a
conveyor belt running at 3m/s or on a chute. The residual radiation is
registered by the detector, a line scan camera with a spatial resolution of
approximately 1mm, beneath the travelling path (Fig. 22.1). The sensor
consists of an array of scintillation crystals that capture the number of
counts on each element for the array. Figure 22.1 shows the schematic
setup of a belt-type XRT-based sorter.

X-rays are transmitted through material at varying degrees, depend-
ing on the atomic density of the material and the thickness of the ma-
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Figure 22.1: Schematic set-up of XRT sorting system. I) X-ray source/tube, II)
X-ray detector, III) Valve bank with high pressure jets, IV) Ejected fraction, V)
Rejected fraction [3].

terial. In other words, material absorbs a proportion of the radiation
resulting in a reduction in the intensity of the X-ray. The detected inten-
sity is an exponential function of the thickness of the irradiated material.
As long as variations in particle thickness are restricted and the differ-
ence in atomic density is large enough, the use of a single energy wave
to classify the material is accurate enough. By conditioning the mate-
rial, the influence of particle thickness can partly be levelled out. The
feed material needs to be prepared by screening this way that the ratio
between the largest and the smallest particle is around 3 or 4, also due
to mechanical restrictions of the sorter.

Observing the effects of two or more different wavelengths would
eliminate the effects of particle thickness completely. Dual energy XRT
involves the use of a high energy and low energy X-ray beam (or two
detectors one with a filter and the other one without). In Fig. 22.2, the
difference between single and dual energy X-ray detection is presented.

If the influence of particle thickness can be levelled out, the sorting
criteria or discrimination is thus only based on the atomic density of
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Figure 22.2: Single-energy vs. Dual-energy X-ray sensing principle [8].

the particle. In the below mentioned application example only a single
energy X-ray wave is applied.

The X-rays penetrating the material are converted into digital image
data. An image of the object is generated in a “line by line” fashion, sim-
ilar to optical sorting. A typical example of such and image is presented
in Fig. 22.4. Images, with different shades of grey, provide a great deal
of information regarding the density of the objects i.e. an object of low
density appears brighter than a denser object. The analysis of images in
order to facilitate separation is conducted using different algorithms. It
is for example possible to eject objects based on their percentage of high
density material. Suitable values for the minimum percentage of high
density material in one object are usually determined through process
optimization based on final product specifications.

Information regarding particle shape, size and texture is also used for
evaluation. The decision to accept or reject a particle and the position of
particles on the conveyor belt is passed from the data processing system
to the control unit of the valve bank (Fig. 22.1). The sorter’s control unit
activates the respective high pressure jets. This burst of compressed air
diverts the direction of flow of selected individual particles so that they
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get separated to the reject-fraction (Fig. 22.1). The amount of rejected
material has therefore a direct relation to the compressed air consump-
tion; the more rejected particles, the higher the usage.

It can be concluded that the XRT sensor provides a highly efficient
sensor system for classifying and sorting different materials based on
their atomic density.

3 Potential of XRT-sorting

As mentioned, a multitude of different sensors is applicable for sensor-
based sorting. The choice is generally driven by the mineralogy of a
given ore. Optical sensors are the most common sensor type, and have
been very successfully used in the industrial minerals industry [2]. In
2007 the RWTH Aachen University started research on the applicability
of near-infrared spectroscopy (NIRS) sorting in the minerals industry.
This sensing technology has high potential and the first sorters are im-
plemented [2].

One of the advantages over surface sensing technologies like optical
and NIRS, is that XRT-sorting is insensitive to surface conditions, be-
cause instead of surface layer, particle volume is detected. This means
that no surface conditioning like washing/scrubbing is necessary and
XRT-sorting can therefore be operated completely dry. Additionally the
composition of the surface does not have to be representative for the
composition of the whole particle. The images produced provide infor-
mation on the internal structure, texture and shape of the particle.

The absence of water in the process does not only result in highly
reduced effort during the licensing procedure, or to the absence of a
tailings pond and costly dewatering process and therefore reducing dis-
posal costs, environmental and footprint of the plant, but also decreases
the amount of units and space needed for the plant. It finally leads to
high flexibility where whole plant setups can be moved to a new posi-
tion within days when applying a modular plant design [3]. Dry pro-
cessing is of course also advantageous in climatic dry regions.

The space saving design of the plant with only four units enables the
flexible application of XRT-sorting in the optimum position in the pro-
cess chain – ideally in close proximity to the mining face. The four main
units needed are crusher, screen, XRT-sorter and compressor. The en-
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vironmental impact can be significantly decreased when applying XRT-
sorting close to the mining operation. The reductions of carbon emis-
sions in the transport process as well as in the comminution process do
not only limit the environmental impact but also lead to high specific
cost reductions [3].

SBS is an innovative technology, which, as mentioned before, can
be implemented in different mineral processing stages to fulfil various
tasks. SBS can, for example, be implemented in the processes as a pre-
concentration or waste removal step for coarse size particles (up to 300
mm), for ore type diversion into different processing streams, (final)
product quality improvement, marginal dump retreatment and waste
dump retreatment. SBS can turn waste dumps and diluted mining
blocks into reserves. As mentioned in the introduction, the implementa-
tion can also cause a decrease in specific operating costs of mill and mine
when for example replacing selective mining by bulk mining methods
with subsequent sorting. SBS can be implemented for simple sorting
tasks where hand-sorting was used before, with the advantages that
they are more stable, based on objective sorting criteria, higher security
standards, applicable for smaller size ranges with higher throughput
and lower operational costs. Additional it is possible to combine differ-
ent sensors contrary to traditional unit operations, in this way multiple
sorting criteria can be used in one processing step [2].

The economic evaluations show that the capital costs of XRT-sorting
installations are at least 25% cheaper and the operating cost low in com-
parison to competing technologies like dense-medium-separation. Har-
beck [9] indicates that operating speeds of the XRT sorting units are
comparable to standard optical sorting units.

SBS is nowadays a proven technology that has been successfully im-
plemented in recycling and mineral processing industry. This limits the
technical risk for new applications. XRT systems are for example ap-
plied to the aluminium heavy metal separation in the metal scrap in-
dustry and the estimation of calorific value of packed mixed and sorting
of shredder residue. The use of XRT sorting is also successfully demon-
strated for number of mineral applications as well. For example, an
XRT-sorter is implemented at a tungsten mine, owned by the company
Wolfram Bergbau und Hütten AG, near Mittersill, Austria. This mine is
only still in operation because XRT sorting is lowering the cut-off point.
The sorting is based on the difference in densities of scheelite (6.0g/cm3)
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and the tailings (2.8g/cm3) [10]. Another successful application is large
diamond recovery from primary kimberlitic run-of-mine (ROM) before
crushing stages. Other research examples with a positive outcome are
separation of metal sulphides from gangue (e.g. [9]), sorting of nickel
sulphide ores (e.g. [11, 12]), sorting of copper sulphide ore [13], pre-
concentration of gold ores (e.g. [3]), de-shaling and de-stoning of coal
and the separation of different coal qualities [3, 8, 14].

The potential of any ore sorting venture is highly dependent on the
liberation of the material to be examined. It is therefore important to
evaluate the validity of sorting on a case by case basis. Because the sort-
ing criterion is based on atomic density the reliability of the applicability
is high, for the life of mine but also for other deposits.

4 Tungsten sorting

In collaboration with the Deutsche Rohstoff AG and CommodasUltra-
sort, RWTH Aachen University has performed a feasibility study on the
applicability of SBS as pre-concentration step in the process of tungsten
ore for the Wolfram Camp Mine in Australia. The aim of this project was
pre-concentration by removal of barren material. The pre-concentration
of the tungsten ore cannot only lead to energy and water savings but
also to a decrease of reagent input in downstream processes and in-
crease mineral reserve utilization by lowering the cut-off grade.

A pre-screened sample suite of around 340kg from the mine site was
available in two different size fractions 16− 50mm and 10− 20mm. This
sample suite was taken after the secondary crusher in the process of
Wolfram Camp Mine. The sample was handled dry.

Out of this sample suite a training set of 20 single samples was used
for preliminary laboratory test work to test the applicability of NIRS
and optical sorting and to train the XRT sorter and to possibly build up
a sorting algorithm (Fig. 22.3). Of all 20 samples, chemical information
was available.

To test the applicability of optical sorting, pictures and false colour
figures were made. The figures were treated with special developed
sorting analyzing-software tool from CommodasUltrasort to simulate
the sorting test. Optical sorting is technical feasible if detectable dif-
ferences in colour, brightness, transparency, form or texture are present



X-ray transmission sorting of tungsten ore 253

Figure 22.3: Picture of the training set (left).

between ore and waste material. No correlation between the occurring
different colour classes (dark grey, light grey and orange) and the tung-
sten content exist for this sample suite.

To test the applicability of NIRS sorting, the 20 samples were mea-
sured with a desktop spectrometer. The spectra of product and waste
were compared and different spectral processing steps were conducted.
Spectral differences in the near-infrared region of the electromagnetic
spectrum make material sortable with NIRS sorters. No reproducible
spectral differences between the product and the other samples exist for
this sample suite.

Another outcome of the comparison of the X-ray fluorescence surface
analysing measurements and the chemical analyses of milled samples
was that surface measurements are not convenient for this sample. The
tungsten content measurement on the surface did not correlate with the
tungsten measurement of the crushed sample. This means that the sur-
face is not representative for the whole particle.

The same 20 samples were also used to train the XRT-sorter. Figure
22.4 displays line scan images of tungsten bearing and tungsten barren
material. The images appear to be bright where density is low and it



254 M. R. Robben, H. Knapp, M. Dehler and H. Wotruba

appears to be dark where the density is high. The atomic density of
tungsten bearing minerals is depicted as a dark grey in the X-ray image
(speckled appearance in the images). Figure 22.4 also illustrates clearly
that the sample suite can be sorted in ore bearing and waste material
with the XRT line-scan camera.

Figure 22.4: Left: Line scan images of tungsten bearing and tungsten barren
material. Right: Contrast filter based on different densities.

The conclusion of this comprehensive research programme was that
the best suited detection technology for sensor-based sorting of this ore
is XRT. The outcome of this test work is encouraging. However, it is rec-
ognized that a more detailed examination on a bulk sample is required
to determine the performance of this technology. Laboratory scale test
work cannot provide data regarding the performance of the sorting pro-
cess, such as product purity and associated mass yields.

5 Sorting test work

Because a sorting algorithm was successfully established, bulk sorting
tests are run on a CommodasUltrasort Pro Secondary XRT belt 1200
sorter, which can handle the required size range at a throughput of
around 40 to 50t/h. A 55kW compressor with an operating pressure
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of 8 bar is used. For adjusting the sorting algorithms, the XRT pictures
are uploaded into specialized software where simulations and the ap-
plications of filters and object detection are possible. A contrast filter
is used for the sorting of the sample suite. The filter enhances the con-
trast between colour differences in pixels. In Fig. 22.4 the result of this
can be seen. The sorting program can be adjusted by defining various
percentages of inclusions. The setting of the sorter was changed three
times. The first time the sorter opens the high pressure jets if at least
0.5% of the pixels in one particle are dark (tungsten), the second time
with 1% and the third time if 2% are dark. Those percentages are la-
belled as “sensitivity” in Table 22.1. Table 22.1 shows the test run on the
XRT sorter.

During the analyses of the training set it became clear that in every
waste rock particle at least a small amount (average 0.0105%) of tung-
sten was present. This means that with a single particle sorting tech-
nology only a certain amount of the tungsten can be recovered (the re-
coverable recovery). The “recoverable recovery” takes into account the
average grade of tungsten in the waste rock samples. This grade is cal-
culated for the sorting test as well (table 22.1).

Table 22.1: Sorting results of bulk tests.

Size fraction Selectivity/Setting Recovery (%) Rec.Rec (%) Masspull
to waste (%)

10− 20mm 0.5 75 83 82
1 68 82 93
2 54 64 95

16− 50mm 0.5 83 89 72
1 59 72 76

Samples from each run are taken for assay. The results clearly show
that XRT sorting can effectively remove and reduce barren material
and that X-ray transmission is an effective technology for the pre-
concentration of tungsten ore. With an increase of sensitivity the re-
covery decreases and the masspull increases. This is a positive develop-
ment.

The product of every test is re-sorted to decrease the difference be-
tween detection and sorting. A two step sorting does not change the
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recovery much (the recovery at the second step is around 95%), but it
increases the masspull to waste again.

It can be concluded that the sorter application is ideally suited for
coarse tungsten beneficiation. A pilot plant is currently operated in pro-
duction mode to prove its robustness and reliability in a real operational
environment.

6 Conclusions and recommendations

The use of dry and energy efficient methods will be more important in
the future. Sensor-based sorting, including XRT sorting, is already gain-
ing more and more significance in the minerals industry. XRT-sorting is
applicable for a large variety of sorting tasks. While being technically
feasible, XRT-sorting is offering side effects that underline its sustain-
ability. It is a dry separation technology that needs little energy when
compared to other coarse particle separation technologies. This also
means that it needs little infrastructure and can be applied in semi-
mobile separation units that can be erected in strategic locations close
to the mining face, minimizing mass movement and costs and avoid
unnecessary crushing of barren material while increasing downstream
productivity [3].

This article describes a successful application of XRT-sorting in tung-
sten processing. The XRT sorting technology has good potential to be-
come a fundamental component of future processing of tungsten ore. A
pilot plant for the pre-concentration of tungsten ore is currently oper-
ated in production mode to prove its robustness and reliability in a real
operation environment.

Until today, sensor-based sorting machines have only been used as
separation units. The potential that lies in the huge amount of data
generated is not yet unfolded. Sensor-based sorters cannot only be in-
tegrated online into mine-wide information systems to improve down-
stream processes, but can also be used as analytical tools for sample
assaying. The possibility to scan high amounts of mass in real time
improves the correctness and representativeness of the data generated
when comparing to conventional sample taking, splitting and essaying
procedures [3].
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XRT-sorting is believed to be a powerful addition to the portfolio of
processing machinery and therefore must be considered in early test
work and plant planning stages.
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Abstract Dual energy techniques are well-known methods in X-
ray transmission imaging. However they are not commonly used
in a quantitative manner in sorting applications. We introduce a
method called Basis Material Decomposition (BMD) that allows
the determination of the fraction of mass of different, a priori
known materials using two X-ray spectra and/or spectral detec-
tor efficiencies for dual energy X-ray imaging. The method ex-
ploits the dependency of the X-ray attenuation on density and
atomic number of the object and the energy of the X-rays. One
example is the quantitative sorting of pollutants from valuable
material, e.g. halogens as bromine from plastics to enhance their
recovery rate significantly. A possible application in mining is
the detection and sorting of diamonds from the host ore kimber-
lite, allowing diamonds to be detected even if they are covered in
mud or dust or completely enclosed in the ore. We present mea-
surements from a lab setup and discuss how this approach can
provide benefits in an industrial environment in the near future.

1 Introduction

Dual energy X-ray imaging is a method to obtain quantitative informa-
tion from X-ray images for material characterization. To get this infor-
mation, either two sets of images with different spectra need to be ac-
quired or a detector system providing two energy channels needs to be
used.
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In X-ray imaging, two independent quantities of the object define the
attenuation of X-rays: The atomic number and the areal density of the
object to be penetrated. For a homogenous object, the areal density is
the product of density and thickness; in general it is the projection of
the density along the X-ray path. In radiographic images, the product
of attenuation coefficient (which is material specific) and density are in-
tegrated along the X-ray path through the object. Thus they cannot be
distinguished in a projection image without further knowledge. How-
ever, the attenuation coefficient depends on the energy of the X-rays.
Therefore information on the type of material becomes available, if an
object is imaged using different X-ray spectra or using an energy resolv-
ing detector. Such Dual Energy techniques have been known since the
mid-70s [1] and are well established in medical imaging and qualitative
applications as security scanning, but have not yet been commonly used
in quantitative sorting applications or non-destructive testing.

In such a case, Basis Material Decomposition by dual energy imag-
ing is a very powerful tool to overcome the limitations of standard ra-
dioscopy, as it provides quantitative information for given constituents,
i.e. the areal density of the basis materials. These can be used to derive
quantities as concentration or the total amount of each basis material
can be calculated. Furthermore, it implicitly contains a beam-hardening
correction that reduces the artifacts resulting from the thickness depen-
dence of other dual energy techniques.

2 The method of basis material decomposition

The energy-dependent extinction K(E) of a compound material is a lin-
ear combination of the attenuation coefficients μ j(E) of the constituents
(basis materials, indexed with j) weighted with their respective concen-
tration.

K(E) = ∑μ j(E)a j

where a j is the areal density of material j. According to Lambert-Beer’s
law, the attenuated intensity I behind the object is

I =
∫

S(E)D(E) e−K(E)dE
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where S(E) is the source spectrum and D(E) is the spectral detector ef-
ficiency. Given that the spectral characteristics of the imaging system
and the attenuation coefficents of the basis material μ j(E) are known,
it is feasible to obtain areal densities of the corresponding basis materi-
als by either energy resolved measurement or two measurements with
different X-ray spectra [2]. The spectral characteristics of the imaging
system can either be measured or simulated from a physical model and
the attenuation coefficients of the basis materials can be looked up from
respective tables if the occuring materials are known.

3 Applications

3.1 Brominated plastics

For demonstration of the method, a typical waste sorting application
was chosen: discrimination between regular plastics acrylonitrile buta-
diene styrene (ABS) and polystyrene (PS) and those containing bromi-
nated flame retardants with a bromine content up to 10%. In recycling
of these products bromine is considerd as a contamination. For this
example shredded bulk material will be considered, e.g. from the hous-
ings of consumer eletronics. Those pieces of plastic that exceed a given
bromine content need to be sorted out.

Exemplarily, four pieces of plastic, ABS and PS, both pure and bromi-
nated, were imaged at different X-ray spectra. One of the standard ra-
diographic images can be seen in Fig. 23.1. From these images, it is
impossible to decide whether a part contains bromine or not, because
it is impossible to distinguish whether higher absorption is caused by a
higher bromine content or from greater thickness.

By using carbon and bromine as basis materials, the method allows
to identify those parts containing bromine, which must be separated be-
fore recirculation of the remaining plastics. The bromine concentration
image (Fig. 23.2) clearly shows the possibility to distinguish bromine
free from bromine containing plastics. The bromine free parts almost
vanish in the background of this image, because of their nonexistent
bromine concentration.
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Figure 23.1: X-ray transmission image: brominated (ABS+Br, PS+Br) and
bromine free (ABS, PS) plastics are not distinguishable from each other.

Figure 23.2: The resulting image of the bromine concentration of each particle.
The plastics containing bromine can be distinguished from the others clearly.

3.2 Diamond detection

An other example is the detection and sorting diamonds from the host
ore kimberlite. State-of-the-art technology use the X-ray exitation of
fluorescence in the visible and UV range of electromagnetic radiation.
Thus, only diamonds on the surface can be detected. Diamonds em-
bedded in kimberlite or covered with dust and mud cannot be detected
using that method.

This example is containing a diamond embedded in granulated kim-
berlite. It can be seen in Fig. 23.3: Two images at two different spectra
are shown (80 kV and 120 kV). The diamond is not visible in either im-
age. The resulting BMD images (Fig. 23.4) are shown in color. Black
and blue denote no or low material, green indicates high content of the
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Figure 23.3: The two images show the example of the diamond embedded in
granulated kimberlite at two different spectra (80 kV and 120 kV).

Figure 23.4: The resulting BMD images, calculated from the images in Fig. 23.3,
are shown in color. The left image represents the kimberlite content. The right
image represents the carbon content and the diamond can be seen clearly.

respective basis material. The left image represents the carbon content
and the diamond can be seen clearly.

4 Results

The applied dual energy analysis (Basis Material Decomposition) led
to a positive separation of the respective basis materials in both cases.
As shown above, both settings, diamond/kimberlite and plastics with-
/without brominated flame retardants, reveal that the contrast in con-
ventional acquisition (single spectrum) is very low or even nonexistent,
making differentiation and recognition respectively hardly possible, es-
pecially for objects with varying thickness. Thereby a separation of the
given materials is not possible using conventional methods while BMD
has proven to be a powerful method in quantitative X-ray imaging.

It was possible to reliably detect a concentration of 5-10% of bromi-
nated flame retardand in plastics as ABS and PS. For the detection and
sorting of diamonds in kimberlite, BMD allows to detect diamonds even
if they are completely enclosed.
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5 Summary and outlook

The method of Basis Material Decomposition is demonstrated to be a
powerful method in quantitative X-ray imaging. In the application of
sorting plastics with and without brominated flame retardants, it would
be possible by BMD to systematically enrich the plastics fraction to a
certain bromine content by monitoring and registering the bromine con-
tent of every single piece of the shredded plastic particle. This would
give the opportunity to meet statutory limits safely while utilizing them
most effectively. In a mining application, the introduced method allows
to detect the diamonds in an earlier step of the chain of the crushing pro-
cesses with decreasing grain size and thus can prevent large and very
valuable diamonds to be crushed into small and less valuable parts in
the following stage.

The Areas of application include, but are not limited to: mining, re-
cycling, food industries etc. Currently an evaluation and comparison
with other dual energy methods are being done. Different setups of
demonstrators for industrial sorting applications are currently under
construction. The analysis software containing the BMD algorithm will
be trimmed for sorting application needs regarding processing speed
and real time capabilities and will provide the flexibility for adaption to
other areas of application, e.g. the food industry. The first tests in a lab
setup are very promising, next step is the application to industrial con-
ditions and investigations concering performance and stability under
those conditions.

References

1. R. E. Alvarez and A. Macovski, “Energy-selective reconstructions in x-ray
computerized tomography,” Physics in Medicine and Biology, vol. 21, no. 05,
pp. 733–744, 1976.

2. M. Firsching, F. Nachtrab, N. Uhlmann, and R. Hanke, “Multi-energy x-ray
imaging as a quantitative method for materials characterization,” Advanced
Materials, vol. 23, no. 22-23, pp. 2655–2656, 2011. [Online]. Available:
http://dx.doi.org/10.1002/adma.201004111



Polymer identification with terahertz

technology

Anja Maul1 and Michael Nagel2

1 RWTH Aachen, Department for Processing and Recycling (I.A.R.),
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Abstract The spectral range of Terahertz-radiation (THz) is cur-
rently not fully utilized in industrial applications. The area of sec-
ondary raw material (generated waste) characterisation is a field
where the technology is currently not applied at all. To transfer
the THz-technology towards the raw material sector, the RWTH
Aachen and company AMO GmbH cooperate to harness the ad-
vantages of THz-technology for material characterization. This
paper presents an overview of current fields of application and
summarizes the results and projections for an advanced polymer
characterization with the help of THz-technology.

1 Introduction or the physics behind “T-rays”

THz-waves or T-rays lie within a relatively unexplored area of the elec-
tromagnetic spectrum, which also has been referred to as “terahertz
gap” in the past. The waves are located between the infrared and mi-
crowave region of the spectrum and therefore lie between optical and
electromagnetic ranges, as shown in figure 24.1. The technologies based
on “THz” combine electronic and photonic applications. The “gap” is
attributed to a lack of efficient sources being able to generate frequen-
cies in the 1012 range. Thus the field is, due to its recent emergence, rich
in open scientific questions, the technology is yet relatively immature,
but rapidly developing [2, p. 1509].

The use of THz-radiation has many advantages. The THz-radiation
has no ionizing effect and is not affected by influences due to differences
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Figure 24.1: Electromagnetic spectrum with “T-ray” gap; based on [1].

in colour; thus dark material can be identified as well as light coloured
materials.

One main benefit arising from THz-imaging techniques is the possi-
bility of gathering additional information. During regular image pro-
cessing or conventional imaging applying visible light, each pixel con-
tains only information on amplitudes, since photo-sensors are only ca-
pable of detecting amplitude changes. THz-imaging instead can pro-
vide functional images where each pixel contains spectral information.
This is typically achieved by terahertz pulsed imaging (TPI) systems
that use a pump-probe configuration so that both amplitude and phase
information can be gathered [2].

The gathering of imaging or spectroscopic data in the THz range is
possible via active or passive methods. The passive measurement uses
the T-ray emission at a certain temperature. The active measurement
uses the absorption or reflection on objects when exposed to T-rays. The
passive method provides information of the thermal properties of ob-
jects, their “body” or “internal temperature”. This can be mapped as
contrast in the imaging data. As an example, the signature of a hot cup
of coffee is visible in high intensity, those of a cold metal blade on the
other hand appears only at a low intensity [3].

2 Area of application

The generation and detection of THz-radiation is still cost-intense,
therefore it is only applied in certain industries. Current applications
are, for example, quality control of high-priced products in the food and
medicine sector. Many materials are hereby identified by a fingerprint-
method based on a characteristic absorption patterns in the terahertz
range.
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The most common application for THz-technology lies in safety or
security applications. The so-called “full-body scanners” used for pas-
senger controlling at airports work at the lower THz range [4]. THz
imaging and spectroscopy works contact-free and without use of ion-
izing radiation [5, p. 71]. With this surveillance device it is possible to
detect hidden weapons or explosives at a high reliability without man-
ual frisking of passengers [3]. In order to examine an object in the THz
range, to be able to generate imaging or spectroscopy data, either pas-
sive THz-radiation, emitted at a certain temperature or active radiation
irradiated by THz sources is detected. Full-body scanners apply as well
active as passive THz-radiation. During passive sensing methods the
differences in thermal imaging of objects due to their internal temper-
ature provides a visible contrast. For the scanned passenger a passive
sensing means that the contour of the body is not visible as a sharp im-
age and therefore the resulting image is more polite and accepted by
individual persons [3, p. 296].

3 Transferring THz towards raw materials

The raw materials industry increasingly faces new challenges, like
growing industrial nations, improved living standard and up-keeping
economic power, to provide a secured and sufficient raw material-
supply. The growing demand for raw materials leads to the necessity
of satisfying the demand for primary raw materials as well as for
high-quality and pure secondary raw materials from waste streams by
recycling processes. This demand can only be reached by advanced
processing and sorting technologies. As the following example shows:

There are many materials which cannot or only with difficulties be
identified with established sensor-based sorting techniques. One ex-
ample are dark-coloured materials, especially dark or black-coloured
polymers. Due to the lack of sufficient reflection in the visible spectrum
detection with, for example, Near-Infrared sensing for the detection of
dark polymers is not possible. The THz-technology holds the poten-
tial to achieve a technical solution for this yet unsolved problem. Fur-
thermore it might not only allow the determination of the type of poly-
mers, but also the identification of used additives. The detection might
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prevent further downcycling in closed-loop recycling processes. One
central question resulting here from is whether, measurement methods
based on THz-technology can be applied for distinguishing different
polymer types and their additives.

4 Test measurements

To reveal the many advantages of THz technology for the raw material
sector, researchers of the RWTH Aachen research group ‘SiR’ (Sensor
Technology in the raw materials industry) initiated a project with AMO
GmbH.

The aim of this research cooperation is to evolve a THz-sensing sys-
tem for raw material identification, especially polymer identification.
At the time there is no information available on the applicability of this
technology in the raw material industry. The first lab measurements
conducted by AMO GmbH and the SiR-group clearly show the poten-
tial and possibilities for this new field of application.

The test measurements have been conducted in terms of proof-of-
principle for the implementation of THz-technology into the raw ma-
terial industry. The main focus of the first measurements has been set
on the identification of different coloured polymer types - some of them
being subject of the mentioned lack of sorting technologies. The mea-
surements were carried out at the local AMO GmbH which is special-
ized in the development of custom-designed sensor heads and near-
field probes for the THz-range.

A waveguide-based probing configuration depicted in Fig. 24.2 and
developed by AMO has been applied for this study. The set-up is based
on a classic optical pump/probe scheme which is widely used for THz
time-domain spectroscopy [6]. A pulsed laser system with a centre
wavelength of 810 nm, 150 f s pulse duration and a pulse repetition rate
of 78 MHz is used as the optical signal source. The laser beam is split
into a pump and a probe beam. For THz generation the pump beam
is focussed on a photoconductive THz emitter structure which is held
in direct contact with a THz slit-waveguide (SWG) [7] with a length of
76 mm. This type of waveguide is characterized by low attenuation and
very low dispersion and the lowest-order propagating field mode, il-
lustrated in Fig. 24.2 (a), is well confined to the slit region. The main
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Figure 24.2: (a) Cross-section view of the THz slit-waveguide with sample ma-
terial and the field distribution of the main propagation mode. (b) Schematic
illustration of the applied measurement configuration.

function of the SWG is to control and enhance the THz field interaction
to the sample structures placed on it. The waveguide slit has a width
of 300 μm and a height of 150 μm. Each optical excitation pulse at the
emitter generates a THz pulse which is propagating along the SWG. A
photo-conductive near-field (NF) probe-tip [8] is placed in the slit in a
longitudinal distance of 10 mm from the open end of the waveguide.
The NF probe contains an ultra-fast photoswitch which is “opened”
for a very short duration (approx. 200 f s) every time a probe pulse im-
pinges. The time delay t between the emitter and the probe pulse is
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controlled by an opto-mechanical delay stage. In this way the THz pulse
propagating along the SWG can be sampled in the time-domain and the
average photocurrent Ipc(t) measured at the NF probe is proportional to
the adjacent THz field amplitude E THz(t). As shown in Fig. 24.2 (a) and
(b), the sample under test is placed on the SWG between the emitter and
the detector. Hence, a part of the transmitted THz field is penetrating a
part of the sample volume which in return (depending on its dielectric
properties) is causing a material specific modification of the transmitted
signal [9].

The considered sample materials consist of the polymer types:
polypropylene (PP) and polystyrene (PS). Both polymer types are pro-
vided in two different colours, so that estimations can be made whether
different colours show characteristic differences in the detected signals.
The samples are analysed regarding their different THz-transmission
properties. In order to ensure a direct relation of transmission changes
to differences in dielectric sample properties in this simple first con-
figuration all samples were cut in to comparable sized pieces of ca.
17 mm x 10 mm x 2− 3 mm length. Samples were measured along the
length directions of 10 mm (in the following denoted by index 1) and
17 mm (index 2) lying flat.

The results of the measurements are summarized in the following fig-
ures (Figs. 24.3 and 24.4). In both figures the blue line determines the
reference value, the THz-pulse without sample. Figure 24.3 shows the
results for the measurements with polystyrene (PS) samples (PS black
1/2, PS clear 1/2). The second figure displays the results of measure-
ments with polypropylene samples (PP black 1/2, PP grey 1/2) [9].

5 Results

At first view, the time evolution of the transmitted signals appears to
be relatively complex which is caused by an instantaneous generation
of three modes at the sample forefront. Each mode has a different
sample interaction behaviour and propagation speed. The modes are
clearly separable by comparison of the different propagation lengths.
The transmission signals proved to be very robust against slight sample
displacements and rotations. Characteristic differences in the transmis-
sion properties of the two polymer types PP and PS are clearly visible
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Figure 24.3: Measurement of different PS samples, source: [10]. With friendly
permission of AMO GmbH.

Figure 24.4: Measurement of different PP samples, source: [10]. With friendly
permission of AMO GmbH.
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from the data. Significant transmission differences are also observed for
the different colour grades of each polymer type. The results reveal that
the PS samples can be clearly distinguished from PP because of a lower
refraction index in the THz range [9].

In conclusion, we have shown that there is a possibility of identifying
critical types of polymers with THz probing technology. The application
of this approach to arbitrarily shaped samples will require a measure-
ment of the size of the sample or a design modification of the waveg-
uide structure with suppressed sensitivity to this parameter. Detection
of sample sizes could be achieved by implementing a 3D measurement
system using laser triangulation techniques prior to the THz measure-
ment.

The results show that application of THz probing in the raw mate-
rial industry is very promising and surely worth further research. The
topic of material recognition, especially recognition of dark materials
(e.g. from shredded cars), is still an unsolved problem. Terahertz tech-
nology might become an important part of the technical solution in the
nearby future.

6 Summary and outlook

But, even if the results show a high potential some restraints have to be
taken into consideration. In the waste sector every technology underlies
the “human factor”: every detected material underlies a certain anthro-
pogenic influence. So it is urgent, that this influences in materials have
to be erased by a high number of measured objects. Therefore to evolve
the THz-technology into the waste sector, large amounts of single ob-
jects have to be measured to generate a data base for further statistical
analysis. At the moment measurements are still too time and cost in-
tense to generate the required amount of data, due to the lack of cheap
and sufficiently powerful THz-devices. But the already visible high po-
tential for the raw material industry is a very strong argument to start
dealing with Terahertz-technology.

At the moment there is no deeper knowledge available on the appli-
cability of this technology into the raw material industry. The first lab
measurements clearly show potential for further research and applica-
bility for raw materials. But it is urgently required to increase the effort
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in research and development for implementing this technology into the
raw material sector.
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Abstract The millimeter wave region up to the lower THz region
offers a good penetration ability for many dielectric materials
which are in use today. Especially for the quality control of foods
within its package, impurities can be clearly identified as long
as the package is free from any metallic material. Another field
of interest is the quality of welded-, brazed- and soldered joints.
The present paper describes the detection and characterization of
different materials under test by two different measurement sys-
tems. An vector network analyzer and a “Stand Alone MilliMeter
wave Imager” called SAMMI developed by Fraunhofer FHR. For
the characterization the different materials will be detect with a
clustering algorithm in connection with the optimization of the
measured data with regard to the problem of ambiguous phase
values, called Phase Unwrapping. The permittivity of the differ-
ent clusters are determined by a reconstruction algorithm.

1 Introduction

Today the non-destructive material analysis plays a major role in sev-
eral applications, e.g. the quality control of industrial production lines,
security applications etc. For those applications a new sensor concept
working in the millimeter wave range offers an alternative to present
systems, which are based on X-Ray or optical sensors. The advantage
is the information about the internal structure of the device under test
(DUT), which cannot be collected in the same quality by a system with
optical sensors. The frequencies of interest are in the millimeter wave
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region starting at 30 GHz and ending around 800 GHz. This frequency
range offers a better measurement capabilities than IR or optical spec-
trometers. Due to the shorter wavelengths compared to classical radar
applications a better spatial resolution can be obtained. For the calcula-
tion of the material parameters we need the physical dimensions of the
object and the runtime of the signal inside the device under test (DUT).
For multilayer structures a range resolution is necessary, the range res-
olution can be realized through a pulsed system or the phase measure-
ment with broadband frequency modulated continuous wave (FMCW)
or stepped frequency continuous wave (SFCW) system.

The characterization of materials is a critical task for every opera-
tional system. For systems in industrial production lines belt systems
between 60m/min and 300m/min are typical. A cheap, efficient and
fast millimeter wave inspection system could be not realized with a vec-
tor network analyzer and a reconstruction for every pixel. Therefore a
cheap inspection system called SAMMI was developed to solve these
problems in three steps. The first step contains the elimination of ambi-
guities in the measured phase values, so called Phase Unwrapping, to
ensure a precise clustering of the material parameters. In a second step
the different materials of the DUT are classified by a cluster algorithm
in matters of the measured amplitude and unwrapped phase values.
The cluster algorithm allows a graphic presentation of the DUT where
the different materials are explicitly distinguishable. In the last step the
permittivity of the material is determined for each cluster, i.e. for each
material, by a reconstruction algorithm. In this Paper the same steps
are performed with a vector network analyzer and compared with the
results of SAMMI.

2 Meausurement system

The first very simple measurement system is a mechanical xyz-scanner
with a network analyzer (PNA E8361C) from Agilent (Fig. 25.1 on the
left) [1]. This system is called materialscanner. The PNA allows the
analysis of amplitude and phase information of the DUT with a SFCW
mode. With several modules this system allows a frequency range from
10 MHz to 325 GHz. With the three connected linear motors it is possible
to scan a three-dimensional area. The second system is called SAMMI
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Figure 25.1: On the left is shown the materialscanner with the xvz-motors.
SAMMI is shown on the right.

(Fig. 25.1 on the right) and is a continuous wave system at the frequency
of 78 GHz.

SAMMI was developed at the Fraunhofer-Institute for High Fre-
quency Physics and Radar Techniques FHR and allows the analysis
of amplitude and phase information of the DUT. SAMMI has rotating
plates on which dielectric antennas are attached, which sampled a DUT
in transmission. An endless belt ensures a continuous flow of mate-
rial and a DIN A4 sheet is scanned within 20 s. SAMMI has the size
of an average laser printer, whereby it is easy to transport. The big ad-
vantage of SAMMI is the construction off low cost materials whereby
the whole system has a low price in comparison with a vector network
analyzer. Due to their low loss at higher frequencies compared to com-
mon waveguides two dielectric waveguide tips act as antennas in both
systems. Another advantage of dielectric waveguides is their high flex-
ibility, which allows changing simply between the transmission and re-
flection configuration.

To detect the thickness of the DUT a light-section sensor (C4-1280CS)
from Automation Technology are used for both systems.
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3 Device under test und measurement method

The measured DUTs are two different plastics which have both the same
width and height from 100 mm and differ only in the thickness and the
permittivity. The first DUT is PVC (polyvinyl chloride) with a thick-
ness of 7 mm and a permittivity of 3 to 3.5. The second DUT is POM
(polyoxymethylene) with a thickness of 4 mm. It is the lower DUT at all
amplitude and phase images of this paper. In general has POM a per-
mittivity of 2.9 to 3.8. The two materials were chosen by means of their
similar permittivity to show whether they can be distinguished by the
clustering algorithm. All samples have a planar structure. To compare
the results of both systems the same measurement method is choosen.
This means a transmission measurement at a frequency of 78 GHz at
SAMMI and a transmission measurement at the frequency range from
75 GHz to 110 GHz at the materialscanner.

4 Simplified signal processing for material
characterization

4.1 2D phase unwrapping

In general phase unwrapping describes the elimination of ambiguities
in the measured phase values, which are wrapped into the interval
(−π ,π], i.e. the phase is known except for multiples of 2π . The two-
dimensional phase unwrapping is divided into the path-following and
the minimum-norm methods. In opposition to the minimum-norm al-
gorithms, which regard the entire image, the path-following methods
consider the image pixel by pixel guided by a certain path. A classical
path following method is the quality guided algorithm which is guided
by so called quality maps, i.e. matrices whose entries describe the qual-
ity of the recorded phase values. As a measure the variance of the phase
gradients is used. Another possible measure is the correlation of the
phase values [2]. Due to the error rate of the quality guided algorithm
for noisy data a modified quality guided method [3] is used here. The
modification consists in the valuation of the adjusted phase values after
each step and the correction of possible errors to avoid their propaga-
tion. The algorithm is subdivided into two main steps, the unwrapping
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of the recorded phase value and the evaluation of the result by means
of a certain quality criterion.

1. The modified unwrapping algorithm starts as the original one at
a pixel of high quality in a homogeneous region. For each pixel
the adjusted phase is determined by the information of its eight
neighbours in a region of 5×5 pixels around the considered phase
value, where only those pixels are taken into account which are
already unwrapped [3].

2. As criterion for the quality of the adjusted phase value the devia-
tion between the result and an estimate for the unwrapped phase
value is established [3]. If the deviation is lower than a certain
threshold, the adjusted phase value, calculated in step one, will be
hold. Otherwise the determined phase will be discarded and the
unwrapping continues at another pixel, i.e. the algorithm starts
again at step one.

Figure 25.2: Raw data (amplitude and the wrapped phase) from the materi-
alscanner.
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Figure 25.2 shows the measured raw amplitude and raw phase from
the materialscanner at 78 GHz with the phase values wrapped into the
interval (−π ,π]. The phase shifts are mainly distinguishable at the up-
per DUT (PVC) and at the outlines of the DUTs, i.e. there are jumps
from −π to π between two adjoining pixels. Figure 25.3 shows the un-
wrapped continuous phase, which is no longer bound to the interval
(−π ,π]. It is in evidence that the phase jumps within the DUTs have
been eliminated. Based on the images of the materialscanner it is visual
distinguishable that there are two different DUTs within the image.

Figure 25.3: Amplitude and the unwrapped phase from the materialscanner.

SAMMI has a pre-processing of the raw data which includes the
phase unwrapping. The aim of the pre-processing is a faster data han-
dling for real time application. Figure 25.4 shows the measured ampli-
tude and phase from SAMMI at 78 GHz. This image shows that their
are no phase jumps. Based on the images of SAMMI it is visual dis-
tinguishable that there are two different DUTs within the image. One
current drawback of the preprocessing can be seen at the bottom DUT.
A part of the edge of the DUT assumed to the background and hence
the DUT it is not rectangular.
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Figure 25.4: Pre-processed raw data (amplitude and the unwrapped phase)
from SAMMI.

4.2 Clustering algorithm

The aim of cluster analysis is to identify groups of objects in a certain
dataset, which are similar to each other but different from individuals
in other groups. However, a cluster algorithm should capture the nature
structure of a data set. There are various ways in which clusters can be
realized. One of the most straightforward methods is the hierarchical
clustering algorithm, which will be described here briefly. Hierarchical
clustering can be either agglomerative or divisive.

Agglomerative hierarchical clustering begins with each object of the
data-set as an own cluster. Similar clusters are merged after successive
steps into subclusters based on chosen linkage functions. The algorithm
ends with all objects in one cluster. The divisive clustering method starts
with each object in one cluster and ends up with each as an own cluster.
However, it is the opposite way of the agglomerative method. Link-
age functions are used to determine in which order clusters may merge.
E.g. two clusters can be merged to one cluster if its elements are the
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most similar objects (single linkage) or if their objects are the elements
which are most dissimilar (complete linkage). More linkage methods
are listed in [4]. The key of this algorithm is the calculation of the so
called proximity matrix between two clusters [5]. As basis for the clus-
tering algorithm the unwrapped phase and the amplitude of the objects
is regarded (Figs. 25.3 and 25.4).

Figure 25.5: Result of the cluster process for the images of the material scanner.

Using the agglomerative clustering algorithm, the result of the clus-
ter process for the images of the material scanner is illustrated in Fig.
25.5. The result for the images of SAMMI is illustrated in Fig. 25.6. For
merging the clusters, Ward’s method [6] was used. This method uses an
analysis of variance approach to evaluate the distances between clus-
ters. Ward’s algorithm attempts to minimize the sum of squares of any
two clusters that can be formed at each step. The aim is to create clus-
ters of similar sizes. To determine the number of groups in the current
dataset, Mojena’s stopping rule was applied [7]. The number of clusters
is 3.
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Figure 25.6: Result of the cluster process for the images of the SAMMI.

Comparing the clustered image of the amplitude and of the un-
wrapped phase, it can be seen, that on the amplitude image only the
outlines of the DUTs are detected by the materialscanner and SAMMI.
The differences in the amplitude are too similar. For this reason the re-
sults are regarded not further. In the clustered images of the unwrapped
phase of the materialscanner and of SAMMI are mainly three clusters,
i.e. the background, the PVC and the POM sample are clearly repro-
duced in spite of their similar permittivity.

4.3 Reconstruction of the permittivity

The permittivity is calculated from the time difference between a test
section with and without a sample. The time difference is caused by
the permittivity of the material which slows down the electromagnetic
wave inside the material. This difference is expressed in the frequency
domain by a phase difference which can be measured. If the phase dif-
ference and the thickness of the material is known, the permittivity can
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be calculated by using the equation 25.1.

εr =

((
Δϕ c0

ω dDUT

)
+ 1

)2
(25.1)

The cluster algorithm shows that there are only three different mate-
rials in the clustered phase image, therefore only the material character-
istics of one measuring point of each material need to be reconstructed.
For this reason only one pixel in the middle of each material is enough.
For the background the reconstruction is not needed because it is not
a DUT. The light-section sensor detects a thickness of 3.95 mm for the
POM and a thickness of 6.98 mm for the PVC. With the phase value and
the measured thickness of the pixel the permittivity of the two different
materials can be determined with the equation 25.1.

With the materialscanner will be calculate two different permittivity
per DUT. A permittivity at the frequency at 78 GHz and a mean permit-
tivity in the frequency range of 75 GHz up to 110 GHz. The result of
the mean permittivity is for PVC 2.92 and for POM 2.84. At a frequency
of 78 GHz the permittivity of PVC is 2.92 and of POM 2.83. SAMMI re-
constructed a permittivity of 2.94 for PVC and a permittivity of 2.88 for
POM. The reconstructed permittivity of SAMMI and the materialscan-
ner are similar and corresponds almost exactly with the theoretical per-
mittivity of the both DUTs.

5 Conclusion

In conclusion a compared between a vector network analyzer and
SAMMI for a procedure of non-destructive detection and characteri-
sation of materials was presented. It was shown that SAMMI is a
cheap, efficient and fast millimeter wave inspection system which de-
livers nearly the same quality as a expensive vector network analyzer.
Different materials can be distinguished by SAMMI by an clustering
algorithm, based on the phase information of a transmission measure-
ment. Previously the phase ambiguities were eliminated by a phase
unwrapping algorithm. It was shown that the clustering algorithm de-
tected all samples in each case as one cluster. Based on the classification
of the clustering algorithm the permittivity of the different clusters were
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reconstructed by a reconstruction algorithm. The reconstruction results
showed that the permittivity nearly match with the theoretical values.
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