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Abstract In this paper we describe our database centered work-
flow for acquisition, enrichment, long-term storage and web-
based analysis of multi- and hyperspectral image data and mea-
surement metadata. We propose a standardized way of storing
large amounts of measurement data using a hybrid approach con-
sisting of a relational database and direct file access through a
common data access layer. Data import and export is performed
by either using proprietary file formats like ENVI or by using an
universal XML-based data format. To allow preview and analy-
sis of image data, a web-based application has been developed
which supersedes the need for client-side installation of tools
like MATLAB to perform spectral or spatial analysis of the data
while still allowing third-party applications to retrieve data from
the database to perform in-depth analysis like automated filter
design. Successful implementation of the workflow is demon-
strated by the example of rapid application development for min-
eral sorting.

1 Introduction

While classification of materials based on their spectral reflectance prop-
erties has been an area of research in remote sensing applications for a
long time, it is attracting more and more attention in the area of in-
dustrial applications, e.g. sorting materials as part of the recycling pro-
cess, quality assurance in food production or enrichment of primary
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resources. Common to those applications is the need to measure the
reflectance spectrum of the materials to be detected using appropriate
equipment and to analyze the acquired data to define classification fea-
tures and optical filters. To be able to build productive and robust appli-
cations, the whole process from sample selection and spectral measure-
ment as well as data storage and analysis up to filter and application
design has to be taken into account and is preferably standardized. In
this work we propose a workflow for this process, describe our imple-
mentation and present results. We especially focus on a solution for the
long term raw measurement data storage, which tackles the problem of
the loss of measurement information over time as described by Mich-
ener and Brunt [1]. The rest of the article is organzied as follows: in
Chapter 2 related work is discussed. Chapter 3 describes our approach
and the implementation details. In chapter 4 we finish with a summary
and an outlook on future work.

2 Related work

Acquiring, storing and analyzing hyperspectral information has a long
history in remote sensing applications. A couple of databases have been
set up to make hyperspectral material information publically available,
e.g the ASTER spectral library [2], USGS digital spectral library [3],
hyperspectral.info [4], SPECCHIO [5], Vegetation Spectral Library [6].
Also background work on the design and implementation of hyper-
spectral databases, metadata and measurement process was published
by some authors, e.g. Ruby [7] or Pfitzner [8, 9], who introduced 12
rules to be taken into account when measuring and storing hyperspec-
tral data. There are some very good analysis and visualization tools for
multispectral data available like the Environment for Visualizing Im-
ages (ENVI) [10] and Gerbil [11]. Also the use of MATLAB [12] is very
common. While all these programs are desktop applications and mostly
used by experts in the image processing or statistical domain, our soft-
ware is designed to provide some basic visualization tools, e.g the mean
spectral reflectance and its standard deviation, to anybody via a user-
friendly web application replacing the need for installation of dedicated
analysis software on the user computer.
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3 Our work

Within our work we focus on design and implementation of a consis-
tent workflow for hyperspectral data to improve long term availabilty
of measurement data and to support analysis and application develop-
ment. Fig. 19.1 gives a basic overview of our framework which will be
described in more detail in the following chapters.

Acquisition Processing Storage Analysis Application

Figure 19.1: A consistent workflow from data acquisition to application devel-
opment.

3.1 Data acquisition

The data acquisition is performed in the lab at the Fraunhofer IOSB with
different types of sensors: There are high speed and high resolution
RGB cameras, single-channel UV/NIR cameras and low speed and low
resolution hyperspectral cameras ranging from 240-400nm, 366-720nm
and 1000-2500nm. The data processing chain consists of the following
semi-automatic steps to prepare measured data to be imported to the
database:

White balance, outlier detection and normalization

To get comparable results, the spectra have to be normalized. This is
obvious when using different measurement stations, but also has to be
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done for measurements using only one spectrometer, because the illu-
mination might change. The spectra are normalized to the interval [0, 1]
because the sensors have different dynamic ranges. The white balance
is computed in two steps. For every hyperspectral image I, an image
Iw of a shading bar is also acquired. I is a function that maps x, y, λ
to an intensity value, whereas x, y define the pixel position and λ the
wavelength. Because in our lab we only use line sensors for multispec-
tral data acquisition, the x-value defines the position on the line, the
y-value defines a time-line which results from moving the probe on a
linear table through the viewing plane of the camera. After subtracting
the dark current, the following formula is used to compute the white
balanced image I′ from the original image I:

I′(x, y, λ) =
I(x, y, λ)
Iw(x, λ)

·
tw

t
(19.1)

Iw(x, λ) :=
∑
y

Iw(x, y, λ)

∑
y

1

t, tw are the respective exposure times. The normalization function
Iw(x, λ), which is computed from the image of the shading bar, is in-
variant of y because the illumination effects don’t change during the
movement of the linear table. In the literature some further normaliza-
tions like the spectral gradient [11] or the division by the cumulative
intensity [13] are applied to remove the effects of the illumination or ob-
ject geometry. Some of these normalizations are not always applicable,
because they assume a hyperspectral image as input data, but we often
only use up to four discrete wavelength bands in our sorting machines.
Another drawback is the loss of the cumulative intensity information,
which can be an important feature for classification, especially when
only a few bands are measured.

The image I′ is normalized according to the shading bar. Therefore
the spectrum has to be divided by the reflectance spectrum R(x, λ) of
the shading bar:

I′′(x, y, λ) =
I′(x, y, λ)
R(x, λ)

(19.2)
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Outlier detection is another important preprocessing step. The hyper-
spectral sensors may have some defect pixels which are known and re-
turn invalid (e.g. constant) intensity values. But also over- and under-
exposed pixels with intensities near the extrema of the dynamic range
have to be marked as invalid. To be able to use formula (19.1), the in-
tensity has to be linearly dependent from exposure time. Hence, de-
pending on the sensor characteristics, upper and lower thresholds exist,
which define the valid intensity range. All other pixel values in I are
marked as invalid and ignored in later steps.

Registration

If the probe is measured with different sensors (e.g. at different wave
length ranges), the multispectral images have to be registered to be able
to compute correlations between these ranges. This is done via a semi-
automatic algorithm written in MATLAB. First, the user marks some
corresponding object points in the multispectral images. Because the
spectrum ranges of the sensors do not necessarily overlap, the intensity
values can’t be directly compared. Therefore, the two images are first
converted to edge-images using a sobel filter. If Ex is the edge-image
resulting from using a vertical sobel filter and Ey from using a horizon-
tal sobel filter, the orientation independent gradient magnitude image
is computed by:

E =
√

E2
x + E2

y (19.3)

For every band of the multispectral images a corresponding edge-image
is computed and afterwards the edge-images are averaged. The two re-
sulting grayscaled images are normalized to the interval [0,1] because
different materials can induce small differences in one spectrum but big
difference in the other. The transformation matrix between the two hy-
perspectral images is computed with MATLAB by maximizing the cross
correlation value of the grayscale edge-images. Because we deal only
with line scan sensors the search space of the tranformation matrices
can be reduced to affine transformations.
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Segmentation

The resulting image of a measurement typically contains objects of the
same material or different materials as shown in Fig. 19.4. The objects
are segmented using a multimodal segmentation algorithm based on
the algorithm described by Boykov and Funca-Lea [14]. All bands of
the registered images are compound into a single stacked image. The
algorithm works as follows:

• The user marks pixels which defintely belong to the background
and pixels which belong to the foreground

• An energy minimization algorithm computes a foreground/back-
ground separation of the pixels in the image

• To remove very small foreground objects, a pixel is only marked as
foreground if the pixels in the neighborhood are also foreground
pixels. The neighborhood is defined by a mask with variable size.

• The foreground/background separation is used to number the ob-
jects in the image by computing the connected components of the
foreground pixels.

• The user has the possibility to manually change the object num-
bering or assign objects to the background.

The foreground/background separation problem can be described as
the MAP (maximum a posteriori) solution x∗ of a markov random field:

p(x|y = ŷ) = p(x|ŷ) = p(ŷ|x)p(x)
p(ŷ)

(19.4)

x∗ = max
x

p(x|ŷ)p(x) (19.5)

x = (x0, . . . , xn) is a random vector which contains for every pixel a la-
beling xi ∈ {Foreground, Background}. ŷ = (ŷ0, . . . , ŷn) is the observed
data. yi is the spectrum of pixel i. p(ŷ) is a constant and can be dis-
carded when computing the MAP. We use a 4-connected graph for the
markov random field. Hence (19.4) can be factorized as:

p(x|ŷ) = 1
Z ∏

i
ψ(ŷi , xi) ∏

i, j∈N
φ(xi , xj) ·

1
p(ŷ)

(19.6)



Storage, visualization and analysis of multispectral data 209

The set N contains all edges of the graph, Z a normalization constant,
and φ,ψ are interaction potentials. Applying log on both sides we ob-
tain:

x∗ = max
x

(log p(x|ŷ)) = min
x

(− log p(x|ŷ)) (19.7)

= ∑
i
− logψ(ŷi , xi)︸ ︷︷ ︸

=:Ed(xi ,ŷi)

+ ∑
i, j∈N

− logφ(xi , xj)︸ ︷︷ ︸
=:Es(xi ,xj)

(19.8)

The data energy potential Ed(xi , ŷi) characterizes the compliance of the
labeling of a pixel to its observed spectrum. If an arbitrary pixel in the
image has a foreground label associated, then it should have a similar
spectrum to the points, which were manually marked as foreground.
The similarity of a pixel’s spectrum to the spectra of the marked pix-
els is computed via k-NN search in R

s where s is the number of bands.
The spectrum of every pixel xi corresponds to a point S(xi) in R

s which
is obtained from the intensity values of every band. For every pixel
in the image the k = 50 marked pixels are searched, whose spectra
match best i.e. have the smallest euclidean distance. Ed(xi = l, ŷi) is
then set to the number of pixels whose label is l divided by k while
l ∈ {Foreground, Background}. Instead of using the original spectra
S(xi), the normalized spectra S̃(xi) = S(xi)/||S(xi)|| are used. The
cumulative intensity is discarded. This is needed because a human in-
dividual often marks pixels, which can be clearly recognized as fore-
ground or background. Pixels at the border of the object are usually
not marked, because their intensities are low due to poor illumination,
unless an integrating sphere is used. By dividing by the cumulative in-
tensity, all pixels of the same material have spectra which are very near
in R

s independent of the surface orientation and therefore the cumula-
tive intensity at those pixels.

The smooth potential Es(xi , xj) has to be a metric. The smooth poten-
tial has the following form:

Es(xi = li , xj = l j) =

{
0 , if li = l j
α||S(xi)−S(xj)||2

2σ2 , otherwise.
(19.9)

The term ||S(xi)− S(xj)||2/2σ2 is derived from the logarithm of a nor-
mal distribution and σ is the sensor noise which is set to 1/256. This
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value is derived from the quantization error of a 8 bit sensor. σ could
also be assessed from the sensor specification. In contrast to the com-
putation of Ed, the original spectra are used here. α is set to 1/5000
to clearly prefer a low data potential over a low smooth potential be-
cause it proved to be more robust if hyperspectral images with many
bands are used. x∗ is computed using the graph-cut algorithm with α-
expansion described in [15–17], which can be applied because Es is a
metric.

3.2 Data storage

Our main goal for the database is to develop a long term storage and
sharing platform for spectral signatures of materials. A key feature is
to store the full measurement raw data to work with arbitrary analysis
software directly on it.

To avoid storing a large amount of raw pixel data in the relational
database, causing it to grow fast and loose performance [18], we de-
ciced to use a hybrid approach to store multispectral image data and
metadata, shown in Fig. 19.2. While keeping measurement data in com-

Data Access Layer

SQL Database Binary Data Files

SQL Interface BLOB Interface

FTP

Measurement Device, 

Matlab, 

Third Party Applications

Web-based 

Visualization and 

Analysis

Figure 19.2: System overview of data storage and access.

pact binary files as created by the measuring device and accessing it
with a fast binary data access library we store data that benefits from
SQL Server query optimiziation and constraint checking in a relational
database.
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Compared to storing the measurement data and metadata in a filesys-
tem structure, our approach of storing measurement data and metadata
has several advantages:

• Increased flexibility using a data access layer. The data access
layer allows changes to the database or the binary files without
requiring changes on the client side.

• Improved access rights handling. Access rights to the data can be
handled inside the data access layer. File system level permission
handling is no longer required. In addition, database access can
be regulated in fine detail.

• Metadata is stored in a relational database. Measurement meta-
data is stored in a relational database for improved query perfor-
mance and data integrity checking. The metadata consists of 4
main groups of data:

– Measurement related data e.g. materials, material groups,
system operator, measurement device, project

– Image related data e.g. object segmentation, file type, scaling
information, color space.

– Hardware related data e.g. spectrometer characteristics,
white balance information, illumination parameters

– Project related data e.g. projects, sites, operators, access rights

3.3 Data visualization and analysis

Another key feature of our application is the web-based visualization
and analysis of multispectral measurement data. Besides a standard
web browser no client side software installation is required to be able to
browse the mulispectral image data and the metadata in the database.
Standard analysis functionality includes e.g. intensity distributions or
histograms of different materials, different material conditions or dif-
ferent measurements of a single material. Measurement series can be
compared and the results are visualized as 2D-charts (Fig. 19.3). The
web-based visualization is also capable of displaying the raw image
data acquired by the camera as shown in Fig. 19.4. An intuitive slider
control panel allows to quickly access a particular wavelength image
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Figure 19.3: Intensity distribution for two different materials in the NIR and
SWIR spectrum.

and data. The user can choose between a preview of the original im-
age or showing only the labeled objects, hiding background and other
objects. An additional feature shown in Fig. 19.4 is the possibility to
create an RGB false color coded image by assigning intensity values of
particular wavelengths to the R-,G- and B-channel of the resulting im-
age thus allowing to better visualize spectral behaviour of the material.
Based on our new mass storage infrastructure, the web-based visualiza-

Figure 19.4: (Left) Preview of an intensity image for a selected wavelength in-
cluding background and surrounding objects. (Right) False-Color display of
labeled objects only with an overlay of object borders and object numbers.

tion and analysis allows fluent browsing through the database content
and fast image and data preview while keeping load on database and
webserver hardware as low as possible. The application is implemented
using ASP.Net MVC.
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4 Summary and outlook

We proposed a workflow and an infrastructure to acquire, enrich, store,
analyze and retrieve multi- and hyperspectral measurement data. A
working prototype implementation was presented. We’re currently in-
vestigating how to improve binary data storage performance by using
an object database.
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