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1 Introduction

For me, optics could be defined as the science and technology of the creation, manipulation and detection of light. While applications of light are manifold, the most ubiquitous, from my point of view, is vision. In the process of vision, light is created by a light source, impinges onto the object we will eventually perceive and interacts with it and then enters our eye. Here, it is manipulated by the lens that’s part of our eye and finally detected by the cones and rods sitting on the retina. The functionality of the lens is imparted onto it by the combination of its shape and the refractive index of the material it is made of. If one enjoys the view from the top of a mountain, the lens in the eye will have a different shape than the one it would have when reading a book, enabling us to see clearly in both situations. Another example of how the shape of a material alone can be used to tailor its optical functionality is the following one: Glass can either be formed into a window or into the shape of a lens. The former allows clear view across it while the latter has an imaging functionality. Both objects are a lot larger than the wavelength of visible light. Thus, it has been possible since a long time to manufacture them more or less easily. However, there are limits to what one can do by shaping alone if one desires to stick to macroscopic shapes.

Let’s take a prism as an example. If one wants to build a prism to separate light passing through it into its different spectral components, the spatial separation of the different wavelengths at the exit face of the prism can be controlled by its size. The maximum angular deviation attainable is, however, given by the dispersion of the material.

Therefore, the question arises whether it is possible to make materials with tailored optical properties. One approach that has a long and well developed tradition is again found in glass making: Here, different mixtures can be used to fine tune the refractive index or the mechanical properties of glass. The variation of the lead content to change the color or hardness of glass is one prominent example. In the more recent past, however, the advent of micro- and nanotechnology has made the following question one of practical, rather than just intellectual, relevance: Is it possible to tailor an object’s optical properties by shaping it at scales comparable to or smaller than the wavelength of light? A grating is an example where a new functionality (the ability to diffract) is imparted to a material by structuring its surface at the scale of half a wavelength.

In this thesis I am looking at tailored, three-dimensional optical materials. I am not treating gratings or other two-dimensional approaches because the most general case of a tailored optical material is a bulk material, as the example of the prism illustrates. The valid question of how to structure a material in three dimensions immediately arises from this approach. Different approaches to solve this challenge
exist. Some of them rely on top-down methods such as self-assembly \([1, 2]\) while others use two-dimensional structuring techniques in a layer-by-layer fashion \([3–5]\). Three-dimensional structures can be arrived at using holographic lithography in one processing step \([6, 7]\). It is inherent to this approach to yield periodic structures only. The lithographic technique of direct laser writing (DLW) \([8–10]\) allows for the creation of almost arbitrarily shaped polymer nano- and microstructures. Thus, it is a great tool for three-dimensional structuring but it is limited to one material. If it were possible to replicate, invert or coat a structure made by DLW with a material of choice while maintaining the shape, almost limitless freedom of design would be available.

This challenge is similar to the attempt to homogeneously coat all surface of the outside and the inside of a car without disassembling it. With traditional, directional evaporation techniques in which material travels from the source to the surface along a straight line this is obviously not possible, unless a multitude of surfaces can be created inside the car. With the coating technology of atomic layer deposition (ALD) a different approach to coating provides the solution to this challenge \([11]\): In ALD, a chemical is emitted from a source as a vapor that only forms a monolayer on the surface. Once that this monolayer is deposited, the vapor does not form material anymore and the excess vapor is pumped away. A second vapor that is reactive to the first one can then be used to react with the monolayer just deposited on the surface to form the desired material. Provided that the window is opened, all surfaces of the car can then be coated in a monolayer-by-monolayer fashion by pumping the vapors in and out of the car one vapor after the other. This quality of ALD makes it an extremely useful technique to coat or replicate three-dimensional micro- and nanostructures. For the replication of some of the structures considered in this thesis, we wanted to completely fill cylindrical pores with a diameter of 100 nm and a length of 135 µm using ALD. For a car, this would correspond to coating the inside of the whole car using a window that is opened a mere 1.5 mm – and that the opening is getting steadily smaller and eventually closes as the process continues.

Thus, the combination of ALD and DLW seems a promising route for the fabrication of tailored, three-dimensionally nanostructured optical materials, with DLW providing a geometry and ALD being used to impart this geometry onto a material. There are two approaches to put this combination to use that I have investigated:

The first one is the avenue of metamaterials, an approach to tailoring optical properties that Sir John Pendry \([12]\) is usually given credit for. It has some similarity with the “chemical” route known from making tailored glasses in that the goal is a material that can be considered to be homogeneous. In a metamaterial, the effective properties are tailored by a proper design of its constituents. These constituents are usually rationally designed nanostructures and are of subwavelength size such that a homogeneous material results. Often, one wishes to use a nanostructure made of a material having a moderately negative permittivity. To make this possible, I have investigated a method to deposit tailor-doped semiconductor films by ALD. With ALD, the doping can be controlled straightforwardly at a great extent and can be used to control the permittivity at optical frequencies. Therefore, the grown material is a
Photonic crystals are the second approach. This approach is less drastic in terms of the constituent materials employed and Sajeev John [13] and Eli Yablonovitch [14] are usually credited for having invented this class of materials. They are composites of two materials as well, but they derive their unusual properties from the fact that they are periodically arranged in the form of a three-dimensional crystal with a lattice constant on the order of the wavelength of interest. This leads to a drastic modification of the allowed states of the electromagnetic field inside these materials, quite similar to the processes leading to the formation of a band structure for electrons in a crystal. The commonly known dispersion relation for homogeneous media does not apply in these materials any more. The physical properties that can be deduced from it in the case of homogeneous media now have to be reduced from the band structure. In return, all of these properties can then be set by properly tailoring the crystal to have an appropriate band structure. The property that I tried to tailor in this work was the density of states. If properly designed, the band structure of a photonic crystal can be made to have a frequency region void of any bands. This frequency range is then called a complete photonic bandgap. Its existence implies a vanishing density of states for propagating electromagnetic modes. This is the origin of the term "tailored electromagnetic vacuum". Up to now, no photonic crystals with a vanishing density of states for visible light have been reported. The two necessary ingredients for making such a crystal are a sufficiently small lattice constant and an appropriate contrast of permittivities of the two constituent materials. I combined stimulated emission depletion DLW (STED-DLW), a resolution-enhanced version of DLW that was recently developed by Joachim Fischer at the Institute of Applied Physics at the Karlsruhe Institute of Technology in Germany [10] with selective etch material removal methods and ALD deposition of titania. After properly optimizing the geometrical design of the photonic crystal for the constraints imposed by this fabrication method and optimizing the processes, it was possible to fabricate the first photonic crystal exhibiting a complete photonic bandgap for visible light.

In a nutshell, then, this thesis deals with artificial materials that are designed to have specially tailored optical properties. The outline of this thesis is as follows:

In Chapter 2, I will line out the theoretical foundations for the concepts of metamaterials and photonic crystals that are necessary to appreciate the necessity of the steps undertaken in this thesis and the effects arising.

Both, the metamaterial and the photonic crystal route towards tailoring optical properties were followed in this thesis using ALD. ALD relies on a chemical reaction leading to film growth that is split up into two (or more) selfterminating reactions. In Chapter 3, I will show how ALD processes can be performed in general and which points have to be considered to maintain the selfterminating property that is necessary for the coating of three-dimensional templates. The measured properties of
1 Introduction

the films grown for the remainder of this thesis and the processes are also discussed here. The necessary templates for structuring in three dimensions are arrived at by the technique of DLW and STED-DLW. An introduction to these techniques is also given in that chapter to the extent that is necessary for this thesis.

In Chapter 4, I will show that ALD can be exploited to deposit films of doped ZnO with tailored permittivities that can be tailored at will over a range between 4 and -25. I will also show the different nanofabrication methods that are suitable for this material.

Chapter 5 describes the processes that have been developed or that needed to be refined beyond the state-of-the-art at the beginning of this thesis to produce a titania photonic crystal from a polymer template. The material chemistry of titania is different from that of silicon such that a straightforward adaption of an existing double-inversion procedure [15] for silicon is non-trivial. Also, the feature size of the photonic crystals I produced is much smaller than in the case of silicon photonic crystals. This necessitates a much more careful treatment of process imperfections both during the lithography step and the double-inversion procedure. This treatment is expanded such that the imperfections are already taken into account during the design process for the photonic crystals.

In Chapter 6, I will discuss experiments on the photonic crystals obtained using the newly developed double-inversion procedure that give credible evidence for the existence of a complete photonic bandgap between 424 THz and 431 THz. This corresponds to wavelengths between 696 nm and 707 nm, which is completely inside the visible part of the electromagnetic spectrum. Finally, I will sketch a method for the investigation of photonic crystals that has become available with the produced samples.

I will conclude on the work and line out some avenues to develop the presented work further.
2 Fundamentals

As outlined in the introduction, the goal of this thesis was to create tailored optical materials. In this chapter, I will present the theoretical foundations of the two ways towards this goal that were pursued. One approach was to create a photonic crystal, i.e., a periodic, three-dimensional structure composed of at least two materials with different refractive indices that has a lattice constant on the order of the wavelength of operation. This system can be treated using methods known from solid-state physics. As we will see, there is an analogy between propagation of electromagnetic waves in photonic crystals and the propagation of electronic waves in “conventional” crystals. Especially, such photonic crystals can exhibit a complete photonic bandgap, i.e., a frequency range for which no propagating modes exist.

The other approach is based on metamaterials which are materials composed of functional units that are significantly smaller than the operating wavelength of the material and which determine effective material properties $\epsilon$ and $\mu$ of the metamaterial.

2.1 Description of light and matter

Maxwell’s equations supplemented by the constitutive relations describe the interaction of light and matter in a macroscopic way. In the absence of free charges and currents the Maxwell equations read:

\[
\begin{align*}
\nabla \cdot D &= 0 \quad (2.1) \\
\nabla \cdot B &= 0 \quad (2.2) \\
\n\nabla \times E + \frac{\partial B}{\partial t} &= 0 \quad (2.3) \\
\n\nabla \times H - \frac{\partial D}{\partial t} &= 0 \quad (2.4)
\end{align*}
\]

and the constitutive relations are

\[
\begin{align*}
D &= \varepsilon_0 E + P = \varepsilon_0 \varepsilon E \quad (2.5) \\
B &= \mu_0 H + M = \mu_0 \mu H \quad (2.6)
\end{align*}
\]

The vector fields $E$, $B$, $H$, and $D$ are the electric field, the magnetic induction density, the magnetic field and the dielectric displacement. Here, by virtue of the last equality-sign in equations 2.5 and 2.6, I have limited myself to field strengths that are sufficiently small to cause a linear response only. Matter enters $\epsilon$ and $\mu$, which describe the dielectric permittivity and magnetic permeability of the materials.
considered. They are, therefore, in general functions of space and can have tensorial character. For the following, I will only consider non-magnetic materials, i.e., I will always set $\mu = 1$. This is a good assumption at optical frequencies for natural materials.

Now, by replacing $D$ by $\epsilon_0 E$ in equation 2.4, dividing it by $\epsilon$ and taking the curl we arrive at

$$\nabla \times \frac{1}{\epsilon} \nabla \times H = \epsilon_0 \frac{\partial}{\partial t} \nabla \times E$$

from which we can eliminate $E$ in favor of $H$ using equations 2.3 and 2.6. We thus arrive at

$$\nabla \times \frac{1}{\epsilon} \nabla \times H = -\mu_0 \epsilon_0 \frac{\partial^2}{\partial t^2} H \quad (2.7)$$

Considering the most trivial case of vacuum, i.e., an isotropic medium for which $\epsilon = 1$, $\mu = 1$ and using the Grassman-identity, this equation simplifies to

$$\nabla \times \nabla \times H = \nabla \cdot \left( \nabla \frac{H}{\epsilon_0} \bigg|_{\epsilon_0} \right) - \triangle H = -\mu_0 \epsilon_0 \frac{\partial^2}{\partial t^2} H \quad (2.8)$$

which is the “usual” wave equation and is solved by plane-waves of the form

$$H = H_0 \cdot \exp(\text{i}(kr - \omega t)) \quad (2.9)$$

for almost arbitrary choices of wavevector $k$ and angular frequency $\omega$. The only condition that these quantities have to satisfy is the dispersion relation:

$$\omega^2 = c_0^2 k^2 \quad (2.10)$$

Here, the quantity $c_0 = 1/\sqrt{\epsilon_0 \mu_0}$ has the value $c_0 \approx 3 \cdot 10^8 \text{ m/s}$. Looking at equation 2.9 again, we see that a point of arbitrary but fixed phase $\phi_0 = (kx_0 - \omega t_0)$ will occur for all space-time coordinates fulfilling $x_0 = (\phi_0 + \omega t_0)/k = \phi_0/k + c_0 t$, i.e., $c_0$ is the phase velocity of light in vacuum and is independent of $k$ and $\omega$. Here we have looked at one dimension for simplicity. Analogously, in three dimensions, a plane of constant phase propagates with the same speed.

### 2.2 Optical properties of three-dimensionally and periodically structured media

I will now outline the effects that arise when one considers light propagation in media that have a periodically varying permittivity. These are called photonic crystals. The concept for a photonic crystal discussed here was introduced simultaneously by Sajeev John [13] and Eli Yablonovitch [14] in 1987 together with a prediction of some of the effects arising.\(^1\) For the purpose of this section, I will restrict myself to the

\(^1\)The eigenvalue-treatment of a photonic crystal outlined here loosely follows the treatment in the book by Joannopoulos et al. [16].
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We will see that this problem is in wide parts analogous to the problem of electrons in a crystal and we will make use of this analogy to solve the optical problem and explain the effects arising. I will also compare some of these effects to their free-space analogs.

Passing from light propagating in a homogeneous medium such as vacuum to the case of three-dimensionally periodic photonic crystals, things turn more complicated than in equation 2.8 as \( \epsilon \) now depends on all spatial coordinates. Since these crystals are made by a three-dimensional, periodic repetition of a motif of (at least) two materials 1 and 2 having different dielectric permittivities, the permittivity \( \epsilon \) of the composite is lattice-periodic. This means that \( \epsilon(r + R) = \epsilon(r) \) for all lattice-vectors \( R \) that are elements of the corresponding crystal lattice. \( R = n_1 a_1 + n_2 a_2 + n_3 a_3 \) - with \( n_1, n_2, n_3 \) being integers and \( a_1, a_2, a_3 \) being a set of basis vectors that span a primitive unit cell of the lattice).

The step we made to get from equation 2.7 to equation 2.8 is not permissible any more now. Instead, we can consider

\[
\hat{L}(r)H := \nabla \times \left( \frac{1}{\epsilon(r)} \nabla \times H(r) \right) = \frac{\omega^2}{c_0^2} H(r)
\]

(2.11)

as an eigenvalue problem for the magnetic field \( H \), with an operator \( \hat{L}(r) \) and eigenvalues \( \frac{\omega^2}{c_0^2} \). Since \( \hat{L}(r) \) is invariant under translations by a lattice vector \( R \), we know that Bloch’s theorem applies. Therefore we can obtain all solutions by considering only those wavevectors \( k \) lying in the first Brillouin-zone of the reciprocal lattice. For a given \( k \) we then expect to find an infinite number of solutions \( H_{k, \tilde{n}} \) with different frequencies \( \omega_{\tilde{n}} \). We can sort and relabel these solutions with an index \( n \) in an ascending order by their frequencies \( \omega_{\tilde{n}} \) starting with \( n = 1 \) for the lowest-frequency solution. The index \( n \) is then called the band-index and all the pairs \( (k, \omega_n) \) having the same index are said to form the \( n \)-th band. A band can then be thought of as a function that maps every point in the Brillouin zone onto an eigenfrequency.

At this point we see the first difference between the electromagnetic fields in photonic crystals and those in free space: Whereas there is a “simple” dispersion relation in free space that relates \( \omega \) and \( k \), we will in general find a more complicated relationship between \( k \) and \( \omega \) in a photonic crystal. This set of solutions is referred to as the photonic band structure of the photonic crystal in analogy to the electronic band structure.

The photonic band structure depends solely on \( \epsilon(x) \), i.e., on the motif and crystal-lattice and on the magnitude of \( \epsilon(x) \), i.e., on the strength of the modulation of the permittivity. It can be calculated numerically using a plain-wave expansion method implemented in the freely available software package “MIT photonic bands”, MPB in short. [17] MPB takes a wave-vector \( k \) and calculates the eigenfrequencies of the first \( n \) bands for Blochwaves of this wave-vector. In principle, it is possible to obtain the complete band structure in this way by calculating the eigenfrequencies of every wavevector. Some times, as in parts of this thesis, one is primarily interested in finding the positions of the extrema of the bands. Even though I and others [18] are not aware
of any general proof or justification for this, the extrema are considered to usually occur along lines of high symmetry in the irreducible Brillouin zone. Counterexamples exist [19]. Reference [18] shows from symmetry considerations that for some points in the Brillouin zone, band extrema have to occur.

Let us take the most important photonic crystal of this thesis, the woodpile photonic crystal [20], as an example. It is derived from a face-centered cubic (fcc) lattice with lattice vectors \( \mathbf{a}_{1,fcc} = \frac{a_{fcc}}{2} (\hat{y} + \hat{z}) \), \( \mathbf{a}_{2,fcc} = \frac{a_{fcc}}{2} (\hat{x} + \hat{z}) \), and \( \mathbf{a}_{3,fcc} = \frac{a_{fcc}}{2} (\hat{x} + \hat{y}) \) by placing a motif of two dielectric rods of length \( \sqrt{(1/2)a_{fcc}} \) on every lattice point, where \( a_{fcc} \) is the length of the conventional cubic fcc unit-cell.\(^2\) The axes of the rods are pointing along the directions \( d_1 = \hat{y} + \hat{z} \) and \( d_2 = \hat{y} - \hat{z} \) and they are running through points displaced by \( p_1 = \frac{1}{8} (\hat{x} + \hat{y} + \hat{z}) \) and \( p_2 = -\frac{1}{8} (\hat{x} + \hat{y} + \hat{z}) \) from the lattice point.\(^3\) Because of this displacement by a quarter of a space-diagonal, a woodpile photonic crystal is referred to as having a diamond-structure, see Figure 2.1. The Brillouin zone of this lattice is depicted in Figure 2.1b together with its irreducible part. The high-symmetry points are also depicted.

We know from Reference [18] that we will necessarily find extrema at the \( X \), \( L \), and \( \Gamma \)-point. If we are, however, interested in finding all the extrema of the band structure of such a woodpile photonic crystal we have to consider all wavevectors on the colored lines in Figure 2.1b. For the section of the band structure shown in Figure 2.1c, each line connecting two high-symmetry points was discretized into 64 points and the first 9 bands were calculated.

The woodpiles produced in this thesis are derived from a point-lattice that is compressed along the stacking direction by a factor \( s < 1 \) with respect to the fcc-lattice. The reasons for this are related to the fabrication method as discussed in Chapters 3 and 5. The lattice is then called centered tetragonal and the corresponding irreducible Brillouin zone, as shown in Figure 2.2, is bigger and has more corners than the irreducible Brillouin zone of an fcc-lattice with the same in-plane lattice constant \( a_{fcc} \).

### 2.2.1 Comparison: Vacuum vs photonic crystal

As announced in the beginning of this section, I will now compare some aspects of electromagnetics in vacuum and in photonic crystals: In general, the phase velocity, group velocity and density of states are properties which in vacuum can be deduced from the dispersion relation and which are (fundamentally) different in a photonic crystal. First of all, it does not make sense to ascribe a phase velocity to Blochwaves propagating in a photonic crystal, except in the first band. Secondly, the group velocity is a well-defined quantity which can be deduced from the band structure. It can be tailored by a proper choice of geometry and permittivity.

---

\(^2\) \( a_{fcc} \) and the distance \( a \) between two rods in the same layer are often confused. In fact, \( a \) is the length of basis vectors spanning the primitive unit cell of the fcc-lattice. In this work I will always refer to the distance of two rods in the same layer as \( a \), as indicated in Figure 2.1. For an fcc-woodpile \( a_{fcc} = \sqrt{2}a \).

\(^3\) In fact, the absolute position of these points is not important. What is important is the relative position of the two rods and the orientation with respect to the basis-vectors.
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Figure 2.1: Woodpile photonic crystal. Panel a) shows the fcc-lattice together with the three basis-vectors $a_{1,fcc}$, $a_{2,fcc}$ and $a_{3,fcc}$ on the left. By placing the motif of two rods shown in the middle on every point of this lattice results in the woodpile photonic crystal depicted on the right. For elliptical rods it is completely characterized by the rodwidth $w$, the rod-height $h$, the rod-distance $a$, and the permittivities of the rods and that of the background-material. For an fcc-lattice, the lateral and axial lattice constants $a_{fcc}$ and $c$ are equal and of magnitude $\sqrt{3}a$. b) The Brillouinzone belonging to this photonic crystal. $\Gamma$, $X$, $W$, $L$, $U$, and $K$ are the high symmetry points lying in the irreducible Brillouin zone. c) Part of the band structure of the photonic crystal in a) assuming that the rods are made of silicon and that the background material is air. The reduced frequency is connected to the real frequency is given in units of $\omega a/(2\pi c)$.

Another important property of an electromagnetic field is the photonic density of states. It shows up in Fermi’s golden rule that gives the decay rate $r_{j \rightarrow i}$ of an excited
state \( j \) to a lower-energy state \( i \):

\[
    r_{j \rightarrow i} = \frac{2\pi}{\hbar} \rho(\hbar \omega_{ji}) \cdot |p_{ij}|^2
\]  

(2.12)

Here, \( p_{ij} \) is the matrix-element of the operator driving the decay (usually the dipole-operator) between the states \( i \) and \( j \). Considering an excited atom, decaying radiatively, the density of states \( \rho(\hbar \omega_{ji}) \) is the product of the number of electronic states at the lower energy \( \hbar \omega_i \) and the number \( n(\hbar \omega_{ji}) \) of photonic states that have an energy corresponding to the energy-difference between states \( j \) and \( i \). If the transition couples to photons in vacuum, \( n(\hbar \omega_{ji}) \) can be deduced easily from the dispersion relation:
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\[ n(\omega_{ji}) = g \sum_{k} \delta(h\omega_{ji} - h\omega(k)) \quad (2.13) \]

\[ = 2 \int d^3k \delta(h\omega_{ji} - h\omega(k)) \quad (2.14) \]

\[ = 2 \cdot 4\pi \int dk k^2 \delta(h\omega_{ji} - h\omega(k)) \quad (2.15) \]

\[ = 2 \cdot 4\pi \int d\omega \frac{\omega^2}{c_0^2 |\nabla_k \omega(k)|} \delta(\omega_{ji} - \omega) \quad (2.16) \]

\[ = \frac{8\pi\omega^2}{c_0^3} \quad (2.17) \]

The factor \( g = 2 \) that appears before the sum is introduced to account for the two possible polarizations of the photons with equal wavevectors. The term \( \nabla_k \omega(k) \) denotes the derivative of \( \omega \) with respect to \( k \). For electromagnetic waves in vacuum, this can easily be calculated from the dispersion relation 2.10 as \( \nabla_k \omega(k) = c_0 \cdot \hat{k} \), where \( \hat{k} \) is a unit-vector pointing in the direction of \( k \).

In a photonic crystal, \( \omega = c_0 \cdot |k| \) does not hold any more and a correct replacement for \( k \) to get from equation 2.15 to equation 2.16 that is independent of \( k \) is in the general case not possible anymore. Instead, it will have to be deduced “locally” from the band structure if desired. Also \( \nabla_k \omega(k) \) has to be evaluated using the band structure. Furthermore, the degeneracy factor \( g \) should be set to unity since the sum now runs over all wavevectors and all bands. In particular, for photonic crystals with a sufficiently large contrast of permittivities and the right geometrical parameters, a situation can arise in which there exists a range of frequencies \([\omega_1, \omega_2]\) for which there are no solutions to equation 2.11. The photonic density of states will then be strictly zero in this frequency interval and the frequency range \([\omega_1, \omega_2]\) is then called a complete photonic bandgap. Light with frequencies inside the bandgap cannot be transmitted through such a photonic crystal, as a plane wave impinging onto it from the outside will not be able to couple to any propagating modes in the crystal. Given that the photonic crystal is non-absorbing, energy conservation then necessitates a total reflection of the incident light. Also, an emitter whose frequency of emission lies inside or at the edge of a photonic band will not emit or will do so in a strongly modified fashion, as discussed in [14, 21, 22] and demonstrated in References [23–27]. These authors investigate effects connected to the decay rate. One should expect another effect of a photonic bandgap environment on the emission process of an emitter: It is perfectly conceivable that the band structure has only few allowed states at certain frequencies, that might correspond to very few wavevectors only. Actually, as the following short argument will show, such a situation necessarily arises: We know that band extrema necessarily occur at the \( \Gamma \), \( L \), and \( X \)-point. The \( L \)- and \( X \)-point lie on the surface of the Brillouin zone and for these points all eigenfrequencies are necessarily either all smaller or all larger than those in their environment, meaning that none of the neighbors of the \( L \)- and \( X \)-point are part of the isofrequency surfaces.
\( \omega(k) = \omega_n(k_L) \) and \( \omega(k) = \omega_n(k_X) \), respectively. Hence, the isofrequency curves \( \omega(k) = \omega_n(k_L) \) and \( \omega(k) = \omega_n(k_X) \) necessarily have a gap around the points X and L. We then expect a non-isotropic emission from emitters emitting at these frequencies at least along the directions corresponding to \( k_L \) and \( k_X \). This is illustrated in Figure 2.2 for the case that the minimum of the third band delimits a complete photonic bandgap. This is the case for the photonic bandgaps presented later in this chapter. What is shown is a schematic isofrequency surface for a frequency slightly above the minimum of the third band. The outside and the inside of the surfaces are shown in purple and orange, for reasons of clarity. Also, only those isofrequency surfaces near those boundaries of the Brillouin zone that are visible in this perspective are shown. As one can see, only few wavevectors are covered by this isofrequency surface and correspondingly one should expect directional emission from emitters inside photonic crystals at this frequency. For the frequency at the band extremum at the L-point, the isofrequency curve is only a point, resulting in extremely directional emission at these frequencies.

Effects linked to this have been investigated with two-dimensional photonic crystals \cite{28} and in opal photonic crystals. \cite{29,30}. Opal and opal-derived photonic crystals usually contain a lot of defects and consist of polycrystalline domains. This will lead to an averaging of the directional features of the emission if one examines the whole crystal and is not singling-out one domain. With the approach we employed and describe in Chapter 5, we are able to produce mono-crystalline samples. In addition, none of the systems in the above references had a complete, three-dimensional bandgap, however, in which this effect is expected to be very pronounced as outlined above. \cite{31}

Complete photonic bandgaps have been realized at microwave and infrared wavelengths \cite{3,15,32–43}, but have proven elusive in the visible part of the electromagnetic spectrum. \cite{44} This spectral range is of particular interest for two reasons: First, any application of photonic crystals that is related to human perception will necessarily have to work in the visible. Secondly, the technical tool box for optical experiments is a lot more evolved for visible light than for light of longer wavelengths, with excellent single-photon-detectors and light-sources readily available. For example, the experiments on directional emission shown in Chapter 6 were greatly facilitated by the possibility to use a nitrogen-cooled silicon CCD. In this thesis I therefore pursued the goal of making a photonic crystal with a complete photonic bandgap at visible frequencies.

### 2.2.2 Scaling properties

I will now take a look at some properties of the eigenvalue problem stated in equation 2.11. This will prove to be useful to illustrate the necessity of the steps undertaken in this thesis in order to construct a complete photonic bandgap in the visible:

Assume that we want to spatially shrink (or expand) a photonic crystal by some scaling factor \( s < 1 (s > 1) \). This means to replace the distribution of dielectric \( \epsilon(r) \) by a different distribution \( \epsilon'(r) = \epsilon(r/s) \). If we want to consider this as a change of variables form \( r \) to \( r' \) in equation 2.11 the necessary substitutions are:
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- $\nabla = s\nabla'$
- $r = r'/s$

In particular, this means that $\epsilon'(r') = \epsilon'(s \cdot r) = \epsilon(r)$. Inserting all this yields:

$$s \nabla' \times \left( \frac{1}{\epsilon'(r'/s)} s \nabla' \times H(r'/s) \right) = \epsilon_0 \frac{\omega^2}{c^2} H(r'/s)$$

$$\Leftrightarrow \quad \nabla' \times \left( \frac{1}{\epsilon'(r')} \nabla' \times H(r'/s) \right) = \epsilon_0 \frac{\omega^2}{c^2} \frac{s^2}{\omega^2} H(r'/s)$$

Thus, a solution $H(r)$ to equation 2.11 for the unscaled photonic crystal with an eigenfrequency $\omega$ also yields a solution $H'$ for scaled versions of that photonic crystal with a new eigenfrequency $\omega' = \omega/s$ if we define $H' = H(r'/s)$. In particular, this means that the scaled version of a photonic crystal having a complete photonic bandgap spanning from $[\omega_1, \omega_2]$ will have an equally-sized bandgap spanning from $[\omega_1/s, \omega_2/s]$. Here, the size of the complete photonic bandgap is measured as the gap-to-midgap ratio defined as $2 \cdot \frac{\omega_2 - \omega_1}{\omega_2 + \omega_1}$. A first attempt at making a photonic bandgap at visible frequencies might therefore be to scale down the dimensions of the silicon-based photonic crystal with a complete photonic bandgap at telecom frequencies in Reference [45]. The geometric parameters of this crystal were optimised to have a bandgap at as high frequencies as possible under the fabrication constraints faced by the authors. Its upper bandedge is situated at a wavelength of 1550 nm, corresponding to a frequency of 193.5 THz and the rod-distance $a$ is 566.3 nm. To bring only the upper band edge to 750 nm wavelength it would thus be necessary to bring the rod distance to $a' = 750/1550 \cdot a = 274$ nm. This is slightly beyond the reach of the nanofabrication techniques used in this thesis.

The previous consideration of spatially scaling a photonic crystal was quite instructive. It told us that there is no fundamental length scale in a photonic crystal. This is actually not utterly surprising since Maxwell’s equations are scale-invariant as long as $\epsilon$ and $\mu$ are scale-invariant. What about a fundamental scale for the permittivity, however? If we replace $\epsilon(r)$ according to $\epsilon'(r) = \epsilon(r)/s^2$ in equation 2.11 we get

$$\nabla \times \left( \frac{1}{\epsilon'(r)} \nabla \times H(r) \right) = \frac{s^2 \omega^2}{\epsilon_0^2} H(r),$$

i.e., $H(r)$ is a solution to 2.11 for both $\epsilon$ and $\epsilon'$. The corresponding eigenfrequencies, however, increase with decreasing absolute values of the permittivity $\epsilon$. Can we use this to simply scale a bandgap from telecom- to visible frequencies? The silicon woodpile in Reference [45] is composed of high-permittivity silicon-rods and low-permittivity air with permittivity $\epsilon_{\text{air}} = 1$. Since nonabsorbing materials with $0 < \epsilon < 1$ are not available, the answer is that we unfortunately cannot. However, the question of what would happen if we exchange silicon by a material with a lower permittivity arises. The operator $\hat{L}$ is linear and hermitian. It is therefore possible to apply perturbation theory [16,46] to the eigenvalue problem 2.11 for small changes

---

4In addition to this, silicon is not a suitable material for photonic crystals in the visible spectrum as it is absorbing for light of wavelengths smaller than 1117 nm.
\[ \Delta \varepsilon(r) \] to a given permittivity \( \varepsilon(r) \). The most convenient formulation for the change in frequencies in this case is, however, not in terms of \( H \) but in terms of \( E \). In this formulation the frequency shift \( \Delta \omega_{n,k} \) that the mode \( H_{n,k} \) will undergo under the action of \( \Delta \varepsilon \) reads [16]

\[
\Delta \omega_{n,k} = -\frac{\omega_{n,k}}{2} \frac{\int d^3 r \Delta \varepsilon(r) |E_{n,k}(r)|^2}{\int d^3 r \varepsilon(r) |E_{n,k}(r)|^2} + O(\Delta \varepsilon^2), \tag{2.20}
\]

where \( E_{n,k} \) is the electric field associated to the mode \( H_{n,k} \). Hence, a small reduction of the permittivity of the woodpile rods will lead to an increase of the eigenfrequencies. For large changes in the permittivity of the rods, the field distributions \( E_{n,k} \) will change as well but we expect that the trend holds. The chosen material for this thesis is titania because it has a high refractive index, can be deposited conformally on three-dimensional templates and is transparent in the entire visible spectrum. It has a permittivity of \( \varepsilon_{\text{titania}} = 6.2 \) for light with a wavelength of \( \lambda = 700 \text{ nm} \). The silicon rods in the aforementioned example were assumed to have a permittivity of \( \varepsilon_{\text{Silicon}} = 9.9 \). If we gradually decrease the permittivity of the silicon rods towards the titania value, we see that the complete photonic bandgap shifts from the near-infrared towards the visible but decreases in size and eventually closes, cf. Figure 2.3a. As Figures 2.3c and d show, the band structure is not merely scaled but changes during this process. Differences can be seen easily for example along the \( KW'U' \)-section of the band structure and in the region of the complete photonic bandgap where the bands overlap partially for the low-permittivity woodpile. The bandgap corresponding to a different set of geometric parameters is also depicted in Figure 2.3a. For this set of parameters a complete photonic bandgap lying entirely in the visible can be achieved for sufficiently low (but high enough) permittivities, the banddiagram of one such case is shown in Figure 2.3. How exactly one arrives at the final, close-to-optimal parameters for a big complete photonic bandgap is discussed in Chapter 5 once that the constraints imposed by the chosen fabrication method are clear.

2.3 Tailoring optical properties by subwavelength structure

In this section I will extend the description of light and matter as given in equations 2.1 to 2.4 by not taking \( \varepsilon \) as a parameter that is dictated by naturally available materials. I will outline the origin of \( \varepsilon \) in naturally occurring materials and show how this concept can be carried over to a level at which it is amenable to tailoring \( \varepsilon \) and thereby the optical properties of a material.

2.3.1 Interaction of electromagnetic fields with matter - from the microscopic picture to effective material parameters

With electromagnetic phenomena, one is usually interested in \( E \) and \( B \). How these fields interact with matter is determined by how they influence the atomic constituents. Classically, these are described by stating the positions \( r_i \), momenta \( p_i = \)
Figure 2.3: Effect of a variation of rod permittivities and geometry for two centered tetragonal woodpile photonic crystal. a) Positions of the maxima (solid lines) of the 2nd and the minima (dashed lines) of the third band for two different woodpile geometries as a function of the permittivity of the rod material. The band structures for some cases are shown in panels b) through d). b) band structure of a woodpile composed of titania-rods of permittivity $\epsilon_{\text{rod}} = 6.2$. A complete photonic bandgap of 3.7% size exists and is lying entirely in the visible spectrum (above 400 THz). c) A titania woodpile with the geometrical parameters given in panel a. There is no complete photonic bandgap. The red line touches the maximum of the 2nd band in the $\Gamma K$ and the $\Gamma W$-directions and the minimum of the third band at the L-point. d) For silicon rods with $\epsilon_{\text{rod}} = 9.9$ the same geometry leads to a 6.9% complete photonic bandgap in the near-infrared. The gray areas in b) and d) highlight the region of the complete photonic bandgaps. For all band structures 9 bands are shown.

$m_i v_i$ and charges $q_i$ of the $i = 1, \ldots, N$ particles under consideration and the inter-particle interactions. The interaction of these particles and electromagnetic fields is given by the Lorentz-force and interparticle forces

$$m_i \ddot{r}_i = e \left( E(r) + \dot{r} \times B(r) \right) + \text{other forces}, \quad (2.21)$$

and the Maxwell equations in vacuum with free charge and current densities $\rho$ and $j$
\[ \epsilon_0 \nabla \cdot \mathbf{E}(r) = \rho(r) \]  
\[ \nabla \cdot \mathbf{B}(r) = 0 \]  
\[ \nabla \times \mathbf{E}(r) + \frac{\partial \mathbf{B}(r)}{\partial t} = 0 \]  
\[ \nabla \times \mathbf{B}(r) - \epsilon_0 \mu_0 \frac{\partial \mathbf{E}(r)}{\partial t} = \mu_0 \mathbf{j}(r). \]  

(2.22)  
(2.23)  
(2.24)  
(2.25)

Here, \( \rho \) and \( \mathbf{j} \) are meant to describe the precise, microscopic charge and current densities, \textit{i.e.:}

\[ \rho(r) = \sum_{i=1}^{N} q_i \delta(r - r_i) \]  
\[ \mathbf{j}(r) = \sum_{i=1}^{N} q_i \mathbf{v}_i \delta(r - r_i) \]  

(2.26)  
(2.27)

Knowledge of these densities allows for the deduction of macroscopic properties such as the polarisation \( \mathbf{P} \).

Usually a description in terms of \( N \) particles is neither of interest nor feasible. In these cases one takes recourse to a description using fields and densities which are averaged over volumina \( V \) that are small compared to the wavelength of the electromagnetic wave. This turns equations 2.23 and 2.24 into

\[ \nabla \cdot \langle \mathbf{B} \rangle_V (r,t) = 0 \]  
\[ \nabla \times \langle \mathbf{E} \rangle_V (r,t) + \frac{\partial \langle \mathbf{B} \rangle_V (r,t)}{\partial t} = 0 \]  

(2.28)  
(2.29)

where \( \langle A \rangle_V (r,t) \) indicates the spatial average of \( A \) over a volume \( V \) around the point \( r \). The two Maxwell equations containing \( \rho \) and \( \mathbf{j} \) turn into:

\[ \epsilon_0 \nabla \cdot \langle \mathbf{E} \rangle_V (r,t) = \langle \rho \rangle_V (r,t) \]  
\[ \nabla \times \langle \mathbf{B} \rangle_V (r,t) - \epsilon_0 \mu_0 \frac{\partial \langle \mathbf{E} \rangle_V (r,t)}{\partial t} = \mu_0 \langle \mathbf{j} \rangle_V (r,t) \]  

(2.30)  
(2.31)

The average \( \langle \rho \rangle \) which appears here is equivalent to a series expansion of \( \rho \) whose leading terms are the monopole-moment \( \rho_0 \) and the divergence of the polarisation:

\[ \langle \rho \rangle_V (r,t) = \rho_0 - \nabla \cdot \langle \mathbf{P} \rangle_V + \ldots \]  

(2.32)

Similarly, the average of \( \mathbf{j} \) can be approximated by a contribution accounting for the macroscopic currents, the curl of the magnetic moment \( \mathbf{M} \) and the time-derivative of the dipole moment:
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\[ \langle j \rangle_V (r, t) = j_0 + \frac{\partial \langle P \rangle_V}{\partial t} + \nabla \times \langle M \rangle_V + \ldots \] (2.33)

Inserting these two approximations into equations 2.30 and 2.31 and rearranging we get:

\[ \epsilon_0 \nabla \cdot \langle E + P \rangle_V (r, t) = \rho_0 \] (2.34)

\[ \nabla \times \left( \frac{1}{\mu_0} B - M \right)_V (r, t) - \frac{\partial \langle \epsilon_0 E + P \rangle_V (r, t)}{\partial t} = j_0 \] (2.35)

This is what prompts us to introduce the fields \( H \) and \( D \) via the constitutive relations 2.5 and 2.6 given at the beginning of this chapter. With these fields, the macroscopic Maxwell equations 2.1 to 2.4 result.

The important thing here for the remainder of this chapter is that the polarisation on a sub-wavelength scale that an electric field induces in a material is what determines its effective permittivity \( \epsilon \). By tailoring the polarizability of a material, one is thus tailoring its permittivity. This is the avenue towards tailored optical materials that is exploited in the field of metamaterials [12, 47]. (The same holds true for the permeability \( \mu \), but since I have not tried to influence this property in this thesis, I will not consider it further). Here, the polarizability is changed, for example by building materials composed of resonant elements (such as the ubiquitous Split-Ring resonator [5, 48], metal helices [49], or fishnet materials [50, 51]) or by tailoring the volume fraction of one material in a mixture (such as a mixture of polymer and air, for example a photonic crystal operated in the long-wavelength limit [52] or a sequence of layers [53, 54]).

In what follows, I will first show that the density of free electrons is an important optical parameter in Subsection 2.3.2 and proceed to demonstrate that this parameter is amenable to use in rational design. For this, I will outline two ways in which this parameter can be used for the construction of tailored optical materials. The first example in Subsection 2.3.3 relies on a graded profile of the permittivity. For the second example in Subsection 2.3.4, I will outline how the effective permittivity of a layered system depends on the permittivities of the constituent materials. Using these two examples I will illustrate the particular benefits that my approach to tailoring the effective permittivity has over other methods.

### 2.3.2 Drude metals

In order to go from the general considerations about the polarisation in the previous section to a concrete example and application relevant for this thesis, I will now derive the permittivity of a free electron gas.

For this, I will consider the response of a single electron that is free to move under the influence of an electric field and subject to damping that is proportional to its velocity. These assumptions are the basis of Drude’s theory for the free electron gas.
The equation of motion of such an electron with mass \( m_e \) and charge \(-e\) under the influence of a harmonic electric field oscillating with a frequency \( \omega \) is:

\[
m_e \ddot{r} + m_e \gamma \dot{r} = -e E_0 e^{-i \omega t}
\]  

(2.36)

Here \( m_e \) is the electron mass, \( \gamma \) is a damping constant and \( E_0 \) is the polarisation and amplitude of the electric field. This equation is solved by \( r = r_0(\omega)e^{-i \omega t} \) with a frequency-dependent amplitude

\[
r_0(\omega) = \frac{e E_0}{m_e \omega^2 + i \omega \gamma}.
\]

(2.37)

This oscillation of the electron has a dipole-moment

\[
p = -er_0(\omega).
\]

(2.38)

In a gas of free electrons with \( n \) electrons per unit volume, a polarisation \( P = np \) will thus build up. Inserting this into the constitutive relation for \( D \) we get:

\[
D = \varepsilon_0 E_0 e^{i \omega t} + P = \varepsilon_0 \left( 1 - \frac{ne^2}{m_e \varepsilon_0 \omega^2 + i \omega \gamma} \right) E_0 e^{i \omega t}.
\]

(2.39)

Introducing the plasma frequency as \( \omega_{pl}^2 = \frac{ne^2}{m_e \varepsilon_0} \) and identifying the term in brackets as \( \varepsilon \) (as outlined above) we get the permittivity of the free electron gas, as known from Drude theory:

\[
\varepsilon(\omega) = 1 - \frac{\omega_{pl}^2}{\omega^2 + \gamma^2} + i \frac{\omega \gamma}{\omega^2 + \gamma^2}
\]

(2.40)

In a semiconductor, \( n \) and therefore the plasma frequency can be controlled by intentionally doping the semiconductor, for example by the introduction of impurity atoms. If chosen properly, these impurity atoms contribute an unbound electron that can be thought of as quasi-free but having an effective mass \( m^*_e \) instead of the mass of the free electron. In this thesis, zinc oxide (ZnO) was used as the semiconductor and aluminum as well as titanium were used as dopants. For this case the permittivity of the doped ZnO is not solely determined by the contribution of the free electrons, however. The ZnO contributes an additional nearly frequency-independent polarisation response that can be accounted for by modifying the Drude formula for the free electron gas to:

\[
\varepsilon_{ZnO}(\omega) = \varepsilon_\infty - \frac{\omega_{pl}^2}{\omega^2 + \gamma^2} + i \frac{\omega \gamma}{\omega^2 + \gamma^2}
\]

(2.41)

For ZnO, \( \varepsilon_\infty \) is of the order of four.

Figure 2.4 shows the degree to which we can expect the permittivity of doped ZnO to be tailorable.

As a rule of thumb, \( \text{Re}(\varepsilon) \) will become negative for frequencies smaller than \( \omega_{zerocrossing} \approx \omega_{pl}/\sqrt{\varepsilon_\infty} \). The damping frequency slightly shifts this value. We also note that for low
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Figure 2.4: Complex permittivity of a Drude metal for two cases: $\gamma/\omega_{\text{Pl}} = 0.2$ (solid lines) and $\gamma/\omega_{\text{Pl}} = 0.05$ (dashed lines). The frequencies $\omega_{\text{zerocrossing}}$ at which $\Re(\epsilon) = 0$ are indicated for the two cases as well by the solid and dashed arrows for $\gamma/\omega_{\text{Pl}} = 0.2$ and $\gamma/\omega_{\text{Pl}} = 0.05$, respectively.

frequencies at which

$$\frac{\omega^2_{\text{Pl}}}{\omega^2 + \gamma^2} \gg \epsilon_\infty$$

(2.42)

holds, the ratio of the imaginary and the real part of the permittivity is approximately $\gamma/\omega$. So the operating frequencies of doped ZnO based materials should lie between $\gamma$ and $\omega_{\text{Pl}}/2$ and the question arises what kind of damping frequency we have to expect for doped ZnO. Boltasseva et al. have recently systematically screened various materials for this property and have suggested that doped ZnO might have a low damping corresponding to $\gamma = 2\pi \cdot 30$ THz. [55–57] To estimate the order of the probably achievable plasma frequency we can use $n = 10^{21}$ cm$^{-3}$ (a value commonly used for highly doped silicon) and use the mass of the free electron instead of the effective mass, which gives us a maximum plasma frequency $\omega_{\text{Pl,max}} = 2\pi \cdot 285$ THz.

We therefore expect to be able to use doped ZnO as a good tailored metal between 30 THz and 142 THz, corresponding to wavelength between 10 $\mu$m and 2.1 $\mu$m.

I used atomic layer deposition (ALD) to deposit this material. Details of the method and the variation of permittivity that can be obtained with it will be discussed in Chapter 4. For the remainder of this chapter it is necessary to know however, that tailor-doped layers with thickness as small as a few nm can be deposited this way. It is also straightforwardly possible to integrate layers of different doping or dielectric layers into the deposition-procedure.

It seems somewhat obvious that having such a tailored material at hand relaxes design constraints for all kinds of devices. However, the following two examples will illustrate the benefits that arise from the availability of such a material. Also, a material with permittivity of choice is desired for many applications in transformation optics [12,58,59] or as an epsilon-near-zero material. [60].
2.3.3 Metamaterial perfect absorber

To give an example for the usefulness of a tailored material, I will now consider the device depicted in Figure 2.5a. It is discussed in Reference [61]. It has a shell of radius \( R \) with a radially decreasing permittivity \( \epsilon(r) \) as depicted in Figure 2.5b and an absorbing core of radius \( R_c \) with a permittivity \( \epsilon_c + i\gamma \). It is embedded in a dielectric environment with a permittivity \( \epsilon_{\text{out}} \). Such a structure can be designed to increase the absorption cross section of the absorber in its center to the geometric cross-section of the entire device, which can be utilized in structures that aim at collecting incident electromagnetic energy, for example.

It is shown in Reference [61] that for permittivities of the shell varying as

\[
\epsilon(r) = \epsilon_{\text{out}} \left( \frac{R}{R_c} \right)^m
\]

where \( m \geq 2 \) nearly all light that is incident onto the structure is absorbed if \( R_c \) is chosen as \( R_c = \sqrt{\epsilon_{\text{out}} / \epsilon_c R} \).

It is evident, that a multitude of materials will be necessary in order to fabricate this device unless one can gradually vary the permittivity of one material. Exactly this is
possible if one uses ALD to grow the material as the scale at which one can vary the material composition can be as small as a few nanometres.

### 2.3.4 Hyperbolic metamaterials

The metamaterial absorber which I just discussed consists of an inhomogeneous but locally isotropic material. As I will show in the following chapters, it is easily possible to deposit layers of different materials onto each other with ALD, even with thicknesses of a few nanometres only. An alternating stack of two different materials is expected to result in an effectively anisotropic medium if the layers are sufficiently small compared to the wavelength. This is exploited, for example, in hyperbolic metamaterials [53, 62–65]. These metamaterials have a uniaxial permittivity with at least one negative entry in the permittivity tensor \( \epsilon = \text{diag}(\epsilon_{xx}, \epsilon_{yy}, \epsilon_{zz}) \) with \( \epsilon_{xx} \cdot \epsilon_{zz} < 0 \), i.e., they are a dielectric in one or two directions, and metallic in the remaining directions. The dispersion relation for light propagating in such a material is [64]:

\[
\frac{k_x^2 + k_y^2}{\epsilon_{zz}} - \frac{k_z^2}{\epsilon_{xx}} = \frac{\omega^2}{c_0^2}
\]

(2.44)

Isofrequency curves for waves propagating in such a material are hyperbolas – thus the name hyperbolic metamaterials (HMM). What is tempting about a material with such a dispersion relation is that for any given frequency, wavevectors of arbitrary magnitude exist. This can result in an increased photon density of states and the ability to transport information about arbitrarily high spatial frequencies.\(^5\)

The dependence of the effective permittivity of the stack shown in Figure 2.6a on the permittivity of its constituents is [53,66,67]:

\[
\frac{1}{\epsilon_{xx}} = \frac{f}{\epsilon_A} + \frac{1-f}{\epsilon_B}
\]

(2.45)

\[
\epsilon_{xx} = \epsilon_{yy} = f \epsilon_A + (1-f) \epsilon_B
\]

(2.46)

Here, \( \epsilon_A \) is the permittivity of material A, \( \epsilon_B \) is the permittivity of material B and \( f \) is the filling fraction of material A as given by \( f = d_A/(d_A + d_B) \). Furthermore, \( d_A \) and \( d_B \) are the thicknesses of the layers of materials A and B, respectively, and \( z \) is assumed to be the stacking direction. A distinction between two classes of hyperbolic metamaterials can be made. Depending on whether there is one or two negative entries in \( \epsilon \) one talks about type-I and type-II hyperbolic metamaterials, respectively (sometimes also referred to as transverse positive and transverse negative). Looking at equations 2.45 and 2.46 we see that one constituent material with negative permittivity and one with positive permittivity is required in both cases. For applications aiming at utilising the ability to excite arbitrarily high wavevectors, the type-I effective material is required. In order for \( \epsilon_{xx} \) to be positive, it is necessary to balance the filling fractions

---

\(^5\)However, the validity of equation 2.44 is limited to wavevectors that are not able to resolve the individual layers, i.e. to \( |k| << \pi/\min(d_A, d_B) \). For wavevectors of larger magnitude the effective medium approximation cannot hold.
of the negative and positive permittivity constituents. It is always possible to fulfill this necessary condition by choosing an appropriate filling factor \( f \). I will now briefly consider the case that the negative-permittivity component is one of the “commonly” used noble metals such as gold or silver. Silver has a plasma frequency of \( 2\pi \cdot 2179 \text{ THz} \). From this, a large but negative permittivity on the order of -100 results for light of a free-space wavelength of 1300 nm (corresponding to a frequency of 231 THz). This will need to be balanced by the positive-permittivity constituent which can be chosen from the selection of available dielectrics. Silicon is a high-refractive index material that is transparent at 1300 nm and has a permittivity of about 12.2 (corresponding to a refractive index of 3.49). This results in a silver filling fraction of \( f \leq 0.108 \). In order for the effective medium approximation to hold, a single silicon layer, a single silver layer and the entire unit cell of the metamaterial have to be of subwavelength-size. If we, loosely, require the silicon-layer to be less than a quarter-wavelength thick, we arrive at a silicon thickness of \( d_{\text{Si}} \leq 0.25 \cdot 1300\text{nm}/3.49 = 93.1 \text{ nm} \) which implies a silver thickness of less than \( d_{\text{Ag}} \leq f/(1 - f) \cdot d_{\text{Si}} = 10 \text{ nm} \). This is maybe possible, but will surely be challenging to deposit. Also, this filling factor does not lead to a type-I hyperbolic metamaterial since \( \epsilon_{zz} = 13.88 \) for this filling fraction. A tailored-permittivity material such as doped Zinc oxide would allow for working with larger filling factors and/or the usage of smaller-permittivity dielectrics. The preceding back-of-the-envelope calculation is systematically depicted in Figure 2.6 for silver and a Drude metal with a plasma frequency of \( 2\pi \cdot 300 \text{ THz} \). We expect to work in the infrared if we employ doped zinc oxide. In the plots, I have therefore omitted the visible wavelength range in which it is possible to construct type-I hyperbolic metamaterials using thin silver layers. [54,62]

As we can see, there are indeed three benefits to having a tailored metal with a moderately negative permittivity at hand: First of all we notice that it is not possible at all to engineer a type-I hyperbolic metamaterial at the wavelengths shown using silver and even a high permittivity dielectric such as silicon. However, this is the case for the tailored metal. Secondly, by comparing the red and green areas in panels c) and d) we see that using the tailored metal we have the ability to choose the wavelengths at which the material behaves as a type-I hyperbolic metamaterial by a proper choice of dielectric. Thirdly, we can get the type-I behaviours over a wide wavelength range for moderate metal filling fractions. Additionally, as I will show in the following two chapters, it is possible to grow even very thin films of doped ZnO easily by ALD.
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Figure 2.6: Hyperbolic metamaterials (HMM) a) Sketch of one possible realisation of a hyperbolic metamaterial. A hyperbolic dispersion of type-I or type-II results only if the filling fraction and permittivities of the dielectric and metal are chosen correctly, as seen in the phase diagrams shown in b-d. b) Phase diagrams for silver and a dielectric with permittivity 12.2, corresponding to silicon, c) the same dielectric and a drude metal with a plasma frequency $\omega_p = 2\pi \cdot 300$ THz, a damping frequency $\gamma = 2\pi \cdot 20$ THz and a background permittivity $\epsilon_{inf} = 4$, and d) the same drude metal and a dielectric with a permittivity of 2.25, corresponding roughly to SiO$_2$. 
3 Template assisted atomic layer deposition

As we have seen in the preceding chapter, photonic crystals with a complete photonic bandgap and metamaterials are interesting artificial optical materials that derive their unusual optical properties from a tailored arrangement of a material with a specific permittivity in three dimensions. In this chapter I will present the basics of atomic layer deposition, a coating technique that is – as we will see – extremely well suited for working with three-dimensional samples, and present the basic coating processes that were utilized to obtain the results shown in this thesis. Before this, I will outline how stimulated-emission depletion inspired direct laser writing (STED-DLW) can provide templates that define an almost arbitrary three-dimensional geometry with feature sizes approaching 100 nm.

3.1 Templates by stimulated-emission depletion inspired direct laser writing

The setup used for STED-DLW in this thesis was built and operated by Dr. Joachim Fischer. Here, a pulsed laser beam with a wavelength of 800 nm is focused via a microscope objective into a sample of photoresist composed of a monomer and a photoinitiator. This laser is referred to as the writing laser. The photoinitiator contained in the resist is transparent at 800 nm but does show absorption at 400 nm, such that in the volume of the laser focus absorption can occur via a two-photon process. The thus-excited photoinitiator molecules trigger a local polymerisation reaction. For sufficiently high exposure doses (where the dose is the product of squared laser intensity and exposure time), this polymerisation reaction leaves a solid piece of polymer behind that is insoluble in the monomer and also in isopropanol. Thus, after exposure, the unpolymerized photoresist can be washed away, leaving only the polymerized material behind.

The volume inside of which the reaction takes place is determined by the shape of the writing-laser focus and is called a voxel in analogy to the picture element pixel. If one now scans the sample across the writing-laser’s focus, one can define a three-dimensional geometry of polymerized material whose smallest feature sizes are given by the shape of the voxel. This method is called direct laser writing (DLW) and the steps just outlined are depicted schematically in Figure 3.1. It has been developed originally by Maruo et al. [8] and has since become a well-established technology for three-dimensional structuring on the micro- to nanoscale.
The sample can be moved with respect to the focus of the writing laser with very high precision, for example if it is mounted to a stage driven by piezo-actuators. The precision with which the stage can be moved limits the precision with which structures can be defined in DLW. However, there is no guarantee for a direct correspondence between the trajectory of the sample and the geometry of the developed, polymerized material. This is due to shrinkage which the polymer undergoes upon development. This can be compensated during the writing process by choosing a properly pre-stretched geometry for the polymer structure to be written. But the amount of shrinkage depends sensitively on the exposure dose and the geometry of the structure being written, so there is no general recipe for the compensation of shrinkage.

Figure 3.1: The essential steps of a direct laser writing process. a) The fabrication starts with a glass substrate with photoresist on it. The essential ingredients of the resist are a monomer and a photoinitiator. b) The sample is scanned across the focus of a laser. In the focus, two-photon absorption by the photoinitiator triggers a polymerisation reaction of the monomers that leads to a local solidification the resist. c, d) At the end, the unpolymerized resist is washed away in a developer that does not solve or attack the solidified resist. This way, freestanding polymer structures can be obtained. Image adapted from Reference [68].

The mechanism underlying the polymerisation in DLW is the photoactivation of the photoinitiator molecule. The capability to produce three-dimensional structures is attained by performing this activation exclusively in a several-photon-process for which there is sufficient intensity only in the voxel. This way it is possible to focus the laser through the photoresist without exposing it along the path of the light to the focus. This imposes constraints on the combination of photoresists and lasers that can be used. In our case, we use a photoresist that is polymerized by two-photon absorption of photons in the focus of a pulsed 800 nm laser beam. The intensity distribution in the voxel is given by the optics used to create the laser focus and the wavelength. Thus, there is a fundamental limit to the lateral resolution $\Delta x$, i.e., to the minimum separation of two features in the $x$-$y$-plane (see Figure 3.1) that can be produced by DLW. [10,69] There is also a fundamental lower limit to the separation $\Delta z$ of two features along the optical axis $z$. For the lateral case this is the Abbe
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criterion for two-photon absorption

\[ \Delta x = \frac{\lambda}{2\sqrt{2NA}} = 202 \text{ nm} \quad (3.1) \]

\[ \Delta z = \frac{\lambda \cdot AR}{2\sqrt{2NA}} = 505 \text{ nm,} \quad (3.2) \]

where NA is the numerical aperture of the microscope objective used to focus the laser into the photoresist. AR is the aspect ratio of the focus produced by the exposing laser. In our case the numerical aperture is 1.4 and the aspect ratio is 2.5, resulting in the value quoted above.

The shortest distance of two non-touching rods in the axial direction for a woodpile is \( \frac{3}{4} \) of the axial lattice constant. From Chapter 2 we know that we will need to produce woodpiles with a rod distance \( a \) of 310 nm derived from a centered-tetragonal lattice that is compressed with respect to the fcc-lattice by about 10%. The minimum resolution we need for this is then \( \Delta z_{\text{min}} = 0.75 \cdot a_{\text{fcc}} \cdot 0.9 = 295 \text{ nm} < \Delta z = 505 \text{ nm.} \)

Therefore, conventional DLW at 800 nm wavelength does not allow for producing woodpiles with a sufficiently small resolution. A way to improve the resolution of DLW is stimulated-emission depletion DLW (STED-DLW). In this approach to direct laser writing a photodeactivation of the photoinitiator molecules is introduced. I will now briefly outline the concept of STED-DLW employed in this thesis:

If one combines the two-photon activation of the photoinitiator with a photodeactivation it should be possible to switch off the polymerisation reaction selectively at those places where the resist is illuminated by the deactivating laser. This is done in stimulated-emission depletion microscopy where dyes are excited by one laser and simultaneously depleted with a depletion laser with both lasers being focused at the same spot. The latter beam has, however, passed a phase mask. This phase mask changes its intensity profile in such a way that it forms a focus in which there is sufficient intensity to suppress the dye’s emission in all places except in the center of the spot. Here, there is zero intensity of the depletion-laser. Loosely speaking, the result is a net excitation of the dye molecules only in the region corresponding to the difference of the excitation and the depletion laser’s foci, resulting in a resolution beyond the diffraction limit.

Transferring this technique from high-resolution microscopy \cite{70} to DLW, it is possible to overcome the limits to the resolution mentioned above. \cite{10,52,71} To do this, a second laser — the depletion laser — which has a wavelength of 532 nm is focused onto the same spot through the same microscope objective. However, as above, this laser beam passes a phase mask that changes its phase profile before it enters the objective. The resulting focus then has a different shape, depending on the design of the phase mask. Notably, it has zero intensity at the center of the writing laser’s focus. The situation is depicted in Figure 3.1a for the particular phase mask used in this thesis. \cite{72} The effect of the depletion laser is to locally switch off the polymerisation reaction in the volume of high depletion laser intensity. Thus, while both foci are diffraction-limited, the effectively polymerized volume of photoresist is of
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![Diagram of STED-DLW](image)

Figure 3.2: Working principle of stimulated emission depletion DLW (STED-DLW). a) Sketch of the different foci and the effectively exposed volume. b) Jablonski diagram of the processes occurring in STED-DLW. In the focus of a pulsed laser with 800 nm wavelength (red in a), photoinitiator molecules are excited to the first singlet state via a two-photon process (red arrows in b)). If left to themselves, they would either initiate a local polymerisation of the photoresist after having undergone an inter-system crossing (ISC) process (black, solid arrow) or would decay back to the ground state by emitting a fluorescence photon (blue arrows). With these processes it is possible to perform direct laser writing. In STED-DLW, a second laser (green in a)) is used to suppress ISC locally by forcing the excited photoinitiator molecules to undergo stimulated emission. At the core of STED-DLW is the ability to shape the foci of the red and green lasers. Image a) courtesy of Joachim Fischer. Image b) adapted from Reference [10].

sub-diffraction-limited size. As one can see in Figure 3.1a, the size of the effectively exposed volume is reduced both in the lateral and in the axial direction. With this technique it is possible to create polymer templates with the necessary resolution for a woodpile photonic crystal with a complete photonic bandgap (after double-inversion into titania, as outlined in Chapter 5).

3.2 Atomic layer deposition

3.2.1 The concept of atomic layer deposition

The basic concept for film growth via atomic layer deposition (ALD) is illustrated in Figure 3.3: A material is grown from at least two different chemicals A and B. In Figure 3.3, these correspond to Diethylzinc (DEZn) and water. These chemicals
are subsequently introduced into a reaction chamber (steps 1 and 4) separated by so called purge phases in which the reaction chamber is emptied of unreacted precursor and gaseous reaction products (steps 3 and 6). The chemicals are selected such that they react with the surface of the growing film in a self-terminating manner. This way, after one monolayer of precursor has attached to the substrate, there is no chemical reaction anymore (the situation after steps 2 and 5). Additionally, the precursors are complimentary in the sense that the surface left behind by precursor A is reactive to precursor B and vice versa. For purge phases sufficiently long to ensure strict separation of precursors A and B in the gas phase it is thus ensured that reactions leading to material deposition only take place at the surface and only last until all the reactive sites or species left behind by the preceeding precursor are consumed.

These processes are almost always conducted under vacuum, in a heated chamber and with a heated substrate. This vacuum chamber and its components are then called an ALD reactor. Usually, one also continuously pumps the reactor and keeps up a constant flow of a chemically inert purge gas from a mass flow controller to the pump. The ALD reactor I used for the work presented here is schematically depicted in Figure 3.4. The example in Figure 3.3 depicts the growth of zinc oxide from the precursors water and diethylzinc (DEZn, chemical formula: Zn(C₂H₅)₂). The DEZn-precursor consists of a zinc atom chemically bound to two ethyl ligands. This process can be run in a large range of deposition parameters which all procude a self-terminating or nearly self-terminating mode of film growth. For this example, one model of the ALD process looks as follows:

1. Initially, the substrate’s surface contains hydroxyl groups, as depicted in Figure 3.3a.

2. The DEZn-precursor is introduced into the chamber as a vapor. This process is called pulsing and represents step 1 in Figure 3.3.

3. The DEZn molecules start reacting with the hydroxyl-groups on the substrate as depicted in Figure 3.3b. For each hydroxyl group that is consumed, one ethane molecule (C₂H₆) is produced that quickly goes into the gas phase. The zinc atom in the DEZn molecule participating in the reaction attaches to the oxygen atom in the former hydroxyl group and is thus chemically bonded to the substrate surface. It is then referred to as being chemisorbed. The other ethyl ligand of the DEZn molecule remains bound to the zinc atom. Thus, an O-ZnC₂H₅ group is attached to the surface at the end of this step.

4. The substrate is exposed to the DEZn vapor for an exposure time \( t_{\text{exp},1} \), corresponding to step 2 in Figure 3.3. After this time, all hydroxyl groups are consumed and no chemisorption of precursor molecules takes place anymore. This is the state reached in Figure 3.3c. This exposure can be realized by simply pulsing enough DEZn into the chamber or by pulsing for a sufficiently long time while leaving the chamber attached to the running pump. Alternatively, one can disconnect the reactor from the pump during the exposure time.
5. One empties the chamber of all gaseous species (step 3 in Figure 3.3). At this point these are ethane and excess DEZn. If necessary, one continues pumping the chamber until physisorbed or condensed DEZn has detached from the surface and been pumped out of the chamber. At the end, the state depicted in Figure 3.3d is reached.

6. One pulses H\textsubscript{2}O vapor into the chamber (step 4 in Figure 3.3). The water molecules react with the chemisorbed O-ZnC\textsubscript{2}H\textsubscript{5} groups as depicted in Figure 3.3e. This reaction produces one ethane molecule per consumed water molecule and results in an attached O-Zn-OH group.

7. After the substrate has been exposed to the water vapor for an exposure time \( t_{\text{exp},2} \) (step 5 in Figure 3.3) all ZnC\textsubscript{2}H\textsubscript{5} groups have been converted to chemisorbed O-Zn-OH groups. One layer of ZnO has been added to the substrate at this point already. The sample surface has now reached the state depicted in Figure 3.3f.

8. One empties the chamber of all gaseous species (step 6 in Figure 3.3). At this point, these are ethane and excess water molecules. If necessary, one continues pumping the chamber until physisorbed or condensed water has detached from the surface and been pumped out of the chamber.

9. The substrate surface now contains hydroxyl groups again and it is possible to repeat the procedure starting with step two. The state of the sample is now again the one depicted in Figure 3.3a, except that a layer of ZnO has been added to it.

With such a process it is possible to grow films conformally, at a growth rate of one monolayer of precursor that is constant everywhere on the sample, even deep inside pores and trenches. This property was \textit{the} quality of ALD that prompted its heavy use in this thesis.

In the remainder of this chapter I will first give some details on the above steps that one needs to keep in mind when choosing precursors and process parameters for an ALD process and in designing an ALD reactor. The films grown for the work presented here are ZnO, Al\textsubscript{2}O\textsubscript{3} and TiO\textsubscript{2}. All of these films were grown for different purposes and therefore the characterisation of the process and film properties undertaken varies from film to film. Where important for the other chapters of this thesis, I will also outline the properties of the films obtained in this chapter.
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Figure 3.3: Schematic illustration of an ALD process taking the case of zinc oxide growth from diethylzinc and water as an example. All reactions between gas phase and substrate species that are required for the process to work are indicated by arrows. All reactions that must not occur between these species are indicated by crossed-out arrows. Reactions of surface or gas phase species with each other are not included but are discussed in the main text. Initiation of the film growth mechanism is possible in step 1 or 4 if the substrate is reactive to the respective precursor. All numbered arrows represent events that are influenced by the process parameters. The state of the sample depicted in the panels and the processes taking place in the individual images are dominated by the properties of the chose precursors, and to some extent by the temperature and the pressure inside the reactor.
Figure 3.4: Schematic illustration of the reactor used in this thesis, a Savannah-100 ALD reactor by Cambridge Nanotech, Inc. A mass-flow controller is used to deliver purge gas (N$_2$ or Ar, blue) into the chamber with a flow between 6 sccm and 100 sccm. This carries the precursor vapor (yellow) which flows into the chamber if the ALD valve is opened. The reaction chamber contains two different heating elements: The central piece of the bottom of the chamber that carries the substrate (green) can be heated to 400°C, the edge up to 250°C. The substrate can be up to 4 inch in diameter. The lid of the reaction chamber is only heated by conduction through the chamber walls and the gas inside the chamber. The stop valve can be used to disconnect the pump from the reactor. Zones of heated piping are indicated by the gray areas, together with the maximum temperature to which the different elements can be heated. All other areas of piping are in contact with ambient air. A Pirani gauge is also installed. sccm: a unit of mass flow, see main text.
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3.2.2 The details of atomic layer deposition

Phenomenology of an ideal ALD process

I will now point out the important points in the different steps of the ALD process. The Al$_2$O$_3$ process based on water and TMAI (chemical formula: Al(CH$_3$)$_3$) is the textbook example for an ALD process. Therefore, I will base all examples on this process where appropriate. The textbook model for this process is as follows [73]: TMAI, which consists of one Aluminum-atom bonded to three methyl ligands reacts with $n = 1$ or $n = 2$ hydroxyl groups on the substrate surface, releasing one or two methane molecules and leaving an O$_n$-Al-(CH$_3$)$_{(3-n)}$ group on the surface. This group is considered to be static for properly chosen ALD process parameters until water is pulsed into the chamber. The water removes the remaining methyl ligand and leaves behind hydroxyl groups. This reaction, as the one for growth of ZnO outlined above, is an example where a chemical reaction of the form

$$2 \cdot \text{M(L)}_n + n \cdot \text{H}_2\text{O} \rightarrow 2n \cdot \text{HL} + \text{M}_2\text{O}_n \quad (3.3)$$

is split up into the following two half-reactions:

$$m \cdot \text{(OH)}_{\text{ads}} + \text{ML}_{n,g} \rightarrow m \cdot \text{HL}_{g} + (\text{O}_m\text{ML}_{n-m})_{\text{ads}} \quad (3.4)$$

$$(\text{O}_m\text{ML}_{n-m})_{\text{ads}} + (n-m) \cdot \text{H}_2\text{O} \rightarrow (n-m)\text{LH}_{g} + (\text{O}_m\text{M(OH)}_{n-m})_{\text{ads}} \quad (3.5)$$

Here, M indicates a metal atom, L indicates a ligand and the indices “g” and “ads” denote species that are adsorbed to the substrate or in the gas phase, respectively. If these reactions take place exactly as stated and only those reactions take place, an ideal ALD process is, indeed, arrived at. Such a process will result in conformal, pinhole free films, whose thickness is strictly proportional to the number of ALD cycles. In the following I will outline points that have to be considered when going beyond this simple approach in considering real-world ALD processes. Since I have focused on the growth of metal oxides in this thesis I will refer to one precursor as the metal precursor and the other precursor as the oxygen precursor.

Initiation of film growth

In order for an ALD process to start, at least one of the precursors has to be reactive to the substrate. This step is therefore precursor-specific. When working with trimethylaluminum (TMAI) or DEZn, this is usually not a concern as these will quickly react with any adsorbed hydroxyls. The TMAI molecule has also been shown to adsorb sufficiently strong to non-polar surfaces such as silicon to initiate growth without chemisorption. In this case, the first layer of adsorbed TMAI molecules reacts with the first pulse of water employed. In case of growing a TiO$_2$-film onto silicon, I found a deviation from the ideal, linear growth behaviour, corresponding to an effective nucleation delay of 12 cycles for untreated silicon. When subjecting the silicon to an air-plasma treatment for 10 minutes directly before the growth, I found a strictly linear growth behaviour. I therefore used this pretreatment for all the coating of
all samples discussed in this thesis as long as the samples were compatible with this treatment.

**Thermal stability of precursors**

For an ALD process to run as outlined above, it is essential that no film deposition occurs without consumption of chemically reactive surface sites. Any mechanism leading to such a deposition reaction would lead to a loss of conformality. This means that the precursor vapor has to be chemically stable during the whole exposure time \( t_{\text{exp}} \) at the deposition temperature unless it gets in contact with the surface. Gas phase reactions amongst the precursor molecules or between the precursor molecules and the gaseous reaction products can be permitted only if they do not lead to deposition. Also, the reaction product remaining at the surface has to be thermally stable until it is converted to the final film constituent by the complementary precursor or leaves the substrate into the gas phase. If it undergoes any changes, these too must not lead to film growth.

Upon increasing the substrate temperature one eventually reaches a regime in which the adsorbates are not stable anymore but start to decompose. If the decomposition process is slow with respect to the exposure time, self-termination of film growth may still occur. In this case, a layer-by-layer growth mode of a chemically pure film is maintained if the oxygen precursor is able to remove the by-products of the decomposition. There is a special case in which the precursor can decompose into the film material. This is the case for titanium isopropoxide (TTIP), which is one of the precursors I used to grow TiO\(_2\). At substrate temperatures above 250 °C, thermal decomposition of this oxygen-containing precursor sets in, leading to formation of TiO\(_2\) and other products. The latter can be removed by water and hydrogen peroxide. [74–76]

The appropriate term for this growth mode in the context of this thesis is, however, not ALD but pulsed chemical vapor deposition. The justification for this is as follows: I aim at infiltrating three-dimensional templates that contain tubes with a constant length. As material is deposited inside these tubes they get narrower and the exposure time necessary for the mere transport of precursors into the template will increase. For long exposure times, however, one would assume that TTIP will be able to adsorb onto the TiO\(_2\) sites formed by decomposition. Then, the growth per cycle will not be surface-limited anymore but will instead be limited by the supply of precursor at the point of growth — as is the case in CVD. This is, therefore, not an acceptable mode of film growth. When depositing TiO\(_2\) with TTIP, this effect therefore places an upper limit on the deposition temperature. Data demonstrating the assumption made above is found in Reference [77].

**Precursor introduction and dosing**

Regardless of what is happening in the chamber, an ALD process can only take place if the precursor can be delivered into the chamber in sufficient quantities. Several methods to do this exist. For non-gaseous, suitable precursors, the most convenient
is called vapor draw. It uses the vapor pressure $p_{\text{vap}}$ of the liquid or solid precursor to simply push it into the chamber through the ALD valve. Thus, it can be easily implemented with a heated precursor container and one valve. Whether a precursor is suitable for this method of delivery depends on its vapor pressure at the temperature of the container and on whether it can condense inside the valve and piping or not.

I will first look at precursors that do not condense at the temperature of the valve and can be heated to have a vapor pressure higher than the pressure $p_{\text{ch}}$ inside the chamber. For these, the flow $q$ into the chamber through a valve with a flow coefficient $C_v$ can be described using the equations for low and high pressure drop flow, respectively [78]:

$$q = N \cdot C_v p_{\text{vap}} \left(1 - \frac{2(p_{\text{vap}} - p_{\text{ch}})}{3p_{\text{vapor}}} \right) \sqrt{\frac{p_{\text{vap}} - p_{\text{ch}}}{p_{\text{vap}}G_g T_{\text{cylinder}}}} \quad \text{for } p_{\text{ch}} > 0.5p_{\text{vap}} \quad (3.6)$$

$$q = 0.471N \cdot C_v p_{\text{vap}} \sqrt{\frac{1}{G_g T_{\text{cylinder}}}} \quad \text{for } p_{\text{ch}} < 0.5p_{\text{vap}} \quad (3.7)$$

Here, $q$ is the flow measured in sccm, $N$ is a constant with the value $6.95 \cdot 10^6 \text{K}^{-1/2} \text{sccm/bar}$, $T$ is the temperature of the precursor container, the pressures are taken in bar and $G_g$ is the weight of the gas relative to that of air. The unit sccm denotes a flow of 1 cubic centimeter of gas at 0°C and a pressure of 101,325 Pa. The ALD valves employed here have a flow coefficient of $C_v = 0.27$. To get a feeling for the numbers we are looking at here, I will consider the case of TMAl, whose vapor pressure follows $\log(p_{\text{vap}}/\text{torr}) = 8.22 - 21343.8K/T$ and whose vapor is 2.49 times heavier than that of air. In a freshly filled container of TMAl, the space available for vapor is 30 ml. If the cylinder is not intentionally heated, it will have a temperature of approximately 39°C. At this temperature, the vapor pressure of TMAl is 31 mbar. Putting these numbers together tells us that $2.3 \cdot 10^{19}$ molecules are in the cylinder. If the chamber pressure is 3 mbar, $6.6 \cdot 10^{18}$ of these molecules will flow into the chamber within the nominal minimum opening time of the ALD valve of 15 ms. The total inner surface of the chamber and the piping leading to it is a bit smaller than 0.05 m². An equally large area of silicon oxide would contain up to $0.3 \cdot 10^{18}$ hydroxyl groups [79]. Thus, this dose of precursor is sufficient to saturate the inner surface of the reactor and leave enough molecules to saturate another $0.32 \text{m}^2$ of sample surface.

For water, hydrogen peroxide, TMAl, and DEZn this procedure works well. These precursors are liquids inside their containers, but the vapor pressures are sufficiently high. Also, condensation is not an issue since their boiling points at 1 bar are all below 150°C. Since the valves and the piping can be heated up to 150°C, condensations can thus be avoided. In the case of TTIP, the vapor pressure is theoretically high enough but the vapor draw method did not work, possibly due to a low evaporation rate. Details for this case are discussed below.
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Purging, exposure and precursor condensation

As outlined above, one of the necessary ingredients for a conformal ALD process is the strict separation of the precursors inside the reaction chamber and a sufficient, at least saturating dose of every precursor during every pulse. These requirements can easily be fulfilled if one takes the liberty of allocating arbitrarily long times for the purge steps 5 and 8 in the scheme outlined above. In order to minimize the necessary time for these steps, it is useful to heat all parts of the reactor to as high a temperature as possible. The limiting factors here are the thermal stability of the precursors used and that of the components of the reactor. In the case of the Savannah-100 reactor I used, these are the ALD valves, the O-ring seals and the mass flow controller used to introduce purge gas. The mass flow controller’s operation temperature is 50°C. Therefore, it has to be sufficiently thermally isolated from other heated parts of the ALD reactor which can be heated to at least 150°C. This has an important implication for processes in which long residence times of the precursors in the chamber are necessary: If the pump is to be separated from the chamber, the precursor molecules inside the chamber will start to diffuse back to the mass flow controller. Besides the possible damage they might do to it, they will necessarily encounter surfaces that are substantially cooler than the rest of the chamber on their way. Precursors that are liquids at room temperature will likely condense there. Very long pump times will be necessary to remove this condensate from those surfaces. Also, since it is located “upstream” of everything else in the reactor, the vapor created by these condensates over time will come in contact with everything in the chamber. This means that with the pump disconnected from the chamber it is necessary to maintain a sufficient flow of purge gas into the chamber to avoid back-diffusion and condensation of the precursors. Thus, long residence times imply rising pressure in the chamber.

Another solution for long exposure times would be to devise a system in which the precursors can be supplied continuously to the chamber while it is connected to the pump. There is no fundamental problem with this. With the vapor draw method, this is not feasible, however, if the evaporation rate of the precursor is not incidentally exactly the one needed for saturation or slight overdosing. If this is not the case, a continuous flow of precursor with a vapor draw method would lead either to underdosing or strong overdosing. Underdosing leads to non-saturating conditions. Strong overdosing is extremely dangerous, as common ALD precursors cannot be allowed to mix in large quantities due to the high reactivity they are designed to have towards each other. Even if one avoids a mixing in the gas phase, the vapors will accumulate in the oil of the pump or in the exhaust, leading to damage to the system.

3.3 Deposition of Al₂O₃

The process for depositing doped zinc oxide that was used for the work described in Chapter 4 relied on aluminum as a dopant. This was introduced into the growing zinc oxide film by introducing a TMAI pulse between ALD cycles of zinc oxide. Aluminum
3.4 Deposition of ZnO

ALD of ZnO was used for the work described in Chapter 4. Also, ZnO was used as an intermediate material in the titania double-inversion procedure. Planar zinc oxide was grown from H₂O and later H₂O₂ and Diethylzinc (DEZn) which was not heated. Like TMAI, DEZn is a pyrophoric liquid and needs to always be handled under dry, inert gas. For the growth on planar substrates, the same growth parameters as those for Al₂O₃ can be used. However, DEZn suffers from a slow thermal decomposition at 250°C [80] which needs to be taken into account when increasing the exposure above values used for planar films. The growth rate at 250°C is about 0.19 nm/cycle. The films are conducting, the refractive index is on the order of 2.

3.5 Deposition of TiO₂

3.5.1 Precursor screening

TiO₂ can be grown from titanium-halides, titanium-alkoxides and titanium-amides. Out of this group of precursors, I evaluated titanium-isopropoxide (TTIP, CAS-number 546-68-9), titanium-tetrachloride (TiCl₄, CAS-number 7550-45-0) and tetrakis(dimethylamido)-titanium (TDMATi, CAS-number 3275-24-9) for the deposition of TiO₂ in this thesis because they are the three most commonly used precursors for ALD of titanium oxide. This way I could compare my results to published results as easily as possible. I eventually discarded TiCl₄ and TDMATi for the following reasons:

- TiCl₄ and water [81–83] can be used to grow TiO₂ using the half-reaction deposition scheme characteristic to ALD up to at least 400°C. [84] The produced HCl leads to massive corrosion of the pump and the reactor, however. Also, a process called self-poisoning is likely to occur. [82, 85] In short this means that the reaction byproducts of the film forming reaction adsorb at reactive sites on the sample surface and inhibit the film growth in the next cycle. This leads
to a decreased growth rate and in a loss of conformality, severly limiting the usefulness of this precursor for coating high aspect-ratio samples such as those used in the double-inversion procedure used to create TiO$_2$ woodpile photonic crystal (see Chapter 5).

- TDMATi can be used to deposit TiO$_2$-films with a higher refractive index than the films deposited from TTIP and H$_2$O at 250$^\circ$C (see below) but turned out to not be sufficiently thermally stable at 250$^\circ$C for use in the double-inversion procedure described in Chapter 5. Since the samples produced in this thesis required the ALD process to infiltrate and fill pores of an initial diameter on the order of 100 nm and a length of 135 000 nm, the precursors needed to be kept in the chamber for as long as possible. The maximum infiltration time was 110 s, but it turned out that TDMATi does not conformally coat the templates under these conditions and that the growth rate is larger at these conditions than it is under standard conditions that minimize the precursor residence time in the chamber. The most likely reason for both of these phenomena is that TDMATi is not entirely stable against thermal decomposition. This assumption is supported by other findings [86] that have shown that a TiN film grown using the same precursor exhibits carbon concentrations in excess of 6% throughout the entire film even at 200$^\circ$C growth temperature. TDMATi was the only carbon containing chemical species used in these experiments, implying TDMATi as the carbon source.

For these reasons, TiO$_2$ was grown from H$_2$O and later H$_2$O$_2$ as an oxygen source and TTIP as the metal-containing precursor. It is an air-sensitive liquid that should be handled under dry, inert gases only. Its vapor pressure is \( \lg(p_{\text{vapor}}) = 9.837 - 3193.7/T \) \[87\] where \( p \) is measured in Torr. At room temperature it therefore has a vapor pressure of 0.13 Torr, which is not sufficient to introduce it into the chamber with the vapor draw method. The degree to which it can be heated to increase the vapor pressure is limited as well, however, since TTIP ages inside the precursor cylinder under the influence of heating, resulting in a decrease in growth rate\(^1\) (also see Figure 3.5). The duration of one TiO$_2$-growth run for the double-inversion procedure is 8 days. One should therefore limit the amount of heating to a reasonable minimum. A satisfactory method turned out to be a pressurisation of the precursor container to approx. 200 mbar with argon before opening the ALD valve, such that the precursor vapor inside the cylinder is swept into the chamber by the Argon and heating the TTIP to 80$^\circ$C. At this temperature TTIP has a vapor pressure of 6.2 Torr. Theoretically, this pressure is sufficient to introduce it into the chamber using the vapor draw method. However, reproducible results could not be obtained with it, possibly because the evaporation rate of TTIP is not high enough to actually reach the vapor pressure in

\(^1\)Eric Deguns has systematically examined this aging process in an ALD setup identical to the one I used while working at Cambridge Nanotech. He has found a reduction in the growth rate per cycle of more than 60% for 45 days aging at 75$^\circ$C and a visually apparent aging of the precursor after 3 days at 90$^\circ$C. Unfortunately the data was never published before the bankruptcy of Cambridge Nanotech. He currently works at Oerlikon-Leybold, USA.
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the time between two pulses. With the pressurisation of the container, a growth rate of 0.053 nm/cycle was reached at a substrate temperature of 250°C. Even for 1.5 s pulse time and 20 min between pulses this value would not be reached with the vapor draw method.

Besides the effect of the aging apparent by the reduction in growth rate, the precursor also leaves a solid residue in the cylinder which can be removed using a bath of 80°C hot 25% KOH solution. Fresh TTIP, filled into the cylinder under an argon atmosphere in a glovebox was, therefore, used for every deposition run shown in this thesis unless otherwise noted.

![TTIP aging. a) fresh precursor b) precursor that has been in a stainless-steel precursor cylinder for five months with 12 days at 80°C. c) precursor that has been in the cylinder at 80°C for 40 days.](image)

Figure 3.5: TTIP aging. a) fresh precursor b) precursor that has been in a stainless-steel precursor cylinder for five months with 12 days at 80°C. c) precursor that has been in the cylinder at 80°C for 40 days.

3.5.2 Refractive index of ALD grown TiO$_2$-films

As the refractive index is a key parameter for the correct design of woodpile photonic crystals, I measured the refractive indices of the TiO$_2$-films. As a dependence of the refractive index of TiO$_2$ films grown by ALD on the used precursors has been reported [88] for films grown at 120°C I also examined the influence of the precursors on the refractive indices. The measured refractive indices for TiO$_2$ films grown under conditions identical to those used in the procedure for the fabrication of titania woodpiles using TTIP and TDMATi as Ti-precursors and water as well as H$_2$O$_2$ as the oxygen source are shown in Figure 3.6a.

The data shown in Figure 3.6a are derived from variable angle spectroscopic ellipsometric (VASE) measurements [89]. In these measurements one directs polarised light onto the sample at oblique angles and measures the polarisation ellipse of the beam which is reflected at the different interfaces in the sample, see Figure 3.6b. On one hand, the fresnel coefficients for reflection at the different interfaces are polarisation dependent and sensitive to the refractive indices at both sides of the interface. On the other hand, the interference between the reflected beams is dependent on the optical path that the light has traversed and by virtue of this on the angle of incidence.
Figure 3.6: Optical properties of TiO$_2$ films grown by ALD and measured with variable angle spectroscopic ellipsometry (VASE). a) The real part of the refractive indices of TiO$_2$ films grown using different combinations of precursors: TTIP and water (dashed line), TDMATi and H$_2$O$_2$ (dash-dotted line), and TTIP and H$_2$O$_2$ (solid black line). For the combination of TTIP and H$_2$O$_2$ the imaginary part of the refractive index is also shown (red line). The insets show the layer sequence of the different samples. b) Illustration of the measurement principle of VASE: A change in polarisation of linearly polarised light is caused by interference of the partial beams reflected at different interfaces in the sample. A VASE dataset can be inverted to give information about the refractive index and the film thickness if the measurement includes several angles \( \theta \) of incidence.

\( \theta \). The detected light beam is therefore generally elliptically polarized. This change of polarisation can be mapped unambiguously onto refractive indices of the layers if the layer thicknesses are known or if several angles of incidence \( \theta \) are measured and the layer thicknesses are roughly known. In order to take data corresponding to a well defined system, the exclusion of reflections from the backside of the substrate is necessary. The samples for the VASE measurements were therefore grown on silicon substrates which are intransparent for visible light, except the film grown using TTIP and H$_2$O$_2$. This precursor combination is the one eventually used in the titania double-inversion described in Chapter 5. This film is grown on a ZnO layer deposited at 110°C substrate temperature, an Argon flux of 20 sccm, a precursor exposure time of 110 s, 0.015 s pulse duration for DEZn and H$_2$O$_2$, 120 s purge time and all other parts of the machine held at 110°C. These conditions are identical to those used for the ZnO reinfiltration step of the titania double-inversion. The only deviations from the procedure are the presence of the silicon substrate and the fact that TiO$_2$ is grown onto a planar surface instead of one with a radius of curvature of 50 nm. Also, the ZnO that TiO$_2$ is grown onto during the double-inversion originates from two ZnO ALD steps: A first step during which roughly 70 nm are grown and a second step which deposits about 12 nm. In between the two steps, the ZnO is heated to 420°C.
3.5 Deposition of TiO$_2$

for 12 hours. This treatment might change the ZnO film for the first step which is the starting surface for the second one. The heat treatment is omitted here because ZnO films submitted to it develop severe cracks, making later VASE measurements impossible. Since I have grown 12 nm of ZnO onto the silicon substrate for the VASE measurements using the double-inversion process parameters for ZnO and have then deposited the TiO$_2$ film on to this layer, this sample represents the material found in the final woodpiles as closely as possible.

In addition to the amorphous form of titania there are three different polymorphs with different optical properties: Rutile, Brookite and Anatase. The X-ray diffractogram shown in Figure 3.5.2 clearly shows that the Brookite and Rutile phases are absent in the films I grew. The anatase phase is present. Its refractive index is a bit higher than the one measured on the TiO$_2$ films ellipsometrically. This indicates that the films consist of a mixture of anatase and amorphous titania, consistent with published results. [76,90] It should also be pointed out that the film on which the spectrum was taken was 10 times thicker than the ones grown during one double-inversion.

Figure 3.7: X-Ray diffractogram of an ALD grown TiO$_2$ film. The positions of three anatase peaks are indicated by the arrows. The bars show the relative intensities of these peaks as taken from literature. [91] The position of the most prominent peak of the rutile phase [92] and the second most-prominent peak of the brookite phase [93] are indicated at the position given by literature. The most prominent brookite-peak overlaps with the anatase (101) peak and has therefore been omitted.

It would be conceivable to use a different temperature than 250°C for the double-inversion. In the literature two findings have been established however: First, 250°C
is a clear upper limit on the temperature at which a self-limiting ALD reaction can be performed with TTIP.\cite{76,90,94} Above 250°C a CVD-like film growth sets in during which film growth occurs by thermal decomposition of TTIP. Secondly, the refractive indices of TiO$_2$-films grown by ALD increase with the deposition temperature. For these reasons I have not investigated the influence of the deposition temperature and have limited myself to working with the maximum possible temperature. The VASE measurements on test films of TiO$_2$ deposited under the same conditions as those used in the double-inversion show that these films have a refractive index that is sufficiently high for their use as a constituent material for a photonic crystal with a complete photonic bandgap in the visible part of the electromagnetic spectrum.
4 Doped ZnO films with tailored plasma frequencies

As discussed in Chapter 2 the ability to deposit films having a tailored plasma frequency is useful, possible even unavoidable for some implementations of metamaterials. We have also seen in Chapter 3 that atomic-layer deposition (ALD) is one method of choice for this application as it is inherently a conformal coating technique. In this chapter we will see how ALD can also be used conceptually easily to deposit films of ZnO (a semiconductor with a bandgap of 3.3 eV) with a tailored doping and therefore a tailored permittivity.

4.1 Approach to deposition of tailor-doped films

ZnO is a semiconductor with a bandgap of 3.3 eV, i.e., it is transparent in the visible and infrared spectral range. It can be n-doped with different elements, e.g., Aluminum, Indium and Gallium. In case of Aluminum-doping, it is sometimes referred to as AZO. Since there are well known ALD processes for aluminum- and zinc oxide, see for example References [73,95,96], I combined these two processes to deposit ZnO doped with Al. I also tested if ZnO can be doped efficiently with Titanium, but found that doping with Aluminum leads to better results. For the film growth I followed the scheme depicted in Figure 4.1. Here, $N$ cycles of ZnO are grown from Diethylzinc (DEZn) and water, followed by one doping cycle with Trimethylaluminum (TMAI). I refer to such a sequence of $N$ cycles of ZnO-growth and one cycle of doping as a macrocycle.

There are three conceivable pulse sequences to introduce a dopant for a macrocycle containing $N$ cycles of ZnO-growth:

1. Grow $N$-1 cycles of ZnO, followed by pulses in the order H$_2$O, DEZn, H$_2$O, TMAI, H$_2$O, DEZn, then grow ZnO as usual. In terms of surface chemistry and pulse sequences this case is most similar to growing one cycle of Al$_2$O$_3$ onto a hydroxylated ZnO surface and followed by growth of ZnO on a hydroxylated surface.

2. Grow $N$ – 1 cycles of ZnO, followed by pulses in the order DEZn, H$_2$O, TMAI, DEZn, H$_2$O, then grow ZnO as usual. In terms of surface chemistry and pulse sequences this case corresponds to the first half-reaction of Al$_2$O$_3$-growth on a hydroxylated surface, followed by the the exposure of the TMAI-covered surfaced to DEZn-vapor. The layer resulting from this exposure is then oxidised by the
Figure 4.1: Pulse sequence used for one macro-cycle of doped ZnO film growth. The vessels containing the precursors are opened for a time $t_i$ ($i = 1, 2, 3$) and the precursor vapors are held in the reaction chamber for a time $t_{\text{exp}}$ to allow sufficient time for the precursors to react with the substrate surface and infiltrate a threedimensional polymer template. This is done by closing the valve connecting the ALD reactor to the pump. After $N$ cycles of ZnO-growth, an additional dopant pulse is introduced into the chamber. Adapted from Reference [97].

water pulse. If the surface chemistry of the DEZn and TMAI precursors is ideal in the sense discussed in Chapter 3, this film will be identical in composition to the one grown with the first pulse scheme because the DEZn precursor will not be able to attach to the TMAI-covered surface. The DEZn pulse would then leave the surface unchanged and only after the subsequent H$_2$O-pulse, would growth occur as usual.

3. Grow $N-1$ cycles of ZnO, followed by pulses in the order H$_2$O, DEZn, TMAI, H$_2$O, DEZn, then grow ZnO as usual. This pulse sequence is the one shown in Figure 4.1. For ideal precursor chemistries TMAI would not be able to attach to the DEZn covered surface, resulting in an undoped ZnO film.

I tested if the order employed makes a difference for a macrocycle corresponding to $N = 18$. The material parameters retrieved as described below were not significantly different, however, so that I worked with the third case. The reason for this was that the TMAI precursor has been reported to etch the surface of a growing film ZnO-film if $N < 7$. For $N > 7$, the growth rate during the TMAI-pulse is still lower than during regular growth of Al$_2$O$_3$. [98] Both of these observations suggest that usage of the third case will results in a sub-monolayer coverage of adsorbed TMAI during the doping and therefore in a less dense concentration of Al-dopants than in the case of a close-packed monolayer. The other deposition parameters were a substrate temperature of 250°C, 150°C heating of the remaining parts of the reactor, an exposure time of $t_{\text{exp}} = 1$ s, purge times of 30 s using a flow of 20 sccm of nitrogen and 0.015 s pulse
times for all precursors. All precursors were unheated. The process parameters are chosen in such a way that the conformal coating of polymer templates produced by direct laser writing is possible. The number of macrocycles was chosen such that films with thicknesses on the order of 250 nm were obtained. All films discussed here were grown onto microscopy glass-slides unless noted otherwise.

4.2 Spectroscopic characterisation of tailor doped ZnO-Films

Transmittance and reflectance spectroscopy can probe the permittivity of a thin film. In this thesis a Fourier-Transform Infrared spectrometer (FTIR spectrometer) was used for this purpose. The instrument is a Bruker Equinox 55 device with an attached Hyperion microscope. It uses a cassegrain objective or alternatively, a Calcium-Fluoride objective to focus light onto the sample and collect it. The former objective is reflective and therefore non-dispersive but will focus light onto the sample with incidence angles between 15° and 30°, whereas the latter focuses the light onto the sample in a cone centered around 0° but is transmissive and therefore has chromatic aberrations, which are given by the dispersion of the CaF₂. This effect is not very pronounced over the interval between 1 µm and 5 µm [99], but it becomes more important at longer wavelengths. The working distance of the CaF₂ objective is too large to allow the use of 2 CaF₂-objectives for transmission measurements with the Hyperion microscope. For normal-incidence measurements in transmission the Cassegrain-objective can be used if one limits the angles of incidence of the beam by blocking parts of the objective and tilts the sample to lie perpendicular to the unblocked beam. This is illustrated in Figure 4.2b. An essential part of the FTIR spectrometer is the Michelson-interferometer contained in it as shown in Figure 4.2. The beamsplitter in the interferometer is the only transmissive component of the Equinox spectrometer and does not work for all wavelengths between 500 nm and 5 µm. Therefore, 2 beamsplitters are used alternatingly. A quartz-beamsplitter that works for wavelengths of light shorter than roughly 1.1 µm and a Si/CaF₂ beamsplitter working for longer wavelengths. When investigating samples over both of these wavelength ranges, it is therefore necessary to change the beamsplitter. This in turn necessitates taking two reference spectra which might not be continuously connected to each other at 1.1 µm. This is the cause for the discontinuities in some of the spectra shown in the remainder of the chapter.¹

For the reflectance measurements a silver mirror was used as a reference, in transmission a microscope glass-slide similar to the one the samples were deposited on was used. Before the measurements the film grown on the backside of the substrate was removed by application of a drop of dilute HCl followed by a rinse in H₂O. Figure 4.3 shows a selection of spectra of differently doped films spanning the aluminum concentrations I examined.

¹Even if working in only one frequency range a slightly different alignment of the reference and the sample leads to a slight error in the spectra. This is not evident from a graph, however, because in this case the error is a multiplication with a wavelength-dependent but continuous function.
Figure 4.2: a) Schematic illustration of the FTIR spectrometer used: A tungsten-lamp serves as a light-source for infrared and visible light. Its output is relayed into a Michelson-interferometer. Here, the light-beam is split by a 50%/50% beamsplitter. The 2 beams are reunited after having traversed different optical paths in the 2 arms of the interferometer, leading to them interfering with a phase difference proportional to the displacement of the moving mirror. The light is then relayed to the Hyperion microscope where it is focussed onto the sample either by the Cassegrain-objective or a CaF$_2$-lens. Either the transmitted or the reflected portion of the light is collected and relayed to the detector. The Fourier-transform of the intensity of the detector as a function of $x$ contains the transmission or reflection of the sample as a function of wavelength. In the Equinox-spectrometer, both arms of the interferometer are attached to one sea-saw that is continuously tilting and the time-resolved position of the interferometer is recorded by following the intensity of a HeNe-Laser passing the same interferometer. The same principle applies, however. b) Sketch of the Cassegrain-objective and its usage for transmission measurements under normal incidence. Curved mirrors are used to focus light onto the sample at incidence angles between 15° and 30° with respect to the optical axis. If one tilts the sample and uses the apertures shown in red to block most of the light, it is possible to take transmission spectra under normal incidence.
4.3 Understanding the spectra of doped ZnO-films

The measured reflection and transmission spectra can be compared to spectra calculated for the layer-stack depicted in Figure 4.3: An air half-space, a film of thickness $d$ with drude permittivity, 170 $\mu$m of glass, another air half-space. The inclusion of the second air half-space is necessary to correctly account for the 4% of light reflected at the air-glass interface and the absorption occurring in the glass substrate at infrared frequencies. Its inclusion produces rapid Fabry-Perot oscillations in the calculations. If one uses a coarse set of frequencies for modeling, it would be necessary to pick the frequencies in such a way that one knows on which part of this oscillation the reflection or transmission value for this frequency is located. I therefore used a frequency grid corresponding to the experimental resolution of 0.12 THz. All measured and calculated spectra shown in the remainder of this section are a moving average of 6 THz range over these data.

For the calculations a self-written implementation of the method described in Reference [100] was used and the imaginary part of the refractive index of the glass substrate was determined from reflection and transmission measurements on bare glass substrates. To determine the Drude-parameters of a given film, the slab thickness $d$, the background permittivity $\epsilon_\infty$, the plasma frequency $\omega_p$ and the damping frequency $\gamma$ were used as fit parameters. Initially, the fitted thicknesses were checked against values taken from SEM-micrographs of the sides of fractured samples. They did not deviate from these values by more than 20 nm, corresponding to a deviation of less than 10%. In addition, the Fabry-Perot oscillations visible near the blue end of the spectra of the films contain information about the (weakly varying) optical thickness at these wavelengths. Since the physical film-thickness is, of course, fixed and the dispersion of the Drude model permittivity is weak in the visible for all the parameters considered here, this part of the spectrum is most sensitive to the high-frequency limit $\epsilon_\infty$ of the Drude permittivity and the film thickness. This fit procedure worked well for doping levels corresponding to $N \leq 144$.

The permittivity of AZO is changing from that characteristic of a dispersive dielectric to that of a metal as the frequency is decreased. The increase in reflection towards low frequencies, accompanied by the drop in transmission that is seen in the spectra is indicative of this transition. The transition sets in at increasingly higher frequencies as the carrier concentration inside the AZO films and therefore the plasma frequency is increased. For a very high doping density corresponding to $N = 6$ the reflectivity starts to decrease again in comparison to $N = 12$. One possible explanation for this is that these highly Al-doped films are made up of a mixture of Al:ZnO and the spinel ZnAl$_2$O$_4$ which is a non-conductive ceramic. This process might be even more pronounced by an overporportional Al-content due to the etching of the ZnO-surface by the TMAl-precursor which has been observed for $N < 7$. [98] Since this renders this film uninteresting as a tailored metal, we did not investigate this further, however.

In order to test whether the thus derived Drude-parameters are due to Aluminum doping we have looked at various films doped to different degrees $N$. Considering the
Figure 4.3: Reflection (blue) and transmission (red) spectra of ZnO films with different doping concentrations. The dashed lines show measured data, the solid lines are fits using the Drude model as described in the text. For \( N = 6 \) only reflection data is shown. The inset shows the geometry of the measurements which is also considered in the calculations (not to scale).
4.3 Understanding the spectra of doped ZnO-films

prediction of the Drude model that

\[
\omega_{pl}^2 = \frac{n e^2}{m^* \epsilon_0},
\]  

(4.1)

we would expect \(\omega_{pl}\) to vary proportionally to \(\sqrt{n} \propto \sqrt{1/N}\), where \(m^*\) is the effective electron mass, \(n\) is the density of free electrons, \(e\) is the electron charge and \(\epsilon_0\) is the vacuum permittivity. Looking at Figure 4.4, which displays the Drude parameters as a function of dopant concentration, we see that this is approximately the case for \(N \geq 12\). However, we note that extrapolating the data points for \(\omega_{pl}\) back to a nominally undoped film, there seems to be some intrinsic doping in the films corresponding to a plasma frequency of \(\omega_{pl} = 2\pi \cdot 63 \cdot 10^{12} \text{s}^{-1}\). We attribute this to a non-stochiometric composition of the ZnO due to an increased zinc-content from a slow DEZn decompositon-reaction that takes place in parallel to the desired ALD growth reactions. [80, 101] We also notice a slight dependence of the damping frequency on the dopant concentration for \(N \geq 18\) and a greatly increased damping for \(N = 12\).

Based on this, we assumed that for \(N \geq 12\) the film’s optical properties can faithfully be described using the Drude model. We further checked this assumption by measuring the dopant concentration in these films by energy-dispersive x-ray (EDX) spectroscopy. In this method, bound electrons of the atoms in the sample are excited by a beam of electrons. The spectrum of the x-rays this produces is given by the electronic energy levels and is therefore characteristic for the atoms the electrons belong to. EDX spectra can in principle be evaluated quantitatively. However, the EDX-spectra were collected using the electron beam of a LEO 1530 scanning electron microscope that is also used for imaging. In this case, the excited volume has a pear-like shape and includes the glass-substrate which contains about 1% aluminum-oxide. Since the exact dimensions of the excited volume are not known, a reliable quantitative determination of the Al-content of the films is not possible from one measurement only. However, it is possible to take the Al-signal measured for an undoped ZnO-film as a reference and subtract this value from the Al-signal measured on doped ZnO-films of the same thickness. The thus-obtained value should then give a reliable estimate for the Al-concentration in the doped ZnO-films. This data is presented in Figure 4.5.

The titanium doped ZnO (Ti:ZnO) films mentioned above turned out to be inferior in performance as a tailored metal: For a doping level of \(N = 20\), the retrieved plasma frequency was \(\omega_{pl} = 2\pi \cdot 185 \cdot 10^{12} \text{s}^{-1}\) and a damping frequency of \(\gamma = 2\pi \cdot 57 \cdot 10^{12} \text{s}^{-1}\). For \(N = 18\) the plasma frequency for the case of Aluminum-doping is \(\omega_{pl} = 2\pi \cdot 297 \cdot 10^{12} \text{s}^{-1}\) at a comparable damping of \(\gamma = 2\pi \cdot 53 \cdot 10^{12} \text{s}^{-1}\). Therefore AZO is a better choice as a tailored metal than Ti:ZnO.
Figure 4.4: Drude parameters of Aluminum doped zinc oxide films doped to different degrees $N$. The plasma frequencies $\omega_{Pl}$ (blue), the damping frequency $\gamma$ (red) and the background dielectric constant $\varepsilon_{\infty}$ (green) were obtained from fits to reflection and transmission spectra as described in the main text. The dashed blue line is a linear fit to the plasma-frequency datapoints and intercepts the y-axis at $\omega_{Pl} = 2\pi \cdot 63 \cdot 10^{12} \text{ s}^{-1}$. Adapted from Reference [97].

Figure 4.5: Aluminum content in doped zinc oxide films doped to different degrees $N$ measured by EDX.
4.4 So how well can we tailor the permittivity and what about nanofabrication?

Figure 4.6: Range of permittivities accessible with doped ZnO for $12 \leq N \leq 144$. The frequency range considered is 30 THz to 150 THz. Each line corresponds to the permittivities achievable with one doping level between 30 THz and 150 THz. The end of the line in the lower right corner is 150 THz, the end in the upper left corner is 30 THz. The marks on the lines are at 30, 60, 100, and 150 THz (filled circles, squares, crosses and empty circles, respectively). The black, red, green, blue and magenta lines are for $N = 12, 18, 27, 72,$ and 144, respectively.

4.4.1 Range of accessible permittivities

Figure 4.6 shows the range of permittivities which Aluminum doped ZnO can be tailored to by controlling $N$. In the frequency range between 30 THz and 150 THz the accessible permittivities span the range -25 to +3.

4.4.2 Nanofabrication

Smooth, thin, conformal coatings

The goal of depositing a tailorable metal has therefore clearly been achieved. In order to put this to use for applications such as the ones outlined in Chapters 2 and 3 it is also necessary to have a capacity to structure it (in three dimensions preferably). We chose to grow doped ZnO by ALD for exactly this reason and as one can see in Figure 4.7 it is indeed possible to conformally coat three-dimensional DLW polymer templates with AZO using our process. This Figure shows a focused-ion beam cut of a polymer woodpile that served as a test-template for three-dimensional film growth.
Figure 4.7: Smoothness and conformality of AZO films grown by ALD. a) a silicon wafer before deposition of 110 nm of AZO. The root-mean-square (rms) roughness is 0.11 nm. After deposition (b) the rms roughness increases to 0.59 nm, corresponding to a slight roughening only. c) A polymer woodpile template made by direct laser writing is conformally coated with AZO. The scale bars in a,b, and c are 5 µm, 5 µm, and 2 µm, respectively.

The viewing angle is 54°. The variation of the AZO film thickness on the polymer between the bottom and the top is too small to be determined from the FIB-cut, indicating that it is less than the pixel size of 2.5 nm. The woodpile photonic crystal shown there has been coated with AZO starting at a substrate temperature of 110°C in order to avoid melting of the polymer. The temperature can be raised once that 30 nm of material have been grown and stabilize the template. It is also possible to replace the initial stabilizing layer by a dielectric such as Al₂O₃, ZnO or TiO₂. These materials can all be grown by ALD at 110°C and have refractive indices on the order of 1.6, 1.9, and 2.3 in the infrared, respectively. Figure 4.7 also shows an AFM image of a silicon wafer coated with AZO in the same deposition run as the woodpile. The root-mean-square roughness is only slightly increased to 0.59 nm with respect to the silicon wafer before deposition 0.11 nm, despite the film having a thickness of 110 nm. This is an especially important property if one is interested in growing layered systems, as high-quality, smooth interfaces should be achievable.

**Effect of heat**

In combination with templating approaches based on polymer templates it may be desirable to remove the polymer after coating. This is, however, not straightforwardly possible by a simple calcination step as it is employed in usual single- and double-inversion procedures [15, 35, 37, 43] for two reasons: First, upon heating to 420°C for 12 hours AZO films develop severe cracks, even if heated up at a rate of only
0.5°C/min. Most likely this results from the different thermal expansions that the glass substrate and the AZO-film undergo and might be alleviated by a different choice of substrate.\(^2\) Secondly, the AZO films dramatically change their permittivity upon heating as well. Figure 4.8 shows transmittance and reflectance spectra of a polymer-woodpile conformally coated with AZO. As expected from the metal-like properties of AZO in this wavelength range, there is close to no transmission. After opening the AZO-polymer composite with a reactive-ion-etching process described below and calcination of the polymer as described above, high, pronounced transmission of the AZO-air-inverse woodpile is evident in the infrared. This indicates that the material that was originally grown as AZO now has a dielectric-like response to light. It is referred to as “heated AZO” in the Figure. In order to verify that this change in the spectra is really related to the material, and not to other process steps, I have further processed this sample. First, I have filled the heated AZO/air composite with silicon by CVD. I then removed the heated AZO from the structure and redeposited AZO of the same doping level into the structure. The spectra of the two different silicon-AZO composites are shown in Figure 4.8c) and e), respectively. There is a clear distinction of the two spectra. Most notably, the reflection in Figure 4.8e) increases towards low frequencies and the transmission is suppressed to below 0.3% over almost the entire spectral range, consistent with what one expect for a photonic crystal in a metal-like background. The spectra of the silicon-air woodpile and the heated AZO-air woodpile are conform to a well ordered, dielectric photonic crystal, ruling out structural defects as the cause for the transition seen between panels a) and b) of Figure 4.8. I therefore conclude that AZO of a doping level \(N = 18\) undergoes a transition from a metal-like phase to a dielectric-like phase upon heat treatment at 420°C in air. A possible reason for this is a thermally activated formation of spinel or a demixing process: The aluminum dopants in the AZO-films are not distributed homogeneously but in a layered fashion where aluminum atoms sit comparably close to each other. One would expect this from the way the films were grown and it has been shown in Reference [102, 103]. A thermally driven transition towards a phase mixture of Al\(_2\)O\(_3\)-clusters or the above-mentioned spinel in a ZnO background matrix seems possible. [98] Boltasseva et al., have seen a phenomenologically similar phenomenon when attempting to improve the damping of AZO films grown by pulsed laser deposition on sapphire substrates by an annealing step. [57] In independent experiments aiming at the same goal I have tested the influence of the atmosphere present during the heat treatment, but I was not able to improve the damping, regardless of the annealing conditions. Under ambient air, forming gas and in vacuum I was never able to produce a reduction in the damping frequency of the AZO films.

---

\(^2\)Optimally, this substrate should be compatible with direct-laser-writing. The recently developed technique of dip-in direct laser writing allows for the usage of even opaque substrates in DLW, so this is not a very hard condition.
Figure 4.8: FTIR spectra of one sample in different conditions as described in the main text. a) Polymer-woodpile/AZO composite. b) AZO inverse woodpile after heating to 420°C to remove the polymer. c) as b but with air replaced by silicon. d) as c but with AZO removed. e) as d with the AZO regrown by ALD. The image in the middle shows a sketch of the sample. At the beginning the purple material corresponds to polymer, the blue material to freshly grown AZO. Note the different axis-scalings.
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Subtractive processes for AZO

AZO can be grown onto polymer templates, glass, and silicon. What about inhibiting its growth or removing it selectively afterwards with the goal of patterning it? Since the DEZn-molecule that serves as one of the precursors for AZO-ALD is very reactive towards any hydroxyl adsorbates passivating a surface against growth of AZO is very challenging. Some success has been made by silanizing the substrate with a hydrophobic layer and patterning the layer. This approach was not followed here since a method to apply this method three-dimensionally was not available at that time. A recently developed photoactivation method that allows for locally defined surface functionalisation of an already developed photoresist using a laser beam might be suitable for applying such a passivation layer selectively, however. [104] Luckily it is possible to remove AZO directionally using the dry-etching technique of reactive ion etching (RIE). Commonly used etching procedures for ZnO use Argon as a sputtering species and chlorine based gas chemistries to contribute a chemical attack to the material. [105] The latter was not available at the beginning of this thesis so that I tried to adapt the RIE process to work without the chemical component on an Oxford Plasmalab 80 plus equipped with argon, oxygen, CHF$_3$ and SF$_6$ as etching gases. The best results are obtained under these circumstances with a flow of 10 sccm of Argon, at a pressure of 10 mTorr, and a plasma power of 200 W. These parameters result in an etch rate of 8 nm/min and a pronounced directionality, as can be seen in Figure 4.9b.

AZO can also be removed using a wet etch with 0.5% HCl. The etch process is very rapid and I was not able to measure the etching speed. This etch process is used in the novel titania double-inversion procedure described in Chapter 5 and in a new version of the previously published silicon double-inversion procedure [15,35,37] where ZnO replaces glass as an intermediate material. [106] This is very beneficial because of ZnO’s higher resistance to thermal deformations during the polymer-calcination step employed in this procedure. This can also be seen by the spectra shown in Figure 4.9a. The transmission at the short wavelength side of the stopbands visible there recovers to more than 0.5. This is not the case if glass is used as an intermediate material. In this case the structures suffer from strong deformation during the heating step. This can also be seen by comparing the pictures of the photonic crystal waveguides shown in References [99] (glass) and [106] (zinc oxide).

Inversion and replication of polymer templates with AZO

As already mentioned above, it may be necessary for applications to to obtain a free-standing AZO-air composite derived from a three-dimensional polymer template. For this, the single- and double-inversion procedures for silicon cannot be applied. I have, however, devised a variation of these procedures that allows for an effective single- or double-inversion of a polymer-template into AZO. One key feature of the established single- and double-inversion procedures is the ability to selectively remove only one component from a three-dimensional, two-component composite. For
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Figure 4.9: Nanofabrication with AZO: a) FTIR transmission and reflection spectra of a silicon woodpile produced by double-inversion using ZnO as an intermediate material. The features at high frequencies are not present if glass is used as an intermediate material. b) AZO can be removed directionally using an Argon-based sputtering process. The bright lines on the substrate are the areas where the 30 nm thick AZO-layer was shielded from the Argon bombardment by the polymer rod above it. The highest point which still shields the substrate from etching is 50 µm above the substrate. c) Close-up view of one of the coated polymer rods after the etching. Its diameter is 800 nm. From b) and c) the slope of a sidewall that this etching process would produce can be estimated as: \( \Delta h/\Delta x = 50/0.8 = 62.5 \). Scalebars in b) and c) are 20 µm and 1 µm, respectively.

the silicon double-inversion procedure, these material systems are polymer/glass and glass/silicon, where the removal is done selectively by heat in the former case and hydrofluoric acid in the latter case. In the silicon single-inversion case the composite consists of a polymer with a glass protective coating and silicon. The polymer is removed by a heat treatment. Zinc oxide and its doped versions are easily etched by hydrofluoric acid and all other acids I tested and a heat treatment cannot be applied as discussed above. Therefore neither the single- nor the double-inversion procedure can be applied to AZO straight-forwardly because of a lack of suitable intermediate material. It is possible to remove one material selectively from doped zinc oxide without needing to take recourse to an acid or heat, however: Silicon. It can be removed using an isotropic gas etch with \( \text{XeF}_2 \) which does not attack the zinc oxide. The spectra of \( \text{XeF}_2 \)-treated AZO films are the same before and after the treatment. Thus, a polymer template can be replicated into AZO or inverted with AZO by combining silicon single- or double-inversion with AZO growth by ALD and a \( \text{XeF}_2 \) removal-step. This procedure is then an AZO single-inversion step based on a silicon template which is produced by silicon-single or double-inversion of the polymer-template.

Finally, I will answer the question in the heading of this section about how well we can tailor the permittivity and if AZO is a material that is amenable to nanofabrication: A number of techniques to fabricate nanostructures with AZO via ALD exist as I showed above. A variation of the aluminum content, allows for the tailoring of the plasma
4.4 So how well can we tailor the permittivity and what about nanofabrication?

frequencies of AZO films over more than one octave spanning plasma frequencies between nearly $2\pi \cdot 400 \cdot 10^{12} \text{s}^{-1}$, i.e., the red end of the visible spectrum, and $2\pi \cdot 152 \cdot 10^{12} \text{s}^{-1}$, corresponding to a wavelength of $2 \mu\text{m}$. At a frequency of 100 THz, the range of permittivities that can be reached with AZO then covers the interval $\varepsilon = 1.95$ to $\varepsilon = 3.40$. At lower frequencies, this range gets even bigger.
5 Titania double-inversion for photonic crystals

In Chapter 2 we have seen what is necessary for the creation of three-dimensional photonic crystals with a complete photonic bandgap in the visible part of the electromagnetic spectrum: It is necessary to arrange a high refractive-index material periodically in three dimensions. We have also seen in Chapter 3 that STED-DLW allows for the creation of three-dimensional templates and that ALD is a method to conformally deposit materials such as titania (TiO$_2$) and zinc oxide (ZnO) on such templates. In this chapter we will see how STED-DLW and ALD can be combined with dry- and wet-etch steps to create a TiO$_2$-almost-replica of a polymer template. The double-inversion (D) fabrication principle employed here has largely been used before to replicate polymer templates into silicon [15,35,37]. Due to the different final material, none of the process steps from that procedure are suited directly for titania DI, however. The cause of this is the need to be able to selectively remove one material from a composite of two materials twice during the procedure. This way, a different final material requires a different intermediate material and thus a completely new materials chemistry. I will refrain from detailing the reasons why the different process steps known from silicon DI cannot be transferred to titania DI and will instead focus on describing the solutions and will only treat the problems to the degree in which this is useful for understanding the necessity of the individual steps and measures.

Under the constraints of the used fabrication steps, the resulting TiO$_2$-structure is not an exact replication of the geometry defined using STED-DLW. I will therefore discuss how to account for the deviations in the design, optimisation and fabrication of the aimed-at complete photonic bandgap photonic crystals.

5.1 The double-inversion fabrication method and its implications for the design and fabrication of woodpile photonic crystals

5.1.1 The double-inversion concept

The principle of double-inversion used in this thesis has in large parts been used in the recent [15,35,37] and also in the distant past. To briefly illustrate, we look at the method for creation of a bell: Forming a metal directly in form of a bell has not been feasible in the past. Therefore a template is first defined in the form of clay and then confined in a shell enclosing it completely and tightly, thus replicating its
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form. In making a bell, the template is then destroyed, resulting in a negative of the bell-template in the form of void space in the background material. This negative is infiltrated with molten metal and after cooling and solidification of the metal an exact replica of the initial clay-template is obtained.

Our approach towards the creation of TiO$_2$-woodpiles is somewhat similar: First, a template is made by STED-DLW. Secondly, a negative of this template is made by tightly and completely enclosing the polymer with ZnO by ALD and either filling or sealing all void spaces. Thirdly, a selective removal of the polymer from this composite yields a negative of the polymer template. Then, fourthly, TiO$_2$ is conformally deposited inside the negative by ALD. Finally, another selective removal step (of the ZnO this time) yields a TiO$_2$-almost- replica of the original template.

I will now look at the details of this process, show its inherent limitations and discuss how to account for them in the design and optimisation of the final geometry of the TiO$_2$-woodpile. At this point we will see that the double-inversion procedure outlined above is not able to produce a complete photonic bandgap using just the simple process outlined above but that it can be improved to achieve this goal. Finally, I will describe how the improved double-inversion procedure is implemented.

5.1.2 Limitations of inversion by ALD

STED-DLW yields a woodpile template that should ideally resemble what is shown in Figure 5.1a. The ZnO-air-matrix resulting from inversion of the polymer template is coated conformally with TiO$_2$, starting from the ZnO-air-interface. Since the woodpile consists of interpenetrating polymer rods, this interface does not have a cylindric shape. For the following considerations it is sufficient to think of it as a diameter-modulated cylinder. Since the TiO$_2$-coating via ALD grows conformally, it will stop once that the narrowest cross-section of the cylinder seals off the flow of precursors to the inside of the template. This is called pinch-off and is illustrated in Figure 5.1b for the case of the aforementioned diameter modulated cylinder. The air filled spaces that were originally occupied by massive polymer will thus not be filled with massive TiO$_2$ but will be a TiO$_2$-shell containing small inclusions of air once that pinch-off has occurred. These inclusions will need to be accounted for in the design and optimisation of the woodpile.

In an ideal case the shape and size of the air inclusion could be deduced from the polymer geometry. In reality, however, it is determined by two other limiting factors. The first is related to the practically achievable conformality: Growth of TiO$_2$ can only occur as long as the precursor gases have access to the inside of the ZnO-Matrix that the TiO$_2$ is being grown into. Therefore any deviation of the ALD process from perfect conformality that results in a higher growth rate at the entrance of the pores will result in larger air inclusions than those dictated by the polymer template’s geometry. Secondly, deviations of the polymer or ZnO template from the ideal geometry depicted in Figure 5.1a tend to lead to larger air inclusions as well. This is the case if either the rod’s cross-section in Figure 5.1 is smaller than in the ideal case at any one point along the length of the rod or if the shape of the rods composing the woodpile deviates
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Figure 5.1: a) Sketch of the usually considered “ideal” of a woodpile. STED-DLW allows for the fabrication of polymer templates that closely resemble this geometry. Double-inversion of such a template using a conformal coating process such as ALD will result in an object whose exterior surface resembles the original polymer template. Its inside will contain air inclusions due to a pinching-off of the precursor flow even in the ideal case. Illustrated in b).

from a cylinder. The latter effect especially occurs at the region where 2 rods cross and overlap. Here, some regions are passed by the writing laser focus twice and some broadening of the polymer line occurs due to an effect called proximity effect.

These two limiting factors, will in the end lead to a fraction \( f \) of the volume occupied by TiO\(_2\) in the “ideal” woodpile to be occupied by air. As detailed above, \( f \) should be expected to be determined by the sample’s imperfections rather than its design. We therefore decided to empirically estimate \( f \) from test-samples. Figure 5.2 shows a focused-ion-beam cut of such a test-sample. From this we deduced \( f \) to be of the order 10 % for a woodpile with the structural parameters \( a = 310 \text{ nm} \), \( c = 369 \text{ nm} \), \( w = 121 \text{ nm} \), and \( h = 200 \text{ nm} \).

5.1.3 Implications for bandstructure calculations and design

In the past an effective medium approach has been applied successfully to treat the air inclusions in silicon woodpiles made by double-inversion [15,43]. In this approach, the rods composing the woodpile are treated as being made of a homogeneous material that has an effective permittivity \( \epsilon_{\text{eff}} \). This is reduced with respect to the bulk-permittivity of the double-inversion material, titania in our case, according to

\[
\epsilon_{\text{eff}}(f) = f \cdot \epsilon_{\text{air}} + (1 - f) \cdot \epsilon_{\text{TiO}_2},
\]

where \( \epsilon_{\text{eff}} \), \( \epsilon_{\text{air}} \) and \( \epsilon_{\text{TiO}_2} \) are the effective permittivity, the permittivity of vacuum and the permittivity of TiO\(_2\), respectively. This approach has also been examined systematically in Reference [107] and been found to adequately describe the impact
Figure 5.2: Two focused ion beam (FIB) cuts of a double-inverted woodpile. The cutting planes are approximately parallel and less than 1 μm separated from each other. They cut those rods that are perpendicular to the cutting plane in different locations of the unit cell. Some voids are visible and their estimated filling fraction is 15%. Notice that the cutting planes are not exactly perpendicular to the substrate. Scalebars in both images are 1 μm.

of the air inclusions on the size and position of the complete photonic bandgap\(^1\). We therefore decided to follow the same approach.

Figure 5.3a shows a gapmap, \(i.e.,\) the size of the complete photonic bandgap for different geometric parameters of the woodpile for a given effective rod-permittivity. Every data point in this plot corresponds to the size of the complete photonic bandgap in a bandstructure for one set of parameters. For the bandstructure calculations I used the MPB software package, see Chapter 2 for details. In this case, the rod-width \(w\) and rod aspect-ratio \(h/w\) are varied with the other geometric parameters fixed at \(a = 310\, \text{nm}\) and \(c = 416\, \text{nm}\). As can be seen from this, the woodpiles do not possess a

\(^1\)The crystal examined in the mentioned article is a diamond derived photonic crystal, but no woodpile. Also, the voids considered have a regular, well define shape that is the same for every unit cell, \(i.e.,\) the lattice-discrete translational symmetry of the crystal is maintained.
photonic bandgap for a lot of parameters and the largest attainable bandgap has a size of 2.8% (where the size is again measured as gap-to-midgap ratio, i.e., the ratio of the gapsize to the gap center-frequency). These values correspond to an ideal woodpile in the framework of the effective medium approach. The actually fabricated samples will be real woodpiles of finite size and they will contain imperfections. Those may lead to a reduced effective gapsize. I therefore aimed at woodpiles with an as big as possible complete photonic bandgap in the visible part of the spectrum.

Looking at the data shown in Figure 5.3a we see that for an effective permittivity of 5.51 woodpiles with complete bandgaps appear only if we either reduce the rod diameter $w$ or the rod aspect ratio beyond 120 nm and 1.6, respectively. These two numbers essentially represent the practical limit of what is currently achievable with STED-DLW and are marked by the circle in Figure 5.3a. Luckily, it is possible to reduce the rod diameter of the final TiO$_2$-woodpile by conformally coating the ZnO-inverse of the polymer template with ZnO before the start of the TiO$_2$-deposition. As outlined above this will not change the size of the air inclusions and will further increase the filling fraction $f$, i.e., reduce the effective index of the rods. We should therefore expect a trade-off between reduced rod-size and effective rod permittivity. Figure 5.3b-d shows gapmaps covering the same geometrical parameter space already shown in Figure 5.3a but for different, lower effective rod permittivities corresponding to different amounts of reinfiltrated ZnO. As we can see, there are configurations for which the final TiO$_2$-woodpile has a complete photonic bandgap in the visible.

In order to use the ZnO reinfiltration step to improve the gapsize it is necessary to know the dimensions of the template at the start of the procedure. The reason for this is that this step has both advantageous and detrimental effects: There is a trade-off between the effective rod permittivity and rod aspect-ratio on one side and the rod-diameter on the other side. The rod permittivity should be kept as high as possible and the aspect-ratio should be kept as low as possible while a decreased rod-width $w$ initially increases the gapsize. ZnO-reinfiltration is reducing the rod-width but lowers the effective permittivity and increases the aspect-ratio. Figure 5.3 illustrates this: Following the line indicating the geometrical parameters of the polymer template, we see that the gapsize is increased upon reinfiltration with up to 8.5 nm of ZnO but that it decreases again if 12 nm are reinfiltrated. In addition to the need to know the dimensions of the polymer rods, one also needs to know the axial lattice constant $c$ which also enters the gapmaps shown in Figure 5.3.

### 5.1.4 Non-destructive determination of woodpile dimensions

The parameters of the polymer template can – after some iterative learning and tuning of the DLW parameters – be tailored with some certainty during the direct laser writing process, see Chapter 3 for general details. To achieve this learning we produced a series of polymer templates of which we took FTIR transmittance and reflectance spectra. After this, the samples were single-inverted with doped ZnO, cut open with
a focused ion beam (FIB) and examined with a scanning electron microscope. Using these images I could roughly link the transmittance and reflectance spectra to classes of geometrical parameters. I then used this as a reference to estimate the geometry of future polymer templates from their FTIR spectra without having to destroy them by FIB cutting. Also, we always produced polymer templates in a series of varied power of the writing laser. This way, every series contained polymer templates with spectra similar to those of already produced samples. Additionally, we always produced two nominally identical polymer templates to be able to cut one of them open if need-be.

5.2 Implementation of the titania double-inversion

In this section I will discuss the implementation of the concepts described so far: The principles for double-inversion and direct laser writing were already introduced. I will first line out the fabrication-hurdles that have to be overcome with the samples we were interested in. What is different about them with respect to samples that have already been discussed in the literature are two things: They have a very large footprint, a high polymer filling-fraction, and small feature sizes simultaneously. All this results in a long writing time for the polymer template. Also, since we aim at structures with an optical functionality, the required precision is higher than for, e.g., structures that are produced by DLW for application as a mechanical metamaterial. This increases the sensitivity to mechanical drifts of the DLW-setup. In the subsequent double-inversion procedure the main challenge is to maintain as high a degree of conformality as possible.

5.2.1 DLW of large samples and for long writing times

Writing strategy

The most straight forward strategy for writing a woodpile with DLW is to write it in a layer-by-layer fashion. In every layer one would write the single rods one after the other, i.e., one would move the piezo stage along the path shown in Figure 5.4c on the top. During this movement one would switch on the writing laser for those parts of the path shown in red. However, we found that this leads to a pairing-up of the individual rods both on the top of the woodpile as well as in the bulk, as can be seen in the FIB-cuts in Figure 5.4a and b. If such a superstructure is introduced into the crystals, they are no longer invariant under translations along the fcc basis-vectors discussed in Chapter 2. Effects related to such a superstructure have been discussed for woodpile photonic crystals in Reference [34]. Here, it is unwanted. Changing the writing pattern to the one shown at the bottom of panel c) this effect does not occur any more. For the surface of the woodpile this is evident in Figure 5.4d).

---

2The single-inversion has the purpose of stabilising the sample against damage induced by the focused ion beam. When cutting polymer samples produced by STED-DLW with a FIB, deformations can otherwise occur, that would falsify the information contained in the images.
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![Diagram of photonic bandgap for woodpile photonic crystals]

Figure 5.3: Gapsizes of the complete photonic bandgap for woodpile photonic crystals with dimensions as given by the axes. The rod diameter is measured in units of the rod distance \( a = 310 \text{ nm} \) and is indicated in nm at the top scale. The axial lattice constant is \( c = 416 \text{ nm} \). White color corresponds to no photonic bandgap. Panels a) through d) correspond to the effective rod permittivities as indicated. a) A double-inverted woodpile derived from a polymer template with \( w = 120 \text{ nm} \) and \( w/h = 1.6 \) with a 12.5% air filling fraction \( f \) without the ZnO-reinfiltration. This woodpile will change its final dimensions as indicated by the line if the ZnO-reinfiltration technique discussed in the text is used during the double-inversion. Also, it will have the dimensions indicated by the dot after infiltration with a) 0 nm, b) 4 nm, c) 8.5 nm, and d) 12.5 nm of ZnO. The permittivities in panels a) through d) correspond to the air filling fractions obtained for these ZnO thicknesses. Adapted from Reference [108].
FIB-cuts of the double-inverted woodpiles shown in Chapter 6 show that it is also absent in the bulk of the woodpiles.

**Footprint-related issues**

The woodpile samples we aimed at producing were supposed to measure 70 µm by 135 µm because they needed to have a sufficient footprint for the transmission measurements discussed in Chapter 6. In STED-DLW, a piezo-stage is used to move the sample with respect to the laser focus, see Figure 5.5a. It has a 200 µm by 200 µm field of movement along two perpendicular axes of movement and 20 µm in the remaining direction. The two 200 µm axes define an x-y-plane that is nominally parallel to the glass-photoresist interface after taking a global tilt due to the mounting of the glass-substrate into account. The remaining direction is referred to as the z-direction and is ideally pointing along the optical axis of the system. The piezo has built-in capacitive sensors measuring the position of the stage with reference to the rigid body holding it and uses this to control its movement. However, we noticed that the displacement of the glass-photoresist interface is not rigidly linked to the displacement of the piezo-stage that is detected by the sensors. Using the piezo-stage to move the sample in the x-y-plane does not leave the distance of the laser focus and the glass-resist interface unchanged. Upon scanning the sample across the whole field of movement, the laser focus will instead change its position with respect to the interface by up to 150 nm in the z-direction. Since the interlayer distance c/4 in visible bandgap woodpiles is on the order of 100 nm, a fabrication error of this size is not a tolerable intolerance.

We mapped the relative displacement of the laser focus and the glass-photoresist interface along z that results from positioning the piezo at different points in the x-
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plane and found a reproducible deviation and a non-reproducible contribution, see Figure 5.5b, mostly likely due to temperature variations as discussed below. The reproducible deviation is most pronounced at the edges of the piezo’s field of movement. To measure the data shown in Figure 5.5, we stepped the piezo-stage in the \(x-y\)-plane and scanned the piezo-stage in the \(z\)-direction along the optical axis following every step. The \(z\)-position for which the maximum reflection of the depletion laser from the interface occurred was denoted as the interface position. [10] We then chose to work on the area in which the deviation is smallest as indicated in Figure 5.5.

Another problem related to large footprint-samples is shrinkage of the polymer template during the development step. This step has been discussed in Chapter 3 in a general context. It is aggravated in large footprint samples however, since the forces developed upon shrinkage are sufficient to rip corners of the polymer-woodpile off the substrate. Using the camera and the microscope built into the DLW-setup it is possible to follow the development step. This way we were able to check that the structures are fine before development. Well attached structures are arrived at by silanizing the glass-substrates used for direct-laser-writing with 3-Methacryloxypropyltrimethoxysilane (3MPTS). Silanisation is a commonly known process. Not all of the procedures found in literature yield non-smeared, residue-free glass substrates that are compatible with high-resolution STED-DLW. Therefore, I have included the process I used for the silanisation in the appendix 1.

**Issues related to mechanical drifts**

A second class of problems that only arises in direct-laser-writing over long periods of time or for high-precision is related to the stability of the setup.

First, temperature has a direct effect on the size of the components employed in the setup. Since not all the materials employed have the same thermal expansion coefficient, the relative positions of the components are expected to change. Most notably this will lead to a displacement \(\Delta d\) of the laser focus with respect to the sample. On one hand, the sample is attached to a piezo-scanstage that is in turn attached to the top of a microscope. On the other hand, the microscope objective used to focus the laser beams is attached at the middle of the microscope. This means that the sample is held at a certain height \(h\) above the optical table by the metal the microscope housing is made of. The objective, is held at roughly half this height by half the amount of metal. A linear expansion \(\Delta l\) of the metal due to a temperature change \(\Delta T\) should thus lead to a change of \(\Delta d = c\Delta T \cdot h/2\), where \(c\) is the expansion coefficient of the metal. Indeed this is the case as can be seen in Figure 5.6. For these measurements, we measured the temperature of the microscope body and the air inside the laboratory over a period 42 hours. During this time we also tracked changes in the relative position of the glass-photoresist interface using the method already described above. The data in Figure 5.6 shows a correlation of the temperature of the microscope body with the changes in the interface position. The inset in Figure 5.6b reveals that substantial interface drifts also occur at a scale of less than 10 minutes. Eventually, we decided to account for these drifts in the writing.
Figure 5.5: a) Schematic of those parts of the STED-DLW setup necessary to illustrate the effects discussed in section 5.2.1. The depletion laser beam (green) is focused by the microscope objective (grey-blue). It passes the immersion oil (not shown), the glass substrate (purple) and enters the photoresist (yellow). At the glass-resist interface some of the green light is reflected, crosses a partially transmitting element (blue) and is detected. The detector signal is at a maximum if the laser is focused at the interface. The microscope objective is held by the microscope body (gray). The body also holds a piezo-driven stage (black and dark gray). In this stage, piezoelectric crystals (orange) can be used to move the dark gray parts with respect to black parts in the $x$-, $y$-, and $z$-directions indicated. Inbuilt sensors are used to measure the position of the black and the dark grey parts of the piezo stage. b) Deviation of piezo displacement and interface displacement. The two measurements at the top and the bottom show the change of the interface’s $z$-coordinate as a function of piezo-displacement in the $x$-$y$-plane. The top panel corresponds to 20 µm steps, the bottom one to 10 µm stepwidth and to measurement durations of 15 minutes and 1 hour, respectively with correspondingly different impact of thermal drifts (see Figure 5.6). The interface’s position is determined as described in the main text. The rectangles show the footprint of a woodpile.
strategy by measuring the position of the interface after every ten written lines. This corresponds to an interval of on average 13.75 s. Without this measure, one woodpile can be written in four hours. Since searching the interface takes about nine seconds, the duration for the production of one woodpile is increased to about seven hours. One series of twelve woodpiles is then usually produced over the course of 54 hours.

Figure 5.6: Drifts of the interface with respect to the laser focus. Top: Temperature of the writing microscope’s body (blue) and the air above the optical table (red) recorded over a period of 42 hours. Bottom: Relative position of the interface and the depletions laser’s focus measured over the same time. The drifts on the time scale of several hours are correlated to the microscope body’s temperature. The inset shows one hour of drifts, revealing that drifts also occur on time scales that are a shorter than the time required to write one layer of a woodpile.

Over the course of 54 hours, a second effect becomes important: STED-DLW relies on a precise alignment of the excitation and the depletion focus. Since these two laser beams do not exactly follow the same beam path until they enter the microscope objective that creates the laser foci, drifts of the beam paths will lead to a misalignment.
of the two foci and different effective doses. If the misalignment is known, it can be automatically corrected using a motorised mirror in the setup. The foci can be measured by three-dimensionally scanning a gold nano-bead through the focus and measuring the backscattered light. For details see Reference [10].

In order to automatically measure the alignment of the foci during the writing-process we deposited a PDMS piece with gold beads on one side next to the writing area. The gold beads are immobilized by the covering PDMS piece and also separated from the photoresist. This way they can be found reproducibly by simple translations of the sample stage and it is possible to realign the foci automatically.

5.2.2 Titania double-inversion

For a sample with a reliable estimate of the polymer geometry the double-inversion procedure into titania then follows the scheme depicted in Figure 5.7.

The fabrication starts with a polymer woodpile template made by STED-DLW. The templates had a footprint of 135 $\mu$m by 70 $\mu$m. It has a slightly tapered edge, meaning that the size of its top-surface is only 125 $\mu$m by 60 $\mu$m. This is illustrated (not to scale) in Figure 5.7. Its footprint was already discussed. The reason for the taper is the necessity that the top of the end of every polymer rod is exposed during the sputtering step used to open the ZnO coating. Without such a taper, a closed ZnO-layer would remain at the side-face of the ZnO-inverse woodpile made from the template. In this case, the inside of the inverse woodpile would only be accessible to gas-flow from the top-surface, leading to an unnecessarily early pinch-off.

The double-inversion procedure starts by coating the template conformally with ZnO until no gas flowpaths to its interior are present anymore. Due to the conformal nature of the ZnO-ALD process this ZnO-polymer composite is completely enclosed by a thin ZnO-layer. This layer needs to be opened in order to enable the selective removal of the enclosed polymer. The opening is performed by sputter-etching the sample in an Argon-Plasma in a reactive ion etching machine. After this step the polymer is exposed at the surface and at the edge of the woodpile. It can then be removed by heating the sample to 420$^\circ$C in an oven for 12 hours. During heating the glass-substrate expands by about 400 nm along the long side of the sample (135 $\mu$m) whereas an equal amount of ZnO only expands by about a third of this value, as calculated based on the data-sheet of the glass substrates and the data published in Reference [109]. Therefore, care in heating and cooling the sample needs to be taken here to minimize the impact of stresses that build up due to the different thermal expansion coefficients of ZnO, polymer and substrate.

The now air-filled ZnO-inverse of the polymer template is reinfiltrated with the desired ZnO-thickness at 110$^\circ$C substrate temperature. All other parts of the machine were also held at this temperature. The substrate temperature is intentionally chosen to be as low as possible to minimize the impact of the slow thermal DEZn-decomposition [80,110] on the conformality of the ALD process. After this, TiO$_2$ can be grown into the diameter-reduced air channels in the ZnO backbone. This is done at 250$^\circ$C, with 110 s residence time of the precursors inside the ALD chamber and
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Figure 5.7: Titania double-inversion. First, a polymer template produced with STED-DLW is infiltrated with ZnO by ALD until pinch-off occurs. The resulting composite is enclosed with ZnO. The topmost layer of ZnO is removed via sputtering in an Ar-plasma. The polymer contained in the composite is exposed now and can be removed by calcination in air, resulting in a ZnO-inverse woodpile which is conformally reinfiltrated with ZnO to reduce the diameter of the air-rods. Following this, TiO$_2$ is grown conformally by ALD. The ZnO-TiO$_2$-layer enclosing the resulting ZnO-TiO$_2$-composite is removed by RIE of TiO$_2$ and subsequent sputtering of ZnO. At this point the ZnO-TiO$_2$-composite is resting entirely on a ZnO that was grown in the initial ZnO-inversion and the ZnO-infiltration. Therefore, a ZnO wet-etch would – at this point – result in detachment of the composite. To prevent this, the substrate is first silanized once more. After this, rigid polymer pads can be defined on the glass-substrate. These are written such that they extend over the edge of the composite, thus clamping it to the glass substrate. Now, an HCl-etch removes the ZnO from the composite selectively, resulting in a double-inverted TiO$_2$-woodpile with smaller rods than the original polymer template. The zoom of the cut across the composite shows the ZnO (blue) that was reinfiltrated into the ZnO inverse woodpile (blue as well) and the TiO$_2$ (purple). The black line delimits the ZnO-films grown in the two ZnO-ALD steps. Adapted from Reference [108].
120 s of purge time. Since the air channels get narrower due to the ongoing deposition of TiO$_2$ their aspect ratio quickly approaches infinity. Therefore it would be desirable to also increase the residence time of the precursors inside the ALD chamber allowing more time for transport of the precursors into the channels. However, purge Argon-gas is continuously flowing into the chamber at a flow rate of 20 sccm while the precursors are held in the chamber, thus increasing the pressure inside the chamber. After approximately 110 s the O-Ring used to seal the chamber is not working reliably anymore due to a lack of compression. Also, longer residence times are not desirable for the thermal stability during the coating process since the increase in pressure increases the heat transfer from the heated substrate to the unheated cover of the ALD reactor. Within 110 s this effect amounts to a 4 °C temperature variation of the heated part of the body of the ALD reactor as measured by a thermocouple built into the outer part of the body.\textsuperscript{3}

Since the ZnO grown during the reinfiltration covered those sites on the glass substrate that were originally occupied by the polymer woodpile, the TiO$_2$-woodpile grown by ALD will not be attached to the glass-substrate but rests on a thin ZnO-layer.

Once that the ZnO-reinfiltration and TiO$_2$-ALD are finished, the TiO$_2$-ZnO-composite is again enclosed in a TiO$_2$-ZnO-shell that needs to be removed before the ZnO-backbone can be removed selectively. TiO$_2$ can be etched directionally by employing a variation of a reactive ion etching process based on CHF$_3$ and Ar originally developed for the RIE of SiO$_2$ by Oxford Plasma Technology, Inc. The process uses a flow of 38 sccm argon, 12 sccm CHF$_3$, works at a pressure of 30 mTorr, and uses a forwarded power of 200 W. In this thesis an Oxford Plasmalab 80 plus was used. With this machine, the process left visible residues on the sample surface that could neither be removed by an Oxygen-plasma nor by a dip in piranha-solution. Changing from CHF$_3$ to SF$_6$ as the fluorine-providing species it was possible to etch the TiO$_2$ without residue. The etch rate was not entirely reproducible, but on the order of 20 nm/min.

To remove the layer of ZnO deposited on the glass during the reinfiltration, the same process as outlined above is employed. However, the ZnO-layer that the sample is resting on is not removed at the places where it is protected from the directional etching steps by the woodpile. Before it is removed together with the ZnO-backbone, the following step is introduced to prevent detachment of the TiO$_2$-woodpile and the glass-substrate due to dissolution of the ZnO-layer that connects them: After another silanisation of the samples, polymer pads adhering to the exposed glass-substrate and extending over the edge of the TiO$_2$-ZnO composite are produced by STED-DLW. These pads clamp the TiO$_2$-woodpile to the glass substrate even after the ZnO-Backbone has been removed.

As outlined above, we produced the woodpiles in series of varied writing parameters

\textsuperscript{3}The remaining process parameters for the ZnO and TiO$_2$ ALD were as follows: 110 s exposure and 120 s purge time for the ZnO-ALD under a constant flow of 20 sccm argon. For the TiO$_2$ ALD, all reactor parts except for the substrate heater were heated to 150 °C. For the methods of precursor delivery see Chapter 3.
5.2 Implementation of the titania double-inversion

and sorted and processed them according to their estimated geometries. As there are usually several different woodpiles produced on a single glass substrate, this necessitated cutting the glass substrates into small pieces. Due to their small size, these pieces were not compatible with the STED-DLW setup anymore so that we had to glue the pieces upside down onto a 20 µm thick spacer on top of a regular glass substrate. We then infiltrated photoresist between the 2 glass pieces. This way, the woodpiles are close enough to the glass substrate that STED-DLW is possible.

Finally, the ZnO is removed from the TiO$_2$-ZnO-composite using a dip in 0.5% HCl for approximately 5 minutes.
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In the last chapters I described how a combination of STED-DLW, ALD and selective etch processes can be used to fabricate a titania woodpile that, according to theory, should have a complete photonic bandgap. In this chapter, I will present one sample, named FSL2123, that was obtained with this approach, describe the experiments I performed on it, compare the results to theoretical predictions and finally see that the experiments are in good agreement with the theoretical predictions for a complete photonic bandgap. In the end, we will therefore be able to confidently conclude to have produced the first photonic crystal with a complete photonic bandgap in the visible part of the electromagnetic spectrum. Another photonic crystal, named FSL2124 was produced whose optical transmission spectrum suggests that it has a complete photonic bandgap and that it is almost identical to FSL2123. Its spectra are shown in appendix 2. The proof that it has a complete photonic bandgap cannot be made without damaging it, which we decided not to do. Here, I therefore only discuss the sample FSL2123.

6.1 Description of the sample

In this chapter I will discuss experiments on the photonic crystal FSL2123 that has a complete photonic bandgap in the visible. Figure 6.1a,b shows optical micrographs of this crystal. The polymer pads used to attach it to the glass substrate are visible. In panel b, the site of the focused ion-beam (FIB) cut shown in panels c and d is visible as well. The FIB-cut will be discussed completely in connection with the theoretical modeling. Here, I would like to point out that the rod width is \( w = 103 \, \text{nm} \), and the rod height is \( h = 174 \, \text{nm} \), this means that the ZnO-reinfiltration changed the dimensions of this woodpile as indicated by the lines show in Figure 5.3. At this point I would also like to say that the crystal is homogeneous in the centre judged by the microscopy images and the FIB-cut. The woodpiles have intentionally been produced with a rectangular footprint of 70 \( \mu \text{m} \) by 135 \( \mu \text{m} \) such that they still have a projected cross-section of approximately 70 \( \mu \text{m} \) by 70 \( \mu \text{m} \) when tilted by 60° as done during the optical experiments discussed below. However, as discussed in Chapter 5, the woodpiles have a tapered edge, resulting in an effectively useful footprint of 10 \( \mu \text{m} \) less in every direction.
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Figure 6.1: Sample FSL2123. a) Optical micrograph of the sample in transmission. b) optical micrograph of the same sample in reflection. The site of the focused ion beam (FIB) cut shown in c),d) is visible. The inset shows the top surface of the woodpile. It is slightly damaged due to the dry-etching process but shows that the woodpile is terminated by rods parallel to its short side. c) Close-up of the titania rods in the woodpile. The rod distance \( a = 310 \text{ nm} \), axial lattice constant \( c = 416 \text{ nm} \), rod width \( w = 103 \text{ nm} \), and the rod height \( h = 174 \text{ nm} \) are indicated. The viewing angle is 54°. d) overview of the cut surface. Scalebars in c) and d): 200 nm and 1 \( \mu \text{m} \). Panels c and d are adapted from Reference [108].

6.2 Setup for angle- and polarisation-resolved transmission spectroscopy

As discussed in Chapter 2, a photonic crystal with a complete photonic bandgap will exhibit a vanishing transmission for incident light with frequencies inside the photonic bandgap irrespective of the angle of incidence and polarisation. I systematically screened all photonic crystals for this criterion using an adaption of a home-built setup originally built by Markus Deubel. [111] It is shown in Figure 6.2. In this setup, light from a glass fibre is collimated by lens L1, passed through a polarizer and collected by microscope objective O1 which focuses it on the sample which rests on a rotation stage. There is an aperture centered in front of the objective O1 that, when closed to the minimum open diameter, limits the spread of incidence angles of the light cone focused onto the sample to 5° half-opening angle. The transmitted light is collected by objective O2 and imaged by a second lens L2 onto an intermediate image plane. In this intermediate image plane there is an aperture A1. Using the kinematic mirror M2, the intermediate image plane can be imaged onto a camera using lenses L3 and
L5 in order to control the sample alignment and position of the aperture A1 with respect to the woodpile under consideration. If M2 is removed the light is collected by lens L4 and imaged onto a 200 µm core-diameter glass-fibre which guides it to an optical spectra analyzer (OSA).

Figure 6.2: Setup for angle- and polarisation-resolved transmission spectroscopy on woodpile photonic crystals. L1: Lens, \( f = 25.2 \text{ mm} \). Polarizer: Glan-Thompson polariser. O1, O2: Zeiss Achromplan LD 20x objectives, NA=0.4, \( f = 8 \text{ mm} \) with circular apertures attached. L2, L3: Lenses, \( f = 150 \text{ mm} \). L4: Microscope objective lens, \( f = 16.5 \text{ mm} \). L5: Lens, \( f = 500 \text{ mm} \). L6: Lens, \( f = 150 \text{ mm} \). A1: Rectangular knife-edge aperture. The effective numerical aperture of O1 can be reduced to 0.088 if the circular aperture in front of it is closed to its minimum diameter of 1.4 mm. Adapted from Reference [9].

Light passing the photonic crystal can undergo Bragg diffraction from the periodic lattice. In order to allow for a meaningful comparison with calculated spectra it is necessary to know which diffraction orders have been collected. After passing the objective O2 light that was diffracted will not be centered on the optical axis, but will propagate parallel to it. In order to collect only the undiffracted light the aperture behind objective O2 can be closed until only the central beam is collected. The presence of diffracted orders can be checked for by using the kinematic mirror M1. If this mirror is inserted into the setup, the diffracted orders can easily be discerned from the central beam on the screen after lens L6. The aperture of objective O2 can then be closed until they disappear.

As a light source, we used the plasma driven light source EQ99-FC by Energetiq, Inc.. In this light source, a plasma is struck inside a glass bulb containing Xenon and is then maintained via heating by a 20 W laser focused onto it. A sphere of approximately 100 µm radius is heated to 15000 K this way. The emission spectrum of the Xenon-plasma is approximately that of a 15000 K hot black body in the visible part of the spectrum with a correspondingly high spectral power density. Since a lot of light is lost in the setup due to the aperture in front of the first microscope...
objective and due to the size of the sample investigated, the use of a high-brightness lamp was necessary to still be able to reliably detect the low transmission expected for light with frequencies inside the stopbands and the complete photonic bandgap. The minimum of transmission that we could reliably determine with this setup was $2 \cdot 10^{-4}$. The quality of the optical image obtained by the camera deteriorates for angles approaching $60^\circ$. I therefore set a small enough aperture (approx. 20 $\mu$m by 20 $\mu$m) in the image plane to be sure to only measure the bulk of the photonic crystal and not its edges. All transmission spectra of woodpiles shown in the remainder of this chapter have been normalized to the transmission of the bare glass substrate at the same aperture, angle of incidence and polarisation.

### 6.3 Experimental results and comparison to theory

The middle column of Figure 6.3 shows the angle-resolved transmission spectra of the sample shown in Figure 6.1 for s- and p-polarisation for wavelengths between 500 nm and 850 nm on a colour scale. A pronounced suppression of transmission exists for all angles and polarisations. If one takes 1% as the minimum transmission that is compatible with the existence of a stopband for a certain angle of incidence, the measured overlap of all stopbands spans from 686.3 nm to 706.7 nm. This range is then the experimental upper boundary for the complete photonic bandgap we are looking for. The spectra which limit this range are those at $30^\circ$ and $60^\circ$ for p-polarised incident light. These are shown in the left column of Figure 6.3 together with the normal incidence spectra for s- and p-polarisation. Comparing the normal incidence spectra in s- and p-polarisation, we see that there is a marked difference of transmission for the two polarisations, in accordance with theory (see below). This is a further indicator of the high structural quality of the samples. Notably, the minimum observable transmission of $2 \cdot 10^{-4}$ is also reached for every angle of incidence and every polarisation.

Since our measurements cover neither all internal directions of propagation nor all external angles of incidence, we expect the complete photonic bandgap to be smaller than this experimental boundary. A comparison to theoretical predictions therefore seems necessary to convincingly establish the existence of a complete photonic bandgap. The results of simulations performed by Thomas Zebrowski using the $S$-matrix code of Prof. Kurt Busch’s group [112–115] are shown in the right column of Figure 6.3. The basis for these calculations are the geometrical parameters of the woodpile, the measured refractive index of titania (see Chapter 3) and the void filling fraction (see Chapter 5). The calculations also take the dispersion of the real part of the titania refractive index into account. An imaginary part of the titania refractive index is taken into account as well, but in order to account for scattering from fabrication imperfections, it is taken heuristically as $\text{Im}(n_{\text{titania}}) = 7500 \text{nm}^2 \cdot \lambda^{-2}$. Since the physical reason for incorporating this heuristic imaginary part of the refractive index is scattering, it might be surprising that we have chosen a $\lambda^{-2}$-dependence. Koenderik and Vos have, however, shown in Reference [116] that scattering from irregularities in photonic crystals follows this dependence, instead of the $\lambda^{-4}$-dependence expected.
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Figure 6.3: Angle- and polarisation-resolved transmission spectra of the woodpile photonic crystal shown in Figure 6.1. Left column: Line plots of the transmission for s- and p-polarised incident light (top and bottom, respectively) on a logarithmic scale. Middle column: Spectra for all angles and polarisations shown on a colour scale. Right column: Corresponding calculated spectra using the geometric parameters from the FIB cut and the measured material parameters of titania as described in the text. All colour plots are displayed using the same logarithmic colour scale which cuts off at $T = 10^{-3}$. The dashed lines delimit the wavelength interval in which $T < 1\%$ for all polarisations and angles of incidence. This interval is limited by the stopbands for p-polarisation under $30^\circ$ and $60^\circ$ angles of incidence.

from Rayleigh-scattering. The calculations also take the correct surface termination and number of layers (33 layers) in the stacking direction of the woodpile into account. The woodpile is considered to be infinitely extended in the lateral directions.

The geometrical parameters for the calculations are taken from the FIB cut as indicated in Figure 6.1: They are rod distance $a = 310\, \text{nm}$, axial lattice constant $c = 416\, \text{nm}$, rod width $w = 103\, \text{nm}$, and rod height $h = 174\, \text{nm}$, which agrees well
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with the actual dimensions of the sample as this FIB-cut shows the rods at their points of narrowest cross-section. Since the theoretical prediction for the transmission and the experimental data match well, we are confident that these geometrical and optical parameters represent a good description of the woodpile. We are therefore confident that a photonic band structure calculation using the same parameters will also yield the actual photonic band structure of the woodpile we produced. This band structure is shown in Figure 6.4 together with the Brillouin zone for this particular case of the centered tetragonal geometry.

Using the software package MIT Photonic Bands (MPB), we can also compute the photonic density of states. To do this, we can approximate the density of states \( \rho(\omega) \) by the number of states in a certain frequency interval as follows:

\[
\rho(\omega) = \frac{dn}{d\omega} = \sum_i \frac{d}{d\omega} \int d^3k \delta(\omega - \omega_{i,k})
\]

\( \approx \) \( \frac{\Delta n}{\Delta \omega} \) \( \sum_i \int d^3k \Theta(\omega + \Delta \omega/2 - \omega_{i,k}) \cdot \Theta(\omega_{i,k} - \Delta \omega/2 - \omega) \)

\( \approx \sum_k \sum \Delta k^3 \Theta(\omega + \Delta \omega/2 - \omega_{i,k}) \cdot \Theta(\omega_{i,k} - \Delta \omega/2 - \omega) \)

Here, \( \Delta n \) is the number of states in the frequency interval \([\omega - \Delta \omega, \omega + \Delta \omega]\) and \( \Delta k \) is the volume element in reciprocal space over which the integral \( \int d^3k \) is discretized. For the density of states shown in Figure 6.4, the reciprocal space was discretized in 50 steps of size \( \Delta k_x = \Delta k_y = 2\pi/(50 \cdot a_{fcc}) \) along the \( k_x \)- and \( k_y \)-direction and in 50 steps of size \( \Delta k_z = 2\pi/(0.949 \cdot 50 \cdot a_{fcc}) \) along the \( k_z \)-direction to account for the compression of the lattice with respect to the fcc geometry that corresponds to the axial lattice constant of 416 nm. 32,830 points of this grid lie in the irreducible Brillouin zone. For these points, I computed all bands up to frequencies corresponding to 500 nm wavelength and used this data to evaluate equation 6.4. Since the volume of the irreducible Brillouin zone is is one 16th of the volume of the whole Brillouin zone, this corresponds to a calculation for 381,280 points in the Brillouin zone.

The band structure calculations along the high-symmetry lines and the one on the whole Brillouin zone show that in the frequency range between 424 THz and 431 THz no modes of the electromagnetic field exist inside the photonic crystal. This frequency range, which corresponds to the wavelengths between 707 nm and 696 nm, is completely inside the visible part of the electromagnetic spectrum. Neither the website of the National Institute of Standards nor that of the Physikalisch-Technische Bundesanstalt give an official definition for the extent of visible spectrum that one could use to substantiate this claim. However, the visible spectrum is usually considered to extend up to wavelengths of 750 nm, sometimes even up to 780 nm. Wikipedia
6.3 Experimental results and comparison to theory

Figure 6.4: A complete photonic bandgap for visible light. Left: Section of the band structure of a woodpile along the path shown in the inset. The woodpile has the rod dimensions $w = 103\,\text{nm}$, and $h = 174\,\text{nm}$, a rod distance of $a = 310\,\text{nm}$ and an axial lattice constant of $c = 416\,\text{nm}$, i.e., the dimensions taken from the FIB-cut in Figure 6.1c. The permittivity of the woodpile rods is $\epsilon = 5.33$, derived as discussed in the text from the measured properties of titania films grown under precisely the same conditions as those under which the woodpile was fabricated. Right: The photonic density of states of this photonic crystal (blue) and that in a bulk material with a permittivity of $\epsilon = 5.33$ (green) evaluated on a grid of 381,280 points in the Brillouin zone. As on the left side, the frequency region between 424 THz and 431 THz does not contain any modes. This interval corresponds to the wavelengths between 707 nm and 696 nm.
defines the colour red as belonging to the wavelength range 620 to 740 nm. Therefore, the woodpile FSL2123

- that is considered in Figure 6.4,
- whose measured and calculated transmission agree well as shown in Figure 6.3,
- and SEM images of which are shown in Figure 6.1c,d, confirming the validity of the theoretical modelling,
- that looks homogeneous as judged by the visible light optical micrographs in Figure 6.1a,b, and
- that has been produced in a process thoroughly trimmed at the highest attainable precision and freedom from defects as discussed in Chapter 5, and
- whose rods are composed of titania whose permittivity is known from ellipsometry measurements on material grown during the same process that the woodpile was made with

is the first reported complete photonic bandgap material for visible light.

6.4 Outlook: Angle-resolved photon emission spectroscopy

In order to further test whether the description of this sample in terms of a photonic band structure is adequate, we can perform the following experiment using the setup shown in Figure 6.5: Here, the photonic crystal is irradiated with light from a continuous wave laser which excites emitters that happen to be embedded into it. The fluorescence is collected using the objective of an inverted microscope. If the photonic crystal is at the focus of the objective, the electric field distribution at the back focal plane for a given frequency is the fourier-transform of the wave-vector distribution before entering the objective and thus of the distribution of propagation directions, which we expect to be highly anisotropic due to the band structure. The lenses L1 and L2 create an image of the back focal plane at a plane outside of the inverted microscope. By scanning the end of a glass fiber across the image and detecting the light coupled into the fibre, it is possible to record the intensity distribution in the back focal plane. The spatial resolution is then given by the fiber’s core diameter. If one uses a grating spectrometer with an attached CCD camera, it is even possible to do this for many frequencies simultaneously.1

1 Another, long sought-after, hallmark of a complete photonic bandgap was the inhibition of spontaneous emission by an emitter or even a non-markovian radiative decay. In principle, these experiments can be performed with our photonic crystals as well. Since the gap is comparably small, however, the already stringent requirements for an emitter in such an experiment are aggravated by the additional requirement that its spectrum must be narrower than the size of the gap. Ruby, argon and the vapors of bromine and iodine have narrow emission lines in the spectral range of interest. Ruby could be introduced into the crystals as a nanoparticle or possibly even grown as a thin film by ALD. Unfortunately, the glass substrate the crystals rest fluoresces in a way that is undiscernible from the ruby fluorescence.
Figure 6.5: Setup for angle-resolved photon emission spectroscopy on photonic crystals. The sample (purple) is mounted on the stage of an inverted microscope in the focus of a microscope objective O with a numerical aperture of 1.4 and irradiated by a continuous wave, frequency-doubled Nd:YAG laser with a wavelength of 532 nm. The titania the rods are made of absorbs some of this light and undergoes fluorescence. The fluorescence spectrum of bulk titania is broad and redshifted with respect to the excitation laser. The excited titania then couples to regions of the band structure in which the shape of the isofrequency surfaces deviates strongly from a sphere, resulting in anisotropic emission. The fluorescence photons are collected with the microscope objective O. The tube lens L1 of the microscope and the lens L2 image the back focal plane of the objective into a plane in which it can be scanned with a fiber with a core diameter of 100 µm. The image of the back focal plane contains information about the direction of emission as described in the text. WP is a quarter wave plate that is installed in the microscope and BS is a beamsplitter.
As I will now show, the thus-recorded intensity distribution for a given frequency \( f \) is intimately connected to the band structure. Specifically, it is a measure of the projection of the isofrequency surface \( \omega(k) = 2\pi f \) onto the plane of wavevectors lying parallel to the glass-photonic-crystal interface. Consider an excited emitter in the photonic crystal with the emission frequency \( f = \omega / 2\pi \). It couples to Bloch modes of frequency \( f \) that have non-zero field strength at the location of the emitter. Both the photonic crystal and the homogeneous media (glass being the relevant case here) surrounding it are invariant under lattice translations that are parallel to the crystal-medium interface. The conserved quantity associated to this symmetry is the wavevector component \( k_{||} \) parallel to the interface (modulo reciprocal lattice vectors \( \mathbf{G} \) that are parallel to the interface). We know therefore that for the frequency \( f \), only those electromagnetic waves in the homogeneous media for which

\[
k_{B,||} = k_{\text{glass},||} = \sqrt{\left(\frac{2\pi nf}{c}\right)^2 - k_{z,\text{glass}}^2}
\]  

(6.5)

holds can be excited by a Bloch mode. Here, \( n \) is the refractive index of the glass substrate, \( c \) is the speed of light in vacuum, \( k_{z,\text{glass}} \) is the wavevector component of the emitted light that is normal to glass interface and \( k_{B,||}, k_{\text{glass},||} \) are the wavevector components of the Bloch mode and the electromagnetic wave propagating in the glass, respectively. It is therefore possible to sample whether an excited Bloch mode with frequency \( f \) and wavevector component \( k_{B,||} \) couples to an electromagnetic mode in the glass. This means to measure the projection of a cut of the band structure at frequency \( f \) (an isofrequency surface) onto the plane of wavevectors parallel to the interface. I will refer to this quantity as the projected band structure \( p_{\omega=2\pi f}(k_{B,||}) \). It can be written as

\[
p_{\omega}(k_{B,||}) = \sum_j \int dk_z \delta \left( \omega - \omega_j(k_{B,||}, k_z) \right)
\]  

(6.6)

where the index \( j \) is the band index. The projected band structure is similar to the density of states, in that it gives the number of states having a certain frequency and a certain wavevector component \( k_{B,||} \) parallel to the interface. In accordance with the definition in equation 6.6 it has the unit \( \text{Hz}^{-1}\text{m}^{-1} \). One can compute \( p_{\omega}(k_{B,||}) \) from a dense discretisation of the band structure using the procedure described above for the density of states.

The method of measuring \( p_{\omega}(k_{B,||}) \) which I outline here has the following limitations:

1. Bloch modes with wavevectors for which \( k_{B,||} > \frac{2\pi nf}{c} \) holds will not be able to excite propagating modes in the medium at the interface.

2. Without knowledge of the field distribution \( \mathbf{H}_{j,k} \) for a given mode it is not possible to say if a mode will couple to modes in the medium, even if \( k_{B,||} \) can be conserved.
3. Points in the image of the back focal plane cannot be assigned unambiguously to $k_{B,\|}$. It is only possible to assign them to $k_{B,\|} \pm mG$, where $m$ is an arbitrary integer and $G$ is a reciprocal lattice vector that is parallel to the interface.

The impact of the first point is easily calculated, that of the second point can in principle also be calculated. If this is not done, measuring $p_\omega(k_{B,\|}) = 0$ for a given $f$ and $k_{B,\|}$ does not prove that no mode exists for these parameters but only that no mode coupling to modes in the glass substrate exists. Even with this in mind, a measurement of $p_\omega(k_{B,\|})$ can, of course, not be used to definitely prove that a photonic crystal has the band structure underlying the calculation. It can, however, be used to exclude those band structures whose projected $p_\omega(k_{B,\|})$ is known to be in disagreement with the measured $p_\omega(k_{B,\|})$.

In our case, the emitters are the titanium-dioxide rods of the woodpile which are excited via a one-photon absorption process and the fluorescence is collected with a microscope objective with a numerical aperture (NA) equal to 1.4. This implies the following for the measured intensity distribution:

1. Only those modes for which $k_{B,\|} \leq \text{NA} \cdot \frac{2\pi f}{c}$ is satisfied will be collected.

2. Since the emitters are localized in the dielectric, their coupling strength to a given mode will depend on the field strength of that mode in the dielectric.

3. Titania rods at and near the surface as well as titania rods in the bulk of the photonic crystal will be excited and contribute to the detected fluorescence.

Again, the first point is easily evaluated. A quantitative evaluation of the second point requires the knowledge of the field distributions of the modes. However, as a rule of thumb, we expect the coupling to be most efficient to the modes in the first and second band of the photonic crystal since these modes are more strongly localized in the dielectric than those in the third and fourth band. The impact of the third point can not be quantified from the band structure or the field distributions obtained in the framework describes in Chapter 2 because there, an infinite crystal is assumed. For a quantification it would be necessary to have knowledge about the states of the electromagnetic field at the interface of the photonic crystal. One way to eliminate the contribution of the emitters at the surface would be to excite the titania rods via two-photon absorption. We tested whether this is possible with the pulsed titanium-sapphire laser used as the writing laser in our STED-DLW setup. While it is possible to excite fluorescence with this excitation, a test titania woodpile bleached and took irreversible damage that was visible under the microscope.

With all this in mind, let us take a look at the outcome of the experiment I just outlined. Figure 6.6 shows $p_\omega(k_{B,\|})$ measured for nine different frequencies after the FIB cut on the sample FSL2123 and the calculated map of $p_\omega(k_{B,\|})$ using the same discretisation as for the density of states. The excited area is approximately 20 µm wide. All measured and all calculated colour plots use the same colour scale, except the calculated one for 696 nm. Here, the values have been multiplied by 3.5 for ease of viewing. The yellow circle in the right column indicates those wavevectors $k_{B,\|}$
Figure 6.6: Angel resolved photon emission spectra of FSL212₃ and corresponding calculations. Description in the main text.
that are accessible with our setup. The \(k_x-k_y\)-plane is the plane in reciprocal space that contains the wavevectors parallel to the interface. Its intersection with the edge of the first Brillouin zone (see inset) is indicated in orange and some points of high symmetry or their projections onto the \(k_x-k_y\)-plane are indicated in red. The size of the discretisation in reciprocal space corresponds to a value of \(\Delta k_z = 2\pi/(50\cdot0.949\cdota_{fcc}) = 3.021 \times 10^5 \text{ m}^{-1}\).

In the measurement column, the recorded images of the back focal plane at the indicated wavelength are shown. This means that the colour of one pixel in the images shown in 6.6 gives the counts that were collected at the wavelength indicated during the time in which the end of the fibre was held at that pixel of the image. The red spot in the center of the picture is most likely due to light from the excitation laser that was reflected either at the waveplate WP or at the glass-crystal interface and passed though the beamsplitter BS (see Figure 6.5). This light could still cause measurable fluorescence in the fibre used to scan the image plane. I will therefore disregard this spot for the rest of the discussion.

For the interpretation of the measurements I will assume that the circular aperture that is visible in the measured images corresponds to the full extent of the yellow circle of accessible states in the right column. As outlined above, it is the field distribution associated with a Bloch mode that determines how strongly it couples both to the emitter and to modes in the substrate. Therefore, I will refrain from a quantitative comparison at this point and focus on qualitative features of theory and measurement.

The first thing we see is that the directions of emission predicted by theory are present in the measurements, but they are broadened with respect to the prediction based on the band structure. We also note that for frequencies inside the complete photonic bandgap, light is still detected in the image plane. As discussed above, this is not utterly surprising since the surface of the photonic crystal is excited as well as the bulk.

There is also a contribution to the signal that is not explained by the calculated \(p_{\omega}\):

The predicted emission features are smeared out spatially in the image plane as well as spectrally – both of the fourfold rotationally symmetric features predicted by theory for the air band and the dielectric band are discernible at the side of the bandgap they are not predicted at. For the air band, the predicted feature is the 4 circle-like spots at the projection of the L-points for \(\lambda \leq 697\ \text{nm}\). For the dielectric band it is the feature that can be described as cross-like at \(\lambda = 780\ \text{nm}\) and that develops a hole in the middle as \(\lambda\) approaches 720 nm. The cross (the four circles) should be visible exclusively at wavelengths below (above) the bandgap for a perfect, bulk photonic crystal with the band structure discussed in Figure 6.4. This spectral smearing out of the features might be caused by the above-mentioned emitters at the surface of the crystal. Also, the crystal might be damaged by the FIB cut.

In any case, an indicator of quality is the fact that the fourfold symmetry is well maintained in the experiment both for wavelengths in the air- and in the dielectric band. In previous experiments that investigated emission from quantum dots from three-dimensional opaline photonic crystal samples [29] or the diffusive transport of light through opaline samples [31,117], no breaking of the rotational symmetry by the
A complete photonic bandgap material for visible light sample was demonstrated. The reasons cited for this were the polycrystallinity of the samples under investigation and the presence of defects, especially near the surface. This encourages me to claim that the photonic crystal made by us is a photonic single-crystal, as one would also have expected from the fabrication method and the optical and SEM micrographs.

The angle-resolved measurement of fluorescence outlined here has some similarity to the method of angle resolved photoelectron spectroscopy. The latter is a standard method to investigate electronic band structures by measuring the angular distribution of electrons exiting the sample upon irradiation with ultraviolet light. [118] It allows the direct measure of the electronic band structure if one assumes that absorption of an ultraviolet photon creates a free electron inside the crystal. This assumption allows for the determination of the electron’s wavevector component perpendicular to the interface. I currently do not see a valid analogon to this assumption in the study of photonic band structures by angle-resolved photon emission spectroscopy. If a method or valid assumption to determine this missing wavevector component were to be found, the amount of information about the photonic band structure that can be gathered would greatly increase. In this light, I would like to conclude this chapter by stating that the angle-resolved measurement of photoluminescence of emitters inside high-quality photonic crystals is an interesting method that allows the measurement of quantities that are closely linked to the band structure.
7 Conclusion and outlook

In the field of design there is a statement that “Form follows function”, \textit{i.e.}, that the shape of an object should be deduced from its function. In the design of optical elements such as glass lenses this is especially true since, given a particular glass, form is inherently linked to function. Thus, what is a guideline in normal design is a constraint in optical design. With the work shown in this thesis I tried to alleviate this constraint by providing tailored optical materials.

The general approach taken for this was to exploit the effect of defining a structure and a material at the scale of one wavelength or smaller. Since I was treating optical materials, this implied three-dimensional structures with sizes on the order of a micrometer, even considerably smaller in some cases.

As I outlined in Chapter 3, direct laser writing (DLW) and its resolution-enhanced version stimulated emission depletion DLW (STED-DLW) are methods of choice for structuring a polymer in three dimensions. DLW allows for the formation of almost arbitrary shapes by exploiting a polymerisation reaction driven by two-photon absorption of the photoinitiator. As I also outlined, the resolution achievable with DLW is not sufficient for the creation of the samples discussed in Chapter 6. Luckily, STED-DLW was able to provide a sufficient resolution by combining the two-photon absorption process with photodeactivation of excited photoinitiator molecules. Thus, it was possible to define the desired geometries.

The approach taken to define a material was atomic layer deposition (ALD). This method deposits films conformally, \textit{i.e.}, it will cover surfaces of any shape with a film of homogeneous thickness. This quality makes it the method of choice for working with three-dimensional templates. As I discussed in Chapter 3, the conformality of a film grown by an ideal ALD process is the result of growing the film chemically from a reaction between the vapors of two precursors. A conformal film growth mode can be ensured if the chemical reaction can be split up into two half reactions. Both of these reactions have to be able to take place at the surface of the growing film where they also have to be selfterminating. A surface that is exposed to the first precursor will then become reactive to the second, and \textit{vice versa}. Sequential exposure of the sample surface to the precursors, while maintaining a strict separation of the precursors in the gas phase, then results in the desired conformal film growth that is substrate limited and independent of all other parameters. With such a deposition scheme, it is possible to allow a theoretically unlimited amount of time for the precursors to reach every part of an arbitrarily shaped polymer structure. Most precursors that are available behave less than ideally though and since this behaviour originates from the properties of the precursor molecule, it cannot be easily controlled or compensated with the means
provided by an ALD reactor. I therefore also discussed some effects and mechanism of precursor non-idealities and how they can be reduced to a minimum under the constraints imposed by the applications we had in mind and the apparatus we used. For the case of titanium dioxide ALD, I undertook a detailed survey of precursors and ALD process parameters, based both on literature and my own experiments. With the application of photonic crystals in mind, I also optimized the process parameters. The goal here was reproducibility and to obtain high refractive index titanium dioxide films. The optimum refractive index was achieved for the precursor combination of titanium isopropoxide and hydrogen peroxide grown at 250 °C. These films are at least in parts composed of the anatase phase of titanium dioxide and have a refractive index of 2.48 at a wavelength of 700 nm, corresponding to a permittivity of $\epsilon = 6.15$.

In Chapter 4, I then turned to the first application dealing with tailored materials. Here, I demonstrated that a combination of the ALD processes for zinc oxide (ZnO) and aluminum oxide can be used to deposit aluminum doped zinc oxide (AZO). Here, the layer-by-layer film growth in ALD offers a conceptually easy way for doping: The dopants are introduced as precursors during film growth and control over the dopant concentration is achieved by controlling the ratio of aluminum- to zinc precursor pulses. As I had previously outlined in Chapter 2, I expected the permittivity of the thus-grown films to be governed by the Drude model. The decisive parameter here is the plasma frequency which depends on the free carrier density that should, in turn, be proportional to the dopant concentration. A systematic investigation of AZO films doped to varying degrees showed that the aluminum concentration in the films is indeed proportional to the ratio of precursor pulses. Also, the plasma frequency depends on this ratio as expected up to a ratio of 1 aluminum precursor pulse per 12 zinc precursor pulses. The range of plasma frequencies that is covered this way spans more than one octave, corresponding to frequencies between 400 THz and 150 THz. With a view to applications of AZO in three-dimensional metamaterials, I demonstrated that AZO-ALD yields smooth, conformal films and developed and demonstrated techniques for depositing, patterning and etching this material.

The following Chapter 5 was devoted to a fabrication method for another tailored, three-dimensionally structured material – the woodpile photonic crystal. As I had described in Chapter 2, these materials consist of two dielectrics that are arranged periodically on a lattice. The goal here was to produce a photonic crystal with a band structure tailored such that it has a complete photonic bandgap for visible light. Therefore, the rod distance had to be on the order of 300 nm and one of the two dielectrics needed to have a permittivity of the order of $\epsilon = 5.5$, while the other material had to be air. Because of the small rod distance, the lattice had to be defined by STED-DLW and the polymer needed to be replaced with titanium dioxide (TiO$_2$). The need to write large, high quality polymer templates brought up some challenges that are not usually encountered in STED-DLW if the sample size is small or if the need for precision is relaxed.

One disturbing influence to be eliminated was the influence of temperature on the
distance between the focusing optics and the sample. During the process optimization we found out that within 20 minutes, this distance can change by up to 40 nm. This translates directly into an equally large error in the fabricated polymer template. We were able to track this drift and were thus able to compensate it. With this measure in place, the writing time for one polymer template was 7 hours. On this time scale, mechanical drifts of the optical components of the setup become important as well. These lead to a misalignment of the two foci used for STED-DLW with respect to each other and, thus, a variation of the effective exposure dose. It was possible to correct for this effect as well after the writing procedure had been adapted to include automated measurements of the foci.

The conversion of the polymer template to TiO$_2$ using a double-inversion process was a materials processing challenge that, in the end, was overcome by us. Having the adaption of a double-inversion (DI) procedure previously developed for silicon in mind, it was, evidently, necessary to find an ALD precursor for TiO$_2$. However, changing only the final material of the DI was not possible. The reason for this is the necessity to be able to etch it selectively against the intermediate material. This is not the case if one uses the intermediate material known from silicon DI. Thus, with new final and intermediate materials, a whole new set of material processing steps needed to be found. For a successful DI to be possible I had to implement a ZnO ALD step, use a novel sputtering procedure to dry-etch the ZnO, adapt the calcination procedure for removal of the polymer to the constraints imposed by ZnO, find a TiO$_2$ precursor suited for long residence times at high enough temperatures to yield high refractive index material, and find a wet-etch method which etches ZnO but leaves TiO$_2$ untouched.

The TiO$_2$-based photonic crystals produced this way have comparably small bandgaps. Hence, the impact of unfilled inclusions that are produced by a double-inversion procedure based on conformal coatings needed to be considered more carefully than in the case of silicon DI, as well. I found that they have a non-negligible impact on whether a complete photonic bandgap can be formed and that for most geometries that can be defined using STED-DLW alone, no bandgap exists after double-inversion into TiO$_2$. Therefore, a new step was introduced into the DI procedure: By infiltrating the ZnO inverse of the polymer template conformally with ZnO by ALD before the TiO$_2$ ALD step, the rod dimensions of the final TiO$_2$ woodpile were changed. This results in a complete photonic bandgap if the amount of ZnO is chosen correctly. The optimum amount is dependent on the dimensions of the template. Hence, a non-destructive system needed to be devised that allows for a reliable estimate of the polymer template dimensions. After the ZnO-reinfiltration step by ALD all surfaces of the sample are covered with ZnO. Thus, the TiO$_2$ grown by ALD will grow on ZnO exclusively. Then it will not be attached to the substrate anymore after removal of the ZnO. Therefore, a mechanical clamp on every woodpile was defined by STED-DLW right before the ZnO was removed.

Once this process was developed, titania woodpiles were produced and their angle- and polarisation resolved transmission spectra were measured as described in Chapter
6. One sample whose transmission spectra were compatible with a complete photonic bandgap was cut open with a focused ion beam (FIB). We took the dimensions taken from the FIB cut and the measured material properties of TiO$_2$ as inputs for calculations corresponding to the spectra we had measured. Theory and experiment matched well, reassuring us that the computed photonic band structure for the exact same parameters would present a meaningful description of the sample. The band structure had a complete photonic bandgap between 696 and 707 nm. By this detailed and thorough characterisation and modeling we have confidence in the claim to have produced a photonic crystal that has a complete photonic bandgap for visible light.

With this sample, we were also able to perform an experiment that is a close analogy to angle resolved photoemission spectroscopy, a method used to measure the electronic bandstructure of solids. Here, we exploited the fluorescence emission of the TiO$_2$ composing the woodpile to study the coupling of emitters to the electromagnetic modes inside the crystal. The observed quantity was the angular distribution of emitted light. As outlined in section 6.4, this is closely linked to the photonic band structure. In combination with a thorough theoretical modeling it could potentially yield more information than the angle- and polarisation resolved transmission spectroscopy.

As I have already mentioned, photonic crystals with complete photonic bandgaps can – and have been – realized at microwave and infrared frequencies. Thus, the valid question arises of why one would need to go through all these efforts to make one at visible frequencies. I have two answers to this question. One cannot be quantified or proven, whereas the other one is a technical one: The technical tool box for the visible part of the electromagnetic spectrum is much evolved, making some experiments easier than in other frequency regions. Also, any application of photonic crystals that is related to human perception will necessarily have to work in the visible. However, the envisioned applications of photonic crystals for lighting or perception to date do not specifically ask for a complete photonic bandgap. Therefore, I would like to point out that the visible range has a certain psychological appeal as well.

This leads to my second answer for which I would first like to quote from the November 2012 issue of Nature Materials, a focus issue dedicated to the 25th anniversary of the conception of photonic crystals. The closing sentences of the editorial are “...the realization of truly 3D photonic crystals, particularly at optical wavelengths, has proved persistently challenging owing to the intricacy of periodically nanosculpturing a material in all three spatial dimensions, and at the moment this limits the technological impact of these structures. With continuous advances in the synthesis, fabrication and self-assembly of photonic nanomaterials we can be hopeful that those challenges will eventually be overcome, closing another chapter in what has until now been a success story.”

Also, in the March 2007 issue of Nature Materials, a news and views article reports on a novel fabrication method that might be used to one day create photonic crystals with visible complete photonic bandgaps [44]. In this article, the author states in reference to the birth of the field of photonic crystals, that “...the original goal, a
three-dimensional material with a complete photonic bandgap for visible light, has eluded us." This article was entitled “A view of the future”.

I take that as a pleasant praise for our achievement and as an indication that there is a considerable interest in visible complete photonic bandgap materials in their own right. However, I neither think that it is necessary to close a chapter at this point nor to stop thinking about the future. The photonic crystals developed and the method to produce them will hopefully be only a starting point for future experiments using samples like ours, which are an interesting optical analogue of electronic solid-state physics. For example, the angle resolved fluorescence can be measured using samples that are significantly smaller than those needed for transmission spectroscopy. Smaller samples can be produced with even less imperfections than the ones shown in this thesis, especially since the conformality requirements during the ALD step are relaxed. In addition it would be great to investigate effects of the photonic bandstructure on the decay rate of emitters whose emission frequency lies inside the gap. For this, it will be necessary to transfer the photonic crystals from the glass substrate to a different substrate, which is work-intensive but feasible.

Taking a step back to consider the question of tailored optical materials, the examples of both the doped ZnO and the photonic crystal made by double-inversion have shown that ALD is a suitable tool to impart optical functionality onto a three-dimensional geometry. The outer edges of the range of imaginable permittivities remain uncovered by ALD so far, however: No metal with a plasma frequency in the UV range has been grown in optical quality by ALD so far and neither has any material with a permittivity comparable to that of silicon been grown by ALD.

Still, with the techniques presented in this thesis, the statement “Form follows function” which, in the context of optical design, had to be read more like “Form and function cannot be seperated”, can now be interpreted in a more relaxed manner with the techniques developed in this thesis.
Appendix

1 Silanisation

These 3TMPS-molecules used for the silanisation of glass substrates serve to enhance the adhesion of the written polymer structure. They are composed of a propanyl-backbone that is attached to a trimethoxy-silane-group at one end and to a methacrylic-acid group at the other end. Three methanol-groups linked to a silicon atom form the trimethoxy-silane-group. In the presence of water or hydroxyl groups on a surface, the reactions depicted in Figure 1 take place: This way a surface covered with a high density of hydroxyl groups and traces of adsorbed water can be covered by an interconnected monolayer of 3MPTS. The exposed end of this molecule exhibits the methacrylic-acid functionality. This functionality is also contained in the monomer of the STED-DLW photoresist and used in the laser-driven reaction driving the polymerization. So essentially, one has now chemically bonded a monolayer of photo-resist monomer to the glass substrate, resulting in an excellent adhesion of the exposed photoresist to the glass substrate.

A lot of recipes for silanization of glass can be found in the literature. The silanization needs to yield clean, residue-free glass-substrates that are compatible with STED-DLW, however, and this is not the case for all procedures found in literature. I therefore state the procedure I used:

![Figure 1: Reactions taking place during silanisation of a glass slide with a trimethoxy-silane. a) Trimethoxy-silane molecules chemisorb to the substrate. b) In the presence of water two chemisorbed trimethoxy-silane molecules can link. R denotes the remaining parts of the molecule. In this case it is a propanyl-group whose free end exhibits a methacrylic-acid functionality.](image-url)
Appendix

1. Subject the glass slides to an air plasma for 10 min

2. Immediately after that, quickly dip them in deionized water, then blow-dry thoroughly with nitrogen.

3. Immerse the glass slides in a 1 mmol solution of 3MPTS in water-free toluol. Cover the container with parafilm and leave them for 60 min. It is preferable that the glass slides are kept standing upwards to minimize sedimentation of particulates in the solution.

4. Remove the glass-slides and immediately thoroughly rinse them in water-free toluol, then blow-dry with nitrogen.

Other people have obtained results sufficient for conventional DLW [119, 120], but this procedure has always worked in my case, while others were not reliable. My hypothesis is that residues appearing on the glass-slides after silanization with other methods are due to trace water that is introduced into the silanizing toluol-solution. The water-molecules should be able to react with the silane-groups of 3MPTS and lead to cross-linking. Depending on whether the trace water is solved as an impurity in the toluol or contained in the form of micro-droplets, this should lead either to continuously growing chains of 3MPTS or to micelle-like 3MPTS-shells around water micro-droplets. Both of these could sediment and/or attach to the substrate surface leading to smears.

2 Sample FSL212_4

As mentioned in chapter 6, a similar woodpile to the one discussed there was produced. Unfortunately, it was contaminated with a particle during the direct-laser-writing. Its spectra are shown here in Figure 2. Both samples have been written with identical writing parameters and were double-inverted in the same process. The templates have similar, but not identical FTIR-spectra (the spectrum of FSL212_4 was taken away from the particle). Both samples are not more than 200 µm apart from each other on the same glass substrate so that variations in the process conditions should be minimal. The angle- and polarisation resolved transmissions spectra were taken avoiding the particle as well as possible. They are qualitatively similar to those of FSL212_3, but the wavelength-interval of 1% transmission suppression ranges only from 682 nm to 691 nm. Still, the minimum observable transmission of 2·10^{-4} is reached for every angle of incidence and every polarisation.
Figure 2: Sample FSL212₄. a) The optical appearance of both the polymer template and the double-inverted sample FSL212₄ (right column) is very similar to FSL212₃, the sample discussed in chapter 6 (left column). b) The same holds true for the FTIR transmission spectra of FSL212₃ and FSL212₄. c) The angle- and polarisation resolved transmission spectrum of FSL212₄. A strong suppression of transmission centered around 690 nm is present.
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