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Abstract—We propose a rendezvous scheme based on multi- 1 ° : *

level orthogonal hopping for multi-channel medium access an-
trol protocols. Its benefits compared to random hopping are
higher throughput due to higher rendezvous probability. Further-

more, it offers improved fairness over other orthogonal hoping

schemes.
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I. INTRODUCTION
. . g ig. 1. Rx and Tx channel hopping for random and orthogonadiegvous;
Multi-channel MAC protocols organize and distribute dat% "4, N — 4. The Tx plane shows on-going transmissions, elg—s 2

traffic across multiple channels. Compared to single chianm@notes a link from nodé to node2. The Rx planes show a realization of
MAC protocols they offer increased throughput, especialy home channels of idle nodes, overlaid with transmissions.dlserve that,

networks with a high number of nodes. A class of multif_or orthogonal hoppingidlie nodes do not collide on the Rx plane, but they

can collide with on-going transmissions. E.g., in channesldt 3 (drawn to
channel protocols are parallel rendezvous protocols s8chparspective) the home channel of idle node 1 collides with-= 4”.
SSCH [1] or McMAC [2], that allow simultaneous trans-

mission agreements to improve performance: Each node has

its own home channel hopping sequence, so that multigle Random hopping

connections can be negotiated at the sameltifi@nsmitters  The simplest hopping strategy is random hopping in which
tune to the home channels of their potential receivers {Re next home channel is determined by a pseudo-random
establish a connection. In [3], Mo et al. showed that parajaquence: Each device picks a seed to generate a different
lel rendezvous protocols can achieve higher throughput thgseudo-random hopping sequence.
single rendezvous protocols due to their better scalgbiif-
ferent classes of multi-channel MAC protocols were analyze _
including parallel rendezvous protocols with a random fiogp B. Orthogonal hopping
home channel strategy. With orthogonal hopping, orthogonal sequences are used
Our contribution with this letter is two-fold: First, we con to minimize receiver side collisions. Two sequences=
sider a hopping strategy called multi-level orthogonalgiog  (s1,s2,...) and s’ = (s, s5,...) are said to be orthogonal
[4] as an alternative to random hopping [2], [3] in a multiéff s; # s; for all i = 1,2,.... E.g., assume that the
channel MAC framework and show that its performance Rumber of channels i3/ = 3. Then, two hopping sequences
superior to that of random hopping. Second, we present ttle3,2,1,...) and(3,2,1,2,...) are orthogonal. Obviously,
first detailed evaluation of parallel rendezvous methods the maximum number of orthogonal sequenced/is When
multi-channel MACs, as home channel (receiver side) collibe number of deviced' is less than the number of channels, it
sions were not studied in [3]. is possible to keep the home channels collision-free. Hewev
if N > M, home channels need to be shared. Fig. 1 shows
Il. PARALLEL RENDEZVOUS MULTI-CHANNEL MAC AND @ possible realization for the receive (Rx) and transmit) (Tx
HOPPING STRATEGIES hopping sequences faV = M = 4 with orthogonal and

. dom hopping.
In parallel rendezvous multi-channel MACs, each nngn om hopping

dwells in its home channel when idle. The home channels Pfl) Orthogopal hopping with channel re-use. A ;tralght-
orward solution to share home channels is assigning the sam

nodes are known within a neighborhood, e.g., by attaching a _ .
oeﬁplng sequenceto two or more nodes. We evaluate channel

random seed to each packet that is sent [2]. The home chann . .
re-use hopping for the purpose of comparison.

.Of a.deV|ce can be fixed or hopping based. The first approac ) Multi-level orthogonal hopping: Another method to ad-

is simple but may lead to unbalanced channel utilization L .
ress the limited number of orthogonal codes is orthogonal

unless home channels are carefully selected. Also, packet . : .

. . ! : . opping with multiple sets of orthogonal codes. Each oféhes

interception and jamming are comparatively easy. We thus ; X

Sets can be seen aslayer, stacked up in multiple levels.

limit our focus to synchronized packed based ("slow”) homﬁence a layer comprises’ sequences and any two sequences

channel hopping strategies for parallel rendezvous MAceyThin a layer are orthogonal. E.g., férnodes in3 channels there

find application in networks where robustness and security a

of great Importance. 2"Orthogonal” refers to the Rx (home) hopping sequences tEmsmission

hop sets are always orthogonal. For robust networks, agginlf-iTx hopping

lIn contrast, in single rendezvous MAC protocols, all nodesetmin a is used. McMAC [2] on the other hand does not employ Tx hoppthg
dedicated channel to negotiate transmissions. performance model is the same in both cases.



would be 2 layers, one layer witl8 nodes and another one The conditional probabilities are calculated in the foliog
with 2 nodes. Each layer has an associated pseudo-randimhave j new connections, the following conditions need
sequence. To reduce correlation between layers, all segaerto be met: i) The number of node$ attempting to start a
in a layer are pseudo-randomly permutated in every hop. thansmission should be equal to or larger thaii) the number
this way, collisions are avoided between nodes in the samwife"one-attempt” channel®), i.e., the number of channels
layer — thus keeping the benefits of orthogonal hopping —avhilvhere exactly one device tries to initiate a transmissiaukh
collisions between nodes in different layers are randodiize be at leastj, iii) the number of idle one-attempt channdls
should be larger thap and iv) the number of idle receivers
in an idle one-attempt channelsshould be exactly.

We use the discrete time Markov chain model of Mo The probability ofa idle nodes wanting to start a trans-
et al. [3] to compare different hopping strategies. For th@jssjon givenk active nodes iP(A =a) = (N—%)pa(l —

a

completeness of the paper, we briefly explain the rr?ode},)Nf%fa_ The one-attempt probability’(O = o|A = a)

There areN nodes that operate it/ channels. Nodes selectjepends on the home channel hopping strategy and will be
communication partners uniformly and independently. lohe@eyaluated in the following for the different approacheseTh
time slot, an idle node tries to transmit a request-to-send drobability that a one-attempt channel is idle &I =

a chosen receiver with probability, the parametep hence 10 — 0 A — O GENOTY Finallv. th babil
models the overall network load. If an agreement with thlé: =04 =a) = M - Finally, the probability
intended receiver is reached, a packet is transmitted twer that a given transmitter finds its receiver is approximated
following time slots. The packet lengths, given in numbe®y ps = “x27% We assume that all idle devices are
of slots, are assumed to be geometrically distributed wigfually busy, i.e., that no node is selected more often than
meanl /q. This implies that each ongoing packet transmissigHhers as a receiver. Accordingly, the probability tiatodes
ends independently with probability in each slot, allowing find their receivers and can establish a new connection is
for a (memoryless) Markov chain model. The state spadd’ =il =i,0 =0,A=a)= (;)pl(1 —ps)" /.

S of the chain comprises the number of currently active

transmissions:S = {0,_1,...,min({% , M)}, where || A One-attempt probability

denotes the floor function. The state changes either if new., . one-attempt probability 0P(O = o[A = a) models

transmission agreements are made or if transmissions ego lisions in parallel rendezvous protocols and has a fiaamit
Let S and 7"’ denote the probability of transmissions P P o

. , o . effect on the throughpu€'. Collisions occur if transmitters
starting and;j transmissions ending when the current state &

. . . ef\lect i) the same receiver or ii) two different receivertie
k, respectively. The maximum number of transmissions th  me home channel. The latter brobability differs dependin
can end in the next time slot k. The transition probability . b y pen

. . on the home hopping strategies of devices and we would like
pi.; from statek into statel can then be written as - S .
’ to compare them for different strategies: random hoppirdy an

B orthogonal hopping.
Dkl = Z Sz(cmH k)ngm)- 1) 1) Random hopping: With random hopping, each node
m=max{k—1,0} chooses its current home channel with equal probabilitynfro
The py,; are the elements of the stochastic transition prothe number of available channels. Collisions can occur due
ability matrix P. From P, one can calculate the steady stat® two events: Transmitters can select the same receiver or
distribution vectorr by solvingwP = m, i.e., by calculating two selected receivers have the same home chankéd
the eigenvector o associated with eigenvalue Using the calculate the one-attempt probability by conditioning on a
steady state distribution vectar, the total throughpu€ can certain selection of receivers and a certain selection afého

Ill. PERFORMANCE MODEL

k

be calculated ds sl channels.
o Ii . @) The probability of a certain outcomg = (c1,c2,...,cn)
T o - of selected receivers is given by(C;, = G|A = a) =

(o )(i)a, where ¢; denotes the number of trans-
CN

€1,C2,.. N

inati iy (1) ;
The termination probabilityl;”” can be easily computed . iiiars choosing node. Valid outcomes are a”(zw;ﬂ)

from the assumption of independen@‘éf) = ()2 (1=0)" 7. N_composition§ of a, i.e., SN ¢ = a, with ¢; > 0.
However, the (success) probabiIiEiL” of j new agreements  Analogously, the probability of a certain outcome of re-

is quite complicated for a parallel rendezvous protocol @ndceiver home channels, = (ci,c2,...,cp) iS given by
given by P(Cr =clA=a)=(,." .,) (37)" wherec; denotes
 N-2kmin(Ma) o the number of receivers dwelling in channeValid outcomes
Szij) - Z Z ZP(A =a)P(O = o|A = a) are all M-compositions ofa.
a=0 o=0 =0

oA . A . . 5The one-attempt probability given in [3] for the paralleindezvous
P(I - Z|A =a,0= O)P(J - j|A =a,l=14,0= 0) protocols is correct for orthogonal hopping and < M. It gives an upper
(3) bound on the one-attempt probability for random hoppingssihe probability
of receive channel collision is neglected. For orthogomgding andN > M,
SConfer [3] for further analysis and other relevant refeemnc collisions of receive channels have to be taken into acceanwell.
“Note that this throughput measure includes the RTS/CTS agess the 6The compositions can be efficiently enumerated by the NEXWICO
practical data throughput will hence be less. algorithm described in [5, pp. 46].



¢, and ¢; denote the number of transmitters and receivers The one-attempt probability for orthogonal hopping is then
in a certain channel. For a given combinationdfand ¢, o o
the number of one-attempts can be cal_culated by generatingp(O = 0|4 = a) :Z Z Z (Z)p%(l — pr)ek
all receive channel assignments that yield the samand o1 01,00 k=0
counting the number of one-attempts when throwing balls int P(B(R,k) = o1)
bins according tog;. Due to symmetry, this can easily be

. . . . . P(B(M — R,a—k) =o02),

achieved by generating one possible receive channel assign
ment according t@,. and then generating all permutations of where second sum runs over e(ﬂjl) = 0+ 1 possible
this assignment. The one-attempt probabiftyO = o|C; =  2-compositions ob one-attempts.
é,C, = &) is then calculated numerically by counting the
number of outcomes with exactly one-attempts.

To calculate the overall unconditional one-attempt prabab
ity for random hopping, the probability of each transmit and The probability of collisionp. gives the probability that

receive channel combination needs to be considered: a chosen single representative attempting node collidés wi
one of thea — 1 other attempting nodes. We will see that this
(N+a71) (Z\/I+a71)

a a probability depends on the home channel hopping stratedy an
P(O=olA=a)= > > P(Ci=&)P(C, =¢) that multi-level orthogonal hopping is fairer, as the vada
i= j=1 of p. for different nodes is lower.
PO = 0|@ —¢,0, = Z,), 1) Random hopping: Consider two mutually exclusive
(4) events: i) at least one af — 1 attempting devices selects the
representative node and ii) none of the1 attempting devices

where the¢; and & run through all possible outcomes forselects the representative node. In the first case, a ooallisi
transmitter and receiver collisions. occurs with probabilityl while in the second case, a collision

2) Orthogonal hopping: Orthogonal hopping assigns oné)my occurs if the home channel of anothe_:r receiver is shared
of M orthogonal home channels to nodes. N > M, with the home channel of the representative nodg;1
some nodes have to share a home channel. We distributdhe probability of the first event is — (1 - )" , the
the available channels to nodes evenly so that the maximsacond event has probabili(y — %)a_l. Letl1<r<a-1
of the number of nodes that have the same home chandehote the number of selected receivers ouvef 1 potential
is minimized. LetL denote the number of full layers, i.e.,receivers. The probability that unique receivers are selected
L= %] is the same as?(Z(n — 1l,a —1) = N —r — 1), ie,

To describe the one-attempt probability, we need sortiee probability thatN — r — 1 devices are not selected.
auxiliary expressions. Let the number of bins with exactlpy noting that at least one home channel must overlap for
one ball after throwingz balls uniformly into y bins be a collision, we have the collision probability. = 1 —
denoted byB(y, z) and the number of bins with exactly zero(1 — +)“"~ + (1 — &)ai SO P(Z(N—-1,a—1)= N —
balls as Z(y,z). There is no closed-form solution for ther — 1) (1 — (1 — 47)

(5)

B. Single attempt collision probability

7))
probability distribution ofB(y, «) andZ(y, «), but they can be  2) Orthogonal hopping with channel re-use: Here, some
calculated by considering a Markov chain, for which theestatchannels are occupied by = L%J nodes and the others by

(v, ;") describe the number of bins containing zero balls+1 nodes. The collision probabilify. re-usediffers depending

YO(") and exactly one balYl(") after n throws. on whether the representative node is in a channel lvitiode
First, assume thalv < M. The one-attempt probability OF L + 1 nodes. It is given by

P(O = 0|A = a) is then given byP(B(M, a) = o). [ Pereuse, ign=1— (1 — £)a=1 with L devices;
Now, assumeV > M. If N mod M =0, the one-attempt Pe.re-use= { Pereuse, low= 1 — (1 — ZE1)e=1  otherwise,

probability P(O = o|A = a) is also given byP(B(M,a) = (6)

o) due to symmetry, as all channels have equal probability afjain assuming an even distribution of available chanmels t

being selected. N mod M # 0, R=N mod M channels nodes so that the maximum of the number of nodes that have

are used by + 1 nodes, whileM — R channels are used bythe same home channel is minimized. We see that the collision

L nodes. The total one-attempt probability can be calculatgebbability of some devices is higher than that of othersis t

by considering all possible outcomes of the distribution agfcheme, which can be considered as being unfair.

attempts to the two partition® and M — R. The probability ~ 3) Multi-level orthogonal hopping: In multi-level orthogo-

of havingk attempts in theR bins is (})p},(1 — pr)*~" with  nal hopping, the layers are scrambled to retain orthoginali

PR = w. within the layer but at the same time distribute the possible

conflicts evenly over all nodes. Again, we assume that the

“For this Markov chain, the initial state i$Y(0),Y1<O)) = (N,0) la.yers are ﬁ”e.d from the. pOttOm' A node in a ful Iayer

and the transiion probabilties arep((yonﬂ)’yfnﬂ) _ will then expenenggla collision with the probab;ll}f%gyML =

(o, y)I (Y™, Y™ = (yo, 1)) = 1o, P((Yo(nﬂ)’yl(nﬂ)) = % (1 - (1 - %) ) + (1 - A_R{) (1 - (1 - %) )’ and

wo — Ly + DY) = (om) = % and with probability p.m = pere-useif it is in the last layer. Here

PV, v ) = (yo, g1 — DIV, V™) = (wo, 1)) = B again,R =N mod M andL = [4¥].
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Fig. 2. Throughput versus number of nodes o= 0.3, ¢ = 1. Fig. 4. Collision probability for a single node. and fairness versus for
different strategiesM = 10, N = 15.
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eventually becomes smaller tharas was already observed in
125 Fig. 2.

35

B. Collision probability

Fig. 4 shows the collision probabilities of a single connec-
tion as well as the fairness for each strategy. Fairnesdiisade
=5 105 as the ratio of the collision probabilities of nodes from 4 fu
2 layer to the collision probability of nodes from the last fro
— full) layer, i.e., pc jow/Pe,high- FOI the re-use strategy, there are

! : R(L+1) nodes experiencing a higher probability of collision,
1g e 1L i s o, whereas for the multi-level strategy this is the case fowyonl
R nodes: The multi-layer hopping yields better fairness than
the re-use strategy.
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Fig. 3. Relative increase in throughput fpr= 0.6, ¢ = 1.

V. CONCLUSION

) We evaluated a new rendezvous scheme based on multi-
We now evaluate the system model numerically and analygge| orthogonal hopping for parallel rendezvous multischel
the dependencies of various variables. The model closgincs and compared its performance to other schemes, i.e.,
approximates the performance of real implementations @fin random hopping and channel re-use hopping. Com-
parallel rendezvous MACs [2], [3]. pared to those schemes, multi-level hopping offers ineas
throughput at better fairness.
A. Throughput improvements The implementation costs of coordinated hopping are

) marginal since, in parallel rendezvous MACs, the hop se-
Fig. 2 shows the total average throughpufor orthogonal ¢,ances have to be communicated within a neighborhood

hopping and random hopping. A notable gain can be segn\ay Considering this, multi-level orthogonal hoppiag-

for a larger number of channels. For a fixed number %fezvous can be beneficial in multi-channel MAC
channelsM and a given network loag, there is a saturation

point after which throughput decreases due to congestion.
Interestingly, after saturation for larg€ orthogonal hoppin
b g)ll. htl h dg§ h g. 0 pfs) gr{%ﬁ P. Bahl, R. Chandra, and J. Dunagan, “SSCH: slotted sketiannel
ecomes _5 '9 tly worse t an_ r"fm om hopping. Orthogo hopping for capacity improvement in IEEE 802.11 ad-hoc lese
hopping distributes the transmission attempts evenlygfoee networks,” in Proceedings of the 10th annual international conference
collisions happen in all channels. For random hopping there o moXe compuing and networkdng, ser. MobiCom ‘04— New York,
is a c_hance t_hat nodes collide only in a few channels, leadipg w, '1.-s. 'so, J. Walrand, and J. Mo, “McMAC: A Parallel Reasious
to (slightly) higher throughput. Multi-Channel MAC Protocol,” inlEEE WCNC, Mar 2007.
Fia. 3 shows the relative increase in throughput oDeér [3] J. Mo, H.-S. W. So, and J. Walrand, “Comparison of Muléohel MAC
9 . N gnp Protocols,”|EEE Transactions on Mobile Computing, Jan 2008.
and M. Also shown are l_'ne_s |nd|cat|r_1@f = M and N = [4] J. P. Elsner, R. Tanbourgi, and F. Jondral, “Multiple Ass Interference
2M. If N = M, the relative increase is maximal due to the Mitigation Through Multi-Level Locally Orthogonal FH-CDM,” in The
fact that transmitter-side collisions have the greatefscef 2011 Military Communications Conference, Baltimore, Maryland, USA,
. . .. Nov. 2011.
for N = 2_]\_4 this effect is also visible. If the number 0f[5] A. Nijenhuis and H. S. Wilf, Combinatorial Algorithms. Academic
nodes significantly exceeds the number of channels and thePress Inc., 1978. [Online]. Available: http://www.matbemn.edut wilf/

network is operated in the congestion collapse regime, dive g Website/CombAlgDownld.html
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