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PREFACE

Theoria cum Praxi

Gottfried Wilhelm Leibniz (1646 - 1716)

The current effort to grasp, organize and present knowledge and thinking about the

special phenomenon of “technology entrepreneurship” has practical origins. Intelligent

questions and controversial discussions with students during corresponding courses

over the last six years and discussions with the technology entrepreneurs who gave

guest lectures as part of the related course let me re-assess what | think to under-

stand about the topic. The result was disillusioning — not with regard to common
knowledge. But my conclusion was: | have to dig deeper into the subject.

Entrepreneurship means change in many facets of society. And as technology is ubig-
uitous in modern societies and represents a large portion of the “real economy,” tech-
nology entrepreneurship contributes significantly to national and global economic
wealth and growth.

In a recent book of the author [Runge 2006] on the German and US chemical industry
some history of the industry, significant contributing firms and entrepreneurship was
dealt with in a restricted context of industry dynamics, innovation and research. Fur-
thermore, new technology-based firms (NTBFs) were discussed essentially with re-
gard to the roles they play currently for innovation by existing large companies. Con-
cerning innovation the emphasis was on people, change, uncertainty and risk and on
‘innovative” behavior in the context of individuals founding innovative endeavors or
firms and innovation in organizational and inter-organizational contexts.

Even more than in the previous book the present treatise relies on principles and con-
cepts of Applied General Systems Theory (GST) [Van Gigch 1974; Skyttner 2005]. In
particular, GST has turned out to provide the proper concepts to consistently treat
entrepreneurship in existing firms (“intrapreneurship”) as a specialization of entre-
preneurship to found new firms within the same theoretical framework.

Since the “discipline” of entrepreneurship is a young one (relative to many other fields)
with contributions from many scientific disciplines, we are not seeing rapid conver-
gence towards a unified theory of entrepreneurship, and seeing even less agreement
on competencies required to do so.

Due to their many connection points to different scientific disciplines or sub-
disciplines, respectively, entrepreneurship is not a homogeneous field of research and
inquiry. And the entrepreneur and his/her decisions, actions and practice are embed-
ded into situations which do not allow caring how mankind has spread the require-
ments of “homogeneity” over various heterogeneous disciplines.

Moreover, corresponding incumbents and the public opinion take for granted that en-
trepreneurship is essentially a domain of business administration (mapped to “Be-
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triebswirtschaft” in Germany) or economics. However, we share the opinion of A. Gibb
who is cited by Faltin [2007:33]:

“It seems that the importance of intense work on an idea has been subsumed
by the dominance of teachings of business knowledge. What is necessary is
to remove entrepreneurship from this narrow confine and the often close as-
sociation with business administration, a too narrow paradigm for entrepre-
neurship.”

Bhidé [2000:5-9] has focused the role of economics for entrepreneurship by the state-
ment: “Many of the variables studied in this book lie outside the domain of modern
economics.” And Johnson [2011] provides a harsh critique of professional economists
“They purport to know about trade and finance, about markets and credit, but |
struggle to identify the actual benefits of all their expensive advice and esoteric de-
bates. The only response | know to this nightmare is to encourage entrepreneurs to
start new companies.”

Bhidé [2000:xiii] cites the opinion that “education in business administration [was], at
best, a minor factor in successful business start-ups.” We hear also that business
schools providing training in entrepreneurship “usually succeed in imparting only the
skills of the manager.” [Bhidé 2000:9] And Schramm [2006a] added:

“The curriculum in most MBA schools is all about skill sets — there’s very little
that’'s taught about the larger economic context. The degree has become
exactly what it is named, training in the administration or management of busi-
ness as opposed to the generation of business.”

Over the last decade entrepreneurship has become “big business” driven considerably
by policy, in terms of for-profit consulting and training — and higher education by uni-
versities or schools with business administration or economics grasping the opportu-
nities and grabbing university chairs and related departments. This is a perplexing
situation which has been spelled out recently:

“Considering that, as the present study has shown, a large proportion of foun-
ders of high-tech ventures have an engineering- or natural science-based
education, it is astonishing that education of founders in Germany is targeted
primarily at economists.” (Translated from [Gottschalk et al. 2007:65])

And in the US even the role of “green” MBAs for venture capital firms has been criti-
cally assessed (Box 1.6).

And what do we hear in this regard from successful technology entrepreneurs, such
as (the German) Niels Fertig, the founder of Nanion Technologies GmbH who is highly
rewarded by several prestigious German entrepreneurship and innovation prizes?
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“Today, | am convinced that you can get on with a competent financial service
provider like the Savings Bank Munich Starnberg and a good tax consultant
without an education in business administration.”

(in German “Heute bin ich der Uberzeugung, dass man mit einem kompeten-
ten Finanzdienstleister wie der Kreissparkasse Minchen Starnberg und einem
guten Steuerberater durchaus ohne betriebswirtschaftliche Ausbildung zu-
recht kommen kann.”

And in the US we hear from Chad Hurley, a co-founder of YouTube, with a degree in
art from Indiana University of Pennsylvania after having studied design how he re-
members his days with the Internet company PayPal (Appendix A.1.7) as an edu-
cation in business [O’Brien 2007]:

“You may not have a business degree, but you see how to put the process
into effect. The experience helped me realize the payoff of being involved in a
startup.”

As we shall see later, a very large proportion of scientists and engineers found their
firms after they have gained experience in industry (ch. 2.1.2.4) having grasped the
essentials of business and project proposals on-the-job or by special trainings (on
demand) — without any needs of a formalized business administration education.

Furthermore, though not representative, but indicative is the fact that for the set of ca.
sixty new technology ventures used as cases in this book only three of them had
economics degrees (MBAs) as co-founders. And in these cases the idea for founda-
tion and demonstratable results or prototypes were already in place.

And finally even for the ca. five percent proportion of the venture capital (VC)-based
new firms of all NTBFs most management teams implemented by venture capitalists
consist of people with two decades of management and industrial experience rather
than “green MBAs.”

There is no question about the necessity and importance of business administration. It
is indispensable for a company’s structured growth and long-term success. A basic
question is whether, when and in how far (technology) entrepreneurs need to take the
role or even the job of having to execute activities and processes in terms of proven
tools provided for practicing business administration.

As a natural scientist by education with years of practice and years of practicing ap-
plied and industrial research and management | have been concentrating on finding
out when, during the technology entrepreneurship process, business administration
will add indispensable and important contributions and how long some basics of busi-
ness administration and learning-by-doing of firm founders will suffice.

For all these contexts the author’'s “Technology Entrepreneurship” curriculum for sci-
entists and engineers at the Technical University of Karlsruhe, Germany (now part of
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the ca. €800 million budget Karlsruhe Institute of Technology — KIT) has played an
important role. This curriculum is not primarily addressed at MBA majors and minors,
but scientists and engineers. ' However, MBA majors and minors are welcomed.

Following the above outlines this book presents the differentiated view that business
administration or economics or particular parts of them, respectively, become relevant
after founding a new technology venture, when the firm has passed a particular stage
of development.

The author thinks that, at least with regard to technology entrepreneurship, a very dif-
ferentiated taxonomy based on various criteria is necessary for understanding the
subject which will emerge in the various chapters of the book.

On the most general level, such taxonomies can serve as a teaching tool. By discuss-
ing these different taxonomies in entrepreneurship classes, the instructor can help
students to become aware that there are many different types of technology entre-
preneurship, each calling for different skills of and investments by the entrepreneur,
and each presenting different risks and rewards. The practical issue associated with
this complexifying view is to evaluate the level of significance for understanding and
explaining, that is “all criteria being equal, but some criteria being more equal than
others.”

To overcome the dilemma of scientific heterogeneity and complexity the current book
does not aim to overlay the diversity of discipline-oriented foundations of entrepre-
neurship with a meta-theoretical shell. Instead, we use GST as the framework and
backbone to deal with technology entrepreneurship and we put more emphasis on
people, their decisions and activities than on “standardized” processes for the subject.

The essence of GST induces a direction to look for generic features of entrepreneur-
ship which are independent from spatial and temporal factors. This means, for in-
stance, there are structures and processes to be revealed and made explicit that are
(largely) independent from time, cultural factors, the socio-economic system, technical
or non-technical conditions etc. and there are features which are bound to such
factors and conditions. Overcoming simply describing situations the current book,
having in mind the separation of generic and specific factors, deals with technology
entrepreneurship in the US and Germany via a contemporary comparative approach.

Additionally, a historical approach to the subject let emerge features of technology
entrepreneurship that are independent from temporal conditions. In Runge [2006:397-
402] the Berlin Blue (Prussian Blue) innovation from 1704 and the related birth of
inorganic chemistry has been mapped against current notions, concepts and thinking
of innovation and entrepreneurship. Correspondingly, the re-invention of porcelain in
the state of Saxony (Germany) in 1708 associated with re-engineering and issues of
scale-up for large-scale production has shed light on “production-engineering”
oriented entrepreneurship [Runge 2006:402-405] — on “producing technology
ventures.”
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In this book (Appendix A.1.2) the same approach is complemented by the birth of or-
ganic chemistry and the organic dye industry in 1856. And an extensive discussion of
the current entrepreneurial activities in the field of biofuels (A.1.1) again reveals
another significant role of history for technology entrepreneurship.

Emphasizing the time factor in this book represents a response to some observed
issues of research. Integrating findings from factors of growth studies covering dif-
ferent time intervals of growth has proved to be a challenge. Different samples and
time frames have come up with contradictory or inconclusive results.

The response in this book will be based on “theory” referring to some basic cybernetic
principles and concepts in the sense of Gartner's [2006:331-332] analysis of the
status and facts of entrepreneurship research. “The kinds of relevant facts that appear
to be of more interest in the entrepreneurship field are those facts tied to some kind of
theoretical construct, that is, “theoretical facts”: facts that offer some sense of ‘why’
something occurred are to be preferred.”

“l suggest that the entrepreneurship field needs more descriptive research,
rather than less. Descriptive facts as those facts that may, or may not, have
an ability to answer ‘Why’, but these facts do provide more information about
the phenomenon, itself.” [Gartner 2006:331-332]

Theory building interconnected with “measurement” will evolve successively after
presenting more of the phenomenon by descriptive facts and empirically derived typo-
logies of new technology-based firms (NTBFs) which make sense out of non-
quantified observation.

Simultaneously, | also want to derive some practical lessons about starting new tech-
nology ventures. Being descriptive | focus much on “winners,” deal much less with
“losers” and concentrate generally on mistakes and pitfalls to be avoided. In a continu-
ously changing world the notion praxis has an important explicit time dimension.

“Praxis” means “current practice,” practice established during the previous fifteen to
twenty years. And “praxis” must clearly differentiate the specific structures and proc-
esses used presently from those which are independent from time (and location) — the
generic structures and processes.

Entrepreneurship research based on selecting samples and statistics has a built-in
contradiction: it provides often results and statements about medians and averages,
often as the basis of suggesting “how to,” but disregards “outliers.” On the other hand,
practicing entrepreneurship, in particular, very successful entrepreneurship, is also
interested in what is not common and shared by a majority, is not being “average” but
above or far above average.

The “theory-into-practice” approach of the book is in line with the motto “theoria cum
praxi” of Leibniz [Runge 2006:210]: It aims to combine the “what and why” with the
“how” in the sense of recommendations (or proposals) rather than instructions. Making
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recommendations requires consolidations of details (from cases) and practicing
means differentiation. In particular, for technology entrepreneurship, one does not fit
alll Making recommendations or proposals may mean that the author suggests some-
thing which is different from the one viewed by others as “best practice.”

The emphasis on the present situation of entrepreneurship requires to critically assess
“elder” research results with regard to their “generic content” and directs tackling the
current realities with an emphasis on cases for rather new firms and industries. Prac-
tice then means decision and action in the presence which has developed over the
last two decades!

Consequences of the focus on “real-time events, situations and behavior,” means
much references to information on the Internet and current business literature (busi-
ness magazines and business newsletters or newsfeeds, as differentiated from scien-
tific business literature) and even newspaper information, and putting this into the
context of generic structures, functions and activities. This is furthermore comple-
mented by many cases of current startups/NTBFs, accessible via the Appendix (B.2).
It means also lifting an economic axiom-like approach which is taking a broad set of
not necessarily reality-prove assumptions for granted.

To support the practical side the approach makes use of a large number of cases
which serve as examples for learning. Furthermore, the focus of the cases is on the
entrepreneurial personalities, why and how they start their firms. However, from a
scientific point of view, it has a certain built-in bias; it focuses on new “successful” and
“promising” (and “high expectation”) firms and considers almost entirely only “failures”
of high expectation, highly “prized” NTBFs.

And there is another bias. The approach has a certain bias on chemistry, biotechno-
logy and the chemical industry [Runge 2006]. As, however, chemistry acts as an “ena-
bling technology” for many other industries the current treatise incorporates cases
from many other industries — but often those with connections to chemistry and the
chemical industry.

The “theory-into-practice” approach focuses on “needs-to-know,” as expressed con-
cerning strategy by Rumelt [1996], but also applicable to many other areas of the
various contributing disciplines and sub-fields of entrepreneurship.

“A great deal of business success depends on generating new knowledge and
on having the capabilities to react quickly and intelligently to this new knowl-
edge. ... | believe that strategic thinking is a necessary but overrated element
of business success. If you know how to design great motorcycle engines, |
can teach you all you need to know about strategy in a few days. If you have a
PhD in strategy, years of labor are unlikely to give you the ability to design
great new motorcycle engines.” (Emphases added)
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In the same sense, for instance, Pocket Technology Management (“PockeTM”) is put
forward as a holistic technology and innovation management system, which integrates
new technology-based ventures’ internal and external aspects on the normative, stra-
tegic and operational management level [Luggen and Tschirky 2004].

This book focuses primarily on individuals (“entrepreneurs”) in the realities of their so-
cietal and socio-economic environments and the process what technology entrepre-
neurs actually do. This is necessarily a multi-facetted exercise encompassing various
technical, but also non-technical aspects, for instance, from psychology and cognitive
science, economics and business administration etc. (Figure 1.1).

| address issues which transcend boundaries of disciplines and rely on concepts and
theories drawn from many fields. Few of us have a deep understanding of all these
theories and constructs and can relate easily to their specialized terminology. | have,
therefore, worked with just well-accepted ideas and concepts from these fields.

We see consistently used language, terms and concepts as a prerequisite for an
interdisciplinary approach. Therefore, | have tried to give notions and terms with dif-
ferent meanings and uses in the various disciplines and seemingly controversial ideas
a “precise” meaning or operational definition in the context of entrepreneurial be-
havior, activities and functions. | admit that, as is frequently the case in research, the
question for a precise and generally accepted definition does not have a simple
answer.

| think also that such an ambition with regard to theory and language is needed for
optimal usage of General Systems Theory (GST). Our effort is to integrate, within the
framework of GST, the insights and knowledge generated by the disciplines that are
relevant to our domain of inquiry referring to the findings of the various disciplines and
approaches and thus to contribute to understanding and explaining entrepreneurs and
entrepreneurship.

In view of the tremendous bulk of stuff this treatise is not a comprehensive or critical
literature review and, as entrepreneurship covers very many different scientific disci-
plines, it cannot even be one. It is an intentionally targeted and critical selection of
views, concepts and theories that fit the overall GST approach to the special sub-field
of technology entrepreneurship and is critical and discriminating in how far related
literature results and observations fit into a treatise aiming to present a coherent and,
at least, largely consistent presentation of the subject.

Cases are usually put into the context of research results of statistical samples of
technology ventures. In so far they may be in line with particular findings of entrepre-
neurship research or complement the findings or raise questions for further research.

As an effort, the current approach will use the best and well-accepted ideas available
to explain the important, but complex phenomenon. In the end, the book offers often
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plausible conjectures rather than firm conclusions drawn from literature studies, own
research and using the theoretical framework of GST that itself is not without criticism.

It is hoped that it can be taken for education and as a guide for “practitioners” of entre-
preneurship and intrapreneurship. Additionally, it should raise richer questions to be
considered around the subjects. This is in line with C. West Churchman (a General
Systems Theory guru) who once stated that “creativity sprouts and thrives on the soil
of good questions.”

GST is also used as a means to overcome or, at least, reduce communication barriers
and facilitate interdisciplinary entrepreneurship between engineers and natural scien-
tists, especially from physics, chemistry and biology, making their ways of thinking and
reasoning explicit and between scientists and researchers from “hard” and “soft”
sciences.

Fundamental communication problems arise from the fact that most people with
higher education in the classical sciences are trained and familiarized with views of
reductionalism, explaining the whole from the parts and thinking linearly in terms of
causes and effects and closed systems. The GST perspective is on human-activity
systems, which are social systems and open systems, and dealing with goal-seeking
subjects and purposeful systems.

One key methodological issue for research is reflexivity. In social sciences reflexivity
means circular relationships between cause and effect. A reflexive relationship is bi-
directional; with both the cause and the effect affecting one another in a situation that
renders both functions causes and effects. Reflexivity is related to the system concept
of feedback and positive feedback as well as self-reinforcement (cf. also Bhidé
[2000:74-75]).

In social theory reflexivity may occur when theories in a discipline should apply equally
forcefully to the discipline itself, for example, when the subject matter of a discipline
should apply equally well to the individual practitioners of that discipline. More broadly,
reflexivity is considered to occur when the observations or actions of observers in the
social system affect the very situations they are observing, or theory being formulated
is disseminated to and affects the behavior of the individuals or systems the theory is
meant to be objectively modeling.

Social science is a very strong contributor to research of early-state entrepreneurship.
Thus, for example, an economist (or a group of economists) teaching students in
entrepreneurship at a university may affect the behavior of students that he or she is
studying when the students or graduates of that university are founding firms directly
or via the university’s incubator. The observations are not independent of the par-
ticipation of the observer! Reflexivity is, therefore, a methodological issue in the social
sciences.
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An example of the reflexivity issue is provided by Mauer and Brettel [2008], both of the
Technical University of Aachen (RWTH) and Brettel being Professor of Business
Administration and Entrepreneurship at the RWTH. For a study they “{We} collected
data from 8 technology ventures that have based their activities on technologies from
Germany’s two leading technology universities, starting with 6 cases from RWTH
Aachen University and replicating 2 cases from the Technical University of Munich.”
“We examined the early-stage development process starting from the research work
before the decision for commercialization.”

Finally, utilizing the fundamental approach of GST to explain or even describe quan-
titatively (by related formulas, actually equations of state) a phenomenon under con-
sideration by searching for analogies and metaphors in other disciplines the book
presents a new theoretical approach to new technology venture growth. Based on
principles of self-reinforcement and cybernetic processes, for instance, verbalized by
the saying “growth breeds growth,” redefining principles of “bracketing” from social
theory and sociology as well as metaphorical references to the very basics of quantum
theory and physics of light for quantifications “A Bracket Model of New Technology
Venture Development” (ch. 4.3.5) has emerged and illustrated by many examples.

One of the key issues of technology entrepreneurship is the focus on one person, the
entrepreneur, and his/her role and activities for most sub-processes viewed as central
to entrepreneurship. Technology entrepreneurship is definitely an individual level phe-
nomenon, but also a small group-level (“team”) phenomenon. And some key features
or activities, such as idea generation, revealing opportunity and risk taking associated
often with what makes the difference between an entrepreneur and non-entrepreneur,
more than often show up as a combined expression of a system of two, three or more
persons.

The author uses often quotes of Johann Wolfgang von Goethe (1749-1832), the
world-famous German writer, artist, and politician as mottos of chapters or sub-
chapters. Having become the chief adviser of the Duke of Saxe-Weimar-Eisenach,
Carl August, Goethe held a succession of offices. In particular, he was in charge of
matters of mining. As the leader of the mining committee he actually followed an
approach which can be characterized as entrepreneurial in the current sense
[Schwedt 2009:36-44].
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How to Read and Use this Book

Reading this book requires attention, not very special knowledge. But basic know-
ledge and curiosity of understanding natural sciences and business administration is
helpful. As a formal and systematically written discourse on the subject, it can be read
sequentially from start to end or read by piece for specific topics of technology entre-
preneurship, as it presents many perspectives for an anticipated rather broad
audience.

The book is designed for entrepreneurship chairs and respective professors, teachers
and lecturers, researchers as well as graduate (major and non-major) students of vari-
ous disciplines (such as, natural science and engineering, business administration,
management, economics, organizational psychology, organizational behavior, sociol-
ogy). Further addressees include to-be technology entrepreneurs, consultants and
civil servants (from various ministries or public agencies and services) dealing with
innovation, science and education and SMEs/SBA (small and medium-sized enter-
prises; Small Business Administration) as well as economy and energy (CleanTech
entrepreneurship).

As this book is interdisciplinary and additionally cuts across “hard sciences” and “soft
sciences” a GLOSSARY is added. To provide consistently used language and terms
for the interdisciplinary approach special definitions used in this book for important
terms, notions and concepts which may be used with differing meanings in the various
disciplines a “local” definition or understanding, respectively, in the text is marked by
bold face characteristics. Many of these marked terms occur also in the GLOSSARY,
sometimes with additional or examplary explanations. However, also other relevant
terms, notions and concepts are emphasized in the text by bold face.

There is a special section for “Notes” presented in addition to References. Notes will
be used for explanations or short descriptions that do not fit into the GLOSSARY or
into the running text or are simple Internet addresses (URLS).

Adapted to the interdiciplinarity the writing style of the book is recurrent, which is, it
contains many forward and backward references to text (sub-chapters), figures, ta-
bles, and equations to facilitate readers to follow a “slow” build-up of the book’s
subjects and content. Furthermore, to help readers it uses some redundancies in the
text. Direct access to specific topics of interest in the book is possible through a
“Subject Index” and a “Company Index.”

The book is “Web links enhanced.” This means references to information in paper-
based documents are enhanced through a Web address whenever there exists a
corresponding Internet address for that resource. This may also be a Web address of
the information provider or publisher. It may also be an address using or referring to a
Google cache.
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Typically a reference to an article of Susan J. Ainsworth in volume 82 and issue 15 of
the journal “Chemical & Engineering News” given on pages 17 to 19 will show up as
given below (title in italics). Several authors will be separated by semicolons.

Ainsworth, S. J. (2004): Nanotech IP. As nanometer-scale materials start making
money, intellectual property issues are heating up. Chemical & Engineering News 82
(15), 17-19. http://pubs.acs.org/cen/coverstory/8215/8215nanotech.html (last access
month/day/year) — cited in the text as [Ainsworth 2004]. Reference to a specific page
or pages will be added after the year using a colon as a separator like [Runge
2006:423,501-502].

Additions in citations to facilitate understanding or complete sentences are given in
braces.

A critical remark concerning the use of Internet resources is given in Runge [2006:x-
xi].
Figures, tables etc. in case documents (B.2) use straight notations, such as Figure 1

or Table 1. As these will sometimes be referenced in this book, corresponding cap-
tions of this book will use modified captions like Figure 1.1, Table 1.1 etc.

Dislaimer:

At the time of writing this book the given Web addresses (URLs) were active, but during the final editing
some turned out to be no longer accessible or were transferred to a “subscriber-only” location which will
sometimes be indicated in the citation.
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APPROACH

The essentials of a phenomenon are best understood

if one tries to explore their rise from the very beginnings.

Avristotle

The present book deals with why and how technology entrepreneurs start and grow

their businesses. The very great variety we find in new businesses and approaches to

NTBF foundations is a fundamental challenge to understand technology entrepreneur-
ship (“one does not fit all’) and make it difficult to go beyond trite generalizations.

Using General Systems Theory (GST) — in particular, Applied General Systems
Theory [Van Gigch 1974] — as a framework for description and explanations (and
sometimes “predictions”) has important implications for an interdisciplinary approach
to technology entrepreneurship. Concerning content it requires a common language
with a consistent use of terminology, notions, definitions, and concepts. Therefore, the
multitude of existing definitions, notions and terms used in the various disciplines will
be fixed by redefinitions in this book in such a way that they allow further expansion or
specification and can be accepted (largely) by the various specialists.

With regard to interdisciplinarity | address subjects of importance that lie outside tra-
ditional boundaries of economics and business administration. Few of us have a deep
understanding concerning current states of research of the particular involved disci-
plines (Figure 1.1). Therefore, | sought out to work with just those well-accepted ideas,
concepts and notions and results from the fields that are directly/explicitly or, at least
implicitly, in line with GST principles. And | used related research results on special
subjects only if they are absolutely necessary and can be clearly related to (techno-
logy) entrepreneurship.

Furthermore, GST adds different ways of thinking, reasoning and explaining which is
totally different, for instance, from the typical way of physicists’ and engineers’ (and
chemists’) thinking in terms of linear causality and reductionism. Using GST means
that instead of relying exclusively on analysis and deduction deeply ingrained into
Western thinking we proceed also with synthesizing and being inductive [van Gigch
1974:147].

Centrally to GST focusing on human-activity systems is to deal explicitly with the often
different perspectives of representatives of all the involved sub-systems when they
come into contact, when they interact, such as the innovator (supplier) and adopter
(customer) or the firm founder and financial backer.

Therefore, the “Introduction” of this book provides an overview emphasizing
those parts of GST which are important to fit the intentions of the book. For
those familiar with GST it is just a refresher.
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On the operational level of individual NTBFs we follow Faltin [2007:32-34] and Bhidé
[2000] separating entrepreneurship from managing, management science and busi-
ness administration. The rationale is different levels and fields of activities associating
these activities to a certain degree with roles during the early state of firms after foun-
dation, but emerging into (professional) jobs as firms develop and expand.

However, we will always be aware that most contributions of business administration
originate from requirements of large firms to manage organizational complexity. This
means, principles and prescriptions of management science and business administra-
tion must always be assessed whether and in how far they are transferable to just
founded and small firms.

As one methodological characteristic the current book takes an inter-cultural direction
and deals with technology entrepreneurship in the US and Germany in a comparative
way. This serves to separate “generic” and specific factors and processes of entre-
preneurship. Identification of generic effects and behavior means revealing features
which are independent from the cultural, socio-economic, political etc. context and let
specific factors of entrepreneurship in the two countries emerge more clearly. The
book will emphasize major country-specific differences.

By the same token including historical considerations (dating back to around 1700)
reveals time-independent behavior, processes and effects which are also generic to
the phenomenon. Such a method means, find constants and similarities looking into
differences.

Explicit consideration of time as a parameter of entrepreneurship has important impli-
cations for many of the existing macro-studies based on statistical samples. As will be
shown, it makes a significant difference for the birth and growth of a new firm whether
its birth is, for instance, during (or immediately after) an economic recession or not,
whether it has to survive a recession during its first three to four years of existence or
whether the firm does not suffer from a recession at all during the whole first seven to
eight years of its existence.

This does not only affect results of macro-studies. It, moreover, may make compari-
sons between studies’ results difficult or even impossible. And with regard to the cur-
rent situation of technology entrepreneurship and current practice, as mentioned in the
Preface, “elder” research results requires critical assessment with regard to their “ge-
neric content” and directs the emphasis to tackling the current realities to new firms
founded within the last two decades.

And there is another role of history for technology entrepreneurship. In particular, the
past and history is important for technology entrepreneurship as it turns out that often
current technology entrepreneurship, ideas and problem-solving, are based on techni-
cal solutions provided 30 - 120 years ago and activities are a repetition, continuation
or start over from the past utilizing recent technical developments to respond to cur-
rent market or societal requests.
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The book presents technology entrepreneurship as an inferwoven interplay of descrip-
tions and explanations on the macro- and micro-level (going inside the “black box” —
the firm, but also the industry segment the firm is active in) and epistemologically
similar to relating classical thermodynamics and classical statistical thermodynamics.

This means, using available research results from selected statistical samples of
entrepreneurial firms and “group” them for prototypical entrepreneurial descriptions or
focusing on selected groups of individual firms (entrepreneurship cases) and match
them to statistical results. Hence, instead of the disconnect often found in the literature
between research on development processes of individual firms and generalizations
about development rates in populations of new firms, analysis at the two levels can be
mutually supportive.

In this sense, the efforts to approach the subject required some additional systematic
original research of related firm’s foundation and NTBFs, respectively, in addition to
those already discussed in Runge [2006]. For instance, for the special situation of bio-
fuels the considered group of individual new firms and players in the field is so large
that their descriptions and analysis for entrepreneurship and intrapreneurship pre-
sented in the Appendix (A.1.1) comes very close to an example of “industry analysis.”

This approach does not only reflect a methodological feature, but is seen as a prere-
quisite for understanding of the highly specialized and complex field of technology en-
trepreneurship. In this way, cases provide more than just “anecdotal evidence.” This is
not only in response to the high specializations but simultaneously raises questions
not tackled so far in the field. For practical purposes this method provides the ability to
“telescope,” focusing on the details and then move back to the bigger picture (if it is
available or can be created).

The relevant results considering the macro-level stem entirely from the relatively rare
research literature referring only to technology entrepreneurship or from literature
combining technical and non-technical entrepreneurship. For the last situation, how-
ever, validity of the related result for the technical area is always assessed and often
results must be rejected as they cannot be viewed as representative for the technical
field.

The book does not provide a review of the research literature. It refers selectively to
that literature and its results that fit into the GST framework of entrepreneurship. That
means, for selecting particular literature results sometimes the overall coherence of
the presented “great picture” may be regarded as more important than a currently
rather widely accepted view of a special topic or a current “vogue.”

Literature means also the report literature with studies intending to serve policy pur-
poses with regard to entrepreneurship. In particular, heavy reference is made to the
extended research published continuously by the Center for European Economic
Research — ZEW (Zentrum flir Europaische Wirtschaftforschung GmbH in Mannheim,
Germany) in reports on “high-tech foundations in Germany.”
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On the micro-level we use case studies. All the related data and information used in
this book are in the public domain. Case studies are recommended when “why” and
“how” questions are being asked about a contemporary set of events, over which the
investigator has little or no control. Such studies are also useful when the aim is not
generalization about populations in the statistical sense, but is for “expanding theory
instead of enumerating frequencies.”

Through case study methods one is able to go beyond the quantitative statistical re-
sults and understand the behavioral conditions through the actor’s perspective, the
entrepreneur’s perspective. The qualitative methodology is the rationale for a descrip-
tive, interpretative and explanatory work to become recommendative rather than
prescriptive [Yin 1994].

Work emphasizing the recent cases, new firms not elder than ten to twelve years,
provide further perspective. Detailed inspection of cases, investigating contemporary
real-life phenomena through detailed contextual analysis of a limited number of events
or conditions and their relationships, provides insight into current practice of entre-
preneurship which, as a time- and region-dependent phenomenon, adds insights into
their inherent, generic features.

Moreover, a multiple-case design can be adopted with real-life events that show nu-
merous sources of evidence through replication rather than sampling logic. According
to Yin [1994], generalization of results from case studies stems on theory rather than
on populations. By replicating the case through pattern-matching, a technique linking
several pieces of information from the same case to some theoretical proposition,
multiple-case design enhances and supports the previous results. This helps raise the
level of confidence in the robustness of the method.

There are several categories of case study: exploratory, descriptive and explanatory
case studies. It is suggested that descriptive case studies may be in a narrative style.
The challenge of a descriptive case study is that the researcher must begin with a de-
scriptive theory to support the description of the phenomenon or story. Explanatory
case studies examine the data closely both at a surface and deep level in order to ex-
plain the phenomena in the data. On the basis of the data, the researcher may then
form a theory and set to test this theory (ch. 4.3). Case studies must not be confused
with qualitative research, but case studies can be based entirely on quantitative evi-
dence [Yin 1994].

The notion story refers to the raw materials of situations, events, decisions and ac-
tions as they might be described and narrative structure is about two things: the con-
tent of a story and the form used to tell the story. Many researchers of educational
methodology advocate narrative interpretation in entrepreneurship education to be an
important epistemological approach.

For instance, Dorf and Byers [2007:50,51] suggest to entrepreneurs to create a “new
venture story” (business story) to “communicate verbally the business idea and the
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profitable solution of the problem.” This is seen as “all one needs to start working on
building a business.” “The story can be told to all would-be investors or employees.”

The various cases of individual startups or NTBFs, respectively, referred to in this
book have three different origins.

= Cases are described in the (paper-based or electronic) literature, in books to
find information on Intel, Cisco, Microsoft [Bhidé 2000] or AgraQuest [Dorf and
Byers 2007] or case reports on the Internet, such as Cambridge Nanotech,
Inc. which sometimes are updated by the author. Sometimes even diaries are
made public (for instance, by German Suncoal GmbH — B.2).

= New firms whose births were already described and analyzed in a previous
book of the author [Runge 2006] have been usually updated (17 firms;
Appendix B.2). Additionally, Runge [2006] provides also short stories of Ger-
man and US technology ventures founded between 1860 and 1940 and in the
1960s.

= Firms for which the entrepreneurs’ personalities and entrepreneurship behav-
ior and processes were described and analyzed for the author’'s technology
entrepreneurship curriculum or they were specifically generated for this book
(ca. 41 cases listed in Appendix B.2). Some of these were complemented by
interview-type targeted discussions of the author with firm founders who gave
lectures as part of the author’'s Technology Entrepreneurship curriculum (dis-
cussions with them before and after the lecture during common dinner). Fur-
thermore, out of these the Appendix on biofuels (A.1.1) refers to 31 cases
described in more or less detail or with regard to relevant features.

Furthermore, 36 NTBFs are referred to by larger text blocks, sometimes enhanced
with charts showing firm developments, to illustrate related situations or features.

Cases were generated mostly from Internet sources (documents, videos, video inter-
views, NTBF Web sites). Specifically for US cases the “Entrepreneurial Thought
Leaders Lecture Series” (Ecorner) of the Stanford Technology Ventures Program is
notable.

The selected NTBFs are clustered basically by market/industry and further differenti-
ated by type of technology, with or with anticipated production or no production and
whether or not being backed up by venture capital. In selecting the new technology
ventures | paid mostly attention to “winners” (firms highly rewarded with prestigious
prizes and awards in their countries and internationally) as their cases may be used
simultaneously as “role models” (“learning-by-example”) for to-be entrepreneurs.

The case selection process looked into “similar” NTBFs from Germany and the US to
reveal cultural and socio-economic influences on entrepreneurship or into “competitive
groups” within one of the countries or across countries. Cases were also selected to
inquire into NTBF development of firms addressing the same markets but following
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organic versus non-organic growth — the last mode meaning growth by acquisition of
other firms or particular businesses from other firms.

There are fundamental issues of how founders tell their entrepreneurial story referring
to publications as they appear in the media as interviews, articles, reports, anecdotes
or episodes [Blodget 2009]. How it appears through a detailed journalist’s investiga-
tion over several years may be quite different, as can be seen in the case of Mark
Zuckerberg/Facebook [Carlson 2010]. One often hears or reads a narrative that peo-
ple tell as a true story, but in essence, it is a legend a founder is about to create. Even
structured interviews may be biased in this way; entrepreneurs may tell their subjec-
tive view of their firm.

Consequences of “recycling” or “reviving” old technical ideas as a very important part
of idea generation (ch. 3.1, 3.3, A.1.1) is that “technology entrepreneurship” has to
cover “historical technological developments and technology trajectories” intrinsically.

As a reminder:

= There is a difference between running a large firm or developing a startup or
NTBF (from scratch).

= A stable, established firm is different from a startup or NTBF — they represent
different entities.

= An established firm exhibits complexity,
a startup/NTBF exhibits “organized complexity”

= For a new venture loosing an “element”, for instance, a researcher, has usu-
ally much more serious consequences than for an established firm.

= Describing and understanding a startup/NTBF require to deal with reasons or
motivations, respectively, of the entrepreneur(s) why the firm exists or is
founded.

= There is a difference between initial financing and following financing(s) of a
startup/NTBF.

As a final remark, an intended low level of redundancies in this book shall facilitate the
reader to track chunks of content in different contexts. That means, the presentation of
content follows a recurring (revolving) style of writing. Furthermore, many forward and
backward citations in the book will expand a particular topic or concept into a broader
context or help understanding referring to illustrations or further details.

A condensed outline of the book will be given in the introductory part (ch. 1.1.2).
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1. CONTEXTUAL SETTINGS

1.1 Setting the Stage

1.1.1 Technology Entrepreneurship and New
Technology-Based Firms

“Technology entrepreneurship” is a particular sub-field of entrepreneurship focusing
on how science and technology is or is intended to be converted into “value.” In parti-
cular, it relates to technical innovation and behavioral or organizational innovation
based on technical means. Basically, it is assumed, but also more generally shown,
that entrepreneurship for technical areas to found new technology-based firms
(NTBFs) requires specific approaches according to the scientific and technical disci-
pline and related industry, respectively.

Education and training are major factors that distinguish the founders of NTBFs from
other (non-technical) entrepreneurs (ch. 2.1.2.4). For instance, in Europe 87 percent
of NTBF entrepreneurs believe that training for technology entrepreneurs needs to be
specialized to reflect the unique challenges of the discipline [European Commission
2003; Gangemi and DiMeglio 2005; Mitchell and McKeown 2004]. Correspondingly,
one reads:

“We argue, therefore, that high tech entrepreneurship is a unique phenome-
non that needs to be researched, distinct from other forms of entrepreneur-
ship.” [Kirchhoff and Spencer 2008]

Dorf and Byers [2007:xv] have defined technology entrepreneurship as follows:

“Technology entrepreneurship is a style of business leadership that involves
identifying high-potential, technology-intense commercial opportunities, gath-
ering resources such as talent and capital, and managing rapid growth and
significant risks using principled decision-making skills.”

They focus on exploiting breakthrough advancements in science and engineering and
refer to “high technology” covering information technology (IT) and electronics com-
panies, life science and biotechnology businesses (and those service firms where
technology is critical to their missions). And additionally, they emphasize firms whose
leader(s) strive for “rapid growth,” which, as will be seen (ch. 4), is a particular restric-
tion not intrinsic to the subject. Furthermore, their focus on “principled decision-making
skills” raises the question in how far technology entrepreneurs’ decision-making rely
on skills — which can be taught and follow rational approaches (ch. 4.2.2).

Most current discussions and work on technology (or technical) entrepreneurship —
whether on paper or electronic on the Internet — put the emphasis on information and
communication technology (I&CT). And concerning education and teaching in the US
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technology entrepreneurship is often viewed as a rather narrow field focusing on
Silicon Valley-style of entrepreneurship and I&CT and consumer services as ex-
pressed by Chuck Eesley [2012].

“This course introduces the fundamentals of technology entrepreneurship, pioneered
in Silicon Valley and now spreading across the world.”

On the other hand, while keeping IT as one aspect, the author "has shifted the em-
phasis from IT more towards science and engineering in his Technology Entrepre-
neurship curriculum. Therefore, concerning the subject and content, the current book
is a certain complement to Dorf and Byers [2007] and the Stanford Technology
Ventures Program (STVP) and its ECorner with regard to scientific and engineering
disciplines.

In recent studies confined to Germany [Niefert et al. 2006; Gottschalk et al. 2007;
Metzger et al. 2008; Heger et al. 2009] “high technology” has been classified into
four areas according to related technology-based industries and by a link between
technology and research (Table 1.1).

On the one hand, technology-based industries are differentiated according to the
research and development (R&D) intensities of the associated firms in particular in-
dustry branches. The R&D intensity is the proportion of R&D expenses in relation to
the overall revenues (sales) of the firm in percent.

With respect to the averages of R&D intensity (RI) of all firms belonging to given in-
dustry branches the following kinds of R&D-related technology are defined as follows.

= Top value technology — TVT (in German “Spitzentechnik”) for Rl > 8%
= High value technology - HVT (in German “Hochwertige Technik”) for 3.5% <
Rl < 8%.

On the other hand, due to their current importance, firms in Information and Com-
munication Technology (I&CT) are treated as providing separate areas with the sub-
fields 1&CT Software and I&CT Services. However, firms engaged in I&CT Hardware
usually fall into the realms of top or high value technology. Typical industry branches
or segments based on top/high value technology are given in Table I.1.

The 1&CT Software sector refers typically to software development including “Internet
firms” (including those with consumer services) and software consulting. The I&CT
Service sector comprises areas such as telecommunication services, database devel-
opments and I&CT system developments as well as computer and telecommunication
center operations services.

In Germany and expected to be similar in other developed Western countries firms’
foundation in the high technology segments account for 6 — 8 percent of all firms’
foundation [Metzger et al. 2008]. The German studies [Metzger et al. 2008] indicate
that in this segment currently roughly 17 percent of all the high-tech NTBF foundations
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occur in the top/high value technology sectors and ca. 83 percent belong to the I&CT
Software and I&CT Services data area.

Though I&CT Software and I&CT Services which have special characteristics con-
cerning entrepreneurship will not be neglected in this book (ch. 3.4), the emphasis will
be on entrepreneurship in the top value and high value technology areas.

Due to co-evolutionary material-oriented developments with other industries the che-
mical industry plays a central role for the top/high value technology sectors [Runge
2006]. Chemical science and technology are interwoven with very many other in-
dustries and, hence, chemical technology often plays the role as an “enabling tech-
nology” (Table 1.12; [ACS 2011]). In the same regard, concerning biotechnology the
current book focuses on “white (industrial) biotechnology” (cf. biofuels, A.1.1) and
“blue biotechnology” focusing on algae (A.1.1.4).

Admittedly, particular areas of I&CT act also as enabling technologies for TVT and
HVT and R&D.

Table 1.1: Selective non-I&CT *) representative high technology industry branches or
segments.

R&D-Related Technology Classes Industry Segment

Top Value Technology (TVT) Pharmaceuticals (“pharma”);

Agricultural chemicals (“Ag”);
Biotechnology (“Red,” “Green,” “Blue,”
“White” Biotechnology) [Runge 2006:571-
578));

(Micro)electronics and Organic Electronics
(e.g. organic semiconductors, printed
electronics);

Photonics and Lighting (e.g. LED and
OLED - organic light emitting diodes);
Measuring Devices, Instruments, Sensors
(e.g. analytical and medical instruments
and devices, control and navigation instru-
ments);

Nano tools

High Value Technology (HVT) Specialty chemicals; fine chemicals;

high performance polymers and plastics
including conductive polymers;

Many areas from mechanical engineering
and automotive, process and chemical
engineering, in particular, “energy effi-
ciency” as a notion for energy saving
processes and activities in many industries
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Top or High Value Technology Sectors Chemical nanotechnology;

Advanced materials;

CleanTech (photovoltaic and organic solar
cells, solar thermics, wind power (wind
turbines), fuel cells/batteries, biofuels,
biorefineries; hydrogen storage; water
treatment and membranes)

R&D-Related Technology Classes Industry Segment
Technology-Based Services — TBS Research and development in natural and
(in German Technologieorientierte agricultural sciences, medicine and
Dienstleistungssektoren — TDL) engineering (contract R&D); Engineering

offices and firms

Technical, physical and chemical testing
and studies, e.g. analytical laboratories;

Data processing and databases, such as
cheminformatics, bioinformatics [Runge
2006:210] or research or innovation
support systems

*) Not generally software; software for technical devices, instruments etc. and technical
processes or process control are viewed as an integral part of technological product or process
development (cf. Vitracom AG, WITec GmbH, JPK Instruments AG — B.2, etc.).

In this regard, our focus on technology and related NTBFs appears as even more spe-
cific than the one suggested by Bates [1995] that entrepreneurial research be
conducted in a specific industry, given the importance of the industry variables in
influencing the success or failure of entrepreneurial ventures.

Contrary to activities of pure science and “pure research”’ aiming to gain new insights
and generate new knowledge, which is mostly pursued in academic settings, industrial
research and related activities are associated with purpose. The objectives of indus-
trial R&D are to create value [Runge 2006:611]. And fundamentally, in commercially
oriented organizations, one can differentiate four areas of activities of a corporate
R&D Function [Runge 2006:614]:

= Basic research,

= Applied research,

= Development,

= Technical service (or technical service & development — TS&D).

With increasing complexity of the NTBFs’ offerings (products, devices, instruments)
the need for technical service will increase. And in its broadest sense technical service
also comprises education and training of (basic and advanced) usage of the products
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through practicing and workshops, seminars or webinars (as do, for instance, WITec
GmbH, JPK Instruments, Nanopool GmbH; B.2).

Technology has more than one definition, but it refers essentially to the body of
know-how about the means and methods of producing tools, goods and services
[Runge 2006:620]. Technology comprises a system of application-oriented statements
about means and ends. And technique represents an applicable element of a
technology. Technology comprises often a set of techniques and technology imple-
mentation means selecting techniques to target a given goal.

Techniques constitute what is also called instructional (practical) knowledge. Like any
recipe they comprise essentially instructions that allow people to “produce” or “re-
produce,” respectively. The lines in the technique can be either “obligate” (do X) or
“conditional” (if X, do Y), “optional” (do X or Y; do or do not X) or “mandatory” (must do
X) and in this way are related to the concepts of algorithms and heuristics and pro-
grammed and non-programmable problem-solving [Runge 2006:341].

It is often impossible to specify explicitly the entire content of a set of techniques or
instructions. Even a simple cooking recipe contains a great deal of assumptions that
the person executing the technique is supposed to know. Such “tacit knowledge”
and, more specifically, “tacit technology,” is mainly ingrained in people and re-
presents correspondingly an issue for “technology transfer” or also “licensing” of tech-
nology.

“Tacit technology” is not codified or not documented practical knowledge and experi-
ence of people in technical fields. Tacit technology is often brought to bear as and
when it is required, similar to a resource. Hence, it is an important competitive advan-
tage of a firm (ch. 4.3.3) and part of its core competencies — as long as the firm can
keep the people.

“Core competency” is a central variable for innovation! It is the one thing that a com-
pany can do better than its competitors; an area of specialized expertise that is the re-
sult of orchestrating complex streams of technology and work activities and proc-
esses, including building and keeping unique relationships with customers, suppliers,
research, development or marketing partners, and operational agility or unique busi-
ness practices.

It should be noted that core competencies, the bundle of skills and technologies, are
dynamic. In particular, with regard to technology developments, over time some com-
petencies get more important, others become obsolute. For non-technical competen-
cies, for instance, management style and execution usually differ whether the firm is in
growth mode during an economic boom or the firm has to fight against the effects of
an economic recession.

The preceding outlines raise the general question whether it is necessary to use and
exploit science for purposes of technological progress. In fact, many important tech-
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nological innovations were initially not very well understood scientifically. And there is
often a substantial lag between the time technical information is generated and the
time it is used for innovation. The lag is usually 8 to 15 years, but may be decades.

Hence, technology entrepreneurs do not have to know what they are doing to
be successful, but they do have to be able to deliver demonstrative and re-
producible results [Runge 2006:619].

Such a statement, of course, does not imply that it is not preferable to have a scientific
foundation of a technology.

Furthermore, one must clearly differentiate development from research and engineer-
ing from science. Development is sometimes more an art than a science, particularly
in the chemical industry. In the areas of adhesives in a review one reads, for instance,
“There is a distinction between the science of adhesion and the technology — | was
tempted to say the ‘art and mystery’ — of adhesives and their use.” [Runge 2006:620]).
Or look at paints and coatings: “formulating coatings (paints and inks) is a science
which sometimes is referred to as a bit of black magic” [Weernink 2009]. And con-
cerning chemical nanotechnology Scott Rickert, founder of Nanofilm LLC (B.2), said “I
didn’t know how it worked, it just did.” [Charlton 2005].

1.1.1.1 Entrepreneurship and
Technology Entrepreneurship

Having set the anchors for technology entrepreneurship let us focus on a definition
serving the purposes of the book. There is a proliferation of theories, definitions and
taxonomies of entrepreneurship that are often in conflict and overlap with each other,
resulting in confusion and disagreement among researchers and practitioners about
precisely what entrepreneurship is.

There is no universally accepted definition of entrepreneurship, much less of techno-
logy entrepreneurship. Entrepreneurship means many things to many people and
depends to a large extent on the context it is discussed in or on the particular scientific
or technical discipline dealing with it.

Furthermore, entrepreneurship and the strategic role of the entrepreneur as an agent
of economic transformation in society has become an important topic of policy in the
context of growth and job creation of the economy. This, in particular, has led to some
degree to perceptions of entrepreneurs and entrepreneurship in the public which hin-
ders understanding and explanation of the phenomenon and thus also hinders to for-
mulate proper governmental programs to initiate and support entrepreneurship and/or
implement corresponding programs properly. Hence, the definition of technology
entrepreneurship shall be re-visited.

For the current book the question is whether there is an appropriate definition of
“technology entrepreneurship” fitting GST as the framework so that, after combing key
aspects of existing definitions of entrepreneurship, it emerges as a specialization. In
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particular, we also want to be operational with the notion “technology” to lift the
restriction to “high technology.”

To outline our route to the definition we shall first refer to some pertinent definitions —
and will emphasize two targets of inquiry, entrepreneurship as a process of change
and the entrepreneur, the personality, as the “agent of change” (Figure 1.1). We see
the change agent essentially to live in the future, not just the present. Regardless of
what is going on today, a change agent has a vision of what could or should be and
uses that as the governing sense of action. The change agent’'s actions will affect
individual lifes or even economies.

A rather recent definition by Onuoha [2007] and referred to numerously on the Web
views entrepreneurship as the “practice of starting new organizations or revitalizing
mature organizations, particularly new businesses generally in response to identified
opportunities.” Important implications of this definition are the relation to a procedure
or even routine for the startup phase of a new organization or renewal of an existing
organization through a “New Business Development” (NBD) process.

Onuoha’s definition, hence, embraces also “entrepreneurship in existing organizations
(“intrapreneurship”). The relationship to “identified opportunities” may not only refer to
revealing explicitly or implicitly (“latent”) existing opportunities, but also to creating
opportunities, for instance, through so far not existing technologies. Especially the last
aspect will exhibit an interconnection to the notion of “innovation (ch. 1.2.5.1).

Adding to Onuoha’s definition, Webster's Online Dictionary ? states that entrepreneur-
ship is “the organization, management, and assumption of risks of a business or en-
terprise, usually implying an element of change or challenge and a new opportunity.”
Furthermore, Collins Concise Dictionary Plus defines an entrepreneur as the “owner
or manager of a business enterprise who, by risk and initiative, attempts to make
profits.”

As a consequence, entrepreneurship in this broader sense includes also a situation of
changed ownership of firms or parts of firms, such as business succession with a
fundamental change of business (“business model innovation”) or management buy-
out (MBO) of an existing firm or a particular business of a firm. Basically, a business
model is an organization’s core logic for creating value, a hypothesis how to create
value — how to make money.

This complements the definition of entrepreneurship by Hayes [1997:16; emphases
added] as an “intentional activity aimed at meeting a perceived need through the crea-
tion of innovative methods, processes or products; and, subsequently, envisioning, or-
ganizing, managing, and assuming the risks of a new enterprise or business.”

The “New Business Development” (NBD) process can be seen as a generic activity of
entrepreneurship and does not depend on the size (and age) of a firm. For (very) large
firms NBD is an established, structured process and has been studied and put forward
intensively [Morris et al. 2008; Runge 2006]. NBD with appropriate adaptation can be
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relevant for new, micro-sized firms when they change business direction or for
medium-sized firms, when, for instance, after business succession a new business will
be started.

Concerning the interconnection between entrepreneurship and innovation we learn
from Peter F. Drucker, respected and admired as the most influential management
thinker. He provides the following working definition of innovation [Drucker 1985:19]:
the exploitation of change as an opportunity for a different business or a different ser-
vice. He argues that this exploitation of change is intentional. In his 1985 book
“Innovation and Entrepreneurship” he said the following about entrepreneurship and
innovation:

...whereas much of today’s discussion treats entrepreneurship as something slightly
mysterious, whether gift, talent, inspiration, or “flash of genius,” this book represents
innovation and entrepreneurship as purposeful tasks [Drucker 1985:vii] . . . Innovation
is the specific tool of entrepreneurs, the means by which they exploit change as an
opportunity for a different business or a different service [Drucker 1985:19, emphasis
added].

Furthermore, Drucker [1964:5] introduced an operational definition of entrepreneur-
ship as follows:

...’"maximization of opportunities is a meaningful, indeed a precise, definition
of the entrepreneurial job.

It implies that effectiveness rather than efficiency is essential in business.
The pertinent question is not how to do things right but how to find the right
things to do, and to concentrate resources and efforts on them.”

Notably, all the definitions mentioned so far indicate a differentiation of leadership and
management; whether as roles of an entrepreneur or separating the entrepreneur(s)
and a (professional) managerial job. Furthermore, it differentiates developing from
running a firm or business.

In particular for the technology entrepreneurship Dorf and Byers [2007:4] add further
aspects to the definition of an entrepreneur:

An entrepreneur is a person who

= ... undertakes the creation of an enterprise or business that has the chance of
profit (or success),

= ... has the ability to accumulate and manage knowledge and

= ... seeks to achieve a certain goal.

The economist Joseph A. Schumpeter (1883-1950) took a different approach starting
from the role of innovation. He was essentially concerned with a special kind of entre-
preneurship that, historically, has led to the creation of railroad transportation, the birth
of the chemical industry and electrical industry, and the emergence of multidivisional,
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multinational firms. In shaping his theory he connected innovations and economic de-
velopment and cycles along several time scales.

According to Schumpeter [1942] the entrepreneur is someone who carries out “new
combinations” by introducing new products or processes, identifying new export mar-
kets or sources of supply, or creating new types of organization (concerning combi-
nations cf. ch. 3.3). Schumpeter presented an image of the entrepreneur as someone
motivated by the “dream and the will to found a private kingdom”; the “will to conquer:
the impulse to fight, to prove oneself superior to others”; and the “joy of creating”
which all, through the media, entered to a certain degree the public perception of an
entrepreneur.

In Schumpeter’'s view the entrepreneur leads the way in creating new industries,
which, in turn, initiate major structural changes in the economy (ch. 1.2.4). Old in-
dustries are rendered obsolete by a process of “creative destruction.” As the new in-
dustries compete with established ones for labor, materials, and investment goods,
they drive up the price of these resources. The old industries cannot pass on their
higher costs because demand is switching to new products. As the old industries de-
cline, the new ones expand because imitators, with optimistic profit expectations
based on the innovator’s initial success, continue to invest. Eventually, overcapacity
depresses profits and halts investment. The economy goes into depression, and inno-
vation stops.

Invention (Table 1.10) continues, however, and eventually there is a sufficient stock of
unexploited inventions to encourage courageous entrepreneurs to begin innovation
again. In this way Schumpeter used entrepreneurship to explain structural change,
economic growth, and business cycles, using a combination of economic and
psychological ideas. He outlined the view of a “dynamic disequilibrium” based on
“creative destruction.”

The insights of previous economists can be synthesized. Entrepreneurs are special-
ists who use judgment to deal with novel and complex problems. Sometimes they own
the resources to which the problems are related, and sometimes they are stewards
employed by the owners (“intrapreneurs”). In times of major political, social and en-
vironmental change, the number of problems requiring judgment increases and the
demand for entrepreneurs rises as a result.

In revealing profitable opportunities the entrepreneur needs to synthesize information
from different sources. Thus, the Schumpeterian innovator may need to synthesize
technical information on an invention with information on customer needs and on the
availability of suitable raw materials. A good education combined with wide-ranging
practical experience helps the entrepreneur to interpret such varied kinds of informa-
tion. Sociability also helps the entrepreneur to make contact with people who can sup-
ply such information secondhand.
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Schumpeter’s ideas have a broad influence on discussing the role of new businesses
and firms on innovation and on long-term national economic growth. However, there is
distinct critiques of Schumpeter’s views and claims, particularly summarized and put
forward as sometimes misleading by Bhidé [2000:319-337] when “Reexamining
Schumpeter.”

Long before Schumpeter, for the concept of entrepreneurship, in 1803 Say [1803]
already combined person(ality) and process and the entrepreneur’s role for a super-
ordinated system, the economy/industry.. In the English translation of Say’s work the
term “adventurer” was used instead of entrepreneur. Say was certain that the entre-
preneur was “necessary for the setting in motion of every class of industry whatever;
that is to say, the application of acquired knowledge to the creation of a product for
human consumption” [Say 1803:176]. Some provide land; others, capital; still others,
labor. But only the entrepreneur — or the “master-agent” [Say 1803:176] as Say
sometimes described him — can combine these factors to bring to market products
that meet human needs and wants.

Further, an entrepreneur “requires a combination of moral qualities” [Say 1803:177],
such as “judgment, perseverance, and a knowledge of the world, as well as of busi-
ness.” He must be a forecaster, project appraiser, and risk-taker. Finally, “in the
course of such complex operations, there is abundance of obstacles to be sur-
mounted, of anxieties to be repressed, of misfortunes to be repaired, and of expe-
dients to be devised.” In short, the entrepreneur is the rare yet indispensable indivi-
dual who actually makes the economy work, an agent of change.

From these above definitions and statements we distilled our following view of Tech-
nology Entrepreneurship:

Technology Entrepreneurship is a purposeful and goal-oriented process in
a complex and interwoven scientific/technical, cultural, social, economic, legal
and political situation driven by a person (or group), the entrepreneur(s), and
associated with a practice of starting a new technology-based organization or
“renewing” an existing technology-based organization.

It corresponds to the conversion of science and/or technology into socio-
economic value through gathering tangible (material) and intangible (immate-
rial) resources after having perceived a change of a situational factor as an
opportunity for the creation of innovative offerings, such as products, proces-
ses or applications. It involves decision-making and assuming the risk to
found and lead a new technology-based firm (NTBF) and later manage the
NTBF for further development or create a new business of an existing firm.

Whereas Dorf and Byers [2007:xv] refer explicitly only to human and financial re-
sources (resources:= sources of aid or support that may be drawn upon when
needed) the current definition uses generic notions to account for the broad variety of,
for instance, important intangible resources for technology entrepreneurship, such as
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a firm’s Advisory Board for technical, organizational etc. advice, external networking or
intellectual properties (such as patents; Table 1.8) to generate revenue, for instance,
through out-licensing.

Selling a license (by a provider) concerning a production process to another firm (the
acquirer) may or may not be an end as a source of revenue for the provider
(exclusivity; Figure 1.31), but a means to an end for the acquirer to make his
production more efficient or establishing a production process new to the acquirer
resulting in increased revenue.

In our definition, the notion “development’ does not necessarily imply growth or even
rapid growth of the NTBF, but a viable existence over time. And the “creation of a new
business of an existing firm” (“renewal”) could comprise new offerings (“technical inno-
vation”), such as products or services, or a new business as a new business unit or as
a part of an existing business unit of the firm or the creation of a “spin-off’ (intra-
preneurship) or even an organizational (behavioral) innovation.

A spin-off is a new organization or entity directly formed by a split from a larger one,
such as a new company formed from a large firm. The new firm is created out of one
of its existing divisions, subsidiaries or subunits as a deliberate act of the parent com-
pany, and the owners of the parent are the original owners of the new firm (although
these owners can normally sell their ownership stakes at market rates soon after the
new entity is formed, especially if the spin-off is publicly traded).

In most of the literature the term “spin-off’ is used interchangeably with “spin-out.”
However, we will use the term spin-out if a firm is formed when an employee or group
of employees leaves an existing entity to form an independent startup firm. Particu-
larly, this can refer to a university research group or a group of a research institute, di-
rectly or mediated by a business incubator (ch. 1.2.6).

During their early phase of development spin-outs typically operate at arms length
from their parent organizations (formally and legally independent, but usually with
certain ties) and have independent sources of financing, products, services, custom-
ers, etc. In some cases, the spin-out may supply the parent with products or services.
Spin-outs as a source of technology transfer (ch. 1.2.6.3) and diffusion in rapidly-
evolving high technology industries ® have been examined by Franco and Filson
[20086].

Entrepreneurship is closely related to self-employment and both terms are often used
interchangeably. But self-employment might take on a different meaning in a different
context [GiSeung Kim 2008]. One can be entrepreneurial without being self-employed
(for instance, as an intrapreneur) and self-employed without being entrepreneurial,
such as a physician. In the technological context we shall refer to self-employment
as a restricted aspect of entrepreneurship related essentially to an autonomy orienta-
tion (“be one’s own boss,” perceived freedom).
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The difference between an entrepreneur and the self-employed is that the former one
is a founder who wants to run and develop a company whereas the latter one simply
wants to make income working for him-/herself. It is seen as an alternative to paid em-
ployment to achieve economic independence (not necessarily total ownership). In the
context of technology entrepreneurship it may show up as a “one-person firm,” for in-
stance, as a (freelance) management or engineering consultant, market researcher or
technology scout etc. Here, self-employment often lacks initiating and controlling
change. It may also be represented as a micro firm, an “engineering office” or an
“analytical services laboratory.”

Sometimes self-employment is an issue of “voluntariness” or “involuntariness” (like
that of unemployment). As in the 2007-2009 “Great Recession” out of work people
may do something totally different to survive through self-employment as “accidental
entrepreneurs” (or “necessity entrepreneurs” (ch. 2.1.2.4)). Related activities may be
more oriented to survival rather than to technical innovation.

A special situation for self-employment may occur for “inventors” by hobby or profes-
sion. Most of these persons can be characterized as “tinkerers.” Across the globe,
from Germany to the US and Japan, there are “inventors’ fairs” where “inventors”
present to potential buyers their inventions and ideas — from strange to interesting and
sometimes usable. “Ideas, Inventions and New Products” in Nuremberg (Germany) is
one of the biggest trade fairs for inventors. Particularly addressing students there
exists also “Young Inventors’ Fairs.”

Entrepreneurship within an organization means intrapreneurship. We hypothesize
that an intrapreneur’s personal characteristics are not significantly different from those
of entrepreneurs (ch. 2.1, 2.2). Intrapreneurs are employees with a dedicated per-
spective on the value of the organization, but generally they have not created the idea
of the organization. And, moreover, they behave differently as corporate innovators
through different conditions or constraints imposed by the firm. That means, intrapre-
neurship is entrepreneurship constrained by certain specific organizational factors.

Though intrapreneurs may take risk, for instance, concerning their career develop-
ment or reputation in the firm, they usually have no risk to the success or failure of that
organization. They may have access to the necessary resources, but usually operate
through given well-defined corporate processes and routines and execution control by
professional managers with little room for deviations. Their ideas or revealed oppor-
tunities are often accepted only if they provide a strategic fit with the corporate goals.
Apart from lack of any form of ownership an intrapreneur’s character and behavior
relates to the employee’s attitudes and organizational performance requirements
[Bhidé 2000:114; Sasiadek 2004].

To better reflect this situation Morris et al. [2008] preferred the term “corporate en-
trepreneurship’ rather than intrapreneurship. As entrepreneurship can happen in
various organizational contexts the Oxford English Dictionary definition of an intrapre-
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neur, as “an employee given the freedom to work independently within a company
with the objective of introducing innovation to revitalize and diversify its business,”
represents just a very special case of an intrapreneur.

An overview as well as “similarities and differences between corporate and “start-up
entrepreneurship” emphasizing their major differences is given by Morris et al.
[2008:34-36]. Though we shall use the terms intrapreneurship and corporate entrepre-
neurship as synonyms from a consistency point of view the last one would be ap-
propriate for our GST approach (Figure 1.17).

Modifying the definition of Wolcott and Lippitz [2007:75] we view corporate entrepre-
neurship as the innovation process by which individuals and teams within an estab-
lished company conceive, foster, launch and manage a new offering, new business or
spin-off or change a business position or processes of the parent company leveraging
the parent’s assets, market position, capabilities or other resources. In particular, for
large firms this is often associated with an industry-wide, largely standardized work
processes, particularly New Product Development (NPD) or New Business Deve-
lopment (NBD), respectively.

Focusing on intrapreneurship has also a practice-oriented rationale when relaxing
certain constraints of the specific corporate environment, such as corporate culture or
routines (Figure 1.17). Intrapreneurship, emphasizing innovation to increase profits
and growth of large companies, is at the center of business and management re-
search, which means initiatives undertaken by established companies. “The increased
routinized nature of corporate initiatives suited the norms and aspirations of business
scholars” [Bhidé 2000:x] for systematic inquiry, but also the interests of management
consulting firms.

Hence, entrepreneurship may refer to established approaches, tools and skills (“best
practice”) for managing new entrepreneurial firms when, in the course of their deve-
lopment, they attain the point of growth which requires “professional management” for
further development (ch. 4.2.3, Figure 1.118). In particular, the New Product Develop-
ment (NPD) and New Business Development (NBD) processes and innovation ac-
cording to a Stage-Gate® process of large companies (ch. 4.3.1, Figure 1.79, Figure
1.180) may serves as models for management of new technology-based firms in
advanced states of development.

1.1.1.2 New Technology-Based Firms

and Research-Based Startups

From the point of view of entrepreneurship and innovation policies new technology-
based firms (NTBFs) are considered to be one of the most promising categories of

new firms. These firms are expected to produce innovation(s), develop technological
standards and to create new jobs. Not surprisingly, there is great variation in defini-
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tions of NTBFs with an emphasis on firm activities and technology orientation, but also
ownership, firm development phases, age or survival probabilities (in years).

In a study by Maki and Hytti [2008] NTBFs are defined as independent firms that are
at maximum ten years of age, and their operations are based on exploiting the firm’s
technological resources, which means that the firm actively develops, produces and/or
commercializes technology. The group of NTBFs includes also knowledge-intensive
business service (KIBS) firms.

Similarly, Luggen and Tschirky [2003] stress firm age, but associate the definition with
a still leading role of the original founder(s). For them an NTBF is a firm “working in a
‘high technology’ sector, less than 10 years in operation and which is led by the origi-
nal founder team.” Referral to the survival chances of NTBFs (ch. 4.2) we shall con-
centrate on a 12 year period of operation when investigating development and growth
of NTBFs.

Finally, there is also a definition with an emphasis on technological innovations
through R&D (cf. Table 1.1). “An NTBF is defined as an entrepreneurial organization in
the survival or growth phase, where the focus is on the creation, development and
exploitation of technological innovations through a strong R&D orientation in high-
technology industries.” [Luggen and Tschirky 2004:1]

Summarizing the above definitions in line with our intentions we view a New Tech-
nology-Based Firm (NTBF) as

an entrepreneurial organization with the goal to actively create, develop,
and/or commercialize offerings (Table 1.3) based on technology and/or re-
search, particularly innovative products, processes, applications and services,
which is no more than 12 years in operation and which is usually still led by
the original founder or founder team or, at least, one member of founder team.

This definition connects leadership with the founder(s) of the NTBF, not ownership or
control aspects, but allows for the case that an entrepreneur transfers his/her mana-
gerial role to a (professional) manager as a separate job.

As NTBFs are mainly technology driven ventures, technology strategies play a key
role because technology issues have a major impact on all the other management
issues, such as finance, marketing, human resources, etc. Technology strategies
evolve with the maturing of the NTBF as do other management issues. The required
emphasis on strategy for NTBF development differentiates them from non-technical
new firms or new firms with little technical orientation which often lack strategic ori-
entation and follow an “opportunistic” approach of entrepreneurship [Bhidé 2000].

As a special case of an NTBF the type of a so-called Research-Based Startup
(RBSU), also called an academic spin-out, is mostly viewed as a new for-profit
company based on the findings of a member or by members of a research group at a
university or public research institution. Generally, there is a broad range of academic
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spin-out definitions centering around only university spin-outs [Djokovic and Souitaris
2008].

We shall specify an academic spin-out company as a commercial entity that derives a
significant portion of its commercial activities from the application or use of a tech-
nology and/or know-how developed by or during a research program of a university or
non-profit, usually public, research organization (ch.1.2.6.1). This can also be a doc-
toral thesis. For instance, how William Henry Perkin founded his firm in 1856 and
became the father of industrial organic chemistry can be seen as one of the first
notable examples to create an RBSU (A.1.2).

An RBSU can be created also, for instance, 1) based on a license to the related
technology (patent) from the parent research organization, or 2) by providing a service
using scientific or technical research-derived knowledge or expertise. In this sense, for
instance, a consulting company formed by academics from natural science or engi-
neering is no RBSU. Founding and developing RBSUs is sometimes also referred to
as “academic entrepreneurship” (ch. 1.2.6.1).

For their study on technology entrepreneurship and firm’s foundation in Germany
Egeln et al. [2002] differentiated various types of technology-oriented firms. Accord-
ingly, “academic startups” comprise all firms’ foundation by persons having studied at
a university. This means, there are spin-outs and academic startups comprising to-
gether the set of “academics-based foundations.” In Germany these account for ca. 60
percent of the foundations in research- and knowledge-intense industry branches
(Table 1.2).

The other part is “non-academics-based foundations” which is additionally character-
ized by their low level of R&D-orientation. Non-academics-based foundations do R&D
regularly by only 10 percent and ca. 7 percent do it occasionally [Egeln et al. 2002].
They cover essentially science- or technology-oriented services, such as data proc-
essing and software, technical offices or R&D services. The proportions of founding
types for Germany are presented in Table 1.2.

Table 1.2: Foundations of technology-based firms in Germany by type [Egeln et al.
2002].

1996 - 2000 Foundations in Research- and Knowledge-Intense Branches
(64.400; a quarter of all foundations)

Foundations by Academics Foundations without
(37.700; 58.5%) Academics

(“Other NTBFs”)
Spin-Outs (RBSUs) (6.800; (Other) Academic Startups (26.700; 41.5%)
10.6%) (30.900; 47.9%)

Basically, entrepreneurship and commercial activities of a for-profit organization can
be related to a business model. That part of the business model which describes how
the firm will earn revenue, generate profits and produce a favorable return on invested
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capital corresponds to the revenue model. It specifies by which kinds of offerings the
firm will earn revenue to make more money than it spends. An overview of offerings of

NTBFs or RBSUs as sources of revenues is summarized in Table |.3.

Table 1.3: A spectrum of NTBF offerings as the basis for their revenues®).

NTBF Offerings

Remarks

Products; instruments, devices (incl.
sensors and diagnostics); systems

Single products may be standardized for
the market or customized according to cus-
tomers’ specifications

Processes; developing and commercializ-
ing industrial processes;

providing products for processes of cus-
tomers, such as “process chains,” “Mosaic”
offerings

Groups of products and services along cus-
tomers’ process chains, not necessarily
comprising an uninterrupted sequence
along the path (Figure 1.94, Figure 1.95; ch.
3.2.1)

Solutions

An offering comprising all the components
to provide a solution of a problem, often for
a particular industry

Offering-related services

Technical service, education and training
for offerings’ usages, software development
for offerings’ (systems’) configurations and
usages — “plant layouts”;

here a spectrum is observed from free-of-
charge to the customer to fee-based ser-
vices

“Enabling” services

Consulting, analytical services, etc.

Intellectual properties (IP), for instance,
patent licenses, “rights to practice,”
knowledge and know-how sharing; access
to information/knowledge in databases

Special information services for customers

Contract research or development, contract
manufacturing (scaling-up); process devel-
opment and optimization

Other contractual services, technology-
based services

For instance, special software (incl. data-
base) developments, Web-based services,
I&CT system development

Cooperation:
Joint research alliance (JRA),
joint development alliance (JDA)

*) Revenue: Sales after deducting all returns, rebates, and discounts.
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According to the previous outlines taxonomies for NTBFs have been implicitly intro-
duced which cover types of technologies related to industries as well as levels of re-
search and development activities (Table I.1), education of firms’ founders (Table 1.2)
and types of offerings (Table 1.3). A full taxonomy to deal with NTBFs is elaborated in
Figure 1.128.

Depending on the time period since foundation for which a firm is viewed as “new” as
well as the growth rate of the “new firm,” NTBFs may cover the whole range of micro,
small and medium-sized enterprises (SMEs; in German: KMU, Kleinstunternehmen
sowie kleine und mittlere Unternehmen) as defined by the European Commission. The
classification is based on number of employees and turnover or the firm’s balance
sheet.

Generally, with regard to quantitative growth of NTBFs headcount (number of person-
nel per year) or annual turnover are used as the most important indicators (Table 1.4).
We shall follow this typology as it expresses to a certain degree development stages
of NTBFs (ch. 4.3).

In the US the Small Business Administration (SBA) provides a very detailed explana-
tion of what has to be regarded as a “small company” on the basis of the North
American Industry Classification System (NAICS) as the standard used by the Federal
Government which does not fit our current purposes. Broadly, in the US a business is
small if it has fewer than 500 employees.

Concerning business policy the SBA definition of a small firm and, for instance, the
German SME differentiation together with the NTBF differentiation (Table 1.1) one
realizes that in Germany political support of startups and mid-size firms takes into
account that small businesses are incredibly diverse, technical versus non-technical
firms, with very different needs, aspirations and potential of job creation. In the US to
support NTBFs or RBSUs the basically one-size-fits-all approach of policy (by the
SBA,; ch. 1.2.6.3) would have difficulties to provide the required customized attention.

Table 1.4: Definition of micro, small and medium-sized enterprises (SMEs) by man-
power or financial criteria [European Commission: SME Definition].

Enterprise Headcount: Annual Turnover or Annual Balance
Category Annual Work Unit Sheet Total
(AWU)
Medium-Sized <250 < € 50 million < € 43 million
Small <50 <€ 10 million <€ 10 million
Micro <10 < € 2 million < € 2 million

The staff headcount is a crucial initial criterion for determining in which category an
SME falls. This particular notion covers full-time, part-time and seasonal staff and in-
cludes the following category of personnel:
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=  Employees,

= Persons working for the enterprise being subordinated to it and considered to
be employees under national law,

= Owner-managers,

= Partners engaged in a regular activity in the enterprise and benefiting from
financial advantages from the enterprise.

The owner-manager is an individual business owner who manages and leads a busi-
ness from any industry or service sector and exhibits a relationship to the notion “self-
employment.”

An enterprise is not an SME under the definition if 25 percent or more of its capital or
voting rights are directly or indirectly controlled, jointly or individually, by one or more
public bodies. The reason for this stipulation is that public ownership may give such
enterprises certain advantages, notably financial, over others financed by private
equity capital. In addition, it is often not possible to calculate the relevant staff and
financial data of public bodies.

1.1.2 The Conceptual Skeleton of Entrepreneurship

The nature of the subject is not to blame

if mankind created so many branches of science and schools.

In essence, entrepreneurship deals with a person or a group, the entrepreneur(s), in a

particular situation and environment and why and how they found, or even take over,

a firm anticipated to be “successful.” Anticipated success of the entrepreneur means
“perceived” (subjective) success — perceived chances (ch. 4.1).

Mugler [1998] has presented a “configuration approach” as a concept to explain firm’s
foundation and development (growth), in particular, SMEs which reflects a GST view.
Runge [2006] used such an approach in the context of innovation in the chemical
industry basically differentiating the concepts of “innovation architecture” character-
ized by endogenous variables and “innovation configuration” considering architecture
combined with exogenous (external) variables (“parameters”). Here, architecture and
configuration means primarily structural categories which, however, may achieve also
functional and operational characteristics if the components or their proper aggrega-
tions are associated with attributes for a multidimensional approach (A.1.6).

Basically, Mugler views a “configuration” as a set of interconnected factors that initi-
ate firm’s foundation and development. It is important to note that the factors are inter-
dependent and interacting, such that their effects may be enhanced or diminished.
“Configurations are inherently multidimensional entities in which key attributes are
tightly interrelated and mutually reinforcing” [Mugler 1998: 105].

The current approach will refer to entrepreneurial architectures and entrepreneurial
configurations for founder teams and new technology ventures in detail (ch. 2.1.2.5;
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ch. 4.3.2, Table 1.41, Figure 1.71, Figure 1.72, Figure 1.73; A.1.6). The architectures
and configurations will be related to a sophisticated taxonomy (Figure 1.128).

Mugler’s configuration approach searches for variables and relationships between
them that initiate developments without implying certain patterns for the proceeding.
Clustered occurrence of individual variables or variable indicators provides invariance
which can be measured and interpreted. Interpretation of variance in terms of rela-
tionships between the variables delivers the basis for the transfer of insight to other,
similar cases. Individual configurations can be grouped into “configurational types.”

As a summary, the configuration approach with its interdependencies of functions
views an enterprise as a “whole” with its own attributes which cannot be derived from
its parts or components. Each enterprise is formed by its individual constellation of
variables and parameters and can be related to the concept of “archetype” only con-
cerning certain aspects. Over time this induces dynamics (“development”), which is a
special form of change.

For instance, referring to entrepreneurship in the biofuels field (A.1.1) venture capi-
talist Vinod Khosla [2008b] introduced also a sort of configurational view into entre-
preneurship and entrepreneurial firms through the notion of an “Innovation Eco-
system” solving large problems by key drivers and coordination of capital, intellect,
pragmatism, and confidence so that a firm will succeed. Pragmatism refers to aware-
ness that some approach will work and some will fail. The “configuration” (for venture
capital-based) NTBFs includes

1. World class or best known academics, people with very different scientific and
engineering backgrounds, from very different industries and life experiences
coming together and challenging traditional industry assumptions about what
is possible and what is impossible.

2. The industry’s ability to attract entrepreneurial and managerial talents to run
the companies from their beginnings who are often attracted by making mo-
ney — and making a difference. In particular, “business veterans” are joining
related (biofuel) startups in droves.

3. Intelligent capital and huge financial resources, where the “deep pockets” are
with venture capitalists or existing giant companies (, and also large grants
through governmental programs).

4. Finance and project development skills from other industries are now being
brought to bear in a disciplined, staged approach to project design and
contracting.

In this book a configuration approach with a strong focus on startup (initial) architec-
ture in the above sense will be central to characterizing NTBFs and generally firms, for
instance, the class of “Hidden Champions” in Germany (ch. 4.1.1; Box 1.18) and to
deal with firms’ developments (ch. 4.3). As no two firms will have the same initial con-
figuration and a subsequent path to growth, the further question will be, how can we
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tackle the desire to derive generalizations in the context of technology as a particular
opportunity of entrepreneurship?

We regard GST as the option for a framework to progress towards a united concept of
thinking with regard to explanation of entrepreneurship and providing a consistent sys-
tem of regularities and patterns indicating in some cases even “kinds of laws.” We ap-
proach the subject using a conceptual skeleton separating basically the entrepreneur
and entrepreneurship, a distinction which is important.

For entrepreneurship we look at the macro and micro perspectives of a process (ch.
APPROACH). Focusing on entrepreneurs we concentrate on the person in the pro-
cess. (ch. 2). We frame the content systematization according to four fundamental
categories, viewed as concepts for understanding and order factors to interrelate
terms and notions to judgment, as outlined in Table I.5.

Table 1.5: The conceptual skeleton of technology entrepreneurship — the “entrepre-
neur(s) in entrepreneurship.”

The Entrepreneur (in German The founder’s personality in the broadest
Griinderperson) and the Founder Team sense; traits, attitudes, etc.;

demographic characteristics (for instance,
age, gender) and experience;

the culture factor;

visions, goals, purposes;

foundation by a team of entrepreneurs;
entrepreneur versus intrapreneur (ch. 2).

Having and/or revealing opportunities (ch. 3);

Decision-making and risk taking (ch. 4.2.)

Entrepreneurship

The context of the foundation Basics of Applied General Systems Theory
(in German Griindungsumfeld) and systems thinking (ch. 1.2.2, ch. 1.2.3);
the context of systems the technology entre-
preneur(s) is active in (ch. 1.2, ch. 5)

The endeavor: For instance, the foundation initiatives, per-
key categories and processes spectives of “success” (ch. 4.1),
(in German Griindungsunternehmen) characteristics and processes (“architecture”)

of the founded firm, e.g. resources, structure
and activities (ch. 4.3.2); resource/input con-
version; ownership and legal issues;

the foundation’s environment and conditions;
the directing “configuration” (through internal
and external “drivers”);

firm’s foundation as systems design (ch. 5)
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The foundation success (in German Failures and pitfalls of startups (ch. 4.2.3)

Griindungserfolg) Firm’s development; processes and results,

goal achievement, firm output, output perform-
ance; growth;

theoretical descriptions of firms’ development
based on sociological and cybernetic con-
cepts and principles (ch. 4.3)

(Technology) Entrepreneurship is not only an interdisciplinary exercise for those who
research the subject, but it requires also for those who execute technology entrepre-
neurship an interdisciplinary attitude, selected “hard” and “soft” skills and dealing with
resources of various types and origins.

It is one aim of this book to generate a sufficient, “need-to-know” level of understand-
ing of the concepts and the language of the involved fields and disciplines (Figure 1.1)
so as not to be mystified, and finally to ask the right questions about entrepreneurship
rather than discipline-specific questions.

Figure 1.1 shows the stages of the entrepreneurship model with the various disciplines
which contribute essentially to describing, explaining or practicing, respectively, rele-
vant activities during these stages without excluding the others at the particular stage.
The outline of Figure 1.1, therefore, will also present some remarks in how far and by
which concepts the disciplines enter into this book on entrepreneurship. Moreover, the
simple notion “science” hides how the epistemology and the ways of reasoning in
physics, chemistry and biology will show up (Figure 1.2) and how important metaphors
from physics are for dealing with new venture growth (ch. 4.3).

Figure 1.1 emphasizes an approach where a person or group, the entrepreneur(s) or
the foundation team, with given psychological and cognitive dispositions and expres-
sions and visions and goals (ch. 2) are interconnected with the “success” of a firm
founded through a process of entrepreneurship. The current approach considers ex-
plicitly the foundation process and early development phases, the time before (“pre-
startup”) and after the foundation (“startup”: early, nascent stage and early growth and
stabilization). But, the structural representation in Figure 1.1 with the question mark
leaves it unanswered (till ch. 4.1) whether distinct growth is a criterion of success for
the entrepreneur(s) and whether innovation is a necessary or preferred or even un-
common prerequisite for firm’s foundation and success.

Visions or goals of the entrepreneur (Table 1.5; ch. 2.1.2.7) will enter his/her per-
ception of success and may be associated with three situations:

= They exist a priori, often already in the life of the to-be-entrepreneur, without
explicit interconnections with a firm as the appropriate means to achieve the
goals/visions. Typical examples are described for V. Dulger of the Prominent
Group [Runge 2006:74], D. Spatz of Osmonics, Inc. [Runge 2006:91], and P.
Marrone of AgraQuest [Dorf and Byers 2007:24].
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= They emerge out of an established idea or revealed commercial opportunity
or interrelated idea and opportunity to found and lead a (new technology-
based) firm. Visions and goals will and must become explicit after revealing
opportunity.

= Original visions and goals are changed. They are modified after a new oppor-
tunity has been revealed, after a chance discovery or serendipity. Serendipity
[Runge 2006:430] is often associated with a change of original goals of a new
firm or an innovation project (re-direction).

Operationalized visions and goals are the basis to assess success (ch. 4).

A key aspect of entrepreneurship is that, for many cases, it represents the pursuit of
opportunity (and/or problem-solving) beyond the resources the entrepreneur(s) cur-
rently controls (ch. 3).

It must be emphasized that entrepreneurship research deals to a vast amount with the
entrepreneurial person rather than a team. Research on the entrepreneurial founda-
tion team has remerged only during the last few years and contributions are almost
negligible when compared to contributions to the entrepreneurial person. This is par-
ticularly true for the subject of technology entrepreneurship (ch. 2.1.2.5).

But, general systems theory for NTBFs requires to differentiate aggregation of per-
sons striving for a common goal according to the levels given below of relevance for
entrepreneurship, the individual, the group/team (ch. 2.1.2.5) and the “herd” with say
less than 50 members (ch. 4.3.1).

The “Herd” (Sociology)
The Group (Social Psychology)

diysiepean
uswabeuepy

The Individual (Psychology)

All these three entities should be viewed as systems. In isolation they are the subjects
of different scientific disciplines, but are interconnected for entrepreneurship via the
notions of leadership and management.

Figure 1.1 differentiates entrepreneurship from management. Both processes have
different requirements with different time horizons as they refer to activities and tasks,
respectively. The entrepreneur has essentially an external orientation, refers to intui-
tion, creativity, ideas and views into the farer future; the manager is engaged in
organization and administration and in efficient interconnections between the internal
and the external referring more to rationality. Both differ by their psychometric profiles
(ch.2.1.2.1).

There is a difference between running a large firm or developing a startup or
NTBF (from scratch). A stable, established firm is different from a startup or
NTBF — they represent different entities!
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Management is a process and the art, or science or practice, of setting and achieving
objectives utilizing and coordinating appropriate assets and resources including
people in order to attain them with least cost and minimum waste which means attain-
ing the best return on such assets and resources by getting things done efficiently.

It is widely accepted that entrepreneurship differs from management [Morris et al.
2008:12]. Concerning roles in NTBFs there is a difference between management and
leadership, the significance of management showing up more for growth or a parti-
cular development stage, respectively, of a successful NTBF.

Repeating the already cited statement of Drucker [1964:5], the entrepreneurial job is
associated essentially with effectiveness which, in short, means doing the right thing
and contrasted with efficiency, do the things right. The focus on efficiency is essen-
tially bound to management.
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There is no generally accepted or generally applicable definition of leadership. For the
context of this book we note firstly that, in the foreword to the book “The Leader of the
Future” [Hesselbein 1996], Drucker provides a very condensed definition of leader-
ship: “The only definition of a leader is someone who has followers.” To gain followers
requires influence.

Hence, we see leadership as a process of social influence in which one person (or a
coherent group) can enlist the aid and support of others in the accomplishment of a
common goal. Leadership is reflected by a purposive collective or group process and
is ultimately concerned with fostering change directed toward some future end or con-
dition which is desired or valued. The emphasis of leadership on social influence actu-
ally means that its expression will often emerge from national culture (ch. 2.1.2.3).

In particular, for European (German) NTBFs, which often have an international or
even global orientation from early on, leading multi-cultural personnel or teams, re-
spectively, is important.

Innovation has always been a primary challenge of leadership. There is a need for
leaders to constantly work to develop the capacity for continuous change and frequent
adaptation, while ensuring that identity and values remain constant. In doing so, it is
important that these leaders recognize people’s innate capacity to adapt and creativity
to innovate and have their people pursuing continuous development (Figure 1.120,
Figure 1.121).

The above discussion can be condensed into an illustrative relationship as given in
Equation I.1.

Equation 1.1

Doing the right things Leadership Effectiveness

Doing the things right - Management - Efficiency

Furthermore:

Leadership is about people;
Management is about business results and processes.

For entrepreneurship, addressing specific leadership behavior expected to contribute
to organizational or unit effectiveness, functional leadership theory is particularly use-
ful. This theory argues that the leader’s main job is to see (and foresee) that whatever
is necessary to group needs is taken care of. Thus, leaders can be said to have done
their job well when they have contributed to group effectiveness and cohesion. Five
broad functions are observed a leader performs when promoting an organization’s ef-
fectiveness. These functions include:

1. Environmental monitoring (“environmental scanning”; ch. 1.2),
2. Organizing subordinate activities,
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3. Teaching and coaching subordinates (Figure 1.121 in ch. 4.3.2),
4. Motivating others,
5. Intervening actively in the group’s work. 4

A key leadership’s characteristic is the exercise of influence. It is therefore worth to
be aware of the difference between influence and power. Both involve a capacity to
change the behavior of other individuals, to get them to do something that they would
not otherwise do. However, power does not primarily affect attitudes, whereas influ-
ence does:

Influence > attitudes > behavior
Power > behavior > attitudes.

Influence is simply the capacity to affect a choice made, in other words anything that
will value or devalue a certain choice (ch. 4.2.2). For planning, in particular, a firm’s
operation, van Gigch [1974:7] emphasizes in this context the dichotomy of “planner
leader” versus “planner follower,” which means “planning to influence trends” versus
“planning to satisfy trends.” Power over an individual is the capacity or status by dec-
laration in an organization to make their decisions for them. Consequently, power
does not require goal congruence; leadership does.

As will be seen later, if a venture’s success is not only to avoid insolvency, but sys-
tematically expand market and competitive positions (“growth”), established principles
of management science and business administration become essential. That means,
consideration of entrepreneurship-related business administration and economics.

How Various Disciplines May Enter Technology Entrepreneurship

The transition of an NTBF or fledgling business to a well-established medium-sized or
large company requires fundamental transformation rather than simple scaling-up.
Entrepreneurship-related business administration (including market research and
marketing) will essentially refer to Management Science and Technology and
Innovation Management (TIM).

One must be aware, however, that the currently exploding literature on managing
firm’s foundation focuses essentially on heuristic recipes for processes and organiza-
tional shaping of new firms — without a theoretical basis as they rely essentially on
results derived for usually large existing firms.

Related arguments concerning their basis also apply to market research and market-
ing or generally commercial intelligence which focus largely on consumers and mass
markets. Therefore, technology intelligence [Runge 2006:816] which sprouts essen-
tially out of research and technology, but exhibits also relationships to market re-
search and commercial intelligence, has been put forward as a basis for technical
firms and also for NTBFs. Technology intelligence as an aspect of competitive intelli-
gence [Runge 2006:798] comprises as major components “competitive technology
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assessment” (CTA) [Runge 2006:802-803, 816-826] including “patent tracking and
analysis” [Runge 2006:660-670].

To describe the development of new firms reference is often made to biological ana-
logies. The discipline that is assumed to provide metaphoric explanations of a firm’s or
industry segment’s growth is Developmental Biology [Runge 2006:7; Bhidé 2000:249].
Developmental biology exhibits also relationships to entrepreneurship architectures or
configurations, respectively, via three key concepts: similarity, homomorphism, heri-
tage and analogy (actually function-analogy).

Two structures are homologous, if they look similar and the similarity is due to descent
from a common ancestor possessing the ancestral version of the part in question. If
two structures are analogous there is no common ancestry and the parts look similar
as the pressure of natural selection has forced a convergence of structure to meet the
need for similar function. In biology identity of form or shape or structure is termed
isomorphism.

An evolutionary approach allows growth of successful NTBFs to be described as
actions of variety and selection, as has been done lucidly on the macroscopic scale,
for instance, for the emergence of the organic dye industry and global dominance of
German dye firms between 1860 and 1914 cited by Runge [2006:275].

As will be discussed later (ch. 2.1.2.4, A.1.6), formal descriptions of entrepreneurial
architectures may rely on permutation algebra which allows comparing frequency
distributions as an order relation and using strictly mathematical concepts of iso-
morphism (essentially one-to-one mapping between the elements of two sets) and
homomorphism (essentially a many-to-one mapping of elements of two sets).

Generally, sociologists who study the institutions and development of human society
are seen as the principal developers of organizational theory. And in sociology, on the
other hand, an isomorphism is understood as a similarity of the processes or structure
of one organization to those of another one, be it the result of imitation or independent
development under similar constraints. This kind of isomorphism will be used, for
instance, to deal with entrepreneurial architectures or configurations and expectations
concerning growth of new firms (ch. 4.3.6).

There are three main types of isomorphism in sociology: normative, coercive and
mimetic. Coercion means to attempt to enforce desired behavior on individuals or
groups, or even governments — and thus exhibits relationship to power. It is practiced
by compelling a person or manipulating persons to behave in an involuntary way
(whether through action or inaction) by use of threats, intimidation, trickery, or some
other form of pressure or force.
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An important expression of sociological isomorphism for entrepreneurship is
“role models,” in particular, considering parents and children in relation to en-
trepreneurship or self-employment (ch. 1.2.2, ch. 2.1.2.4, ch. 4.2.1, ch. 4.2.2).
Role models are essentially mimetic.

The outline of entrepreneurship and the process of firm’s foundation and leading the
early-state enterprise in Figure 1.1 implies that attention is not only directed toward the
personality of the founder(s), referring to psychology, social psychology and sociology.
It focuses on also the processes of emergence, revealing, evaluating and exploiting
opportunities as viewed by cognitive science. And, for the technology area, it covers
specifically how ideas, discoveries or findings and mechanisms of idea generation are
related to opportunities or how research and technology provide the answer to an
opportunity associated with a problem to be solved. This includes “ideation”, a struc-
tured approach to generate ideas (ch. 3.3).

For innovation and technology entrepreneurship often having or generating an idea is
separated from revealing the related (business) opportunity (ch. 3.3). For instance, the
historically prototypical situation is the case of Berlin Blue (Prussian Blue) which
involves two persons, one who had the finding and one who recognized its commer-
cial opportunity [Runge 2006:397-402]. And concerning intrapreneurship in multi-
industry case studies it was found as cited by Runge [2006:607] that in ten out twelve
cases idea generators did not reveal or recognize the opportunities. In this regard we
differ from Dorf and Byers [2007:1] who relate the “capable entrepreneur” with his/her
ability to “learn to identify, select, describe and communicate the essence of an op-
portunity.” (Emphasis added)

Apart from idea generation or ideation also the “unpredictable events” of novelty of a
discovery or invention and luck are essential for innovation. Therefore, in our techno-
logy entrepreneurship approach, we interrelate the categories “idea” and “opportunity”
also to “chance detection, discovery or serendipity.” These are treated as principally
independent phenomena which have to be “channeled” into further entrepreneurial
actions and processes.

Whatever the approach to technology entrepreneurship or innovation is, serendipity,
which is so fortuitous, but shown by history to be associated with much fortune for
developments in chemistry and other areas, should be taken into account as an event
of individual discovery, initiative, risk taking and achieving.

Serendipity is finding something unexpected and useful while searching for
something else entirely [Runge 2006:430] or is planned insights associated with
unplanned events. In so far, concerning the search process, serendipity shows a
certain relation to the “paradox of searching”: When you do not know what you are
looking for, but you recognize it when you find it.

In the context of serendipity one must refer simultaneously to the French chemist and
microbiologist Louis Pasteur (1822-1895). He was a master of experimental research
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and not so much interested in theory. Pasteur made many fundamental discoveries
just by careful observation. In this context, he formulated in 1854, “in the field of ob-
servation, chance only favors the prepared mind.” Usually, only the second part of
Pasteur’s statement (given in italics) is cited in the context of revealing (business) op-
portunities. However, the first part focused on observation is of equal importance as a
premise.

A classical example of failure when a researcher defines his own target of observation
disregarding what actually happened is the missed “Bakelite” discovery in 1872 by
German chemist Adolf von Baeyer. He was investigating the recalcitrant residue that
gathered at the bottom of glassware that had been host to reactions between phenol
and formaldehyde. Von Baeyer set his sights on new synthetic dyes, however, not
insulators as envisioned for Bakelite. To him, the ugly, insoluble gunk in his glassware
was a sign of a dead end. The “phenol-formaldehyde” plastics (1909) with the name
“Bakelite” was the world’s first fully synthetic plastic and characterized as “the material
of a thousand uses” which explains its huge success [Runge 2006:423, 413, 465-467].

To summarize, the structural elements of serendipity comprise a search, a fortunate
accident and a knowledge base to recognize the potential of the discovery for a given
context.

Serendipity plays a role for science/research, applied research, technology
and innovation. It is suggested that serendipity may be a quite prevalent fea-
ture of entrepreneurship [Dew 2009; Chandler 2004]. This means, serendipity
is an intrinsic and recurring, though not predictable event of innovation and
(technology) entrepreneurship.

Typical examples of serendipity for entrepreneurship or innovation over three cen-
turies include, for instance, related to chemistry the cases of Berlin Blue (Prussian
Blue) dyestuff/pigments in 1704, Perkin’s mauvein (mauve) dye in 1856 (A.1.2), the
copper phthalocyanine pigments as unchallenged leaders of various types of blue and
green pigments during 1907 — 1930 [Runge 2006].

Serendipity showed up for polymers and plastics in cases of polyethylene, polytetra-
fluoroethylene (Teflon®), polyurethane plastics and flexible polyurethane foam,
Styropor® and Styrofoam® polystyrenes and in adhesives uncovering the cyano-
acrylate superglues. In pharmaceuticals Fleming’'s discovery of penicillin in 1928 or
Pfizer's Viagra® from 1998 result from serendipity [Runge:2006: 397, 294, 310, 421,
423, 294, 420, 103, 16]. In the adhesives area also 3M’'s famous Post-It® Notes
product from 1980 originates from serendipity [McLeod and Winsor 2003; Runge
2006:377].

In physics, for instance, the emergence of paper batteries in 2007 [Rensselaer
Polytechnic Institute 2007] or the discovery of carbon nanotubes in 1991 [lijima] can
be attributed to serendipity. The author closely observed a serendipity situation for a
manufacturing process during his work with Dow Chemical [Runge 2006:215]. And the
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development of the flesh freezing process for food and the “Quick Freeze Machine” by
the General Seafood Corp. (1926) originated also from serendipity [Birds Eye Foods;
Dorf and Byers 2007: 31].

Recently, the German NTBF Vitracom AG (B.2), founded in 2000, started with a video
sensor and camera for image processing in the context of IT-based security (security
video surveillance). However, they soon found that the sensor unexpectedly fit exactly
the requirements of marketing in retail in terms of “shop efficiency monitoring.”

Against a structured background, the Vitracom software can differentiate men and
women as well as adults and children and can track paths of shopping as well as
dwell times at particular offerings on the shelves and can interrelate that to purchase
actions. Its systems provide real time performance figures to enhance sales and
profitability of the retail business. Vitracom’s Shop Efficiency Monitoring platform is
also used at airports and many places with public access. The firm views itself as the
market leader in Europe in this field.

Given the separation of ideas and opportunities for technology entrepreneurship it is
also meaningful to consider serendipity for discovering opportunities. This has been
tackled by Marvel and Murphy [2007] based on data derived from technology entre-
preneurs in university-affiliated incubators. They explain technology entrepreneurial
discovery mode via general human features (essentially experience depth, experience
breadth, formal education). Furthermore, they explain discovery mode using a specific
framework comprising prior knowledge constructs (such as markets, customer pro-
blems, ways to serve markets, and technology). However, they do not make a clear
distinction of whether all these features should be attributable to just one person, the
entrepreneur, or whether they can be distributed over two or more persons (a team).

Finally, for entrepreneurship also political economy comes into play which is the study
of the interaction of politics and economics as well as studying economic and political
behaviors. Political economy thus begins with the observation that actual policies are
often quite different from “optimal” policies, the former being defined as subject to
fiscal, technical and informational, but not political constraints. If economics is the
study of the optimal use of scarce resources, political economy begins with the politi-
cal nature of decision-making and is concerned with how politics will affect economic
choices in a society.

Hence, political economy provides important contributions to deal with entrepreneur-
ship. Political economy most commonly refers to interdisciplinary studies drawing
upon economics, law, and political science in explaining how political institutions, the
political environment, and the economic system influence each other. When narrowly
construed, it refers to applied topics in economics implicating public policy, such as,
market protection, government fiscal policy, or government education, science and
technology policy.®
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In the developed and developing countries initiating, encouraging and supporting en-
trepreneurship is high on the list of priorities of various ministries (ch. 1.2.6). For in-
stance, in Germany the Federal Ministry of Education and Research (BMBF -
Bundesministerium fiir Bildung und Forschung), Federal Ministry of Economics and
Technology (BMWi — Bundesministerium fir Wirtschaft und Technologie) and also the
Federal Ministry of Defense (BMVh — Bundesministerium der Verteidigung) are com-
mitted to pursuing an effective policy on entrepreneurship (and innovation). In the US
one sees corresponding activities by the Department of Energy (DOE), Department of
Defense (DOD) and the US Department of Agriculture (USDA).

To support government’s entrepreneurship policy (and measure its results) in many
countries political economy have undertaken numerous studies concerning entre-
preneurship. The results of such essentially macro-level studies will represent an
important basis of this book.

1.2 Systems, Change, Innovation and the Future

The future is purchased by the present. You can't predict the future, but you can invent it.
Samuel Johnson (1709 — 1784) .Dennis Gabor
The best way to manage the future is to create it.

Peter F. Drucker

General Systems Theory (GST) will make it possible to develop a more uniform ab-
stract framework and generally understood scientific language for researchers from a
variety of disciplines to better understand contexts and answers originating in another
realm of discipline and conversely identify questions which are asked in one discipline,
but can be (already) answered through another discipline. This requires consensus
about terms, notions, concepts and tenets and their consistent uses to “systematically”
organize observations and contribute to a phenomenological and theoretical approach
to entrepreneurship.

1.2.1 General Systems Theory and Systems Thinking

General Systems Theory provides a way of conceptual and general thinking as well as
a methodology of change and innovation. It emphasizes “organized complexity” [van
Gigch, 1974:43] and understanding of the system in relation to all other systems larger
than or interfacing with itself. As GST is central to the treatise and as it is not to be
expected that readers are generally familiar with the subject Applied General Systems
Theory shall be selectively summarized and adopted to the current use.

A systems approach considers direct and indirect effects of change in any element
within a system or external to a system that have the potential to affect any element or
process within the system. On the operating level for systems events, patterns and re-
lationships between patterns are main objects of investigation. Events are directly ob-
servable actions and behaviors. Patterns emerge as comparable actions and replica-
ted behaviors.
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GST focuses on holistic views of an area of human-activity. In particular, the environ-
ment in which the phenomenon under consideration is observed is part of this holistic
approach. Furthermore, GST considers various arrangements of interacting sub-
systems and supersystems with the system under consideration.

The recent dramatic consequences of discarding applied systems thinking showed up
very lucidly in the so-called global “financial/credit/debts crisis” which brought the
world economy down to its knees with the so-called Great Recession (sometimes also
called the “Great Repression”). Much of it can be traced back to fundamentally dis-
regarding interconnections. And fighting the “Great Recession” targeted to ease
“systemic risks” which are assumed to avoid even more damage. In particular, the risk
models of the financial (banking) system lacked a reliable statement on how the
various risks depend on each other (“systemic relevance”).

GST has become an analytical tool when studying interdisciplinary phenomena. Like
any other analytical tool it has advantages and limitations. In particular, GST looks to
find approaches to solve new problems by reference to “earlier solutions of structurally
related problems.” That means, GST emphasizes “generic solutions” of problems
which apply across different domains and scientific disciplines.

Systems Thinking is an approach to problem-solving that views “problems” as parts of
an overall system, rather than reacting to present outcomes or events and potentially
contributing to further development of the undesired issue or problem.

“There exist models, principles and laws that apply to generalized systems or
their subclasses, irrespective of their particular kind, the nature of their com-
ponent elements and the relations of forces between them.” [Von Bertalanffy
1968:32-33]

Accordingly, to a certain degree, systems follow a number of general principles or
rules or quasi-laws which are particularly relevant for entrepreneurship.

In the context of GST the challenge to deal with entrepreneurship lies in the interplay
and balance between complexity and simplicity, generalization and specification:

How complex phenomena or architectures can arise from or be explained by
simple laws or rules or patterns, and sometimes follow simple rules of their
own; how much details must be necessarily described to initiate evidence and
inferences leading to presented abstractions.

Systems Thinking expands the focus of the observer, whereas analytical thinking (dis-
sect a whole into the constituting parts) reduces it: analysis looks into things, synthe-
sis looks out of them. Essentials of GST are summarized by the German philosopher
Wilhelm Friedrich Hegel (1770-1831) as cited by van Gigch [1974:49].

1. The whole is more than the sum of the part (“nonsummativity,” synergy).
2. The whole determines the nature of the parts.
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3. The parts cannot be understood if considered in isolation from the whole.
4. The parts are dynamically interrelated or interdependent.

To recall and summarize the essentials of GST which are relevant for the current sub-
ject reference will be made to van Gigch [1974], Skyttner [2001] and a contextual sket-
chy overview in Runge [2006].

A System is an aggregation of interacting living or non-living entities or interacting liv-
ing and non-living entities. A system is intrinsically associated with a goal, purpose or
function. It is represented by a set of “components” and “relations” as “elements” and
attributes assumed to be relevant for the system to achieve the goal, purpose or func-
tion. Attributes cannot be manipulated by researchers.

From a cybernetic point of view (ch. 4.3.4) “a system is a set of variables sufficiently
isolated to stay constant long enough for us to discuss it.” [Skyttner 2005: 57].

Observable and/or measurable attributes (properties/characteristics/behavior) are
quality-like or quantity-like. This differentiation determines the approach to be used in
measuring (“metrics”). The character of goal/purpose/function determines the metrics
for evaluation of achieving or having achieved those (by which criteria the system’s
productivity or performance will be judged).

A system is not something presented to the observer; it is something to be re-
cognized by him/her.

Systems can have decompositions and order according to various criteria (like hierar-
chy, “nesting”). The issue of systems and, hence, entrepreneurship, will be how far to
“compose” or “organize” the “entrepreneurial system” into larger systems. A system’s
structure relates to the kind of elements and the kind of relationships which bind the
elements of the set together. System structure may refer to different decompositions,
components and subsystems.

Hierarchy implies a framework that allows complex systems to be perceived from sim-
pler ones and allows having order among subjects and objects. Given a hierarchy of
systems and purpose/goals/objectives of a supersystem objectives of the subsystems
can be arranged in a hierarchy of (subsystems’) objectives to achieve the supersys-
tem’s objectives/purpose.

In the context of large companies the term function is used for structural (organiza-
tional) units or systems performing particular kinds of activities and processes to con-
tribute to purpose/goal achievement of the supersystem, contributing to the firm’s
objectives by Research and Development (R&D), Engineering, Manufacturing, Mar-
keting and Sales etc.

Animated (“living systems”) are associated with goals or purpose and provide “pur-
poseful systems.” Referring to living entities biology is closest to GST. Our focus is on
human-activity systems [Banathy 1996] and, in particular, on business activities.
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A system’s purpose is the reason for its existence (“mission”; ch. 2.1.2.7) and the
starting point for measuring its success. Purposeful behavior is directed toward the
achievement of a final state, the goal. Living systems are characterized by the pres-
ence of both coordination and sub-ordination in the system.

A system exists or is developed to produce an output or outcomes or achieve a goal.
An output is the product of the system. By definition, without an identifiable output or
outcome, there is no system. The criteria defined for purposeful behavior are sum-
marized by van Gigch [1974:44] in Table |.6.

Table 1.6: Criteria for purposeful behavior [Van Gigch 1974:44].

1. For purposeful behavior to take place the object to which behavior is attributed must be part
of the system.

2. Purposeful behavior must be directed toward a goal.
3. There must be a reciprocal relationship between the system and its environment.

4. Behavior must be related to or coupled with the environment, from which it must receive
and register signals which indicate whether behavior is conducive to making progress
toward the goal.

5. A purposive system must always exhibit choice of alternative courses of action.
6. Choices of behavior must lead to an end product or result.

7. A distinction must be made between sufficient and necessary conditions for an event.
Sufficient conditions enable us to predict its occurrence, whereas the necessary conditions
aim at discovering the elements in nature which are responsible for it. The former are
related to physics and to cause-effect relationships, whereas the latter are better suited to
biology and the social sciences and to an explanation of producer-product relationships.

Human-activity systems are basically studied on two levels:

= The level of the individual and
= The “group” level, from the couple and family, to teams and task forces etc. to
end up with nations.

Correspondingly, leading disciplines for scientific studies are psychology including
cognitive science and sociology (Figure 1.1).

In the social sciences and, hence, also in the context of GST, there is a caveat with
necessary and sufficient conditions and the symmetry of the relationship {A S B}.
For instance, Brennan cited in Runge [2006:115] deals with truth-functional conditional
sentences stating both a necessary and a sufficient condition. Moreover, he shows
that natural language and reading with “if-clauses” leads to systematic ambiguity in
the concepts of necessary (and sufficient) conditions. Accordingly, one cannot give
unqualified endorsement to the thesis that A is a sufficient condition for B if and only if
B is a necessary condition for A (and vice versa).



36 Chapter 1

Brennan has shown that odd results would not arise in some non-classical logics
where it is required that premises be relevant to the conclusions drawn from them,
and that the antecedents of true conditionals are likewise relevant to the consequents.
Brennan elaborated the gap between inferential symmetry and explanatory asymme-
try in cases of conditionals.

Brennan’s elaborations have implications concerning inferences (if X, then Y) and
facultative action (do X out of Ys), particularly also for recommendations. In the end
“reason why” and “reason for thinking that’ conditions are introduced to help to shed
light on the encountered asymmetries. And he stressed that there is need for care in
determining whether reason why or reason for thinking that relations are being stated
(Figure 1.2).

Figure 1.2 reflects, for instance, the structural shortcomings of an experimental design
targeting behavior and decision-making comparing entrepreneurs (A; upper right
graph of Figure 1.2) with intrapreneurs or even managers in a large existing firm which
should refer to the situations in the middle or lower graph rather than making infer-
ences for intrapreneurs based on inferences valid for entrepreneurs (ch. 2.1.2.1).
Inferences would also be questionable even it would be possible to confine a design
to entrepreneurs in their roles as managers to relate these to corporate managers.

Mecessary : IF THEN
..—.. I
0 e I Reason
Sufficient 1 why
1
IFATHENB... oy -l .
UNLESS ' Reason for T
| thinking that
IF A AND |
IF NOT B, e = () (b)
THEN C :

__\____

Difference between form (structure ) and content {activity)
> 1

Antecedent(s) Consequents

Figure 1.2: Statements with conditionals: “reasons why” versus “reasons for thinking
that” illustrated in terms of antecedents and consequents and different symmetries (a
square to a four-pointed star, one with a fourfold the other with a twofold rotation axis).
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Currently most published work on the philosophy and epistemology of science is in
fact the philosophy of physics and centers around the notions of “reductionisms,” “de-
duction/induction,” “causality,” “explanation” and “prediction/prognosis.” What embra-
ces all major scientific disciplines, physics, chemistry and biology, from an epistemolo-
gical point of view, is the notion of causality.

Physics aims at more or less precise quantitative prediction, following closely the
model of deductive explanations (deriving “behavior” from constituent parts). And all
this works largely also in chemistry. But basically there is another root of chemistry
which touches GST: For instance, the key chemical approach of mixing substances A
and B focuses on what happens, whereas a physical approach is trying to discover
why it happens. Another key difference lies in the style of explanations. In chemistry
there is also explanation by analogy and precedent.

Prediction in chemistry refers, for instance, to properties and reactivities of molecular
classes and exceptions (“single events,” “single data points”) explained a posteriori by
a particular condition. For instance, in the case under consideration, where the (basic)
rule is that molecular classes A and B react to give compounds of class C there may
exist an associated “exception rule”: A and B do not react if B has a bulky substituent
which prevents the reaction through steric hindrance.

This finding models a new pattern as a constraint to reactions of compound classes A
and B: “A + B — C, while B does not contain a bulky group.” Similarly, physical and
biological properties of molecular classes may “perturb” the regular class property
through definable exceptions. In so far, in chemistry the “outlier” may be of particular
interest for “reaction architectures” [Runge 2006:212-214].

The particular situation of chemical science to deal often with incompletely defined
reaction designs and to reveal reaction constraints only a posteriori is one of the
reasons why serendipity plays such an important role for chemical research and
innovation in the chemical industry.

Referring, for instance, to physics, chemistry and geosciences (“natural sciences”)
versus psychology, sociology and economics (“social sciences”) and their underlying
epistemology and style of reasoning the corresponding systems under investigations
are generally characterized as “hard” systems versus “soft” systems.

One important difference between hard and soft systems refers to measurement
which is the assignment of numbers (or numerals) to represent attributes (properties).
Numerals possess order only because of arbitrary assignment or mere convention.
One of the first requirement of measurement is the determination of the appropriate
scale in which the attribute in question could be mapped.

One can assume four different scales of measurement that can be mapped to mathe-
matical relations and transformations [Van Gigch 1974:128-134].



38 Chapter 1

1. The nominal scale:
The most basic measurement, classifications, taxonomies and “groupings”;
X=Z, X#Z

2. The ordinal scale:
Classes or taxonomies are subject to order rank; X <Z, X >Z

3. The interval scale:
Requires the determination of equality of intervals among numbers; (X — V) =
(W =2), (X-V)= (W - 2), for instance, the Fahrenheit or Celsius temperature
scale

4. The ratio scale:
Implies the determination of the equality of ratios among numbers; all transfor-
mations intersect at an “absolute” zero point; X/V = W/Z, X/V = W/Z; numbers,
length, weight, Kelvin termperature scale.

The vast majority of measurements in soft sciences refers to the first three of these
scales.

When dealing with entrepreneurial technical firms or innovation one deals with rela-
tions of two entities, here (ch. 1.2.5.1, Table 1.10) the entrepreneurial firm (the inno-
vator, supplier) and the (innovation) adopter (customer). Correspondingly, tackling this
problem requires as the basic measurement appropriate “groupings” of new firms by
various criteria, such as R&D expenditures or technology (Table 1.1, Table 1.12) or
mode of financing (Table 1.29, Figure 1.54), but also “groupings” of the adopter side,
for instance, according to industry, industry segment (Table I.1) or markets and type of
customer (ch. 1.2.5.3). This combinatorial issue gives a first impression of the need for
a highly differentiated approach to technology entrepreneurship.

Once the “overall” objectives of an organization are identified, activities pursuing simi-
lar objectives or fulfilling related functions can be grouped into programs. A program
is coded or prearranged information (“instruction”) that controls a process (or be-
havior) leading it toward a given end.

A common term used also here is the “work process.” A classification scheme relating
the activities of an organization according to function they perform and the objectives
they have been designed to meet is a program structure. The program structure may
cut across formal organizational (and other) boundaries.

Attendees of the various programs, participants who play a role in achieving the objec-
tives or changes of the system, are called agents. Once grouped according to the
particular program or function they pursue, agents form a component of the system.
They do not necessarily conform to traditional and/or organizational boundaries. For
instance, cross-functional teams in large organizations (innovation teams, project
selection teams, project teams, task forces etc.) are particular agents.

Responsibilities for the guidance of the system toward achievement of its objectives
are with decision-makers, managers and agents. In this context agency is an issue of
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efficacy and influence contrasted to stakeholders (which may include shareholders)
with different levels of ability to act or exert power or control for their or the system’s
benefit. A stakeholder (in German Einflussnehmer, Anteilsnehmer) is a person (or a
group) who has a stake or interest in the outcome of a system’s activities, operations
and conversion process (Figure 1.5), but also one who is or may be affected by a
firm’s projects. Stakeholders may influence programs, products, and services.

Firms and stakeholders have relationships because they need each other. Managing
the relationships between the firm and its stakeholders is difficult — satisfying one
stakeholder’'s needs may come at the expense of another one.

In GST the management concept in its broadest sense covers all the activities and all
the decision-makers and agents involved in the planning, evaluation, implementation
and control of the Systems Design [Van Gigch 1974:21]. A decision-maker is some-
one who is internal to the system and who can change the performance of the parts.

Concerning decision-making (ch. 4.2.2) connotations can be differentiated according
to the decision-maker’s information or knowledge, respectively [Van Gigch 1974:69]:

= Under certainty there is complete knowledge of the value of the outcomes
and of the occurrences of the states (of the system).

» In situations of risk the decision-maker knows the value of the outcomes and
the relative probabilities of the states (of the system).

= Under uncertainty, the values of the outcomes may be known but no infor-
mation on the probability of (occurring) events is available.

To steer a system toward its goal efficiently coordination of its components is re-
quired. In the business environment the competency for coordination is viewed as a
“critical meta-asset of long-lived companies” [Bhidé 2000:223]. It is seen as a source
of competitive advantage. According to Bhidé such “integrative competency’ is em-
bedded in the firm’s culture, its values and norms that influence the behavior of em-
ployees, customers, suppliers, information handling and sharing and communication
across boundaries as well as processes, routines, formal and informal reporting rela-
tionships, incentive and the control system (Table 1.8).

A state of a system under consideration is represented by observable attributes for
which corresponding elements show up at a point in time or period of time. For a
community, for instance, one may refer to its financial state, the physical health of its
members or the state of criminality.

A development of a system’s states over time (“flow”) is represented by the rates of
change of the system’s attributes, such as number of a firm’s employees or its mone-
tary revenues or change of internal processes. The growth and development of a
system is usually associated with increasing specialization of system components and
increasing exchanges between the system and other components outside the system.
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A Systems Approach considers direct and indirect effects of change in any element
within a system or external to a system that have the potential to affect any element or
process within the system:

» o«

“What is connected with what,” “with what intensity/strength,” and “what fol-
lows after what (“order,” “function”)?”

In the sense of the systems approach the present treatise reflects the many concep-
tual interconnections within the technology entrepreneurship field by excessive for-
ward and backward links and internal references across the contents (text, figures,
tables, etc.). This characterizes the organization of content as recurring rather than
sequential.

Applying the systems approach concerns the purpose for the existence of the system;
it requires an understanding of the system in relation to all other systems larger than
and interfacing with itself. In human-activity systems these insights have led us to as-
pire to understanding rather than predicting.

The Whole System comprises all the systems deemed to affect or to be affected by
the problem at hand. Within a Whole System the environment is defined as com-
prising all the systems (subsystems and supersystems) over which a decision-maker
of a given system has no control.

The environment establishes performance requirements or object specifications of a
particular system as well as resources employed by the system. In Analytic Thinking,
the parts are primary and the Whole is secondary. In Systems Thinking, the Whole is
primary, and the parts are secondary.

A central issue of using GST is to reach agreement between those who take
into account too few systems (“simplicity”) and distort reality and those who
take too many (“complexity”) and are incapable of reaching a solution.

Boundaries, limits or scope will be defined to every system under consideration in re-
lation to describing or explaining a subject of interest. This means, boundaries of a
system are set by its (identifiable) subsystems and supersystems and the strength of
systems’ interactions with its environment.

The environment within which the entrepreneur operates may have certain regularities
or patterns. As we focus on dynamics (“flow of systems or system components’ flow)
“environmental rhythms” [Bird 1992] are of particular interest. A rhythm exists in the
environment when patterns in the environment vary over time with some regularity. Its
recognition, however, is perhaps not simple or easy.

Lucid examples of environmenttal rhythms comprise economic downturns (reces-
sions) or technology obsolescence, governmental policy on economic and non-
economic conditions and the impact of these on entrepreneurial activity. Generally,
environmental rhythms may be categorized by level of analysis of the involved



Chapter 1 41

systems (for instance, interpersonal, organizational, cultural, industrial; cf. also Figure
1.13) and by frequency (occurrence per time unit) and amplitude/magnitude of the
changes they reflect.

Dealing with environmental rhythms as a source of insight and learning requires a his-
torical perspective which is followed in this book. Furthermore, we regard a single re-
petition (“déja vu”) of a significant environmental event also as a rhythm rather than as
a “rhythmic unit” for more of the same kind to come. “History does not repeat itself, but
in rhymes,” as Mark Twain is supposed to have said.

For learning environmental rhythms provide the following facets.

= The past changes or unsuccessful change initiatives tell us about important
impact factors.

= The present informs on the basis for future developments.

= Scenario-building (Box 1.19), for instance, can explore and test possible fu-
tures to assess the relative sizes of barrier forces and become a basis for
decision-making.

Complexity has turned out to be very difficult to define. Basically complexity of a sys-
tem expresses a condition of the number of components in a system and the numer-
ous forms of relationships among the components. The numbers may be very large or
even infinite, but remain enumerable in the mathematical sense.

Aspects of distinction and interconnection determine the two dimensions characteriz-
ing complexity. In the systems treated by GST complexity will encompass other
systems interacting significantly with the one under consideration. Hence, the focus of
inquiry is how the kinds of the parts and the relationships between parts give rise to a
collective behavior of a system and how the system interacts and forms relationships
with its environment.

In a mathematical sense complexity has “order” as a system would be characterized
as more complex if more parts could be distinguished, and if more connections
between them existed. Organizational theory has construed complexity as an
objective characteristic of either the structure or the behavior of an organization.
Distinction corresponds to variety whereas in the current context heterogeneity to the
fact that different parts of the complex behave differently. Interconnection corresponds
to constraint, to the fact that different parts of a system are not independent. Inter-
connection will induce order.

However, complexity may also become a relative, subjective notion of an observer,
understood in terms of human cognition of structure or behavior (ch. 2.1.2.9).

Variety refers to a category of things distinguished by some common characteristic or
quality and may induce choices; something differing from others of the same general
kind. Variety may also emerge as a measure of complexity if it indicates the number of
states of a system [Skyttner 2005:134].
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Two principles of GST related to variety are notable in the context of entrepreneurship
in which the first one on stability can relate to longevity of a firm.

The Variety-Adaptability Principle [Skyttner 2005:100]: Systemic variety en-
hances stability by increasing adaptability.

The Law of Requisite Variety [Skyttner 2005:100]: Control can be obtained
only if the variety of the controller is at least as great as the variety of the
situation to be controlled.

On the other hand, for entrepreneurship human-activity systems can be characterized
by exhibiting “organized complexity’ [van Gigch 1974:43, 272]. Its main feature is
that there are only finite, relatively small numbers of components and relationships in
the system. Organized complexity is what we usually encounter dealing with new
firms, with a number of employees say less than 50. But the pragmatic sense, “given
the properties of the parts and the laws of their interactions, it is not a trivial matter to
infer the properties of the whole” even in case of organized complexity.

We describe human-activity systems of organized complexity at three levels [Banathy
1996].

1. A system serves the purpose of its collective entity.
2. It serves the purpose of its members.
3. It serves its environment of the larger system(s) in which it is embedded.

Description may include measurement. As in natural science measurement is con-
fined to “observables.” Hence, with regard to learning or other mental or psychological
constructs “behavior’ is the related observable (Figure 1.3).

Effects or changes of state or behavior of a system are classified by endogenous fac-
tors originating from within and will be denoted as “variables” and exogenous factors
(which are basically variables originating from outside) will be denoted for differentia-
tion as “parameters” [Runge 2006]. Variables may or may not be under control of the
decision-maker; in our context parameters are always not controllable. We use para-
meters often to differentiate behavior and execution. For instance, a procedure or ac-
tivity might have different parameters passed depending on what needs to be done
and how it is executed.

Drivers are relevant variables or parameters of a model which provide sufficient
power (“strength”) or influence to explain (and probably “predict’) a system’s state and
development. Drivers, hence, are those combinations of factors which suffice to deter-
mine the observable response of the system. External events are special drivers. In
particular, the driver concept applies also to the human personality’s behavior, deci-
sion-making and actions (ch. 4.2 — think of the concept of an agent.).
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Specifically, a “value driver’ is a factor which significantly influences and defines the
value for and of a company. Value drivers can have a tangible (financial) and/or non-
tangible (non-financial) nature.

The concept of drivers depends on differentiation of systems’ interactions in terms of

= Tight Coupling: Change in one component (variable, parameter) means speci-
fic and significant change in another one, or

= Loose Coupling: Change in one component (variable, parameter) might have
some (minor) impact on another one.

For certain situations GST uses a “single-shell view” for explanation, which means
one looks only at one variable or a “collective environment’ exerting an “average” in-
fluence as a driver that generates a function or form. For instance, function-analogy
means that systems/organisms with originally different forms striving for “optimized” fit
to external situations (the “environment”) with comparable external influences ulti-
mately provide form similarity. The most striking example is for animals living in water
or air and their forms fitting the streamline (“function forming”).

In social science one often deals with so-called “intervening variables” (“latent va-
riables”). Intervening variables are hypothetical internal states (constructs) that are
used to explain relationships between observed variables, such as independent and
dependent variables. They are not real things; they cannot be seen, heard, or felt.
They are interpretations of observed facts, not facts themselves. But they create the
illusion of being facts. Typical examples include personality, traits, memory, attitude,
understanding, expectation, intention, intelligence and learning.

An intervening variable reflects theoretical processes that are assumed to take place
between what is observed as the “before” conditions and the “after” conditions. The
situation is displayed for learning as an intervening variable in Figure 1.3.

Before Intervening Variable After
What we experience —| Changes in behavior,
Learning T
Which information we Processes
pick MNews state of knowledge

Figure 1.3: Learning as an intervening variable.
The theoretical processes of learning are mostly associated with two approaches.

= Cognitive theories take an information processing approach to learning; learn-
ing as capture, storage and processing of (not inherited) information which
allows or induces a change of behavior.
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Behavioral theories approach learning as an evolved relationship between
units of behavior (responses) and units of the environment (stimuli). With em-
phasis on observable relations between specific responses and specific sti-
muli they are less speculative and avoid reference to internal, hypothesized
processes.

Both approaches assume more or less explicitly motivation as a prerequisite of learn-

ing.

Rather than promoting one or the other approach, for learning we shall focus on inter-
pretation of the situation under investigation. Basically, learning emphasizes a refe-

rence to oneself (“doing,

” o«

what | am subjected t0”) or others (what others do, have

done”). This is illustrated for various types of learning in Table 1.7.

Table 1.7: Types of learning and their interpretations by cognitive or behavioral theo-

ries.
Learning by Typical Examples Interpretation
Conditioning (Higher) Education, apprenticeship Behavioral
Example Observational learning: Behavioral
imitation, emulation, simulation
Insight Theory, know why; Cognitive
ability to interrelate chunks of experiences,
events or patterns such that new ways of
problem-solving are found
Doing Trial-and-Error (experience) Behavioral
Mistake / “Adversity is the school of wisdom.” Cognitive or
Failure (German idiom: “Durch Schaden wird man klug”) Behavioral

“Learning-by-doing” is based on repetition and leads to the incremental development
of expertise, which makes the individual more efficient in executing tasks. Learning-
by-doing is an important source of knowledge for several reasons as summarized by
Dencker et al. [2007].

1.

Foremost, learning-by-doing may generate a string of subsequent improve-
ments and new knowledge.

Learning-by-doing is a critical source of knowledge when information is
“sticky,” that is, costly to acquire, transfer and use. When this is the case,
learning can only take place in the context of engaging in a particular activity.
For example, this might happen as entrepreneurs try and create a successful
product line. Only in the course of introducing products and seeing how cus-
tomers react to them the entrepreneur can gather information about actual
and/or unarticulated customer desires that is used to make additions and sub-
tractions to the line.
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3. Entrepreneurial situations are characterized by novelty and uncertainty. New
ventures often relate to a company envisioning what is unknown, uncertain,
and not yet obvious to the competition. Hence, entrepreneurs must often plan
and act, despite missing or inaccurate information and ambiguous information
signals (ch. 4.2.2). Over time, entrepreneurs will learn about the outcomes of
their early efforts, and can use this new knowledge to revise their assump-
tions and redirect their actions [McGrath and MacMillan 2000; Chesbrough
and Rosenbloom 2002].

Knowledge acquisition through learning-by-doing may help an entrepreneur compen-
sate for low prior knowledge of the business activity (which means deficits in their pre-
entry stock of knowledge). There are several reasons for this.

First, “doing” is likely to require that the entrepreneur gains most of the knowledge
he/she lacked when beginning the new business venture. For instance, take the case
of a scientist who starts an application of a technology. The scientist-entrepreneur
may develop brilliant products with a spectrum of excellent properties and performan-
ces (by chemical or physical standards), but be unfamiliar with what real customers
want to get by their standards. The entrepreneur will have to learn how to handle the
gap between what he/she offers and what is wanted or needed on the market (cf.
overshooting; Figure 1.88).

Second, learning-by-doing might provide knowledge that is more useful than pre-entry
knowledge, particularly in highly uncertain and dynamic entrepreneurial situations.
That is to say, learning-by-doing may be the most direct and effective method (and in
some cases even the only method) for gathering accurate, up-to-date information.

Third, learning — combined with subsequent explicit actions — can also serve to trans-
form goals, through making alterations in the way the business runs (that is, by mak-
ing changes to the technology, equipment, processes, or human capital in ways that
augment capabilities) [Dencker et al. 2007].

“Learning-by-mistake” may be by ones own mistakes and generating corresponding
inferences to avoid such a mistake, and it has a cognitive aspect. The most important
is not the mistake but how you react to it. On the other hand, “learning-by-mistake”
may be from direct observation of others (behavioral), but also from insight, for in-
stance, by reading about failures (of new firms’ foundation) which refers to a cognitive
situation. In particular, the last aspect is an important corollary for entrepreneurs:

Learn from past mistakes, preferably from those of others.

Another important mode of learning for entrepreneurs is role models (learning-by-
example), for instance, through parents or relatives (ch. 1.2.2, ch. 2.1.2.4, ch. 4.2.1,
ch. 4.2.2), knowing or reading about successful entrepreneurs (“business biography
as a driver”) as, for instance, Scott Rickert, the founder of the US firm Nanofiim LLC
(B.2) had Herbert H. Dow, the founder of Dow Chemical, as an example.
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Variables and parameters are the basis for a model. For the GST framework a general
procedure to obtain a model for a particular configuration or situation is given by van
Gigch [1974:208-209]. For the model, apart from finding the main variables and para-
meters that are liable to describe the configuration (phenomenon or event), the key ef-
fort of the procedural steps should focus on finding the most plausible relationship
among the variables — one that explains how changes in one of the variables affects
the other. “The model serves to uncover and reflect the relationships among the va-
riables, to estimate the cost of changes, to analyze alternative strategies, and to study
responsiveness of results to departures from the norm.”

In social sciences collecting data and information on systems and systems’ perfor-
mance are not merely to classify, count and compare, but to evaluate and measure
progress toward specified system’s goals. For entrepreneurs and their new firms that
means:

You cannot control that which you cannot measure!
(You can’t manage what you can’t measure!).

“Measurement is one of the central elements of the evaluation phase of systems de-
sign” [Van Gigch 1974:124]. Furthermore, measurement refers to the output of “soft”
systems and methods to evaluate complex alternatives. Therefore, measurement is “a
decision-making activity ... designed to accomplish an objective” [Van Gigch
1974:141].

For entrepreneurship control/measurement means to evaluate whether the
business idea works as quickly as possible, so that you can correct course.
Correcting the course may be the key to success. You had better be sure
about what you are doing,

In social sciences the decision how to relate measurement to a particular “observable”
(“metrics”) induces often an operational definition which is called an indicator for a
variable. According to Albert Einstein, ‘it is the theory that decides what we can ob-
serve.” An indicator may be a composition (aggregation) of several elementary indi-
cators. Appropriate aggregation is often not easy. Each of the component indicators
must be compatible with every other to make aggregation meaningful and the relative
importance of each one must be “weighted” to build the “composite indicator.”

Indicators are generally sets of data and information used to measure change. They
can utilize quantitative (raw data, comparable numbers) and qualitative (opinions,
judgment, values, yes/no) information. For indicators to be of true value they must be
feasible, both to collect and interpret, and they must be practical to implement.

Measurement, hence, serves description, control, prescription (recommendation) and
expectation, but also “prediction.” In the context of entrepreneurship “predictions” and
expectations are about the results to be obtained when the activities upon which are
decided upon or are recommended are implemented. Whether or not these pre-
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dictions or expectations are met depends on the underlying theory and on the model
and upon whether the standard conditions prevail.

Usually measurement entails comparisons with a “standard” and measurement is pos-
sible when we understand and can set or predict the relevant conditions or properties
of the standard. A statement of condition refers to the physical, situational or psycho-
logical circumstances under which action or behavior is to occur (cf. “innovation con-
figuration” [Runge 2006:12]). This is part of a system (firm) under consideration and a
given environment connected and joined together by a web of relationships allowing
or favoring innovation.

An often occurring issue for measurement (and decision) in social sciences is the “in-
formation dilemma” which is associated with the need for explicit and actual and cur-
rent information and states [Skyttner 2005:398]: “the precise information is not timely,
and the timely information is not precise.”

In the context of entrepreneurship (emphases added) “an opportunity is a timely and
favorable juncture of circumstances providing a good chance for a successful venture”
[Dorf and Byers 2007:28]. This definition treats the “timely and favorable juncture of
circumstances” largely as a “black box” which is a system or object which can (and
sometimes can only) be viewed in terms of its input, output and transfer charac-
teristics without any knowledge of its internal mechanisms and workings.

With regard to the opportunity of firm’s foundation or innovation offering adoption time
is an important factor of constraint. The (relatively short) period of time in which
suitable actions can lead to success is called the “Window of Opportunity” (Figure
1.4). The window of opportunity refers to the timeliness of an offering and adopting an
innovation or the offering. It is an anticipated (time-dependent and attracting) positive
relationship between an offering (by the innovator) and the adopter. When something
already existed, but was not adopted (ch. 1.2.4), it was “ahead of time.”

In Figure 1.4, for technology-based firms the concept of the Window of Opportunity is
illustrated when the technology base for a product, process, application, market or de-
mand may change and provide the basis for a firm’s foundation and competitive
advantage if seized upon. Entering the market with regard to the Window of Opportu-
nity may become a “make” or “break” decision — not only for a product, but also for a
company.

The Window of Opportunity may be determined by several systemic factors. With re-
gard to the time factor it may be expressed as a condition which makes it fixed if for
an offering the entrepreneur has to wait until a specially needed technical component
is available and produced on the industrial level (ch. 1.2.2; foundation of the German
Magnetfeldtechnik Resonanz GmbH) or sliding if, for instance, the input material X
has to becomes cheaper than x dollars or if the oil price exceeds $85 per barrel (cf.
A1.1).
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Some more factors which determine the width of the Window of Opportunity for
NTBFs or technical innovations comprise:

= Trends in the financial (investment) system;
= The level of existing competition (competing firms or technologies);
= Availability of corresponding infrastructure, if applies.

Other factors which determine the width of the Window of Opportunity for NTBFs or
technical innovations comprise:

=  Scientific achievements;
= Economic recessions;
= Special political initiatives and programs.

In essence, the Window of Opportunity appears as a quasi convergence of various
developments, possibly influenced by policy and societal effects (Figure 1.92).

Technology Transition

T Time zone in which
the technology base
must change

Adoption Value

Too Early!
<= ">
,/ Technology
Developments
‘/ Window of Opportunity Time

Figure 1.4: The Window of Opportunity — avoiding being too early or too late.

There may be special “opportunity-rich” situations. Typically such situations occur in
crises (“big problems”), big changes or strong policy interventions in industries. A ty-
pical example is the currently world-wide “green” attitudes and CleanTech movement
initiated by the climate and energy/fuels issues which propel a hype of investments in
this area (for instance, biofuels; A.1.1).
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This last aspect can usually be characterized as the “Zeitgeist.” The Zeitgeist (from
German Zeit-time and Geist-spirit) is usually a restricted time of general cultural,
intellectual, ethical, spiritual, and/or political attitudes, behavior and climate within a
nation or even nations, but also only specific social groups, leading to general ambi-
ence, socioeconomic and cultural directions, or mood or movement of a time period
(cf. Goethe’s remark concerning Zeitgeist in the Glossary).

An Open System has an environment (Figure 1.5); it possesses other systems with
which it relates, exchanges and communicates (for instance, shares information) [Van
Gigch 1974:40]. All systems with living components are open systems. In particular,
Man-Machine Systems with “subjects” and “objects” are open systems. Figure 1.5 il-
lustrates that firms are open systems. Systems Engineering is the scientific planning,
design, evaluation, and construction of man-machine systems.

Human-activity systems [Banathy 1996] often involve various natural and designed
physical systems and/or abstractions (“abstract systems”) of the way we think about
and reason related activities, such as theories of action. A special abstract system un-
der consideration is the national “legal system.”

Human-activity systems range from families and small groups (organized for a pur-
pose) to organizations, communities, nations, regional/international associations, and
supra-national organizations. In this context an open system means a system that is
adding or destroying, exchanging or sharing mass-related entities, energy, informa-
tion, people and values (in a broad sense, including money) with other systems
(Figure 1.5, Figure 1.13, Figure 1.16).

Systems Design can be seen as a methodology of change which proceeds essen-
tially from the system outward (ch. 5.1). According to GST it concerns the purpose for
the existence of the system, its boundaries and the determination of the constraints
imposed on the system. This requires an understanding of the system in relation to all
other systems larger than and interfacing with itself. And it has an emphasis on the
“predictions” of future results rather than explanations of past deviations [Van Gigch
1974:10]. Correspondingly, the role of a system’s leader is to influence trends rather
than satisfying trends [Van Gigch 1974:9]. A necessary condition for design is the
ability to evaluate (for instance, to judge alternative systems).

Systems Design is a creative, though formal process. Design depends largely on con-
straints. The focus is the problem at hand and the manner in which problem-solving
options are considered, ideas are created and refined and selections are executed.

Option means the possibility but not requirement to take some action (now or in the
future), leaving the entrepreneur (or leadership group) with an exercise of choice
(ch.4.2). Tangible resources as well as human, information and other intangible re-
sources and work processes and coordination are integrated into a system in order to
facilitate its performance. Furthermore, the future environment of the system has to be
forecasted!



50 Chapter 1

If the design of the system has been set and is established, systems improvement
“refers to the process of ensuring that a system, or systems, performs according to
expectations.”

In the context of Systems Design [Van Gigch 1974:2] there is currently in the US a
new wave (and probably hype) with Design Thinking [Dziersk 2008; Wong 20093,
2009b]. The aim is to merge design, business, and technology. It is a catch phrase for
a more multi-disciplined approach to solving problems and tapping into authentic inno-
vation But, “Sure, it's the latest trendy term to sweep the business world, but it's a
technique that designers and executives alike hope may help to provide a solution to
some of the world’s serious challenges,” and “There’s no consensus on how to teach
it.” [Wong 2009a]

System Processes and Performance

Organized (purposeful) systems are endowed with conversion processes, also
called throughput, by which elements in the system change state (“systems dyna-
mics”). The conversion process changes input elements into output elements. In such
systems the conversion process usually adds value and/or utility on the inputs as they
are converted into outputs.

Following van Gigch [1974:13] in Figure 1.5 the conversion process is schematically
specified for a system, such as a firm, and its “closest” environment (cf. also Figure
1.13). It indicates furthermore that the firm is seen as a system which means as a
“whole.” Another important aspect of the conversion process is feedback (see below).

According to GST systems follow a number of general principles or rules or quasi-
laws. With regard to input-output relationships there is the eighty-twenty principle
(“80:20 Rule”): In any large complex system (roughly) eighty percent of the output will
be produced by only 20 percent of the system [Skyttner 2005:100]. The “80:20 rule,”
also termed the principle of factor sparsity or the “vital few and trivial many rule” states
that for many phenomena: 80 percent of the consequences stem from 20 percent of
the causes.

Concerning innovation considering the following aspects may be worthwhile:

80 percent of the profits made in an industry are made by 20 percent of firms.
If you are not one of these, what are they doing right that you are not?

In the context of innovation this rule may, for instance, be referred to for answering the
following questions for operations of a firm [Runge 2006:12].

= Do 20 percent of the products account for 80 percent of total product sales?

= Does 20 percent of the sales force produce 80 percent of revenues?

= Do 80 percent of customer complaints arise from 20 percent of the products
or services?
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= Do 80 percent of delays arise from 20 percent of the possible causes of de-
lay?

= Do 80 percent of the benefits from any product or service can be provided at
20 percent of the cost?

The “80:20 Rule” applies generally to large system — large firms. With regard to output
new technology startups usually have just one or very few offerings (products).

The Firm (e.q. NTEF)
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Figure L.5: A system’s function via a conversion process.

On the monetary level a firm’s conversion process is associated with streams-in and
streams-out of money. Correspondingly, cash flow is the movement of cash into or
out of a business, project, or financial product (note that the word cash is used here in
the broader sense, where it includes bank deposits). It is usually measured during a
specified, finite period of time.

Cash means “ready money” held ready for payment, or actually paid, at the time of a
transaction. It is related to the concept of liquidity, which means being capable of
covering current liabilities quickly (ch. 4.2.3).

Streams of money that go in and out of the firm include:




52 Chapter 1

IN: All receipts, like:

= Payment made by customers

= Divestments

= Bank loans

= (For stock companies: new shares subscription).
OUT: All payments, like

= Salaries (and employee benefits, rewards etc.)

= Payment to raw material and utilities suppliers

= Rent/lease payments (rooms, equipment; facilities)

= Returns to banks

= Investments

= Taxes.

A Cash Flow Statement is an analysis of the timing of cash receipts and cash dis-
bursements over a specific time period. It tells how much cash is available in a busi-
ness to keep the business running — the actual cash flow. A company can fail though it
is profitable. It is important for entrepreneurs to be aware of the two distinctly different
concepts. Profit is created by accounting conventions and include non-cash items and
does not include explicitly, for instance, time of receipts.

In economic systems the output elements refer to offering (essentially product or ser-
vice) markets, the input elements to “factor markets.” A factor market refers to mar-
kets where the factors of production (conversion) are bought and sold, such as the la-
bor markets, the capital market, the market for raw materials and the market for man-
agement or entrepreneurial resources. The buyers in the factors markets are the firms
that produce the final “goods” for the offering markets. The demand for inputs is a de-
rived demand. That is, the demand is determined by or originates from the demand for
the product the inputs are used to produce.

The organization of the system (technology-based firm) in terms of subsystems doing
the conversion processes can be classified essentially as

= Supportive Subsystems — ensure production inputs and resources are avail-
able — for instance, import of raw material

= Production (Technical) Subsystems — concerned with the throughputs —
plants, assembly lines (including maintenance in the sense of proper function-
ing and repair of technology)

= Maintenance Subsystems — guarantee internal stability, social relations in the
system, corporate culture; react to the environment by changing short-term
functions, undergo long-term changes, but maintain identity and evolve

= Adaptive Subsystems — monitor the environment and generate recommenda-
tions and responses to external “signals,” stimuli, opportunities or threats

= Research & Development Subsystems/Innovation Systems (Technology-
Based Firms) — explore, exploit and utilize science and technology to gene-
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rate commercially applicable knowledge and offerings with benefits/value to
adopters/users

= Managerial Subsystems — lead, coordinate, adjust, control, make decision and
direct subsystems.

Organization provides a link of Systems Theory to management practice. According to
“contingency theory,” which is a class of behavioral theory, there is no best way to
organize a corporation, to lead a company or to make decisions. Instead, the ap-
propriate course of action is contingent (dependent) upon the internal and external si-
tuation, upon the nature of the environment to which the organization must relate. This
is in line with the GST Environment-Modification Principle [Skyttner 2005: 103] (cf.
also motto of ch. 1.2):

To survive, systems have to choose between two main strategies. One is to
adapt to the environment, the other is to change it (example in Nature: the
beaver).

The difference between inputs and resources (Figure 1.5) is slight and depends on the
point of view and circumstance. We differentiate them essentially by relation to (regu-
lar) output. Resources are sources of aid or support that may be drawn upon when
needed whereas input is sources that are continuously needed to generate output.

When identifying the inputs and resources of a system (firm), it is important to specify
whether or not they come under control of the system or systems designer, that is,
whether they can be considered as part of the system or part of the environment. Amit
and Schoemaker [1993] specify that the firm’s resources will be defined as stocks of
available factors that are owned or, at least to a large extent, controllable by a firm.
Resources and input exhibit a many-to-one relationship to output. A variety of input or
resources, respectively, may be converted to the same output.

Inputs and resources introduce constraints which are known human and material limi-
tations and restrictions integral to a particular input or resource. Input and resources
may be mandatory or optional to achieve a particular result/outcome/benefit. Hence,
input and resources represent one source of competitive advantage. Another one is
related to the conversion process. Input and resources will mostly be counted as
costs. Costs cover generally expenditures in terms of value equivalents and specifical-
ly monetary value (ch. 4.3.3).

There are two main types of competitive advantages: comparative advantage and dif-
ferential advantage. Comparative advantage (“cost advantage”) is a firm’s ability to
produce a good or service at a lower cost than its competitors; this gives the firm the
ability to sell its goods or services at a lower price than its competition or to generate a
larger margin on sales. A differential advantage is created when a firm’s products or
services differ from its competitors and are perceived as better than a competitor’'s
products by customers.
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Using a wide range of the firm’s “assets” and “bonding mechanisms”, such as techno-
logy and research, information and intelligence systems, decision-making, employee
hiring and retaining policies, incentive systems, trust between leadership/management
and “workforce,” and more, a firm establishes its offerings, like products or services.
But in addition to (tradable) financial or physical assets resources also contribute to
final offerings. These resources provide, inter alia, competencies and know-how that
can be traded (for instance, patents and licenses). Also tangible resources are
tradable and non-specific to the firm.

Input and resources, if considered as isolated factors, do not result in conversion and
productivity per se. Hence, coordination of resources is important. To achieve the
targeted output (results/benefits) coordination of input and resources and assets is
important. A firm’s capacity to coordinate diverse assets is deeply embedded in its
routines, processes, formal and tacit reporting relationships. “The capacity for coordi-
nation represents a critical meta-asset of long-lived companies” [Bhidé 2000:223].

An asset is an entity with economic value that an individual, corporation or country
owns or controls with the expectation that it will provide future benefit. The probable
future benefit involves a capacity, singly or in combination with other assets, to con-
tribute directly or indirectly to future net cash flows.

One can refer also to a firm’s “assets” when they actually can be related to their “re-
source providers,” for instance, stakeholders or advisors. That means the firm merely
uses the assets that one or more of its constituents own and may deploy.

Intangible assets are defined as identifiable assets that cannot be seen, touched or
physically measured, which are created through time and/or effort and that are identifi-
able as a separate class of assets — differentiated from tangible assets (property; land,
plants, equipment, etc.). How resources are utilized create capabilities which are firm-
specific and can be viewed mainly as intangible assets (cf. also RBV, ch. 4.3.3).

When treating a startup (or any firm) in the sense of GST as a wholistic entity, then, in
our context, one may view a firm as operating through a bundle of tangible and in-
tangible assets and resources as summarized in Table |.8.

A firm’s assets in the above sense can be “durable” having a specific life time or “tran-
sient,” which means they can disappear instantaneously. The last aspect is particular-
ly critical for people as assets (“human resources”), information and experience (“tacit
knowledge,” “tacit technology”). The typical situations for a transient asset is when key
researchers or engineers leave the firm or a firm wants to acquire particular assets of
another firm by acquisition and related key people of the acquired firm will leave.

For directing development of a system toward a goal control is essential. Control is a
central concept of human-activity systems with three meanings,

= control in the sense of compliance with norms, rules, laws and behavior,
= control in terms of ownership and power of decision-making and
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= control in terms of directing and regulating actions and behavior towards a
goal when related actions are influenced by factors which are under control of
the decision-maker and those which cannot be controlled by the decision-
maker.

Table 1.8: Examples of tangible and intangible resources and assets (of NTBFs).

Tangible Assets

“Finances”; land, buildings, machines, instruments, computers, production plants etc. (which
can be “monetarized” and traded)

Intangible Assets/Resources

Related to human resources (for instance, corporate culture, employees’ competencies,
knowledge, skills, learning and work practices, competitive and technology intelligence;
cooperative networking), innovativeness and discovery potential (for new products, proc-
esses and applications, services, patents)

Related to “organizational capital,” which is leadership, unique organizational designs,
organizational coordination and work and business processes (“systems of activities” in-
cluding coordination) or strategy formation, formulation and implementation; reputation
(partially overlapping with intellectual capital)

Intellectual Capital (IC) Intellectual Property (IP)
= Human capital (systemic contributions) = Patents (covering inventions and IPR-
(productive qualities of people in orga- related business processes like
nizational settings that support the busi- licensing)
ness processes; information handling, = Trade secrets and confidential infor-
communication, coordination, etc.) mation
= Organizational learning = Designs
= Corporate knowledge and competencies » Trademarks (including Web domain,
= Enterprise innovativeness company and business names)
= Enterprise external relationships (in- = Copyright
cluding R&D networking and alliances,
customer loyalty, relationships with sup-
pliers and “input/resource providers,”
contractual rights, permits, franchises,
distribution rights, non-compete cove-
nants)

In terms of cybernetics control shall be defined as the purposive influence toward a
predetermined goal involving continuous comparison of current states to future goals
(“is” versus “shall” assessment). In general terms, GST associates system control with
three notions [Skyttner 2005:77-78]. In particular, emphasizing efficiency is not a privi-
lege of business administration, but a basic principle of human will for shaping [Faltin
2007:43].
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Effectiveness: a measure of the extent to which a system achieves its in-
tended conversion or its goals.

Efficiency: a measure of the extent to which a system achieves its intended
conversion or goals with the minimum use of resources.

Efficacy: a measure of the extent to which a system contributes to the pur-
poses of a high-level system of which it may be a subsystem.

Paraphrased, effectiveness means doing the right things and efficiency doing the
things right (Equation 1.1). In terms of political goals and means entrepreneurship
(founding of new firms) is associated with efficacy, for instance, in terms of the num-
ber of jobs created by new firms for a nation’s economy.

Efficacy represents, for instance, a notion that is relevant if the political/societal super-
system (Figure 1.13) and its goals/programs for a nation’s “entrepreneurship system”
or “innovation system” assesses the level of achievements or evaluates its role in cre-
ating “policy-driven markets” (Table 1.15).

A system may employ a variety of different components to achieve an output that
meets the performance requirements or object specifications of the system. Various
configurations of components may all be effective, but where those components vary
in cost, time, and complexity the efficiency of the system becomes an issue. A system
is efficient when cost, time, and complexity minimums balance without compromising
the effectiveness.

When measuring or stating “success” or “failure” of a venture we shall always think of
the whole system, the whole firm, at a particular point in time. On the other hand,
though also being related to the whole system, measuring effectiveness or ineffective-
ness usually will implicitly make reference to the system’s components and their con-
tributions to success of failure.

Choices among conflicting goals inevitably lead to the necessity of making and ac-
cepting “trade-offs.” A trade-off (or tradeoff) is a situation that involves losing one
quality or aspect of something in return for gaining another quality or aspect. It implies
a decision to be made with full comprehension of both the upside and downside of a
particuelar choice. As the extreme one has to be sacrificed totally at the expense of the
other.

The trade-off between cost and effectiveness as depicted in the Banathy diagram
(Figure 1.6, left) is to achieve effectiveness at the lowest possible cost.

However, it may well be that widely accepted trade-offs occur with activities (or deci-
sions) that are only seemingly incompatible. Such a situation represents an excellent
opportunity for innovation. The classical example is the Japanese car maker Toyota
which started its tremendous success lifting the generally accepted trade-off that cars
are either of high quality and expensive or low quality and cheap. Toyota succeeded
offering high-quality cars at low cost.
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Figure 1.6: Trade-off diagrams: Zone of trade-off (left, from [Banathy 1968:73] and for
risk/reward of entrepreneurship.

For the entrepreneur a fundamental trade-off occurs between reward and risk, with
seeking the balance for a decision between high rewards with low risk. It means that
at each stage of developing his/her venture the entrepreneur should answer the fol-
lowing questions:

=  What can go wrong?
=  What can go right?

And the basic question is “what is the risk of venture failure?” However, one must
keep in mind that “failure” is a relative notion as it relates the start of a firm associated
with goals and requirements to a particular point in time. Failure may be the end of the
firm’s life (“total failure”) and seriously “damaged” founders.

But a near catastrophic situation for the firm may be overcome by the founders, for
instance, lifting causes of failure through a “second chance” or by recognizing their
“false start” and redirecting their activities toward other goals that fit identified
opportunities. After having left the trough and entering a profitable new business
development the firm may become successful. The classical example for such a
situation turning around a false start is the 3M Corporation [Runge 2006:446, 460].

If the conversion process of a system (Figure 1.5) is split into a not necessarily se-
quential (linear) arrangement of sub-processes or sub-functions, respectively, the
proceeding from input into output is the so-called “value chain.” Usually, the notion is
related to a firm and monetary value and an adopter. The value chain can serve as a
tool to analyze the value of what a company does. For instance, a technology-based
firm with internal research and development (R&D) may exhibit a linear value chain as
shown in Figure 1.7 (upper graph) to bring its offerings, such as products, to the
“adopters of output” (customers).
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The value chain (Figure 1.5) categorizes the generic value-adding activities of an or-
ganization. The “primary activities” include: inbound logistics (procurement), opera-
tions (production), outbound logistics (distribution), marketing and sales, and services
(maintenance). The “support activities” include: administrative including IT infrastruc-
ture management, human resource management, and R&D.

However, in line with current societal environment and sustainability attitudes it is
relevant focusing not only on the customer’s adoption (use) of the offering, but also
including the disposal of the offering (product), for instance, via recycling or value-
generating disposal. Recycling may simultaneously reduce the “carbon footprint”
(carbon dioxide emission) of producing an offering.

Recycling can also become a value adding business of the firm. For instance, Dow
Chemical established an innovative (recycling) business for its polychlorinated sol-
vents used for cleaning. It is a closed-loop system to manage the risks associated with
chlorinated solvents. Dow works together with the customer to determine the best
customer-specific solution for his or her cleaning needs, the desired cleaning results,
and the legislative environment [Runge 2006:264].

In this view the value chain extends over distribution of an offering to the customers,
but, via recycling or disposal, will comprise the whole life-cycle of the offering. Dis-
posal provides, of course, also business opportunities for other firms which means, it
can become part of the value system.

Value generation of an existing firm by analyzing the value chain to identify important
cost-lowering and profit-enhancement options and achieve competitive advantage will
start with the question

Which activities can we do best?

This analysis, however, is not restricted to existing firms. NTBFs often perform only
some of the value chain activities/functions themselves — not just due to a lack of
related resources, but because others can do it more cheaply (ch. 4.3.1). For in-
stance, an NTBF might set up larger scale production or marketing and sales through
alliances with other firms which thus become components of the value system (dotted
lines in Figure 1.7). This situation is illustrated by Runge [2006:792-793] contrasting a
staged, linear value chain with one having “cross flows” of related activities from
outside into particular stages of the firm-internal value chain.

The value system (Figure 1.5) consists of value adding components which corre-
spond to supplier/channel-customer bunches (Figure 1.7). It is an interconnection of
processes and activities within and among firms that creates benefits for intermediar-
ies and end-users (consumers). It is the network of organizations and the value pro-
ducing activities involved in the production and delivery of an offering.

A value system includes the value chains of a firm’s supplier (and their suppliers all
the way back), the firm itself, the firm’s distribution channels, and the firm’s buyers
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(and presumably extended to the ultimate buyers (“customers-of-customers,” “end-
users”) of an ultimate products, and so on).

The output of one firm may only be an “intermediate” or contributing part to generate
or assemble a “larger” offering, such as a material, device, a module, a machine, a
system, etc. This leads to the notion of a “value system” (Figure 1.7; lower part). Each
supplier/channel-customer bunch is associated with a corresponding market segment
where added value is generated.

Valuation criteria may be different for the various components. However, the extent of
the overall value addition is constraint by the ultimate adopter; the end-user deter-
mines the “unique selling point” (USP).

For instance, if for adhesives technology a product is described which enables objects
to be securely mounted on most household surfaces and removed without surface
damage or sticky residue left behind, “the unique selling point being the clean release
of the product” [Runge 2006:377]. This is which sets your product or service apart
from your competitors in the eyes and minds of your prospects.

Associating values for the components (suppliers) of a value system in terms of the
end-use markets and the corresponding product are exemplified for the field of photo-
voltaic (solar cells) in Figure 1.11 and Figure 1.12.

The value system, formally a “supplier-to-customers value chain,” is also denoted as
the supply chain 7 if the focus is on the “actors” (other firm with generic activities):
Specifically, a supply chain is a system of organizations, people, technology, activities,
information and resources involved in moving an offering, product or service, from
supplier to customer. Supply chain activities transform natural resources, raw materi-
als, intermediates, and components into a finished product that is delivered to the end
customer. In sophisticated supply chain systems, used products may re-enter the
supply chain at any point where residual value is recyclable. We shall use both these
notions, supply chain and value system, as equivalent.

In terms of GST the position of a new firm in an existing value system pro-
vides a special aspect of its “environment.”

The extent to which a firm contributes to the purposes of a high-level system of which
it may be a subsystem, a component of a value system, relates to efficacy.



60 Chapter 1

The Value Chain
Supply P;jl:giir! Product Marhsting sarulca\ Curtomer
Pm:m- Rewearch JTachnology! Den;gn ecl1go||_&gjy— Productony Logieties YOiiributio ssl. Dallvery &
mant me?t“mp mﬁm' R sy-';am. a support/ Uie | Clspoual
pomoomommoooooo The Value System
Firm
Value
Chain
Supplier Channel Customer
Value Walue Walue Repetition End-Users
Chain Chain Chain

Firm’s Ultimate
Buyer Buyer

Figure 1.7: A value chain of a technology-based firm with a firm-internal research and
development unit and its value system.

Considering previous discussions some important aspects emerge. One can charac-
terize the founding situation of an NTBF by the following types of scarcity.

=  Scarcity of value chain components (for instance, lack of marketing and distri-
bution activities and/or lacking larger scale production facilities)

=  Scarcity of offerings (for instance, just one or very few products)

= Scarcity of resources (for instance, financial resources only from personal
savings and/or through family & friends).

Such scarcities may be responsible, at least to a certain degree, that a startup/NTBF
does not achieve its goals or does not achieve its goals satisfactorily. With regard to a
system’s performance Stafford Beer, as cited by Skyttner [2005:139], introduced three
indices for levels of achievement. With these indices, for instance, concepts of perfor-
mance and productivity can be introduced according to Equation 1.2 (for operationali-
zation see Figure 1.132 and surrounding texts).
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1. Actuality (A) The current achievement using existing resources and
constraints

2. Capability (C) The possible achievement with existing resources and
within existing constraints

3. Potentiality (P) What could be achieved by developing resources and
removing constraints

Equation 1.2:

Performance ~A /P Productivity ~A/C

For technology-based firms targeting large-scale production the value chain steps
from “Product Discovery, R&D” to “Production” (Figure 1.7) is associated with the very
capital-intense sub-process of (technical) “scaling-up,” where science is connected
with engineering and “Production/Manufacturing” interrelates back to “Supply & Pro-
curement” of input. Scale-up may refer to increase of quantities of produced material
or devices, apparatuses etc. in “commercial plants” (Figure 1.8) or increase in the spa-
tial dimensions of an apparatus, device, vehicle, etc. (Figure 1.9) as the ultimate offer-
ing of the firm and is usually associated with particular questions.

Scale-up for business purposes targets not only production in large quantities, but
achieving production at a cost that related price ranges are accepted in the market.
For NTBFs targeting at production the technical failure of scale-up and/or the com-
mercial failure associated with not covering cost and too high prices for the product
are often reasons for firm failure through bankruptcy (cf. bankruptcy of solar firm
Solyndra, Inc. in ch. 4.3.5.2 and the problems of many biofuels firms in A.1.1, or Zoxy
and MnemoScience — B.2).

The scale-up in Figure 1.8 corresponds essentially to situations in the chemical, phar-
maceutical and biotechnological and related industries. The last case (Figure 1.9) re-
fers more often to engineering-oriented industries, such as transportation vehicles,
machines and devices ending up with production of prototypes which will stepwise ap-
proach the final design and will be subjected during further development to cost re-
ductions and enhancing performance.

It should be noted, however, that constructing a large-scale commercial plant requires
not only very much capital, but also also management of legislative matters for con-
struction (regulations, standards, permits).

With the pilot plant a phase of learning how to produce is entered. The first serious
contact with anticipated and likely customers during scale-up occurs on the level of
the (semi-commercial) “market development unit” which is a “demonstration plant.”
Here production quantities are still limited, but sufficient to supply material to (poten-
tial) customers for testing and providing feedback to the producer for further refine-
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ments of the product and product processes. This is extensively seen in the discus-
sion of biofuels development (A.1.1).
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Figure 1.8: Transferring science, engineering and technology from the laboratory to
the world and some related questions occurring during the process of converting a
technical idea into a (commercial) product [Runge 2006:519].

The historically classical case for issues of scale-up in material science is lifting the
Chinese monopoly for porcelain, which the Chinese kept as a secret, by two Ger-
mans, the at that time very famous scientist E. W. von Tschirnhaus and J. F. Béttger
in 1708. Von Tschirnhaus succeeded in finding the components and the way to make
porcelain (the “re-invention of porcelain” in Saxony (Germany) in 1708) which was
improved and ultimately “scaled-up” by Johann Friedrich Bottger (1710) for “large
scale manufacturing” (ch. 3.3; cf. also the German firm SkySails — B.2 ).

The route from prototype (pilot plant) to product (manufacturing) is often long
and more strewn with obstacles than the conversion of the original idea (la-
boratory) into a prototype (pilot plant) — as illustrated, for instance, for the bio-
fuels field (A.1.1).

Scale-up is not only associated with development issues. The key is that the
result, a marketable product, device, etc., must be produced at competitive
cost with a price range accepted by the market, a global market with probably
competition from China or India.
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For NTBFs targeting mass production the technical failure of scale-up and/or the com-
mercial failure associated with not covering cost and too high prices for the product
are often reasons for firm failure through bankruptcy. But also if scaling-up takes too
long impatient financial bankers and their doubts on the success may lead to stop
further needed investments with serious consequences for the NTBFs.

Year | 1 | 2 | 3 | 4 | 5 6 Onwards

‘ Concept Development‘

‘ Basic R&D and Modeling (Mini real models; e.g. < 1m, other material;
computer models)

‘1-mh Scale Prototype ‘

‘ Final R&D & Design ‘

‘ Full-Scale Tests ‘

‘ Production Prototype ‘

(Customer trainings and testings) ‘ Customer Involvement ‘

‘ Improvements ‘

Figure 1.9: Staged production prototype development with corresponding approximate
stage durations.

Organizational scale-up, including I&CT-supported organization-wide working proc-
esses like information and communication systems, usually means starting with a con-
cept, development and behavioral model (lowest scale prototype). This is imple-
mented (including user training) and tested for a small “pilot group,” taking feedback
from the user group to modify the system or relevant components, respectively, or
even enlarge the original approach, running a further test assumed to mimic full scale
and finally implementing the “production system.”

Scale-up is associated with requirements for people with new, different skills
and experiences and with large jumps in capital employed and expenses
(A.1.1). For the context of producing technical innovation there is a “cost
ladder” which positions research at the bottom. It has turned out that deve-
lopment costs exceed research cost by multiples and commercialization costs
exceed development cost by multiples [Runge 2006:643; Griesar 2008:16-17].
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There is also a market difference between progress of scientific/research advance and
engineering advance (ch. 2.1.2.3; Figure 1.62). Engineering advances take often exist-
ing technology and adapt it to new uses. A hybrid car is an example (Box 1.10). Exist-
ing internal combustion engines, existing batteries and electrical technologies were
combined to produce the hybrid cars. Usually engineering focuses more on the
economic aspects of the system.

During the phase of transition from applied science to “application technology” a key
question is whether needed processing technology, the enabling technology, is avail-
able. For instance, in the material science, although the remarkable properties of poly-
tetrafluoroethylene (PTFE; Teflon® of DuPont; very low coefficient of friction, great
chemical inertness, etc.) were soon recognized, these could not be exploited for seve-
ral years because the material resisted processing by conventional techniques. It had
to await the development and availability of powder metallurgy techniques [Runge
2006:21].

System performance is a measure of acquiring inputs/resources and the extent of
their conversion into outputs/outcomes with particular value (Figure 1.5). System struc-
ture with its internal relations among the system’s component as, for instance, shown
in Figure 1.7, affects the system’s performance. According to Equation 1.2 performance
is related to efficiency and productivity. When dealing with changing performance of
an organization the basic question is maintaining the system or changing the system.

Examples of system performance of organizations are listed by van Gigch [1974:200].
According to van Gigch [1974: 201] performance of any social system, such as a firm,
is related to

1. people and

2. non-human (tangible and intangible) resources,

3. grouped together formally or informally in teams or “communities” into sub-
systems that

interrelate among themselves and

with the external environment, and are subject to

certain values and

a central coordination and guidance system that may help provide the capa-
city for future performance.

No ok

The performance of any social system consists of activities, norms and guidance.

1. To satisfy the interests of various “interesteds” (stakeholders) by

producing various kinds, qualities and quantities of output and outcome,
investing in the system’s capacity for future output,

using inputs efficiently,

acquiring inputs, and doing all the above in a manner that conforms with
various codes of behavior, and

varying conceptions of technical and administrative (or guidance) rationality.

Nooahkwh
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Present performance issues refer to outputs that are expected or planned, but that are
not being reached — performance goals that are not being met (lower than expected
performance and missed goals). In larger firms usually improvement in present perfor-
mance and future performance requirements (to remain competitive) do not carry the
same intensity as present performance problems.

Performance goals are usually the only way to bring about any changes in social
structure, a target needs to exist. Assessing performance of a social system uses per-
formance measures which comprise time and cost and are quantity- and/or quality-like
(Figure 1.10). Levels of an organization’s performance comprise:

= Organizational (the whole system, for instance, in relation to its environment)
= Processes/activities including coordination (for instance, the value chain)

=  Team(s)

= Individual(s).

For measuring performance (the extent of purpose/goal achievement; Figure 1.10) cor-
responding variables in relation to explicit performance needs must be attributed to
the performance levels and selected. Relevant output units of performance on the va-
rious component levels must be identified. And finally the performance measurement
and assessment must provide an interpretable and actionable result.

Metrics of Achieving Characteristics of
Performance Measures:
Define + Quantity-Like
performance + Quality-Like
variables « Time
i + Cost
¥
Have the Specify Assess
system’s performance extent of
purpose(s) measures achievement
:
Determine
performance
needs and potential

Type and Level of Performance

Figure 1.10: Measuring a system’s performance.

For large firms the value chain may be a root for increasing the system’s perform-
ance and leading to competitive advantage. To conduct a value chain analysis, a
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company’s operations need to be divided into specific business processes and
grouping them into primary and support activities. Within the broad categories, com-
panies perform a series of discrete activities that vary from business to business.
These activities are nevertheless interdependent and connected by linkages, requiring
the coordination of activities.

For Porter and Miller [1985:150] linkages often create trade-offs and exist “when the
way one activity is performed affects the cost or effectiveness of other activities.” The
challenge for decision-makers//managers is “to disaggregate what actually goes on
into numerous distinct, analyzable activities rather than settling for a broad, general
categorization” [Pearce and Robinson 1997:179]. But these crosses the issues of
“systems improvement” and sub-optimization (see below).

The value system makes explicit the role of a company in the overall activity of pro-
viding a product to a customer and end-user and provides a reference to analyze how
a company positions itself relatively to other companies (competitors). Furthermore, it
opens options for a firm to grasp more value, if it is capable to become active on an-
other, more value-adding stage of the value system (“value appropriation”). The value
system shows where, how and by whom value is added. The presentation of the value
system in terms of value contribution can take a demand-oriented perspective (Figure
1.11) or a supply-oriented perspective (Figure 1.12).

For instance, the output/offering of the various players of a value system can be rela-
ted to the market size for the output as shown for the OLED (organic light emitting
diode) business in Figure 1.11. In this specific example the German chemical company
BASF grasps value in addition to being a raw material supplier by a strategic partner-
ship for the development of OLED displays with teco Optronics Corporation, a sub-
sidiary of the Teco Group (Taiwan) [Runge 2006:700].

In photovoltaics, one solar cell value added system is the set of steps from sand or
raw silicon to the completed solar module and photovoltaic system completion and
installation. Figure 1.12 transforms the players of the PV industry into the value added
in percentages by these contributors. Additionally, both these figures demonstrate the
option to grasp most value if industry players serve many or even all of the value
steps. For instance, the chemical industry can contribute from raw material to module
production (Figure 1.11).

Figure 1.11 emphasizes a systemic view and shows that, for instance, the input com-
ponent of the PV value system (silicon, Si) is simultaneously the input component of
another value system, that of the semiconductor industry. The competing demands for
silicon will affect the prices for silicon.

The interdependence of both these industries shows up also by the fact that for silicon
production of poly-Si based solar cells silicon can be obtained from recycled “scrap”
materials generated from semiconductor grade wafer productions (pot scraps, tops
and tails, broken wafers, etc.). Furthermore, any scarcity of poly-Si for the PV industry
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due to increased demand by the semiconductor industry may favor developments and
market capture by alternative technologies for PV, such as thin-fim technology.
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Figure 1.11: Output of players of the OLED value system in terms of market size for
the particular outputs (from Runge [2006:701]) and players of the solar photovoltaic
industry (silicon, not thin-film-based) value system (BOS - Balance-of-System). 8

Figure 1.11. exhibits the fact that various value systems may exist for functionally the
same end-product if the underlying technology is also taken into consideration. In
case of the PV industry this refers, for instance, to solar cells based on mono- and
polycrystalline or amorphous silicon versus, among other technologies, thin film solar
cells based on cadmium telluride (CdTe), copper indium gallium diselenide (CIGS) or
even thin film crystalline silicon (ch. 4.3.5.2; Box 1.23).

Generally, competing technologies may emerge for several components of the value
system. In Figure 1.12 results of a questionnaire concerning the knowledge and
awareness needed for an adhesive supplier to enter a business in the solar photo-
voltaic market shows the awareness of the PV value system to be very important.
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Figure 1.12: Product-related value system for the solar photovoltaic industry (IEEJ,
October 2006, last access 10/8/2009) and the awareness needed for an adhesive
supplier to enter a business in the solar photovoltaic market. o

Though relevant more for large firms rather than NTBFs there are two situations of im-
portance with regard to the value system. Backward-integration means the situation
in which on a corporate basis a plant or business (or a firm) is interrelated to an
upstream plant or processing facility for producing its offerings. This means, for
instance, acquiring ownership of one’s supplier, is often in the hope of reducing sup-
plier power and thus reducing input costs. An example would be a wafer producer
which is also a silicon supplier (Figure 1.11; Figure 1.12).

Forward-integration is the situation in which on a corporate basis a plant or business
(or a firm) is interrelated to a downstream plant or processing facility for producing its
offerings. This means, increasing integration by acquiring intermediaries between
oneself and the end customer or otherwise moving along the value system towards
customers. For instance, a wafer producer becomes also a solar cell manufacturer
with its wafers (Figure 1.11; Figure 1.12).

Regulation (in the context of control rather than law) means that the interrelated sub-
jects and objects constituting the system must be regulated in some way so that the
goal can be achieved. Regulation implies that deviations must be detected and cor-
rected. A human-activity system maintains sets of relations within it for attaining its
purpose. The maintenance of these relations over time is of primary importance. The
process by which these relationships are maintained is the system’s regulation — the
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rules of the game. The scope and limits within which these rules can be sustained are
the conditions of the systems stability over time.

System processes may or may not be self-regulated. A self-regulated system is called
a closed-loop system and has its output coupled to its input. The regulatory mecha-
nisms of closed-loop systems are called feedforward and feedback. Feedback and
positive feedback play a central role for self-reinforcing processes, in particular, firm
development (ch. 4.3.5).

Feedback is a prerequisite of effective control for goal achievement. Feedback is a
basic strategy which allows a system to compensate for unexpected disturbances.
This is done through feedback loops that maintain certain variables constant or regu-
late the types and amounts of particular components. Information concerning the re-
sult of own actions is delivered as a part of information for continuous action. As a
control mechanism it acts on the basis of its actual rather than its expected perfor-
mance. It serves to control a system’s performance.

Feedforward is an anticipatory control action, intended to produce a “predicted,” de-
sired state in the future. The process uses information from the input in contrast with
feedback which uses information from the output. Feedforward occurs before an event
and it is part of a planning process in preparation for future eventualities and, there-
fore, shows relationships with scenario techniques (Box 1.19).

As mentioned, control is a central concept of human-activity systems with three mean-
ings, control in the sense of compliance with norms, rules, laws and behavior, control
in terms of ownership and power of decision-making and control in terms of directing
and regulating actions and behavior towards a goal when related actions are influ-
enced by factors which are under control of the decision-maker.

Finality is a term used to describe the goal-seeking nature of systems, that is, achiev-
ing a predefined future state. Open systems have equally valid alternatives easy of at-
taining the same objectives from different initial conditions.

Equifinality means, a system can reach the same final state from different initial
conditions and by a variety of paths (the ability to reach a goal from myriad ways and
beginning at various locations). For open systems this option of finding equally valid
ways is the expression of equifinality. In particular, this definition does not mean that
the various paths to reach the goal are fixed, but includes the situation that new paths
or branching occurs over time due to events or changed conditions (Figure 1.122).
Particularly for entrepreneurship we have to accept equifinality versus “one best way.”

Related to finality, teleology represents an antithesis to causality and linear thinking
in terms of causes and effects, which is prevalent in natural sciences. Teleology antici-
pates future existence of systems. As an analytical method it is related to purpose.
Analytical-mechanistic approaches, typically for natural sciences, focus on antece-
dents of interest (“causality”). With regard to purpose and teleological implications for
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assumptions on systems to which GST applies consequences are of interest (“goal-
oriented systems”).

Operational characteristics of a system according to (“GST guru”) West Churchman
as cited by Skyttner [2005:52] and, hence, for a (new) firm are summarized as follows.

= |tis teleological (purposeful).

= lts performance can be determined.

= |thas a user or users.

= It has parts (components) that in and of themselves have purposes.

= |tis embedded in an environment.

= It includes a decision-maker who is internal to the system and who can
change the performance of the parts.

= There is a designer who is concerned with the structure of the system and
whose conceptualization of the system can direct the actions of the decision-
maker and ultimately affects the end result of the actions of the entire system.

= The designer’s purpose is to change a system so as to maximize its value to
the user.

= The designer ensures that the system is stable to the extent that he or she
knows its structure and function.

In the entrepreneurship context equifinality exhibits association with strategy and plan-
ning. Rather than referring to one of the many definitions in the literature we shall
emphasize operational definitions for plans and strategies [Runge 2006:703].

Plan: When you know what you want to do and exactly how fo do it.
A plan is characterized by knowing what the next step will be.
Each step is designed by taking into account the next step.

Strategy: When you know what goal you want to achieve, but you are not sure
exactly how to do it.
A strategy is characterized by not knowing what to do at the next step
until you have results from the previous step. Each step of a strategy is
realistically influenced by what was learned from the previous step.

The quality of a strategy cannot be fully assessed until it is tried! A successful strategy
requires considerable information. In effect it is based on various intelligence proces-
ses.

Accordingly, cited by Runge [2006:703],
Plans are for execution, strategies are for learning what plans to use.
Strategic planning means changing minds, not making plans.

“Implementation is the use or adoption of change” [Van Gigh 1974:293], the actions
of accomplishing some goal or executing some order. In this context we prefer the no-
tion “utilizing” and do not regard this as a synonym for “use,” but relate it to “make use
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of something, or find a practical or effective use for something; especially to find a
profitable or practical use for.” 10

In business or engineering implementation refers to a building process. The success
of implementation have been found to depend on the extent to which goals are “op-
erational,” that is (cf. Figure 1.10), “when a means of testing actions is perceived to
relate a particular goal or criterion with possible courses of action” [Van Gigh
1974:303]. For implementation of change to occur it has to be timely. Timeliness is an
often forgotten variable (cf. the Window of Opportunity).

For implementation Bhidé [2000:280, 298] refers to concrete decisions and actions.
While goals and rules help direct and coordinate effort, building a durable firm also re-
quires an exceptional capacity to execute or implement strategy. Implementation also
affects a firm’s capacity to coordinate multiple assets and activities.

A common experience of entrepreneurs is that, how thorough and detailed their stra-
tegy and planning may be, they often miss the mark. This is common knowledge for
centuries concerning military strategies and plans and formulated by the German mili-
tary strategists and thinkers Carl von Clausewitz (1780-1831) and Helmuth von Moltke
(1800-1891) who is assumed to be the most brilliant military strategist since Napoleon
and was Chief of General Staff of the Prussian and later German Army. Famous state-
ments, very often cited in the context of strategic planning and management, of both
men are given below.

Carl von Clausewitz Helmuth von Moltke
Strategy is the first victim of any war. No battle plan ever survived the first
(Die Strategie ist das erste Opfer eines encounter with the enemy.
jeden Krieges.) [Hiersemenzel 2003] (Kein Operationsplan reicht mit einiger

Sicherheit Uber das erste Zusammen-
treffen mit der feindlichen Hauptmacht
hinaus.)

But von Moltke added more to the concepts of strategy and planning. He wrote:

No battle plan ever survived with some certainty the first encounter with the
enemy’s main army. Only the layman believes to grasp the course of a mili-
tary expedition to be the consequent execution of an original thought made in
advance, reflected in detail, and kept {unchanged} until the end. ... It is impor-
tant, despite many special cases, to look through the factual situation
wrapped by a fog of uncertainty, to appreciate the given appropriately, to
guess the unknown, to make a decision and then to execute strongly and un-
deterred. (From author’'s German translation ).

From Dorf and Byers [2007:465] we hear the paraphrase: “No business plan survives
its ultimate collision with reality.”
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Von Moltke’s description is almost a blueprint for new business development and
entrepreneurship. Former CEO of General Electric (GE) Jack Welsh transformed this
into the business area which characterizes also the situation encountered with busi-
ness plans:

“Men could not reduce strategy to a formula. Detailed planning necessarily
failed, due to the inevitable frictions encountered: chance events, imperfect-
tions in execution and the independent will of the opposition.” ... “The
Prussian general staff, under the elder von Moltke, perfected these concepts
in practice. They did not expect a plan of operations to survive beyond the first
contact with the enemy. They set only the broadest of objectives and empha-
sized seizing unforeseen opportunities as they arose. Strategy was not a
lengthy action plan. It was the evolution of a central idea through continually
changing circumstances.” 12

And from investor-entrepreneur Reid Hoffman, the key founder of the US firm LinkedIn
(ch. 3.4.2.1), we hear:

“Smart people tend to think that they can execute on a complex plan. Executing on a
complex plan is generally a recipe for failure. If you can’'t make a startup work on a
simple plan then your chances of success are very low.” [LinkedIn, B.2]

In essence we see here a description of “opportunistic adaptability’ as put forward
by Bhidé [2000] for entrepreneurship. This relates to the fact that many ventures do
not find success in their initial business idea.

On the other hand, Systems Thinking has recently entered strategic planning and ma-
nagement. For instance, Haines [2000] suggests “a five-phase strategic planning mo-
del that invites the leader to ask and answer five important questions.” However, we
shall add a sixth question (cf. GST Environment-Modification Principle) which is of
particular interest to technology entrepreneurship. These six questions are:

1. Where do we want to be? (this is, our ends, outcomes, purposes, goals,
destination, vision)

2. How do we want to get there; how will we know when we get there?

3. Where are we right now? (which is, today’s issues and problems)

4. How do we get there from here? (which is, close the gap from 3 — 1 in a
complete and holistic way)

5. What is changing in the environment that we need to take into account? or

6. How do we change the environment (by technology) from here?

With regard to the above outlines of von Moltke and Welsh a key is the fifth question
which implies a process of continuously tracking the environment which is empha-
sized by Haines in terms of “environmental scanning” [Haynes 2000:93; Tidd et al.
2001: 52, 244] and by Runge [2006:798-843, 917-971] as the process and product of
“technology intelligence.”
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The adaptability to the environment as the basis for survival and long-term competitive
performance of the firm lies in its ability to build and develop firm-specific capabilities
and, simultaneously, to renew and re-configure its competencies in response to key
factors and conditions of the environment and is related to its dynamic capabilities.

Firms are adaptive if the individual and collective behavior transform corre-
sponding to a change-initiating event or collection of events.

If, with regard to adaptation, norms or standards for operation have been set, but the
system or systems do not perform according to expectation or requirements, systems
improvement is needed. [Van Gigch 1974:2-3] In GST, however, there is a specifica-
tion of what is commonly regarded as “improvement” and how to approach it.

There is a tradition of Western thinking that parts of the whole system can be studied
and improved more or less in isolation from the rest of the system. “We think it proper
that each element develops its own criteria of improvement and that the elements be
as free as possible from the interference of other parts of the social structure.” “In
considering improvement for systems we must concern ourselves not only with the
problem of scope and horizon but also with that of choosing proper objectives.” [Van
Gigch 1974:258-259].

For open system the interest of improving or even optimizing the performance of a
system will encounter the issue of sub-optimization. Optimization is only possible for
closed systems! Open systems can, at best, only be partially optimized. Moreover,
optimizing the subsystems does not guarantee that the total system’s optimum is
reached, whereas the optimization of the total system (if it could ever be reached)
does not guarantee that all the subsystems can be optimized at the same time [Van
Gigch 1974:34].

Sub-optimization, in essence, is a reflection of the traditional Western thought of re-
ductionism. In economics neglecting the effects of one system upon another one is
often referred to “spillover effects.” They are “externalities” of economic activities or
processes upon those who are not directly involved in it.

Sub-optimization from systems theory refers to the extent to which attempts to im-
prove the performance of a subsystem by its own criteria may act to the detriment of
the total system, which includes that subsystem, and even to the defeat of its object-
tives. Sub-optimization is also called “false trade-offs” that promote “subsystems im-
provement” while disregarding the objectives of the whole system [Van Gigch
1974:102]. Accordingly, there is a sub-optimalization principle in GST [Skyttner
2005:100]:

If each system, regarded separately, is made to operate with maximum effi-
ciency, the system as a whole will not operate with utmost efficiency.
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A firm’s strategy to “maximize” shareholders’ profits is a sub-optimization of a firm’s
stakeholder architecture, at the expense of, for instance, employees, community and
even the state.

Trade-offs in strategic decision-making are often not observable. On the other hand,
there are situations when the implications of existing, but disregarded trade-offs show
up drastically. A very lucid case of sub-optimization in the context of entrepreneurship
is the massive support of “CleanTech” (Table 1.52) and particularly biofuels by policy
to lift dependency on mineral oil (a fading resource) and expensive imports and
simultaneously reduce carbon dioxide emissions to fight climate change (Box I.1).

Box I.1: The biofuels issue as an example of sub-optimization by policy and
corrective actions — The bioethanol and biodiesel cases.

A biofuel is any fuel that is obtained from renewable resources of biological origin — or
from the waste they produce. Over the last decade a biofuels industry has emerged in
Europe and the US — largely initiated and supported by political programs and actions.

There are two main political drivers which are energy independence and environmen-
tally friendly (renewable) energy. However, on both sides of the Atlantic these drivers
concentrated on internal markets/projects and, therefore, development of the related
industries were directed to addressing local concerns and therefore feedstocks and
technologies are directed towards that.

The main political drivers for the biofuels industry in Europe were directed towards the
environment, and therefore lowering carbon emissions as much as possible. As a sec-
ondary objective the Europeans aimed to reduce their dependency on petro-energy. In
particular, Germany wants to change its power mix in favor of “renewable energy
sources” (RESs). This perspective was closely related to the objectives and structure
of the Kyoto Protocol, which was endorsed by the EU. Interestingly, in terms of con-
crete actions in the EU, the focus seemed to be more on developing biofuels in the
member states to meet objectives. The objectives included a 5.75 percent bio-to-
petrofuels blend envisaged by the European Union by 2010.

In contrast, in the US the primary objective was to reduce dependency on imported oil.
More specifically, the Department of Energy’s Office of Energy Efficient and Renew-
able Energy (EERE) invests in research to achieve the following goals:

- Dramatically reduce, or even end, dependence on foreign oil.
- Spur the creation of a domestic bioindustry.

The US orientation combines national industry, geopolitical and environmental consi-
derations. There is a broad mix of policy objectives: reducing energy dependency,
fighting climate change, helping farmers, and creating jobs. As an important aspect of
liting oil dependency the US military emerged as a very important customer and
driver for developments for the biofuels industry. The net effect, biofuels advocates
said, is an up to 90 percent reduction in greenhouse-gas emissions [Theil 2005]; a UK
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government publication declared that biofuels will reduce emissions “by 50-60% com-
pared to fossil fuels.” [BBC 2007]

Furthermore, unlike mineral oil no country will dominate the market for biofuels. The
strive for becoming independent from imported oil or, at least, reduce dependency is
structurally related to the autarky efforts of Germany after World War | and during the
Nazi regime which among many other things also focused on oil and gasoline and
culminated in two successful technical processes and mass production (A.1.1) which
still form the basis for some current efforts to produce ethanol or sugar, respectively,
from biomass [Runge 2006:424-425, 270-272].

Berlin and Washington were backing these goals with laws, regulations and mandates
particularly with tax breaks, incentives and exemptions, loan guarantees, subsidies for
suppliers and users and scores of millions of euros/dollars in grants and financing op-
tions for research and startups, with more support expected in upcoming energy bills
and financial support of firms’ foundation. These inducements and the vast potential
market have stimulated investments of more than billions of dollars and euros and
spawned a new industry with plenty of entrepreneurial firms (Figure .34, A.1.1).

Political programs and actions targeting industry creation may achieve characteristics
of self-reinforcement: The created industry organizes itself to etablish lobbying and
pressure groups to further support or even enlarge the level of the program.

For instance, in the US under the Energy Independence and Security Act of 2007
(EISA), advanced biofuel production should rise from 2 billion gallons per year in 2012
to 21 billion gallons in 2022, and companies were pivoting to meet those goals. Fuel
required to be blended into gasoline stood at 36 billion gallons by 2022.

In Germany the EEG (Erneuerbare Energie Gesetz — Renewable Energy Act; Box
1.22) plays a similar role. Germany is an EU leader (and second often worldwide) in
the wind energy, the photovoltaics, the solar thermal and the biofuels sectors. A stable
and “predictable” policy framework was assumed to have created favorable conditions
to renewable energy sources (RES) penetration.

Other regulations, which mean mandates, concern requirements of blending propor-
tions of biofuels into oil-based gasoline. For instance, B20 means blends of 20 percent
biodiesel with 80 percent petroleum diesel, E10 means 10 percent ethanol with 90
percent petroleum gasoline. All this was simultaneously met by an increasing societal
green attitude, particularly in Europe.

The term “biofuels” suggested renewable abundance: clean, green, sustainable as-
surance about technology and progress. It seemed that international organizations,
particularly environmental and developmental non-governmental organizations
(NGOs), forced a fundamental reappraisal of biofuels policy, certainly in Europe. But
this obscured the political-economic relationships between land, people, resources
and food, and failed to help us understand the profound consequences of the indus-
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trial transformation of the food and fuel systems. “Agro-fuels” better characterizes the
industrial interests behind the transformation [Giménez 2007].

“The industry is still pretty much a government creation. The reason why renewable
fuels exist at all is because politicians have decided they meet policy objectives. The
whole market is 100% political.” [Carey 2009]

Most of Europe’s biofuel comes from rapeseed and sugar beets while most American
biofuel comes from soybeans, corn and sugarcane, most Asian biofuel comes from
palm oil. These crops are used for so-called first generation biofuels, in particular, bio-
diesel (as its name suggest for Diesel engines) and bioethanol (for Otto engines).

Like other renewable fuels, bioethanol and biodiesel as transportation fuels are com-
mercially not viable without subsidies. As in Europe the emphasis is much more on
Diesel cars than in the US Europe leads the “biodiesel train.” According to the
European Biodiesel Board Europe is a major player on the global stage, responsible
for 65 percent of the world’s biodiesel production [Della Vedova 2009]. Germany alone
has a share of 40-50 percent [European Biodiesel Board 2009].

What is the issue of sub-optimization for the biofuels case? From the environmental
point of the view, the big issue is biodiversity. With much of the Western world’s farm-
land already consisting of identical fields of monocultured crops, the fear is that a ma-
jor adoption of biofuels will reduce habitat for animals and wild plants still further.
Asian countries may replace rainforest with more palm oil plantations.

The environmental NGOs who decry the Asian biofuels actually oppose all forms of
biofuel because they fear it will lead to a reduction of rainforests. Wildlife conser-
vationists said a boom in palm oil — used extensively for biofuel and processed food
like margarine — has affected the jungles in Borneo, endangering the already declining
orangutan populations. If increased proportions of food crops such as corn or soy are
used for fuel, that will or may push prices up, affecting food supplies for less prosper-
ous citizens initiating social unrest [BBC 2007].

Indeed, by mid of 2007 in the US growing demand for the use of corn in ethanol had
driven up the price of corn. In the US ethanol producers used 23 percent of corn crop
in 2007 to make 5 percent of car fuel supply [Langret 2008]. Higher corn prices have
boosted the cost of producing beef, poultry and thousands of processed products. The
ethanol obsession with much more expensive food was particularly felt in Mexico
where basic nutrition relies on corn meal. All told, ethanol has cost Americans an addi-
tional estimated $14 billion in higher food prices. These increases have also pushed
up sugar prices on speculation that demand for the commodity will strengthen to help
produce ethanol [Wasik 2007].

Becoming aware of these “false trade-offs” corrective actions of policy took place with-
out giving up the idea with still powerful political support of slashing dependence on
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oil, creating thousands of jobs, and reducing emissions that contribute to global warm-
ing.

Growing crops specifically designed for biofuels which do not compete with the food
supply has been one response. A direction was the planting of Jatropha curcas — a
drought resistant, inedible oilseed bearing tree which does not compete with food
crops for good agricultural land or adversely impact the rainforest — in order to make
more sustainable biodiesel feedstock available on a larger scale. Identifying the most
productive varieties of jatropha, cultivated in South East Asia, Southern Africa, Central
and South America and in India would be a matter of research.

The other approach to such so-called second-generation biofuels focused on the non-
grain portion of biomass (for instance, cobs, stalks or wheat straw), often referred to
as agricultural stover or residues, and energy crops such as switchgrass in the US
which also contain valuable components. Further targets comprise inedible sugars
and lignocellulosic biomass resources (also called cellulosic) derived from wood com-
prising of cellulose, hemicellulose, and lignin and finally municipal solid waste and
animal fats.

Consequently, a new race started focusing also on non-ethanol biofuels, such as bio-
butanol (A.1.1.5). The success of biobutanol startups, however, depended on whether
biobutanol can attract the kind of subsidies that have already been liberally splashed
about for corn-based ethanol in the US, a policy which has been severely criticized
[Van Noorden 2008].

But still the time for discovery of an economic method of turning inedible plants and
their residues instead of ethanol from corn or other food crops into transportation fuel
could be a disaster for the world’s jungles, since then people living near them would
have a powerful incentive to chop them down [Langreth 2008]. Hence, the most recent
target in the field focuses on algae generated oils as a source of biodiesel fuel — and
we are at third-generation biofuels (A.1.1.4). A comparative assessment of biofuels’
overall effects is presented by Jacquot [2008]: Biofuel Comparison Chart: The “Good,”
the Bad and the (Really) Ugly.

However, by the end of 2009, it was beginning to dawn on politicians and environ-
mentalists that biofuels may be a mixed blessing, if at all. Two papers have poured
cold water on the promise of second generation biofuels [Marine Biological Laboratory
2009; Sanderson 2009].

A report examining the impact of a global biofuels program on greenhouse gas emis-
sions during the 21st century has found that carbon loss stemming from the displace-
ment of food crops and pastures for biofuels crops may be twice as much as the CO2
emissions from land dedicated to biofuels production. The study, led by Marine Bio-
logical Laboratory (MBL) senior scientist Jerry Melillo, also predicts that increased
fertilizer use for biofuels production will cause nitrous oxide emissions (N20) to be-
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come more important than carbon losses, in terms of warming potential, by the end of
the century.

Using a global modeling system that links economic and biogeochemistry data,
Melillo, MBL research associate David Kicklighter, and their colleagues examined the
effects of direct and indirect land-use on greenhouse gas emissions as the production
of biofuels increases over this century.

The studies suggests that changes in the way land is used, as a consequence of
growing crops for biofuels, is not taken into account, and if it were then those biofuels
would be shown to actually cause more greenhouse gases to be released than fossil
fuels. Nitrous oxide emissions from increased use of fertilizers are a big part of the
problem. As a conclusion, Melillo is reported as saying in Reuters “In the near-term |
think, irrespective of how you go about the cellulosic biofuels program, you’re going to
have greenhouse gas emissions exacerbating the climate change problem.”
[Sanderson 2009]

These reports deal serious damage to the belief — which up to now has been driving
the biofuels bubble — that stepped-up biofuels production is an answer to global
warming. This may be a further strike for the bursting of the biofuel bubble (A.1.1)
associated with the very numerous foundations of new firms in the field which are
bound to disappear.

Realizing that the pros and cons of biofuels were often discussed in a piecemeal
fashion, the UK-based think tank Nuffield Council on Bioethics (NCB) took it upon it-
self recently to do an integrated analysis of all the ethical concerns of biofuel produc-
tion and came up with recommendations on how to better set government policies to
guide biofuels production [Mukhopadhyay 2011a].

1.2.2 Outlining Relevant Systems for
Technology Entrepreneurship

There are several levels of models, respectively, for treating systems (firms):

System-environment model — Focus on the system within the context of its
broader externalities; see and understand relational arrangements and dyna-
mics between the system and its context;

Structure-functions-model — Focus on the goals and roles of the system’s
(firm’s) components; see the system at a given moment in time and under-
stand what it is (ch. 2, ch. 3, ch. 4.1, ch. 4.2);

Process-behavior model — Focus on what the system (firm) does over time; the
development of the system’s states (ch. 4.3).
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None of these models provides a complete picture of the system under consideration.
Only by integrating the three models one can grasp a comprehensive view — the
wholeness of the system.

Focusing on a firm identifying other involved systems proceeds either through analysis
of involved components (factors) which are known to belong to certain systems or,
starting from known facts. We proceed by deduction and inductions to draw (tentative)
conclusions, we “hypothesize.” Figure 1.13 exhibits the suggested entrepreneurial
system-environment model emphasizing the components assumed to exert significant
effects on the entrepreneur(s) and entrepreneurship and in this way also take differ-
ences of entrepreneurship in the various countries into account.

Culturally, the differences between national entrepreneurship can be night and day.
Financially, the rules can be completely different. Simultaneously, the various sub-
systems may have various criteria to assess entrepreneurial success. All the systems
in Figure 1.13 are assumed to interact forwards and backwards among each others by
various modes and to different extents indicated by returning (“cyclic”) arrows.

Figure 1.13 assumes implicitly that entrepreneurship may be subjected to influences of
the supersystems with various intensities for its discernible development processes.
Specifically, the interrelationships with the industry in which the entrepreneur will oper-
ate provides important mutual interconnections between NTBFs and large existing
firms via their “new business development” and “corporate venturing” processes for
corporate innovation and renewal (ch. 1.2.7.2).

Reference to Figure 1.13 (and Figure 1.16) indicates that differentiation of technology
entrepreneurs from non-technology entrepreneurs comprises also access to (material
and immaterial) resources in terms of additional drivers or kinds of support, for in-
stance,

= The national culture means, the particular norms and beliefs held by every
human, that impacts how individuals, groups and societies perceive, behave
and interact (ch. 2.1.2.3).

= The Higher Education System via technical and scientific education and train-
ing focuses particularly on (national) university systems including its organiza-
tion in terms of (research) grants, scholarships and research projects by na-
tional science organization, such as the NSF (National Science Foundation) in
the US or DFG (Deutsche Forschungsgemeinschaft) in Germany (ch. 1.2.6).

= The Science & Technology System (S&T) includes, for instance, public re-
search organizations and institutes, such as federal and state laboratories and
research centers (ch. 1.2.6), and the overall National Innovation System in-
cluding university-industry relationships and “technology transfer” (ch. 1.2.6).

= The Industrial System refers to emphases on national industrial orientations
(ch. 1.2.6, ch. 1.2.7.2) and various forms of cooperation and alliances be-
tween NTBFs and large firms.
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*» The Legal System plays a role for entrepreneurship by the national patent
system and intellectual property protection as well as legal forms of startups.

= Policy plays a key role for the Higher Education and S&T System as well as
the Industry System and the national innovation system and affects entrepre-
neurship directly and indirectly in many different ways through policies, initia-
tives and legislation.

= Military enters the scene as a customer or an initiator of research projects and
provider of funds and grants.

For entrepreneurship Germany and other European countries also a supra-national
system plays an important role, the European Union (EU).

i | YI» Entrepreneur
| (Personality)

— Supra-MNational Systems Views:
~ Society; The (MNational and States) Political System
The Military System
The Economic {incl. Financial & Legal) System
> i The Industrial System §
2 Science & Technology System )
L1
@ T T T ¥ 3
() i Higher Education System -‘;‘;
(D The Mational Culture 3
\{L The 2
5
1]
| =
0
[x)
1]
w
w
-~J

Systems with Components Affecting the Entrepreneur

Figure 1.13: System-environment model for the entrepreneur and entrepreneurship
(subsystems or contributing systems emphasized by dashed lines).

There is some arbitrariness in the sequences of the (outermost) arrangement of sys-
tems. The Political System may be switched with military and vice versa. Industry may
serve military, but innovations in military may be used in industry.

An extremely complex subsystem for technology entrepreneurship is the (Na-
tional) Innovation System which requires consideration of interactions of al-
most all the subsystems given in Figure 1.13. In particular the National Innova-
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tion System extends over the societal, economic (industrial) and the science &
technology systems. Therefore, it is not explicitly given in Figure 1.13.

As we emphasize the particular industry of the Economic System (Table 1.19) we shall
refer to specific scientific and engineering branches and technology fields as the
relevant parts of the Science & Technology System. The S&T System may be viewed
as being interwoven with the Higher Education System.

On the other hand, the Industrial System emerges as being country-specific for entre-
preneurship by industrial orientations and “natural resources” [Runge 2006:287], such
as coal, petroleum, forests/wood or farmland, but also wind and sunshine. Think of the
Corn Belt in the US and “corn-ethanol” in the context of biofuels (A.1.1). This means,
national advantages in natural resources and traditional industries can be fused with
related competencies in broad technological fields and thus provide the basis for
technological advantages in new product fields and often new and strong and
innovative companies. As a corollary, this situation often induces strong political
effects of the particular industry through lobbying on the federal and state level.

Generally, different facets of entrepreneurship react differently to national poli-
cy and cultural-societal environments.

Embedding the various systems does not necessarily imply strict hierarchies of the
systems. Figure 1.13 represents an onion-like model of systems or components, re-
spectively, where each layer may or may not exert an influence on the entrepreneur
and his/her entrepreneurship.

At the center of the system-environment model one will find the entrepreneur em-
bedded and conditioned by the national culture and the Higher Education System as
for technology entrepreneurship higher education and university and college educa-
tion are important, but not necessarily a prerequisite (ch. 2.1.2.4). The model will be
reduced to “core-shell’ subsystems for describing special situations in detail (cf.
Figure 1.16).

The present “core-shell” model assumes that the influences of supersystems
are largely transparently transferred, without essential distortion, through in-
tervening systems to the system under consideration.

Interactions between the political and the military/industrial systems are essentially
mediated by “lobbyists.” An example for the transparent transfer of influences and the
direct interactions between entrepreneurs (the core) and the outmost Political System
are the biofuels (A.1.1.5) and CleanTech (Table 1.52) industries when even lobbying of
entrepreneurs may occur.

A lucid example from the US is provided by the NTBF SiGNa Chemistry, Inc. (B.2)
when its co-founder Michael Lefenfeld, obtained a nearly $1.5 million federal govern-
ment earmark requested by US Rep. Rush Holt, D-N.J. It is reported that Lefenfeld
wanted a government grant to help fund his hydrogen car research. He even hired the
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Washington lobbying firm K&L Gates to pursue those plans. SiGNa has paid K&L
$170,000, records show. In general, for entrepreneuship and small firms a number of
agencies or special organizations may interface the Political and the Industrial System
(ch. 1.2.6).

Actually, the layered approach in Figure 1.13 represents the general situation that cau-
sality of embedded or associated social systems appears (often) as cyclic: As a cause
leads to an effect in the sub-ordinate system, this effect simultaneously becomes a
cause affecting the super-ordinate system and, hence, the original cause initiates a re-
action onto itself [Runge 2006:12]. The dynamics of the whole system is reflected by
multiple, mutual and recursive causation. Also this effect is indicated by the cyclic
arrows in the related figures.

This means, in particular, concerning a human-activity system [Banathy 1996]:

= The people in the system are affected by being in the system, and by their
participation in the system they affect the system.

= The human-activity system is open and interacts with the environment; it
depends on it and contributes to it. The nature of its relationship with the en-
vironment is mutual interdependency. This interdependency imposes con-
straints and expectations on both the system and its environment respon-
sively.

In social sciences circular relationship between cause and effect is called reflexivity.
A reflexive relationship is bidirectional; with both the cause and the effect affecting one
another in a situation that renders both functions causes and effects. Reflexivity is re-
lated to the system concept of feedback and positive feedback (PREFACE).

In this context exposure is a key concept for systems consideration. It can refer to the
emergence of reflexivity of a new or existing entity subjecting the entity to potential
reactions of its super-systems — the environment — with forces of various strengths
which may be positive or negative for the entity.

Examples refer to a person running a hazardous process (Equation 1.8, Equation 1.9;
ch. 4.2) or founding a firm, the firm entering a market (“entrant, “exit”; Figure 1.33,
Table 1.16 - Table 1.18) thus being exposed as a new system component to the market
or industry inducing competitors’ reactions.

Circularity means that the actions of the entity determine the kinds and strengths of
the reactions. That implicitly means for human-activity systems that decision-making
with regard to subsequent activities and a new constellation for exposure has con-
sequences for the effects onto itself.

Commerce, as a center of economy, is the exchange or share of something of value
between two entities. That “something” may be goods, services, information, know
how, money, or anything else the two entities consider to have value. Commerce is
the central mechanism from which capitalism is derived with its focus on “markets.”
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For instance, in microeconomic theory, the theory of supply and demand as a market
mechanism explains how the price and quantity of goods sold in markets are de-
termined. The interaction between beliefs and observations in a marketplace provide
another typical example of reflexivity: if traders believe that prices will fall, they will sell
— thus driving down prices — whereas if they believe prices will rise, they will buy —
thereby driving prices up.

On the other hand, military with a particular demand and as a buyer does not (or only
to a certain degree) follow market mechanisms. Therefore, in the context of technolo-
gy entrepreneurship it is important to differentiate “demand” as an encompassing no-
tion from specifically “market demand.”

The Military System may represent a special market for civil products, such as trucks,
textiles and dyes etc., but also fuel cells or batteries or coatings — or separate areas
providing demand, often without any consideration of price (“price insensitivity”), for
innovative and entrepreneurial products for defense and war (Table 1.15).

Though with a civil emphasis, due to the overlap of civil and military orientation, we
consider in our context the (super)national space agencies of the US (NASA — Natio-
nal Aeronautics and Space Administration) and Europe (ESA — European Space
Agency) as a part of the Military System. Generically, NASA and ESA have require-
ments for innovation and correspondingly entrepreneurship for materials which pro-
vide special properties, such as high-temperature resistant materials based on poly-
imides or polybenzimidazoles, now used as electronic chemicals or for fuel cells
[Runge 2006:336] or processes and devices under the special aerospace conditions,
such as photovoltaic (PV) and solar cells in aerospace.

Examples of entrepreneurship in aerospace through cooperation with ESA and NASA
are represented by the German firms “von Hoerner & Sulger GmbH” (vH&S) [Runge
2006:482-484; von Hoerner 2008] and OHB AG (end of ch. 2.1.2.4; Table 1.92).

When it comes to details of the role of the Military System for entrepreneurship in the
literature one usually meets a well-measured distance from all programs involving
space and the military though we are confronted very often with the impact that go-
vernment programs have had in spinning off technological innovation to improve our
everyday life.

The US military has blessed us with everything from the microwave oven to the Teflon
pan, not to speak of ARPANET, the Defense Department project that evolved into
today’s ubiquitous Internet. In the US after World War Il (WWII) the Korean War,
(1950-1953), the “Race to the Moon” in the 1960s and the Cold War all fueled in-
novative and entrepreneurial activities, for instance, based on the Program of the
Defense Advanced Research Projects Agency (DARPA) and DARPA funds.
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And in Germany, synthetic rubber and synthetic gasoline or synthetic gas (syngas;
A.1.1.3), ammonia for fertilizers and gun powders as well as the world’s first jet plane
all sprouted out of military aspects [Runge 2006:272, 424-425].

For well-known reasons the unprejudiced discussion of entrepreneurship and military
is easier in countries other than Germany, such as the US. Entrepreneurship in milita-
ry environments or initiated or financially supported by military by the Department of
Defense (DOD) is not only “battlefield creativity” and to find creative and innovative
solutions to battlefield problems. There may be entrepreneurship for civilian techno-
logy which is simultaneously of interest for military. And there is the special area of
defense technology conversion (the use of military technologies for products aimed at
the civilian market). And there is innovation and entrepreneurship to protect the public,
for instance, against bio-terrorism.

“Military enterprise” as a notion has been introduced by Smith [1985] to describe an
ongoing process in times of peace and times of conflict referring to a broad range of
activities by which military (armed forces) promote, coordinate, direct technological
change and thereby, sometimes directly and sometimes indirectly, the course of in-
dustry.

For instance, recently the (US) paint industry has benefited from coatings developed
for space and military applications. NASA developed pad coatings that are now used
to protect the Statue of Liberty. Space age hard-coats for optics developed at NASA
Lewis Research Center have been licensed to protect sunglasses. And an award
made by the Department of Defense through its Environmental Security Technology
Certification Program (ESTCP) aims to fund research into the potential of UV powder
as an alternative coating system for repairing military aircraft [Mills 2008].

The role of military for entrepreneurship is described by Mills [2008] as follows: From
computer chips to lasers, the bonds between military and industrial technology conti-
nue to draw tighter. UV technology is just part of the evolutionary chain in each of
these arenas. In “From Spin-off to Spin-On: Redefining the Military’s Role in Technolo-
gy Development” the University of California observed that “The technology base from
which American firms compete in today’s commercial markets is the same technology
base that determines whether or not the United States is prepared to respond to the
national security concerns of the future. Americans can conjure many potential threats
to their well-being, but only one technological arsenal with which to meet them.”

It is a widely accepted view of technology entrepreneurship that only economy, not
technology will be the ultimate arbiter of success. However, as also demonstrated by
the cases of biofuels (A.1.1, Box 1.13, Figure 1.34) or wind power and photovoltaic in
Germany (ch. 4.3.5.2; Figure 1.150, Box |.22), in addition to economy, policy plays a
crucial role for “winner technologies.”

A final remark with regard to the systemic view of entrepreneurship according to
Figure 1.13 concerns the time factor, in particular, historic times. The model reflects
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time implicitly, for instance, by the states of the particular relevant subsystems given in
the figure. For instance, for the Technology Entrepreneurship context, entrepreneur-
ship of interest in pre-industrial societies simply disregards not only the Industrial
System, but also the “Higher Education System” and to an appropriate degree the
“Science & Technology System.”

Typical cases refer to the Berlin Blue (Prussian Blue) dye innovation from 1704 and
the re-invention and innovation of porcelain in 1708, both in Germany as a dawn of
science-based innovations [Runge 2006:397-405], the Aniline Purple (Mauvein)
innovation (1856) in the UK (A.1.2) and the interaction of the Industrial Systems and
the “Science & Technology System” in the formation of the German dye industry
(A.1.2.; cf also Runge [2006:266-269, 274-276, 293-294]. In this regard, the cited
examples provide also a direct differentiation of generic from specific features of tech-
nology entrepreneurship.

For describing current entrepreneurship on the macro-level the Global Entrepre-
neurship Monitor (GEM) used a model as given in Figure .14 [Bosma et al. 2009].
GEM is a not-for-profit academic research consortium that has as its goal making high
quality international research data on entrepreneurial activity readily available to as
wide an audience as possible. GEM is the largest single study of entrepreneurial
activity in the world.

In 2008 GEM conducted research in 43 countries. It provides an annual assessment
of the national level of entrepreneurial activity in terms macro-indicators. On the basis
of macro-indicators GEM does not differentiate technology and non-technology en-
trepreneurship and, therefore, can contribute only little to technology entrepreneurship
except for basic concepts and theoretical approaches.

The GEM model actually interprets the system-environment model (Figure 1.13) in
terms of some selected influences and effects targeting “national economic growth”
which is the essential expectation of the Political System. Furthermore, it is perceived
essentially as a linear model of causes leading to effects, contrary to the circular, sys-
tem-environment model.

GEM puts a special emphasis on early constellations of entrepreneurship and uses a
“phase-based view” (ch. 4.3.1) of entrepreneurial firm’s foundation (Figure 1.15) as-
sociated with corresponding operational definitions.
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Figure 1.14: The Revised GEM Model for a macroscopic description of entrepreneur-
ship activities in various countries [Bosma et al. 2009].

The GEM model starts with “the potential entrepreneur” confronted with an opportu-
nity, but disregarding an “idea, chance and serendipity” (Figure 1.1), and who is en-
dowed with knowledge and skills as resources or “assets,” respectively. The founda-
tion and development (and growth) of firms according to GEM is related to an evo-
lutionary metaphor in terms of the stages of the entrepreneurial process as well as the
differences and transitions between the phases.

In essence, the GEM phased model includes a “pre-startup,” the “pregnancy,” and the
“startup phase” with the “birth” which may be the point of incorporation as a legal enti-
ty or the beginning of the operational activities in the market. The GEM model accepts
the multi-faceted nature of entrepreneurship. It recognizes that a range of environ-
mental conditions affect three important “components” for entrepreneurship: the entre-
preneur’s attitudes, activity and aspirations.
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Figure 1.15: GEM operational definitions of the entrepreneurial process [Bosma et al.
2009].

Formally, GEM’s model resembles biology-oriented models (cf. end of ch. 4.3.2). The
biology-oriented evolutionary model of entrepreneurship [Arenius and Ehrstedt: 2008,
and references herein] differentiates essentially the creation of new organizational
structures (variation), by the way in which entrepreneurs modify their ventures (adap-
tation), the conditions under which such organizational arrangements lead to success
and survival (selection) and the way in which successful arrangements tend to be
imitated and perpetuated by other entrepreneurs (retention) (cf. Runge [2006:275-276]
for the birth and growth of the chemical dyestuff industry).

An important contribution to the evolutionary theory of the firm is the introduction of
“nascent entrepreneurs.” Nascent entrepreneurs are individuals who seriously intend
to start a business and whose efforts may or may not lead to the birth of a new firm. In
evolutionary terms, nascent entrepreneurs are a major source of organizational varia-
tion, beginning with their intentions and continuing through their activities oriented
toward a realized founding.

Following the literature GEM uses four phases of the entrepreneurial startup process
as the basis of its macro statistics (Figure 1.15).

» The first stage involves the population of all individuals — all those involved in
the labor force and those who are employees of existing businesses. Some of
these individuals decide to pursue a new business startup (perceived opportu-
nity versus perceived capacity; Figure 1.1), which is the first transition point of
the entrepreneurial startup process called “conception.”

= Conception is followed by the gestation stage, during which individuals en-
gage in action aimed at starting a firm. Individuals in the gestation phase are
called nascent entrepreneurs. The second transition point in the entrepre-
neurial startup model is “firm birth.”
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= After firm birth the new business is in its infancy stage (operationally defined
by GEM in Figure 1.15 and lasting up to 3.5 years). Entrepreneurs in the infant
stage are also called “baby business owners.”

= |f surviving due to persistence the infant firm will enter the adolescence stage,
in which it is considered to be an established firm.

GEM'’s infancy stage of 3.5 years after firm’s foundation will, for other reasons, later
be called the “startup thrust phase” (ch. 4.3.2, Figure 1.125) and it is found (for
German startups) that the probability of exit from the market of a young firm increases
after foundation until the firm is about three years old, but then the probalility
decreases again.

It is to be noted that using previous GEM data it has been shown that those who per-
ceive themselves as possessing the necessary sKkills are several times more likely to
be nascent entrepreneurs than those who do not believe to have the necessary skills
[Arenius and Ehrstedt 2008].

While using carefully some of the related GEM findings our GST-oriented approach to
NTBF foundation (Figure 1.16) is more concerned with the micro level to follow
changes over time taking explicitly relevant factors and drivers into consideration —
often derived from or related to startup cases.

GEM’s phased-based model of entrepreneurial firm’s foundation and development
serves essentially statistical purposes to allow comparisons of entrepreneurship
across countries. This is the only legitimization to assume fixed durations of deve-
lopment phases. However, clinging to a phased model social theory and sociology
provides one useful basis to deal with what can be observed with new firm de-
velopment referring to the concept of “bracketing,” of temporal brackets or spatial
brackets [Bird 1992].

The GST interpretation of business bracketing leads to a division of an overall devel-
opment process by irregularly occurring changes into different range phases, with
every period having certain continuity in its activities and discontinuity to adjacent peri-
ods. The relevant changes may occur from inside the system or by external influ-
ences. Each bracket will induce a particular new state of a system. Temporal bracket-
ing is easiest to see in our ability to separate past, present, and future. We can think in
the past and the future and this influences our present behavior (ch. 4.3).

A bracket serves as a phenomenological construct to tackle the reciprocal interactions
among the processes of human action, situational structuring, and mapping of observ-
able reality (ch. 4.3.5). In the context of entrepreneurship different temporal brackets
can, for instance, be related to strategic actions or decisions taken by actors or
initiated by environmental events.

Each temporal phase starts either by revealing or cognition of an empirically founded
significant exogenous or endogenous event (Table 1.76) and a related or an unrelated
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endogenous decision and action taken by organization’s decision-makers. The ven-
ture founder (and his or her team) determines the critical occurrences in the past and
anticipated future around which temporal brackets are set (Figure 1.1, Figure 1.16).
Temporal brackets are no episodes.

A typical case initiating a spatial bracket of entrepreneurship concerns the selection of
or the move to a new location by the new firm or keeping a location when a new
(larger) building or facility is needed as a response to firm growth (ch. 1.2.3).

Temporal bracketing will have a start by a process or event (the front bracket “[%
Figure 1.135) and an expectation how long the process or the event will take to
complete — or an event’s effects become insignificantly (end bracket “1’). The “end,”
after a period of time, may also be related to the cognition of an event that will start a
subsequent (new) bracket or an intentional start of a new bracket in anticipation of an
event to occur. The last two cases refer to “reactive bracketing” or “pro-active bracket-
ing,” respectively.

Pro-active bracketing, on the level of the individual, would cover, for instance, the
hours involved in writing a business plan or an estimate when the Window of Opportu-
nity will close. Some of such brackets get formalized into timetables such as business
plans, PERT charts, and calendars.

The temporal brackets may structure the pacing of venture development, which is at
least partially controlled by the entrepreneur (this means, he or she can choose when
to act and when to withhold action, when to move quickly and when to move more
slowly, and when to change or resist change). Those timeframes chosen as critical to
venture pacing are often communicated as goals or milestones to the venture team
and external stakeholders. The achievement of these serve as symbolic marker
events which serve to enhance the validity, legitimacy, or reality of the venture idea.
That is, achieving a pre-set benchmark that is widely acknowledged helps to socially
construct the new venture [Bird 1992].

Well structured temporal bracketing can be observed for intrapreneurship and innova-
tion in large firms by staged processes; such as the Stage-Gate® (PhaseGate) innova-
tion process (Figure 1.79). Here a period typically is terminated by a (selection) team’s
decision, the gate, whether and how to proceed in the subsequent.

The GEM model in Figure .15 is a reflection of bracketing. For the macro-oriented
GEM approach it appears rather natural that the micro aspects of the “pre-startup
phase” are rather loosely defined. It is also rather difficult to operationalize the “nas-
cent entrepreneur.” One can envision this bracket to comprise, for instance, the time
from the conscious intention, imagination and will to the action of founding a firm.

Following strategy logics (Table 1.33) the nascent entrepreneur may develop and
digest a vision and ideas and concepts, have these evaluated by others, perform a
self-assessment, set a time horizon with “milestones” to track development and
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ultimately found formally or informally a firm, for instance, in an incubator (ch. 1.2.6).
The decision about the particular incubator (location selection) may represent a spatial
bracket. Particularly, staying at a university (and utilizing a laboratory and infrastruc-
ture) for more experimental preparations of firm’s foundation is a rather often used
time bracket for RBSUs. But, “strategy formation in a fledgling enterprise is more a
creative than a deductive exercise.” [Bhidé 2000:302]

And even having an idea and revealed an opportunity may be associated with post-
poning firm’s foundation intentionally for a rather long time as additionally needed
technology is not available on the market. For instance, this was the case for the
German firm Resonanz Magnetfeldtechnik GmbH, a 2007 Awardee of the German
National Founders’ Award (“Deutscher Grinderpreis”). The founder could not mate-
rialize his idea of an electromotor to increase efficiency of power generation by wind
turbines commercially as the needed multiple-phase control electronics was not on the
market as a purchasable component. 3

Specifying Figure 1.13 and contrasting Figure 1.15 the process-related systemic view
of NTBF foundation is presented in Figure 1.16.
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Figure 1.16: A systemic (GST) view of NTBF foundation.

Figure 1.16 shows the entrepreneur as a core-shell expression with a transition into a
new situation in the startup which itself represents a new “wholistic entity causing a
reaction onto its origin.” This transition, while keeping the entrepreneur’s core-shell
expression (Figure 1.16, left), results in a new situation for the entrepreneur who be-
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comes a component of the “startup core,” which may lead to more or less pronounced
changed “organizational behavior,” in particular, if the firm’s foundation was done with
co-founders.

It is to be noted that Figure 1.16 contains the implicit assumption that assessing goal
achievements of the startup is against the entrepreneur’s personal goals which may
be the those of the firm’s decision-maker (Figure 1.1) and not against the ones of the
startup’s de facto decision-makers, for instance, investors in the startup or owners.

After founding the new firm the entrepreneur will decide and act in a new situation and
will be “conditioned” by a new system, the startup. The entrepreneur’s behavior is de-
termined by the context of relationships with other persons, such as co-founders, and
the context of interactions with other systems. For instance, in the new environment
the entrepreneur may build up a sense or feeling of responsibility for his/her em-
ployees.

But there are more factors to be considered for the entrepreneur. For instance, if
he/she starts the firm after leaving a job in a large company the entrepreneur is not
only “conditioned” by the related “company system,” but often have gained consider-
able technical and commercial experiences and skills (ch. 2.1.2.4). Such formative
experiences shape the worldview of the entrepreneur and play an important role in
determining the entrepreneurial approach, for instance, concerning strategy, decision-
making, organization and resource selection.

Finally, Figure 1.16 emphasizes the general (systems) rule that, for firm formation,
structure (“organization”) follows purpose/objectives (“mission”). This corresponds
also to the situation in art where there is first the idea and then the form.

It should be kept in mind, however, that the core in Figure 1.16 should be comple-
mented by a further situation, namely the entrepreneur (and his/her personality) em-
bedded in another shell, the entrepreneurial team, the “co-founders,” who play a very
important role for technology entrepreneurship (Figure 1.68; ch. 2.1.2.5).

The core-shell model actually represents the entrepreneurial configuration (ch. 4.3.2)
covering those endogenous factors (variables) of the entrepreneur (and, if applies,
his/her team) and those exogenous factors (parameters) which drive the new firm’s
further development. In a related way the innovation configuration and innovation
architecture have been introduced (ch. 1.1.2).

The fact that an entrepreneurial person will be conditioned in the environment of a
large company our systems view of intrapreneurship (Figure 1.17.) attributes a key role
to company culture (attitudes, work conditions including policy and politics) for the
likeliness employees to become innovative or entrepreneurial. The finding of Nicolaou
et al. [2008] that the entire environmental influence on entrepreneurship (regardless of
operationalization of the phenomenon) was accounted for by non-shared environ-
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mental factors has important implications, for instance, for intrapreneurship (and cor-
porate venturing) including the creation of spin-off companies.

In short, intrapreneurship refers to an entrepreneurial system within a com-
pany.

The assumption (supported by the literature) that a significant component of the non-
shared environment comes from a person’s work environment suggests that com-
panies can influence the likelihood that their employees will become entrepreneurial
by the type of work environment that they provide. Thus, companies can influence the
tendency of their employees to engage in two activities of strategic importance: the
tendency of employees to engage in corporate venturing (the creation of new com-
panies by established companies) and the level of spin-out activity (people quitting
companies to pursue business opportunities rather than pursuing them on behalf of
their employers). These results support the political rationale that entrepreneurship
can be influenced by proper programs of education, consultative support and financial
and infrastructural support and incentives.

However, one of the barriers to intrapreneurship may be “organizational memory” and
overcoming corresponding constraints (ch. 2.2.1). A common opinion is that orga-
nizational memory as a part of corporate culture can be viewed as an interrelated
network of a group’s decisions, rationales, processes, best practices, policies and pro-
cedures that exist independently of the individuals who contributed to it (ch. 4.2.2;
Figure 1.129, Figure 1.136).
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Figure 1.17: A systemic (GST) view of corporate entrepreneurship (intrapreneurship).
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For both cases, entrepreneurship and intrapreneurship, the “Family & Friends” sub-
system is essentially responsible for socialization as well as setting values and norms
of the national culture and beliefs, worldviews, ambitions etc. of the entrepreneur. It
comprises essentially

= Family with parents, brothers/sisters (for instance, may found firm together),

= Spouses

= Other relatives,

= Friends with friendships generated during childhood or attending schools, high
schools and universities, in sports and leisure etc. and “soul mates” to keep
the entrepreneur “warm” in critical situations.

There is strong evidence across a range of studies that, affecting attitude, motivation
and intention, the likelihood of becoming an entrepreneur increases with family back-
ground [Tidd et al. 2001:354] and parental entrepreneurship [Nicolaou et al. 2007:17].
In particular, family members may serve as role models for entrepreneurship (ch.
1.2.2;ch. 4.3.2).

Focusing more directly on entrepreneurs in technical fields (“founders of businesses in
high-growth industries”) a recent report from the US [Wadhwa et al. 2009:11] found
that more than half of respondents (51.9 percent) were the first in their families to
launch a business. For 38.8 percent of respondents, their father was the first to start a
business in their family; mother was the first for 6.9 percent and 15.2 percent indicated
siblings had previously started businesses. The same study reveals the relative impor-
tance that an entrepreneurial family member or friend was a role model: 9.2 percent
viewed this as an “extremely important,” 12.3 percent as a “very important factor” and
16.2 percent as an “important factor” [Wadhwa et al. 2009:15].

In our model (Figure 1.13, Figure 1.16) we assume, in line with Smith-Hunter et al.
[2003], that there are some universal, generic entrepreneurial personality traits, which
the “National Culture” system does not affect significantly. However, it can shape the
development of certain traits and motivate individuals in a society to engage in behav-
iors that may not be evident in other societies.

A community that accords the highest status to those at the top of hierarchical organi-
zations encourages “pyramid climbing,” while awarding high status to professional
expertise may encourage premature educational specialization. Both of these are
unfavorable to entrepreneurship.

Culture, it appears, may determine potential for entrepreneurship, generating differen-
ces across national and regional boundaries (ch. 2.1.2.3). Culture needs supportive
features to cultivate the mind and character of the potential entrepreneur (Figure 1.15).
To be motivated to act, potential entrepreneurs must perceive themselves as capable
and psychologically equipped to face the challenges of a global, competitive market-
place.
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National culture itself, as the underlying system of values peculiar to a specific group
or society, is rather stable and changes only very slowly. For instance, although the
US has plunged 2007-2010 into its deepest recession since the Great Depression, ac-
cording to pollsters for The New York Times and CBS News, still 72 percent of Ameri-
cans in a nationwide survey said they believed it is possible to start out poor in the
United States, work hard and become rich — a classic definition of the American
Dream ingrained in the US culture [Seelye 2009].

“The American Dream” is a code word for entrepreneurship in the US. Similarly,
“Americans have always felt that they are masters of their own fate. Decade after
decade, Americans stand out from others in their belief that their own individual ac-
tions determine how they fare. That conviction has been utterly unshaken by the
global crisis.” [Brooks 2009a]

1.2.3 Systems, Intelligence, and Learning

Those who do not learn from the past are condemned to repeat it.

George Santayana

For survival and growth open systems, for instance, firms (Figure 1.13 - Figure 1.17),

have to adapt to their environment (or create the environment). In the framework of

GST we, therefore, have to look for generalizations regarding the way that systems

and subsystems are organized and interrelated and the means by which they receive,

store, process and recall information, and the way they behave, respond and adapt to
different “triggers” or “inputs” from their environment.

If information moving backward from a system’s performance is able to change the
general method and pattern of performance, it is justifiable to speak of learning.
Hence, GST can refer to related structures and processes for entrepreneurship and
innovation focusing on a particular concept of intelligence.

The notion “intelligence” is an “umbrella term” with two orientations concerning people.
Looking up the Internet one finds definitions as given in Table 1.9. Accordingly, intelli-
gence is a theoretically used concept and attribute, but also a construct which is de-
fined and specified so that there can be observation and measurement.

On the other hand, the notion is also used for non-human areas. For instance, a mate-
rial that provides adaptation or a reaction, a response, to stimuli from the environment
is called an “intelligent material’ or “smart material’ [Runge 2006:13-14, 41-42]. For
instance, a material on a label on food may change color, if it is exposed to a tempera-
ture which exceeds a certain threshold.
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Table 1.9: People intelligence — defined via property and behavior.

Property (of the mind) Behavior, action, process
or personal trait

= Cognitive abilities, for instance, =  Solve problems and plan,
memory, creativity, “brainpower,” = Ask the right questions (“Q&A”)
etc.,

=  Adapt to new situations,

= Understand meanings .
Ings, Use knowledge to manipulate one’s en-

= Capacities to reason and learn, vironment.
aptitude,

Acquire knowledge, and apply it to practice.

But rather than emphasizing notions given in Table 1.9 for the particular context of in-
novation and research Runge [2006:520] put forward an operationally defined notion
of intelligence given in the US CIA Factbook on Intelligence. For entrepreneurship we
shall also refer to this definition (unless stated otherwise). In particular, this under-
standing forms the basis of two other important derived concepts for innovation and
entrepreneurship, competitive intelligence and technology intelligence (ch. 1.1.2).

“Intelligence is knowledge and foreknowledge of the world around us — the
prelude to Presidential decision and action” (emphases added).

Both kinds of knowledge include the corporate-internal and the external domains.
Knowledge means actionable knowledge. In this sense intelligence at a particular
point in time is interconnecting a certain static aspect (“current cognitive state”) with a
dynamic one, action — and thus makes it observable.

(Technology) entrepreneurs should be able to discern and “exploit” their environments
and, therefore, a critical competency is the ability “to anticipate, act, and react propor-
tionately in response to internal and external events.” Organized as a process techno-
logy intelligence requires “environmental scanning.”

Organizations are marked by the process by which they collect, manage, and use in-
formation to create (fore)knowledge which proceeds along the chain

Information — Interpretation — Sensemaking/Knowledge— Coordination — Decisions.

All of these are dependent on communication. In particular, coordination means com-
munication of entities (people or things) and actions to work together towards a given
goal, purpose, function or effect.

In this chain “sensemaking/knowledge” is of central importance and an issue related
to the notion of “knowledge.” Starting from description of information as “data in con-
text’ (Figure 1.18) Runge [2006:520] elaborated the issue as follows:
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It is tempting to view knowledge operationally as “information in context.”
However, the notion of knowledge has not only this relationship to information,
but has additionally a social dimension (Figure 1.18).

Knowledge is information (in context) assumed to be true by social consensus
for a given period of time and shows a historical dimension. The social char-
acter also provides meaning to the concept of foreknowledge. Social con-
sensus means also consensus what belongs to a ‘knowledge domain.’ For the
temporal perspective knowledge relates to present and past; foreknowledge
addresess the future.

Moreover, in the context of objectives and purposes knowledge has also a
pragmatic aspect: what is important for decision and action. The pragmatic
part, for instance, defines “scientific knowledge” and “technical knowledge”
and “business knowledge” of a company as part of its overall “knowledge do-
main.”

Of course, future is not merely unknown, but unknowable. In so far foreknowledge is
often created by various approaches based on social actions. That said, however, one
should emphasize here that for entrepreneurship “the future is unknowable, but not
unimaginable” [Lachmann].

“Information in context” in the above sense includes data/attributes, facts and states of
affairs (is...a, has...a, is...for or serves...as — goal, purpose or function). In contrast to
knowledge which is always true in its social context, information may be false (unin-
tentionally; misinformation) or intentionally falsified (disinformation, for instance, for
counter-intelligence).

Counter-intelligence is an organized activity of an intelligence service designed to
block an enemy’s sources of information, to deceive the enemy, to prevent sabotage,
and to gather political and military information.

In the context of technology entrepreneurship counter-intelligence is disinformation.
For instance, if one reads on the Web site of an NTBF concerning its new technology
“Patent Pending” this can mean many things: It may be simply a lie — no patent ap-
plication; it may be a patent application submitted, but not yet published, or an appli-
cation published and patentability under examination, but patent not yet granted.

The above outline directs immediately to the concept of equivocality in organizational
theory. Equivocality is the state or quality of being ambiguous in meaning or capable
of double interpretation. It is viewed as the existence of multiple and conflicting inter-
pretations about an organizational situation or situations where multiple meanings
information or information patterns exist among people (striving for the same ob-
jectives).

For decision-making (ch. 4.2.2) there is an important difference between equivocality
and uncertainty. While uncertainty requires the acquisition of additional (or timely) in-
formation, equivocality necessitates the exchange of subjective views among organ-
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izational members to define a problem and resolve disagreements which is knowledge
creation. Rather than by new and additional information, equivocality is reduced by
means of people coming together to make sense — achieve consensus — of an am-
biguous reality.
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Figure 1.18: The knowledge and intelligence hierarchy and its transformation into in-
novative behavior (adapted from Runge [2006:520]).

Knowledge (what, why, how, when) has a certain position in relation to experience.
“Experience as a general concept comprises knowledge of or skill in or observation of
some thing or some event gained through involvement in or exposure to that thing or
event. The history of the word experience aligns it closely with the concept of experi-
ment.” ™

The concept of experience generally refers to instructional or practical knowledge
(how and when) and skills and a subjective, empirical component. This last com-
ponent of experience exhibits relations to “tacit knowledge” [Runge 2006:619-620] and
to the nature of the events someone or something has undergone.

Experience is what is happening to us all the time — as long as we exist. The corre-
sponding German term “Erfahrung,” often translated into English as “experience,” has
that different implication, connoting the coherency of life’s experiences. In this regard
the motto of ch. 2.1.2.4 relates to the concept of bracketing. A person with con-
siderable experience (and knowledge) in a certain field can gain a reputation as an
expert.

Communication mechanisms for the organizational system must not only be in place
for interpersonal relationships and to share relevant information and understanding
between the various organizational sub-units, but also with its environment intercon-
necting the corporate internal and external worlds. Internal communication barriers
and misunderstandings do not only occur between people from various technical
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disciplines, such as chemistry, physics, biology and engineering, but also between
different organizational units, such as R&D, Marketing & Sales and Manufacturing.

The same is true among representatives of different industries or between research-
ers from universities and public research institutes and researchers from industry. To
overcome such barriers and mediate between various internal or internal-external
domains interconnections are needed between interrelated systems or subsystems. A
common boundary between two systems is called an interface. In case of human-
activity systems persons taking the roles of interfaces are called gatekeepers [Runge
2006:9, 738] or “boundary spanners.”

The notion “gatekeeper” was introduced as an interface, if “differences” between inter-
vening parts are too large to allow direct contact and communication between the
parts. In analogy to the “technical gatekeeper” who interconnects various scientific
and technical disciplines or corporate-internal and external research the R&D-
Marketing interface can be approached through an R&D role of a “marketing
gatekeeper’ [Runge 2006:9,537,783]. Finally, in multi-national organizations there
may be also general language barriers which have to be overcome.

Interdisciplinarity for innovation or in NTBFs means often “elevated” experts in one
field with some knowledge of other fields who get on with each other, not all-singing
all-dancing polymaths. Advances will often occur at the interfaces and require experts
with related “gatekeeper” qualities in order to recognize and exploit them efficiently.

The interfaces of the “sciences” often comprise biological principles, chemical proper-
ties and physical laws. Here we have linguistic boundaries — special discipline-
language and jargon. Gatekepers are related to what is currently called “T-shaped
individuals.” These tend to be professional in one area, but are skilled in many other
areas and they work as bridges between disciplines.

So far, learning has been attributed to an individual. But with respect to a system, in
particular, a firm, learning of the system in terms of changing its behavior in the
environment as a whole becomes important. Such systemic Organizational Learning
comprises the acquisition, application, and mastery of new information and intelli-
gence, tools and methods that allow more rapid decisions and improvement of those
processes which are critical to the success of the organization (“collective behavior”).

With regard to the economics discipline, in particular, Peter M. Senge [1999; 2006]
and the Society for Organizational Learning (SOL) ' promote systems thinking for
organizational learning (ch. 5.1). Correspondingly, a Learning Organization is an or-
ganization that is continually expanding its capacity to create its future.

Organizational Learning occurs under two conditions:

1. When design of organizational action matches the intended outcome.
2. When initial mismatch between intentions and outcomes is corrected, re-
sulting in a match.
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The first condition covers firm’s foundation. And,

since “what an organization knows at its birth will determine what it searches
for, what it experiences, and how it interprets what it encounters” [Huber
1991:91]. An implication is that a new firm’s learning and capability accumu-
lation may influence its development markedly.

The key attribute of a Learning Organization is increased adaptability. And it should be
emphasized that individual learning in technology ventures will include “learning for
the future”: what skills to acquire for future company’s needs. But, given that the future
is not likely to resemble the past, learning from experience (on-the-job) to prepare the
company for the future will not suffice!

The Five Disciplines of Organizational Learning are [Senge 2006]

1. Personal Mastery: Organizations learn through individuals. Aspiration involves
formulating a coherent picture of the results people most desire to gain as in-
dividuals (employee development; Figure 1.121); personal mastery is one’s
drive towards continuous improvement by learning.

2. Mental Models: The focus is around developing awareness of the attitudes
and perceptions that influence thought and interaction. By continually reflect-
ing upon, talking about, and reconsidering these internal pictures of the world,
people can gain more capability in governing their actions and decisions.

3. Shared Vision: People have added commitment in a group by sharing images
of the future they seek to create through common efforts.

4. Team Learning: Through dialogue and skillful discussions teams as a system
combine their energies and abilities and provide synergies which are greater
than the sum of the individual member’s talents.

5. Systems Thinking: People learn to better understand interdependency and
change, and thereby to deal more effectively with the forces that shape the
consequences of their actions. The fundamental building block is the circular
“feedback loop” underlying all growing and limiting processes in nature.

Focusing on measurement on a system’s output, the Learning Curve is an observ-
able related to the whole firm and as such reflects organizational learning (ch. 1.2.3).
It is a (graphical or mathematical) representation of the common sense principle that
the more one does something the better one gets at it (the more times a task has
been performed, the less time will be required on each subsequent iteration).

The learning curve shows the rate of improvement in performing a task as a function
of time, or the rate of change in average cost (in hours or €/$) as a function of cumula-
tive output.

For example, an 80 percent learning curve means the per unit average cumulative
cost (in hours or dollars) falls to 80 percent of the previous per unit average cumula-
tive cost as the cumulative output doubles. It also illustrates that improvement in time
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becomes successively smaller until the practically achievable level of methodology
improvement is reached. It refers to skill or knowledge gains. An experience curve
generalizes the labor productivity learning curve to include all the cost necessary to
research, develop, produce and market a given product. 16

The economic learning of efficiency generally follows the same kinds of experience
curves. Efficiency and productivity improvement can be considered for individuals as
well as whole organization, industry or economy learning processes. The general pat-
tern is of first speeding up and then slowing down.

The “learning curve advantage” for technology (associated with lowering costs of
operation, for instance, prototype development or production) is a powerful form of
accumulated knowledge, experience as well as tacit technologies. In this way firm
operations can obtain a competitive advantage over less experienced rivals.

1.2.4 The Technology Entrepreneur in
Capitalistic Systems

The socio-economic environment under consideration, for technology entrepreneur-
ship in essentially Germany and the US, is characterized as “capitalistic.” There is no
consensus on the definition of capitalism, nor how it should be used as an analytical
category. The views of capitalism have historical (time-dependent), regional (country-
specific) and, finally, context and ideological dimensions.

Capitalism became dominant in the Western, the “developed” world. It gradually
spread throughout Europe in the 19th and 20th centuries, and it provided the main
drivers and means of industrialization by technology throughout much of the world.
Hence, the question arises which of the particular kinds or views of capitalism (with
pro’s and con’s) are most appropriate to provide a framework to describe and under-
stand technology entrepreneurship. Normative, legal and behavioral notions emerge
from common (online) dictionary definitions:

Capitalism is an economic and social system in which capital and land, the
non-labor factors of production (also known as the means of production), are
privately owned; labor, goods and resources are fraded in markets; and profit,
after taxes, is distributed to the owners or invested in technologies and in-
dustries. "’

Capitalism: An economic system based on private ownership of the means of
production. Under capitalism, individuals, companies or corporations invest in,
own, and share in profits (or losses) of the entities that produce goods, distri-
bute products or provide services.

Capitalism generally refers to
a combination of economic practices that became institutionalized in Europe
between the 16th and 19th centuries, especially involving the formation and
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trade in ownership of corporations (see corporate personhood and compa-
nies) for buying and selling goods, especially capital goods (including land
and labor), in a relatively free market (meaning, free from state control and
interference). '®

These definitions emphasize as defining characteristics of capitalism what is currently
called “tangibles,” such as tangible resources and tangible assets (Table 1.8), but dis-
regard key notions of “intangibles” of the current “knowledge economy.”

The 19th century German social theorist Max Weber’s consideration of market ex-
change (and associated exchange value) as the key economic practice rather than
production as the defining feature of capitalism can be a start to include aspects of
knowledge, information, experience and social interrelations. This can be achieved re-
ferring to sharing of knowledge, information etc. (and associated sharing value) as a
key defining economic activity and “intellectual property” (IP). For Weber capitalist
enterprises, in contrast to their counterparts in prior modes of economic activity, was
their rationalization of production, directed toward maximizing efficiency and producti-
vity — a tendency leading to a sociological process of enveloping “rationalization.”

Under capitalist economies, a predominant proportion of productive capacity belongs
to corporate bodies such as companies and capitalist economies have shown a sus-
tained tendency towards economic growth. Many theorists and policymakers in
predominantly capitalist nations have emphasized capitalism’s ability to promote
economic growth.

Capitalistic economies have large numbers of companies and people free to enter into
many types of arrangements with each other. The economy reacts to various changes
in technologies, discoveries, and other environmental situations, by means of compa-
nies and individuals re-assessing their arrangements with each other. Therefore, the
control mechanisms of the economy, and the way that information flows through it,
evolve over time and lead to competition.

Defined today, capitalism is a practice (decisions, behavior, actions and pro-
cesses) across the social, economic, legal and political system. Its key defin-
ing features is private ownership of property — not only of land, buildings, ma-
chines etc. but also of knowledge (know how, know who, know when, know if)
and foreknowledge, experience etc. that are used by participants to create
profits for themselves — based on exchange and sharing of offerings in mar-
kets of sellers and buyers under conditions of relatively free competition.

As described above (ch. 1.1.1.1) Jean-Baptiste Say [1803] commented on a theory of
markets to meet human needs and wants and how the entrepreneur is involved in the
transactions of goods for money. Entrepreneurs are viewed as fundamentally impor-
tant in the capitalistic society and their role has been a driving force for change (they
are the agents of change).
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In the last century the Austrian-American economist Schumpeter (see also ch. 1.1.1.1)
was one of the first to study entrepreneurs and their impact on society. He equated
entrepreneurship with the concept of innovation applied to a business context. Accord-
ingly, the entrepreneur is the innovator who implements change within industries and
markets by the following five types of innovation (“creative destruction”) according to
activities related to the “systems conversion model” (Figure 1.5).

1. The conquest of a new source of supply of new materials or parts
(input or resources innovation),

2. The introduction of a new good or quality thereof
(new product innovation or the introduction of a new service),

3. The introduction of a new method of production
(new process innovation or new methods of production),

4. The carrying out of the new organization of any industry
(organizational innovation),

5. The opening of a new market.

Schumpeter believed that innovation and creativeness distinguished entrepreneurs
from other business people. He argued that the entrepreneur was at the very center of
all business activity including founding new firms. He observed that entrepreneurs
create “clusters of innovations” that are the causes of business cycles because their
actions create disruptive dislocations and arrive in huge waves (Figure 1.90). In fact,
Schumpeter believed that entrepreneurs deserve the credit for the industrial revolu-
tion.

Examples from the last two centuries include such innovations and transformative
products as railroads, automobiles, and airplanes, telegraph, telephones, radio and te-
levision as well as the birth of the electrical, chemical and pharmaceutical industries
and the various technologies responsible for the IT and Web revolution.

According to Dorf and Byers [2007:22] the processes of new, creative firms forming
and old large firm declining and failing represents the disequilibrium of dynamic
capitalism. This model of renewal and re-vitalization leads to life-cycles of industries
associated essentially with formation, growth and decline of firms.

In this regard Schumpeter provided the basis for a concept what is currently called
entrepreneurial capitalism [Schramm 2006b; Baumol et al. 2007]. Indeed Baumol et
al. [2007] put forward that, for instance, the US economy has achieved a remarkable
transformation over the last several decades from an economy characterized by large,
bureaucratic firms into one increasingly powered by entrepreneurial innovation reflec-
ted by development and growth of new firms. And they concluded that the challenge
ahead is to cement and strengthen the entrepreneurial form of capitalism — which also
translates into political action and programs emphasizing economic growth and new
jobs. Indeed, a study from the Kauffman Foundation [Pruitt and Kalish 2009b] found
that in 2007, companies less than five years old created two thirds of the new jobs in
the US.
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As such, the entrepreneur moves the market to a new equilibrium. Yet, the managers
of existing businesses are not typically regarded as entrepreneurs. Moreover, over the
last fifty years in the US and subsequently to a lesser degree in other capitalistic coun-
tries the socio-economic system was transformed to what is called managerial capi-
talism [Bhidé 2000:ix-xii; Heskett 2007; Baumol et al. 2008]. The often very negative
perception of this type is currently reflected by headlines reporting of very large pay-
outs to CEOs, regardless of their performance.

The emergence of managerial capitalism was simultaneously associated with a
change in the control of capitalist enterprises, corporate governance, from owners
(which predominated from roughly 1850-1950) to control by very well and lately ex-
orbitantly salaried managers (and “outsiders”) striving often for self enrichment. This
was perceived as a divorce between the property of the capital and the direction of the
enterprise and touched direct oversight of management by owners — an important
element of owners’ capitalism.

And additionally, the rise of managerial capitalism was associated with a strong rise in
management consulting activities, growth of management consulting firms and firms
“led and directed” by consultants or investment analysts as “virtual CEOs” (Figure
1.19).
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/
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Divorce between the property of the

capital and the direction of the enterprise
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Figure 1.19: Entrepreneurial versus managerial capitalism.

With an emphasis on the financial capitalism and related (global) behavior and opera-
tions of the Financial System which culminated in “casino capitalism” and the Great
Recession a peak for managerial capitalism is seen. After realizing that (in the US)
“our capitalism has evolved into a financial pyramid scheme and not industry building”
the question was raised: what will follow next? The cautious answer was: “The rebirth
as always (will) be in the entrepreneurial sector” and a rebirth of Schumpeter and his
belief in the power of entrepreneurial behavior in the economic process and entrepre-
neurial capitalism [Heskitt 2007].

Finance should nurture and mirror the dynamic real economy!
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The Great Recession was officially declared in the US to last from December 2007 to
June 2009. Additionally, it was assumed that the financial crisis appears to have
ended about the same time. However, it has turned out the Great Recession to be
quite different from previous recessions in terms of time for economic recovery, for
instance, expressed by numbers of unemployment, and also growth of GDP was to
slow to reduce unemployment significantly.

Additionally, it is to be noted, and important for entrepreneurship, that “in many ways
the venture capital (VC) phenomenon represents a variant of managerial capitalism.”
“Like the decision-makers in large companies, venture capitalists try to use systematic
procedures and criteria for making investment and provide capital under well-specified
terms.” [Bhide 2000:xv] As a variant to venture capitalists venture capital for (techni-
cal) startups has been increasingly provided by existing large firms (“corporate ventur-
ing”).

As usually professional managers do not own the large firm they are working for and
VCs invest others’ funds rather than their own capital.

For the purpose of this book and its systemic approach to technology entrepreneur-
ship it appears useful to divide the capitalist economies into two broad categories, the
Anglo-Saxon versus the Nippon-Rhineland capitalism with the US (the UK, Canada
and Australia) providing representatives of the former one and Germany (The Nether-
lands, Austria, Sweden, Finland and Switzerland as well as Japan) as prototypes for
the last one.

Furthermore, the US is associated with a markedly individualistic society, whereas
Germany exhibits a consensus-oriented society (ch. 2.1.2.3). The special kind of par-
tially regulated capitalism in Germany which emerged after World War |l is called a
“social market economy” (in German “soziale Marktwirtschaft”): Government is to set
the parameters, but the real actors are economic actors with the awareness of their
social responsibilities.

The rationale for the dissection into two fundamental types of capitalism has been
summarized with regard to the national innovation systems by Runge [2006:224-229]
in terms of

=  Ownership,

= Control, Insiders versus Outsiders
= Corporate governance,

= Management,

=  Strengths,

= Weaknesses.

Over the last two decades in the German “social market economy,” however, many
key actors have taken over a number of attitudes and behaviors from the Anglo-Saxon
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capitalism. Major areas that changed concern essentially corporate governance and
management and the financial subsystem.

Capitalistic nations differ in the, usually imputed, weight of policy, not only as the au-
thority for the legal and regulatory framework and norms of economic activities, but
also as a participant in the market with state-owned organizations and as an initiator
and supporter of politically wanted economic activities, such as supporting SMEs and
entrepreneurship.

With regard to entrepreneurship, Anglo-American, particularly US, capitalism is usu-
ally associated with some myths and ideology. Contrary to wide-spread believes it is
not a “free capitalism” in which for a “free market” essentially only “market forces and
laws” and “free competition” are active and the risk of losses are with owners, but one
with many policy (including military) induced forces distorting the basic “axiomatic”
rules and practice of capitalism.

For instance, markets and entrepreneurship are determined by significant governmen-
tal interferences — direct and indirect subsidies, tax incentives and breaks, protection-
ism, import tariffs and export subsidies, loan guarantees, government/military as a
price-insensitive buyer etc., not to speak of influencing and determining legislation by
powerful lobbyists of firms and industry and agricultural associations.

Most strikingly, the Great Recession revealed, with regard to capitalism and specifi-
cally to the financial industry, that contrary to the ideology of capitalism losses of
subsystems declared as being “system-relevant,” were socialized at the expense of
the nation’s tax payers, but (incredibly huge and ethically highly questionable) gains
are privatized.

And related to entrepreneurship there is also a mythical view questioned by Peter
Drucker, the “godfather of management science” and generally described as “the
seminal thinker on 20th-century business organization.” When in an interview with Inc.
Magazine being asked

Inc.: Do you agree that we in the United States are the best practitioners of entrepre-
neurship, that we’re way ahead of other countries?

the interview continued [Gendron 1996]:

Drucker. Absolutely not! It's a delusion, and a dangerous one. We may have the larg-
est number of new-business starts and new-business failures, but that’s all. We’re pro-
bably not even number two.

Inc.: Who's number one?

Drucker: Undoubtedly Korea. Barely 40 years ago, Korea had no industry at all. The
Japanese, who had ruled Korea for decades, didn’'t allow any. They also didn’t allow
any higher education, so there were practically no educated people in Korea. By the
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end of the Korean War, South Korea had been destroyed. Today Korea is world class
in two dozen industries and the world’s leader in shipbuilding and other areas.

Inc.: If Korea is number one, and we re not number two, who is?

Drucker: Not too far behind Korea is Taiwan, which like Korea was preindustrial in
1950. Today Taiwan is a world leader in a number of high-tech areas, including micro-
chips. And don’t forget the Chinese, who are starting new business after new business
on both sides of the Pacific.

Inc.: Okay, so third is still respectable, no?

Drucker: The U.S. record is no better than Japan’s or Germany’s. Japan has a larger
proportion of world-class companies that either didn’t exist 40 years ago or were
mom-and-pop shops: Sony, Honda, Yamaha, Kyocera, Matsushita, for example.

Germany owes its rise from the ashes of World War Il to its present position — the
world’s third-largest economy and number one in per capita exports of manufactured
goods — to an explosion of entrepreneurship that turned hundreds of brand-new or ob-
scure little shops into world-class manufacturers and industry leaders.

{Since 2009 Germany with its emphasis on investment (capital) goods is mostly num-
ber two in world exports after China which focuses largely on commodities and con-
sumer goods, but still number one in per capita exports. Sometimes the US is number
two. Author’s addition}

Drucker’s assessment is corroborated by recent GEM studies concerning “established
business ownership” (defined in Figure 1.15 and specified in the Glossary) including
technical and non-technical entrepreneurship [Bosma et al. 2009]. Established busi-
ness ownership indicates the percentage of the population actively involved in running
businesses that proved to be sustainable. The US has an established business
ownership rate, which is comparable to those of many European countries and Japan,
whereas early-stage entrepreneurial activity is higher in the US.

The perceived superiority of the US concerning entrepreneurship presumably results
from creating successive generations of global businesses from new technology op-
portunities, such as Microsoft, Oracle, Intel, Cisco, Amgen, eBay, Amazon or Google.

As will be seen in this book, at least concerning technology entrepreneurship and in-
trapreneurship, the capitalistic systems of the US and Germany currently represent a
differently weighted mixture of state-influenced capitalism, managerial capitalism re-
presented by large firms and entrepreneurial capitalism.

In particular, there are situations of two-sided mutually enforcing interactions (“coup-
ling”) between NTBFs/startups and larger, established firms which are connected by
paths to technical innovation in a “networked economy of innovation” (Figure 1.20) and
interconnections of the Industrial and the Science & Technology System which are in-
terfered to a considerable degree by policy (ch. 1.2.6).
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A “networked economy of innovation” relies essentially on (startup) entrepreneurship
and intrapreneurship. Apart from getting licenses from NTBFs large firms may seek
collaborative agreements with NTBFs as an innovation strategy to balance the greater
certainty of in-house R&D and organic growth with an earlier but riskier starting posi-
tion in emerging technologies. The underlying strategy of acquiring technology and
building competencies includes the option, probably after having invested in a parti-
cular NTBF, to buy it (“‘cooperate” or “buy”; ch. 2.2.2).

On the other hand, NTBFs address large companies, for instance, to access market
channels (via marketing and sales agreements) or access resources of the large com-
pany (from consulting to services, such as analytical or information services).

Another aspect of a networked economy occurs if entrepreneurial persons from a
large firm, often its intrapreneurs, leave the company and found their own independent
firm (Figure 1.20). This must not be confused with the situation that for innovation a
large firm creates a non-independent firm, a spin-off, to execute with the parent com-
pany’s employees a particular innovation process which requires cutting or weakening
the links to the parent to make these intrapreneurs rather free from constraints given
by corporate culture and routines, management and decision-making etc.
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Figure 1.20: Coupling of startups/NTBFs and large firms in a “networked economy of
innovation.”
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As a final remark, what is seen to have developed in parallel to managerial capitalism
in the US and UK over the last two decades is a shift from the “real economy” of the
nation to the Financial System as a major contributor to national “wealth.” In particular,
it was many so-called “financial innovations” of the US and UK financial systems,
characterized as creating money out of money or out of air, that contributed to the
world-wide disaster of the Great Recession.

All this resembles alchemy with other means which ironically was the basis for the
porcelain innovation in 1708 by two Germans, the at the time very famous scientist E.
W. von Tschirnhaus and J. F. Bottger [Runge 2006:402-405]. Originally Bottger, an
apothecary’s boy and alchemist was “hired” by electoral prince Augustus Il. of Saxony
— in heavy need of money — as he was perceived to know how to make gold out of
earth or soil or other worthless stuff.

Fundamentally, the capitalism was re-focused from profit and cash flow to the “ability
to pay” (“solvency”) — and a shift from investing to consumption and financing debts by
more debts:

“We've fallen into a trend of diverting and rewarding the best of our collective
I.Q. to people doing financial engineering rather than engineering. These
rocket scientists and engineers were designing complex financial instruments
to make money out of money — rather than designing cars, phones, compu-
ters, teaching tools, Internet programs and medical equipment that could
improve the lives and productivity of millions.” [Friedman 2008]

And this line of describing the situation and effect for technology entrepreneurship in
the US is followed by others. “It {the financial industry} has ballooned dramatically in
size” and “As a result, most of our top math Ph.D.s were being pulled into nonproduc-
tive financial engineering instead of biotech research and fuel technology.” [Zakaria
2008].

A letter from the head of the electrical engineering and computer science (EECS) de-
partment to the author of an article by Mitra [2009] said “MIT and all other institutions
are losing applicants for their EECS programs, and the heads of these departments
(one of the largest at MIT) are trying to figure out ways to convince young high school
students that EECS s still a great choice for a major. As career prospects, they are
offered finance, biology and energy. Jobs in these areas, the students agree, are not
going offshore to India. Finance as one of the leading options for MIT’s computer
science graduates is one of the disturbing elements in the message. The other is the
complete absence of the word entrepreneurship.” “Why should MIT’s leaders push
their young into this world of unbridled, unadulterated greed, instead of grooming them
to become innovators, builders, entrepreneurs, leaders?”
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1.2.5 Innovation, Technology, Competition and Growth

The complaint about toughness of competition is Die Klage Uber die Scharfe des Wettbewerbs ist
often actually only a complaint about the lack of in Wirklichkeit meist nur eine Klage tber den
ideas. Mangel an Einfallen.

Walther Rathenau (1867 - 1922)
President of the AEG Corporation and
German Foreign Minister (1922)

1.2.5.1 Innovation, Its Adoption and Technology Classes
Innovation and Invention

Innovation and entrepreneurship bringing up new firms are intimately related by the
concept of change and associated with competition, survival and growth. Experience
and theory tell that in the development and change of industries and their offerings
discontinuous or disruptive changes of categories, such as technology, performance
or value, occur repeatedly. In the literature the term discontinuous innovation is often
used interchangeably with “disruptive innovation” or “radical innovation.”

We shall differentiate types of innovation using a mathematical/physical reference
(Figure 1.21). In essence we deal with a discontinuity of an otherwise continuous func-
tion if, at a particular point (in time) or during a rather small interval (of width 2¢), a sig-
nificant jump in an observable value occurs. In essence, we visualize discontinuous
innovation as displacement of a continuously increasing function to a new range of va-
lue (Figure 1.21). For the range of continuity, the function with increasing values re-
presents an area of “continuous improvement’ or “incremental innovation,” respec-
tively.

In large firms incremental innovations prevail.
But via “innovation accumulation” over time, many small improvements consti-
tute a significant degree of innovation in a product.

A very simple example for a discontinuous pattern is given by the “Heaviside step
function” ©. The function ©(x) (for x>0 and x<0) is used in the mathematics of control
theory and signal processing to represent a signal that switches on at a specified time
and stays switched on indefinitely. In this regard discontinuity can be compared with
“phase transition” behavior of material in physics or chemistry where a property under
observation changes “suddenly,” for instance, for the transition from the solid to liquid
phase by melting or the transition of a polymer from one state of order to a different
state of order or total disorder (Table 1.77, Figure 1.137, Figure 1.160).

On the other hand, we see disruption only in the context of two different value func-
tions, for instance, for novelty and market value of product innovations (Figure 1.159).
Here, one constellation is totally replaced by another one, probably with a more or
less significant overlap for coexistence of both. Our notion of a radical innovation does
not allow a degree of radicalness!
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We view “disruptive innovation” and “radical innovation” as interchangeable for some-
thing absolutely new (“new-to-the-world” performance features) to permit entire indus-
tries and markets to emerge, transform or disappear. A classical example is Hewlett-
Packard’s HP35, which represented the world’s first hand-held scientific calculator and
was the first product to combine both integrated circuits and “light emitting diodes”
(LEDs). This first scientific calculator led to the obsolescence of the slide rule while
creating a new industry.

Hence, we shall distinguish three types of innovation according to the type and level of
(value) change

= |ncremental innovation,
= Discontinuous innovation,
= Disruptive (“radical’) innovation.

Furthermore, we shall characterize innovations quantitatively as “breakthrough inno-
vations.” Usually disruptive, but also discontinuous innovations can be associated with
breakthrough values. Referring to the market place, for “breakthrough” one generally
needs at least an order of magnitude value added or improvement over current tech-
nology at the systems level. There is no point in developing a technology if improve-
ment will only be twice as good as the existing one, because conventional technology
can mostly be tweaked (Figure 1.22).

Change is measured on various scales. On the nominal one it represents a qualitative
level (different, new; Figure 1.21). The ordinal scale is comparative (better, cheaper,
more specific). And on a difference scale, for practical quantifications, we characterize
innovations as breakthrough for value increases according to the following measures:

= 5-10x (or >10x) value addition or performance improvement, or
= 30 - 50 percent (or >50%) reduction in cost.

Hence, both, discontinuous and disruptive, innovation may turn out as breakthrough
innovations.

Disruptive innovation (“new-to-the-world”) means in market value created, not in tech-
nology! And we shall clearly distinguish “market value” from “technical value” (ch.
1.2.5.2). Disruptive (“radical”) innovation is expressed in terms of:

= The power to change customer expectations (and excitement)
(new-to-the world performance features, perception of novelty and market
adoption)

» Changing the basis for competition (“game change”)

= Generating new industries (“industry genesis”)

= The power to change industry economics (“breakthrough”).
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Figure 1.21: Disruptive and discontinuous changes (after displacing the continuous
change function) [Runge 2006:45].

As with entrepreneurship which means different things to different people, to allow a
consistent treatment of “innovation” and “innovativeness” we follow the definitions of
Runge [2006:18] as given in Table 1.10.
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Figure 1.22: S-curves in technological improvement.
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Table 1.10: Operational definitions of innovation and invention and the related “innova-
tiveness” characteristic [Runge 2006:18].

Notion Generic Commercial (Marketing)

Innovation An innovation is an idea, practice An innovation is an idea, practice,
or object perceived as new by an or object perceived as new with a
individual or other unit of adoption | value and acquired by an individual
in a specific (geographical or or other unit of adoption in a spe-
sociological) domain or category cific (geographical or sociological)

domain
Invention A new idea, practice, object or To have a new idea, practice or

entity with the potential to provide
value (“impact value,” in German
Wirkwert; Figure 1.31)

object for providing anticipated
value to customers

Innovator

Adopter/Buyer

Innovativeness

The power to capture ideas or
opportunities or respond to
“events” and commercialze value
to customers time and again and
again continually for years

Innovativeness is the degree to
which an individual or other unit of
adoption is relatively earlier in
adopting novelty than other mem-
bers of a social system

Hence:

For entrepreneurship or intrapreneurship innovation and invention are diffe-
rent concepts for which invention may allow interconnections to be estab-
lished to innovation by getting adopters of the invention who perceive a value

to acquire it.

According to Table 1.10 there is a path from invention to innovation via adoption and,
hence, to entrepreneurship by “inventor-entrepreneurs.” Indeed, many inventors
emerge also as entrepreneurs. America’s quintessential inventor-entrepreneur was
perhaps Thomas A. Edison (1847-1931). For Germany Manfed von Ardenne (1907-
1997; ch. 2.1.2.8) is a prominent example.

Innovativeness is an attribute for the innovator or adopter, respectively (Table 1.10).
The innovation graph, hence, is a special “supply-demand relation” with novelty and
value creation attributes for a given constellation. The relation of innovativeness to
measurable marketing aspects and monetary value is given by the definition of the
American Marketing Association [Runge 2006:50].
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Innovativeness (American Marketing Association Dictionary):

Product Development Definition Consumer Behavior Definition

When applied to a buyer, the extent to A personality trait designed to account for
which that person or firm is willing to the degree to which a consumer accepts
accept the risks of early purchase of an and purchases new products and ser-
innovation. vices.

To measure innovativeness, GEM asked entrepreneurs and business owners how
they evaluate the newness of their product or service, the competition they face, and
the novelty of their product or service technology. As this represents individual entre-
preneurs’ perceptions of their own situations, such assessments are inevitably
context-specific, and they are likely to vary between countries [Bosma and Harding
2006].

In the above sense innovation is given as a “result’ of a binary relation between inno-
vator and adopter (or a supply-side and a demand-side). Part of this relation is a “pro-
cess.” Correspondingly, it embraces all the activities related to develop and commer-
cialize a new product, service, or business system that derives from an idea or is a
response to a demand or problem. This includes developing distinct new methods of
conceiving, production, distribution or application of existing offerings as well as re-
organizing a company.

Innovation for a new sociological domain may mean “new to a population of a given
age range” or transferring something from purely corporate usage to private usage.

Due to its characteristics of dealing with relations in the context of innovation
(or business) one can (or shall) deal with possibly different perspectives of the
innovator (supplier) and the adopter (customer) concerning value and novelty.

The aspect of “novelty” for adopters in a particular geographical region may mean that
an offering which is well established for a considerable time in one country, say the
US, and introduced in another country, say Germany, represents an innovation for the
latter country. In a related line of arguments novelty and value may emerge for exist-
ing products, if only the design (layout) of an object is changed.

An invention can be protected legally by a (utility) patent. The emphasis can also be
on legal protection of the design (layout) of the invention. A design patent protects the
ornamental design, configuration, improved decorative appearance, or shape of an in-
vention. This patent is appropriate when the basic product already exists in the mar-
ketplace and is not being improved upon in function but only in style.

According to our above definition (the utilization or adoption of change) innovation is
implemented and accordingly one can look at several classes of innovation.
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= Offering innovation (specifically product or service innovation): new offering
put on sale;

» Process innovation: changing the way a given good/service is (technically)
produced within the firm or across a value system;

= Application innovation: new applications/usages by not necessarily new pro-
ducts or processes;

= Behavioral or organizational innovation: changing individual behavior or activi-
ties or organizational processes or routines (business processes!) with new
ones or changing modes of distributing or accessing an offering (cf. the value
chain and value system, Figure 1.7).

Product innovations can enable process innovations and vice versa. Process innova-
tion focuses often on efficiency. For instance, in the context of CleanTech (Table 1.52)
“energy efficiency’ is typically an incremental innovation. Furthermore, energy effi-
ciency means addressing essentially existing markets and competition with existing
products and competitors.

The categories for innovation help clarify how different innovations offer different op-
portunities (and pose different demands) on producers, customers, users and regula-
tors (policy). Therefore, for technology innovation and entrepreneurship a further class
is important.

» Regulatory innovation, which is induced by a demand or mandate of a legal or
regulatory system imposed on the Economic System by (federal or state)
policy and/or industry associations (standards and norms).

Regulatory innovation represents a special expression of what is called sustainability
innovation in Germany [BMBF 2007]. Sustainability innovation by existing or new
firms require [BMBF 2007]

new solutions (to environmental issues) which are

= economically successful,

= contribute to environmental protection and

= contribute to societal goals of sustainable development (and CSR — Corporate
Social Responsibility).

Sustainability innovation is generally induced by

= Societal push (attitudes of population and policy)
» Regulatory push (“compliance requirements”)
= Technology push.

It may be that for the implementation of a technical innovation an associated change
of behavior, organizational structure or combination of resources is necessary even
for the innovator (Figure 1.23, firm). Such a circular relationship between innovator and
adopter, hence, reflects the innovativeness of both parties.
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Figure 1.23: Interconnections of innovativeness between the supplier of an innovative
offering/application and its own innovativeness for behavioral/organizational change.

The association of innovation with a change of a value function is not necessarily con-
fined to value of an offering for the innovator (supplier) and adopter (customer, buyer)
of a particular market with an explicit need, but for additional domains of adoptions.

Hence, if we refer to the notion of “market development,” the supplier changing the
process to address an existing market by increasing the number of customers of the
market responding to “latent needs” or initiating adoption of new or other uses of its
offering by the customers, may fall under the notions of incremental or discontinuous
innovation (shaded areas in Figure 1.24, left).

Taking market share from others in a market is not innovation, but a gain from compe-
tition. It is a “zero sum game” — no change of the total value of the market — the sum of
market shares of both the players is retained (Figure 1.24, right).

As an important remark, in a competitive market having players with various market
shares there may be an inherent opportunity. Rather than fighting only to gain market
share from the competition a different question should be asked and adequately re-
sponded to: Why do not customers buy my product or my customers’ products?
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Figure 1.24: lllustrating incremental and discontinuous marketing innovation for tech-
nology based firms.

According to the OECD 9 changes in organizational processes or customer behavior
initiated by a firm is “marketing innovation.” Using the OECD definition, for the tech-
nical area we regard marketing innovation as the implementation of a new market-
ing method involving significant changes in the overall value of the market, for in-
stance, indicated by the number of additional customers. In special cases this may be
achieved by offering a changed product design, product placement, promotion or
pricing.

Marketing innovations are aimed at better addressing customers’ explicit and implicit
(latent) needs, or extending markets significantly or opening up new markets. The dis-
tinguishing feature of a firm’s marketing innovation is the implementation of a market-
ing method not previously used by the firms in the given market or to create a new
market.

But there is another case where marketing plays a key role for technical innovations.
This is “illusionary innovation” (in German Scheininnovation). lllusionary innovation
usually refers to (very high-priced) products pushed into the market for which it cannot
be scientifically and reliably proved that they provide better (improved) performance or
features with regard to the needs of the adopters (end-user) than products already
existing in the market. An example is cholesterol-lowering drugs, for instance,
achieving a value of 130 indicator units when there is no scientifically sound prove that
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this leads to a better cure compared to those products achieving values of 170-190
indicator units [Runge 2006:52-54]. Here, marketing is key to get the product into a
“mediatorial market” (Table 1.15).

Basically, firms allocate their limited resources between the two fundamental proc-
esses: value creation, for instance, innovating, producing, and delivering products to
the market and value appropriation. While both value creation and value appropria-
tion (“a deliberate act of acquisition of something”) are required for sustained compe-
titive advantage, a firm has significant freedom in the extent to which it emphasizes
one capability over the other.

The issue is monetizing innovation. Appropriation of value can mean: How are the
benefits from innovation (overall value) distributed among different actors of a value
system, such as

=  Suppliers,

* Innovator (originator),

» Buyers/customers (and ultimately end-users; actors in the value system,
Figure 1.7, Figure 1.11, Figure 1.12),

= Imitators and other “followers.”

Value creation versus value appropriation is increasingly complex and fragmented in
technological spaces. A technology venture that competes on the basis of value crea-
tion constantly moves ahead and innovates as competition erodes the profits from its
previous initiatives. A firm that competes on the basis of value appropriation defends
its position in the market against competition by erecting barriers to imitation through,
“technical value” (ch. 1.2.5.2), for instance, barriers of intellectual property rights by
sets of patents.

It is important to have a clear view of what value is created where, and the means to
analyze and optimize. Innovators could build a model of the end-user benefit early in
the phases of idea generation and revealing opportunity and then the development
activities, continually checking out the validity of the model, and use this to optimize
the offering as it evolves (Table 1.78, Figure 1.161).

Innovation must be differentiated from invention (Table 1.10). The differentiator be-
tween both is “value creation.” Innovation refers to a binary relationship between
supplier (innovator) and buyer (adopter, customer), whereas invention may be seen
as a “unary” relationship (consisting of, or affecting, a single element or component)
where “value” is generated primarily for the “inventor.”

An invention can lead to an innovation. It can have the potential to become an inno-
vation under changed technical or market conditions. But, it needs not be utilized
immediately to provide value; it has an “impact value” (Figure 1.31).

For example, an “invention” legally protected and documented by a patent may not be
used by the “inventor” at the time of publication or granting by the patent office. It may
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be used later directly by the inventor or commercialized later in terms of a transfer to a
buyer or a provision as a license. This means an inventor is different from an entrepre-
neur though he/she may become an entrepreneur based on his invention — the “inven-
tor-entrepreneur.”

On the other hand, discovery describes a novel observation or finding of something
already existing, often of a natural phenomenon or effect of a (natural) product. Usu-
ally this cannot be patented. For instance, phytochemistry seeks which of the billions
of molecules in plants are active and can therefore form the basis for new medical
treatments or serve as drug intermediates or candidates. Hence, the primary aim is
discovery as a step towards innovation.

As the systemic approach to entrepreneurship focuses on human-activity relationships
it is important to deal with and understand the perspectives of both parties’ goals and
intentions showing up in corresponding relationships, such as the usually different
“give and take” perspectives of the

» Innovator (supplier) and adopter (customer) concerning the value of an inno-
vation or product/service,

= Entrepreneur and investor concerning financing (ch. 1.2.7),

= Participants in alliances and cooperative settings, for instance, of a small firm
(NTBF) and large firm (ch. 1.2.6.3; Figure 1.51).

For instance, Figure 1.25 shows the erroneous perspective of a supplier, how he/she
perceives the value (immense cost reduction) offered to the customer. But the supplier
is (probably) not aware of the customer’s overall economics where the supplier’s offer
does not contribute at all to the customer’s cost structure. If the spupplier had been
aware of that fact the supplier could infer price elasticity and take advantage by asking
for a higher price compared to that which was originally planned.

For technical innovation and technology entrepreneurship important “binding” binary
relations are the different perspectives of innovator and adopter concerning technical
value versus market value (ch. 1.2.5.2) and the coupling of technical and commercial
competencies in technical entrepreneurs, technical businessmen/-women or the entre-
preneurial pair (ch. 1.2.6.1, 2.1.2.5).

This aspect of perspectives is generally fundamental for applied general systems
theory. It is the focus on binary relations between entities. Correspnding relations are
either

= “directed” (mono-directional) reflecting, for instance, “teleological relations”
(ch. 2.1.2.9, Figure 1.78), value chain (Figure 1.26) and value system (Figure
1.7) or “command (control) — obedience” structures of interpersonal relations in
organizations or
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= “binding” (bi-directional, interactions) expressed in terms of “relative positions’
— “distances” or perspectives which may be subjected to change in negotia-
tions — or “binding strengths” in terms of particular means or factors of inter-
actions, such as “social ties of families versus other groups” (social coupling,

Figure 1.71).
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Figure 1.25: lllustration of different perspectives of a supplier and a customer for a
deal.

Innovation Adoption

Disregarding different activities of the value chain innovation can be represented as a
directed graph (Figure 1.26) interconnecting the innovator and adopter as the nodes
(vertices) [Runge 2006:50]. If more actors are involved between innovator and adopter
of a particular (innovative) offering, value creation proceeds in steps of a “value sys-
tem” (Figure 1.7). In this case one often also speaks, for instance, of a “supplier-to-
customer value chain” which expresses the graph character, but may lead to con-
fusion with the “value chain” concept.
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Figure 1.26: Innovativeness, actors and the value proposition.

To address support and initiate adoption of the offering the supplier will rely on a
value proposition, which is a statement how customer value will be created. And
remember (Figure 1.27), value attributes belong to offerings (Table 1.3) not to tech-
nology per se! Technology is usually an input or a resource for conversion and creat-
ing an offering (Figure 1.5) or a solution. Technology as an offering can occur directly
only through an intangible offering (Table 1.3), for instance, a license for a patent. The
supplier-customer-relationship and value proposition contains implicitly an important
aspect discussed above (Figure 1.25):

Suppliers and customers have usually different perspectives of value, which
means for entrepreneurship the requirements of presentation and negotiation
and having or learning presentation and negotiation skills — and selling.

e _——— —

Offering,
Solution oI

Q>

Technology

Figure 1.27: Offerings or solutions as the expression of technology to create market
value.

For technology the initiation of innovation and revealing or creating opportunity can be
expressed in demand or market terms (ch. 1.2.2) and in supply terms, which mean
demand/market pull versus technology push [Runge 2006]. With regard to the
innovation-oriented activities of a firm this represents an outside-in versus an inside-
out approach. Usually large firms follow both these approaches.
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Many cross-industry studies have shown that innovation stimulated by market needs
or technical opportunities (demand pull versus technology push) show a rather con-
stant proportion of about 70:30 [Runge 2006:759]. An expression of market pull will be
described for the class of German firms called Hidden Champions (ch. 4.1.1). Cur-
rently, innovation and entrepreneurship in bio- and nanotechnology follow largely tech-
nology push (they are science-driven).

If, for the technology push approach, a “Holy Grail” is achieved there is rarely a need
for a value proposition to catch adopters. A Holy Grail is a great and unsolved chal-
lenge in an industry or a scientific discipline.

For the industry environment researchers having achieved a Holy Grail know from the
beginning that they are addressing large markets and do not feel compelled to answer
any customer related or market size question by detailed figures. On the other hand,
achieving a Holy Grail in science does not necessarily translates into large market
demand (as the case of SiGNa Chemistry (B.2) shows).

Except for rather simple technologies adoption of technical offerings is initially slow
because the technology is unfamiliar. It accelerates as technology becomes better un-
derstood. It may also be that the market is saturated and the rate of new adoptions
declines.

Technologies often improve faster than customer requirements demand and tech-
nology adoption tends to take far longer than diffusion of related information. This
enables low-end technologies to eventually meet the needs of a mass market.

Particular customers will adopt an innovation earlier than others based on various per-
ception and criteria for benefit and utility and risk (Table 1.10, innovativeness). The
spread through a population of potential adopters is innovation diffusion and the
cumulative percentage of adoption follows essential an S-shaped curve [Tidd et al.
2001:188].

It should be noted that in many cases innovations may require refinement over several
years before the offering attains commercial viability and grows. Continuous improve-
ments and refinements of features may be a hallmark of the industry. The develop-
ments aim at a dominant design (ch. 3.3).

Dominant Design means that, after a technical innovation and a subsequent era of
digestion and progressive developments in an industry, a basic architecture of a pro-
duct or process becomes the accepted market standard. Dominant designs may not
be better than alternatives or be particularly innovative. They have the benchmark fea-
tures to which subsequent designs are compared (Figure 1.100).

For fundamental technical innovation the formation of the corresponding shape of in-
novation diffusion may take a rather long time as visualized for selected basis innova-
tions in Figure 1.28. Radio, telephone and TV come closest to the ideal curve shape.
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Figure 1.28: Adoption curves for selected fundamental technical innovations [Aulet
2006] (VCR - videocassette recorder).

The traditional marketing approach differentiates five adopter categories irrespective
of some weaknesses, especially considering that technology entrepreneurship does
not only relate to consumers, but in the top/high technology fields largely relate to in-
dustrial and professional customers (ch. 1.2.5.3). The classification of the members of
a social system on the basis of their innovativeness is as follows [Tidd et al. 2001:185;
Dorf and Byers 2007:261-2671]:

= |nnovators,

= Early adopters,
= Early majority,
= Late majority,

= Laggards.

Innovation adoption (“innovation diffusion”) on the individual level with regard to the
time dimension usually follows a bell-shape curve with a characteristic distribution of
related adopter types (Figure 1.29).
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Figure 1.29: Innovation adoption with barriers and its macro-description by Geoffrey
Moore’s Chasm Model.

Often the explanation of the length of the diffusion period of an innovation, say from
10 percent to 90 percent of potential adopters, does not proceed smoothly. To ac-
count for this situation Moore suggested a model focusing on a discontinuity for the
transition from adoption by early adopters to early majority of adoption and called this
the “chasm” [Dorf and Byers 2007:263].

The chasm period can be related to “human factors,” such as the customers’ values or
the offering’s complexity, unfamiliarity with usage or risk-taking by customers (ch.
4.2.1.1), but also objective factors. It can result from lack of a corresponding infra-
structure. For instance, one of the drawbacks of hydrogen based fuel-cell driven cars
or trucks is the lack of corresponding hydrogen filling stations or for electric battery-
driven electric cars the lack of battery recharging stations providing standardized fast
recharging facilities.

Chasm can also occur through significant external events. For instance, the early rush
to Nylon stockings (and other textiles) was interrupted by World War Il and the
demand of military for Nylon for other uses, such as parachutes [Runge 2006:417].
Furthermore, the dip in the curve retarding adoption may also be induced by an
economic crisis. For instance, the Great Depression in the 1930s may have exerted a
negative effect on telephone adoption (Figure 1.28).

Concerning human factors Dorf & Byers [2007:270] describe, for instance, how the US
firm AgraQuest offering biopesticides has to overcome a chasm of pragmatic farmers
using chemical pesticides to adopt the new product or tools. If human factors deter-
mine the chasm, training and user education may lower acceptance barriers and
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speed up innovation adoption. For instance, Table 1.11 exhibits the fundamental ap-
proach used a century ago. In our times, NTBFs use workshops, seminars and in-
house training (WITec GmH, Nanopool GmbH, B.2) or tutorials on the Web (JPK
Instruments AG, B.2).

Table 1.11: User education and training to cross the chasm of innovation adoption.

German Melitta Group®: Crossing the Chasm —
A family firm: User Education and Training:
Founded 1908, Melitta shows, how to filter good coffee

Revenue 2010: €1.3 billion

1908 Story:

Problem (opportunity): have coffee free of
grounds

Solution: German housewife Melitta Bentz
invents the first usable filter for preparing
grounds-free coffee (she experimented with
blotting-paper and perforated cans)

First usable filter for preparing grounds-free
coffee received protection as a registered
utility model for “coffee filter with curved and
indented bottom and slanting extraction
holes,” together with its corresponding “fil-
tration paper”

Melitta Bentz also received a patent for the
above-mentioned “coffee filter”

One should be aware, however, that an apparent discontinuity of the adoption pace is
not necessarily related to a chasm whose model is based on a given type of cus-
tomers. We encountered an outburst of demand for PC-printers when developments
achieved to bring their uses from professional users (in the office) to the homes of
consumers. This represents an overlay of a second, behavioral innovation (the
change to a new group of potential customers) sprouting out of the original innovation
(Figure 1.24).
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Shifting applications from one user domain into another one often means (big) oppor-
tunities, such as shifting mainframe computers to personal computers, printing and
scanning from the professional office environments to the home of consumers or
shifting bulk wind turbines from industrial wind parks to professional use by public or
commercial organizations and their facilities or ultimately to the homes (Table 1.60;
Quiet Revolution, Ltd.; B.2).

A chasm situation related to cognitive barriers can be illustrated for the case of auto-
mobiles by statements of Carl Benz or Gottlieb Daimler: “Due to the restricted avail-
ability of chauffeurs there will never be more than 5,000 automobiles” — “Global de-
mand for motor vehicle will not exceed one million — simply due to the lack of available
chauffeurs.” %

This reflects retardation of thinking based on extrapolation of past experience con-
cerning mobility and transportation to a new technology: Previous mobility was based
on stagecoaches (or carriages) with a (professional) postilion or driver (coachman) of
a horse-drawn coach (Figure 1.30).

ol

Figure 1.30: Chauffeur of an electric car (1904), with the chauffeur on top (from note
53).

A chasm represents a particular challenge for technology push situations. Related to
human factors it includes personal and social but also financial (price) aspects. Com-
plexity of technology-based products often requires educating and training users, but
not always.

Technology entrepreneurs often tend to spend too much time creating high-
tech offerings (products or services) and too little figuring out how to get
people to use them.

In particular, for innovation and entrepreneurship on the global level chasm is an issue
of technology adaptation, innovation diffusion and appropriateness. The same techno-
logical solution rarely is optimal everywhere. The value of an innovation depends on
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socio-economic, cultural, regional, and ecological specifics (for instance, climate). Im-
portant innovative activities may have to adapt technological solutions to specific con-
ditions.

Export of technologies across regions without adaptation may even lead to negative
environmental side effects and waste. A technology may have several versions or
extensions to meet needs and capabilities of users in various regions, for instance, the
developed Western World versus (developed) Japan versus (developing) China. Typi-
cal examples may refer to outdoor paint and coatings in the very humid climate of
South East Asia versus the dry climate of Australia with very aggressive UV radiation
of the sun or the preferences of colors for automobiles in Germany versus China.

Much effort has been oriented towards identifying which factors influence the rate and
extent of adopting an innovation [Tidd et al. 2001:185-194]. Quantifications use sta-
tistical or sociological models of the “diffusion of innovation.” When both technologies
and markets are complex, innovation diffusion depends essentially on the nature of
the innovation, the characteristics of the potential adopters and processes of com-
munication and learning.

The rate of diffusion of an innovation can be measured, for instance, with respect to
the percentage of firms that have adopted the innovation, or with respect to the
percentage of total output accounted for by the innovation.

Basically, Tidd et al. [2001:185] present an overview of the characteristics of an in-
novation affecting diffusion. Classification criteria for adoption include:

= Relative advantage;

= Compatibility;

=  Complexity;

= Trialability (“first try, then buy”);
= Observability.

A final remark concerning technology or innovation adoption concerns skepticism cha-
racterizing an innovative offering as “too good to be true” meaning, the view that
something so seemingly fine must have something wrong with it, is too positive to be
real or believable. German NTBF Nanopool GmbH, for instance, encountered such an
assessments for its surface coatings technology based on “liquid glass.”

“These treatments have been created in order to satisfy the demand for self cleaning
and easy clean surfaces which possess background bacterio-static effects. It may
sound as though it is too good to be true but extensive independent testing confirms
the exceptional characteristics of the products.” (Reference 9 in [Runge 2010]).

Similar problems were encountered by the NTBFs SkySails (B.2, German, Figure
1.103) and US Kiteship when promising that their innovative wind propulsion tech-
nology to be added to cargo (Diesel engine) vessels would save oil fuel consumption
by ca. 15 percent or 10-35 percent depending on wind.
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“One of the biggest hurdles in getting major shipping companies to take them serious-
ly is the sheer audacity of the fuel savings they're claiming. Shipping companies said,
If you promised us a 2 or 3 percent reduction we’d believe you, but your promise is 10
to 15 percent, and we just don’t believe it's that good.”

Technology Classes

For technological innovations technologies can be broadly differentiated. An “object-
oriented technology” is one to produce a fixed object, like steel, an instrument or an
automobile. Objects or things to be produced do not change radically by innovation.
Essentially their performance characteristics do.

A “function-oriented technology” is to produce something with a fixed or targeted
function, like a chemical or material to provide a certain reaction or performance or
computer software to provide a certain information processing function. In this last
type of technology, innovation may introduce a radically different object or thing to
perform the function better.

The products, for instance, of the chemical industry, are usually purchased because
they have the required properties which make them suitable for some particular
application, for instance, a non-stick coating for pans or water-repellency of textiles or
a weed-killer. Thus chemicals are ultimately sold for the effects that they produce. The
function of the material often includes several dimensions. For instance, paints or
coatings have protective (inhibit damages) and decorative aspects (colors, feelings
and “touches”).

A more detailed classification of technology [Runge 2006:621-623] is useful for the de-
veloper (entrepreneur) with regard to current or future characteristics of related of-
ferings (Table 1.12,), particularly concerning functions, applications and performance
characteristics, opportunities or threats (Table 1.51), status and finally, whether they
can be codified and documented.

For instance, using the classification into base, key and pacing technologies allows a
firm to structure its product portfolio and in this way to establish corresponding re-
source allocations to higher value key technology projects (“winner technologies”)
rather than low value base technology projects.

Concerning technology as a means to an end “generic technologies” provide a substi-
tution potential for existing offerings and represents a “many-to-one” relationship. On
the other hand, the notion “platform technology” represents the “one-to-many” case
(one technology to more than one product or one individual product to several dif-
ferent markets). In so far a platform technology provides a basis for “economies of
scope” (ch. 4.3.5.2).
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Table 1.12: Types of technology, their characteristics and some implications.

Technology Type Explanation and Comments
Base A set of technologies, usually associated with a set of stan-
Characteristics: dards, that are used by an industry or industry segment and

General competency;
Price-based competition

which does not per se provides a competitive advantage for
a firm; base technology is available externally.

Usually company staff job descriptions define basic techno-
logy as understanding and use requirements.

Key

Characteristics:
Specific competency;
Competitive advantage

A crucial element in the research and innovation process. It
may involve the creation of fundamentally new capabilities
(developing, designing, manufacturing and evaluating pro-
perties) in areas perceived as value creating currently or in
the future, such as nanotechnology.

It may lead to competitive advantage and differentiation.

Platform

Characteristics:

One technology, many
applications, products,
markets

It is a general-purpose technology that enables a family of
options, the basis for “technology exploitation strategies.”

A “platform technology” allows more than one product to be
developed or developing one product for several markets or
applications.

A “platform” allows achieving customer diversity and product
multiplication and being economically at it, with limited mar-
ginal investments in comparison to competitors with no such
advantages.

The assets forming the platform are threefold: technologies,
brands and delivery infrastructure.

Generic

Characteristics:
One function — many
technologies

It is defined with regard to an end, a particular product, proc-
ess or system, and therefore allows implementation through
different technologies.

For instance, membranes or ion exchange resin technology
may be used for water treatment or using nails or screws
versus adhesives may be used for “fastening” parts,
batteries or fuel cells for mobile energy provision.

Generic technologies may also refer to different input to ob-
tain the same product (e.g. biobased versus petrochemical
input).

They are usually competitive as they are associated with
different cost structures and may substitute each other.
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Enabling

Characteristics:

New functions for existing
products;

A required piece of tech-
nology for a specific other
one

A subset of technologies which is essential for a specific
phase of science, product or process development, or
manufacturing.

Chemical analysis is a critically important enabling techno-
logy. Biotechnology is an enabling technology for the con-
version of biomass to bioproducts, biomaterials or bio-
energy.

Computational fluid dynamics (CFD) is enabling for process
modeling, simulation, operations optimization and control.

Enhancing

Characteristics:
Improving performance for
an existing offering

Focusing on only incremental shifts in product performance
of existing materials; for instance, chemical nanotechnology
may occur as only an “enhancing technology” for coatings or
chemical-mechanical planarization (CMP) for the polishing
process.

Pacing

Characteristics:

A piece of technology that
determines the function of
another technology and/or
determines the rate of im-
plementing another tech-
nology

A technological area which represents a limiting factor (step)
in the progress of a particular program (project or innova-
tion). Pacing technology may currently be not available or
applied but can potentially “change the game.”

Currently lignocellulose feedstock (LCF) conversion is pac-
ing for a biobased chemical industry (A.1.1)

For separation technology filtration and centrifugation are
key technologies, membranes/reverse osmosis are pacing
technologies.

Pacing means technology development-determining or rate-
determining; also with regard to scale-up or material proc-
essing technology (in German Schrittmachertechnologie)

Emerging

Characteristics:
An important future
technology

A technology anticipated (or proven) to grow and expand
and become important and valuable for an industry or
industry segment (for instance, fuel cells for vehicles)
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Table 1.12, continued.

Technology Type Explanation and Comments

Tacit Practical knowledge, techniques and experience of people
- which is neither documented nor codified; in particular, it is

Characteristics:

Bound to people (‘in the not patent protected.

heads of people”) In the absence of strong intellectual property rights tacit

technologies provide a more durable source of competitive
advantage than those that can be easily codified (e.g. trade
secrets)

1.2.5.2 Aspects and Perspectives of Value

Generally, value is viewed as the worth, importance/relevance or usefulness (utility).
In business, value refers to the worth in monetary terms of the social and economic
benefits a customer pays for an offering (with or without service). With regard to most
technology-based products value is initially focused on functionality and/or perfor-
mance.

Value is what you get in exchange and can be “objectively” assessed against an
equivalent offering and what you get you subjectively attribute value to. In assessing
the value of a product the customer perspective of value includes several dimensions
given in Table 1.13 — and including value perspectives of consumer goods or services.

Table 1.13: Value perspectives of customers concerning a product ([Dorf and Byers
2007:64-65] modified).

Product Performance, quality, features, consistency, safe, self-explanatory, easy
to use, selection (version), brand, disposal; references and reviews

Price Fair, visible/transparent, reasonable, consistent

Access Convenient, location, nearby/at-hand, easy to find — in a reasonable
time

Service Ordering, delivery, return, warranty, after sales service, technical

service, responsiveness

Experience Intimacy, respect, emotion, excitement, fun (Box |.16); experience with
supplier
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In economics the concept of utility is usually related to consumers to explain economic
behavior in terms of attempts to increase one’s utility. And, hence, it is not meaningful
to use related concepts generally in an area where professional and industrial cus-
tomers preponderate.

Utility is an abstract concept. The units to which one assigns an “amount” of utility,
therefore, are arbitrary, representing a relative value. Total utility is the aggregate sum
of satisfaction or benefit that an individual gains from consuming a given amount of
goods or services in an economy. The amount of a person’s total utility corresponds to
the person’s level of consumption.

For a to-be entrepreneur another value perspective may emerge. Due to scarcity of
resources (ch. 1.2.1; Figure 1.7) and allocating resources for entrepreneurship the
notion of opportunity cost can play a crucial part in ensuring that scarce resources are
used efficiently. Opportunity cost is the cost we have when we give up something to
get something else. There can be many alternatives that we give up to get something
else, but the opportunity cost of a decision is the most desirable alternative we give up
to get what we want. Consideration of opportunity cost may enter the decision-making
of becoming an entrepreneur when “income” as a firm’s owner is compared with
income as an employee of an existing firm.

For value and valuation in business situations GST emphasizes the character of value
to express a relation, the perspective of parties (Figure 1.25). Basically, exchange
value refers to an item or service produced for and sold on a market. Usually, ex-
change value, is the result of subjective value judgements. Other aspects are use
value (utility) and price. 2 |f the exchange value is attributed only to money value
corresponds to price. In trading processes and markets according to US investor
legend Warren Buffet:

“Price is what you pay, value is what you get.”

The customer’s perspective of what he or she gets is a “perceived value.” It is a cus-
tomer’s opinion or assessment of an offering’s value to him or her. It depends on the
offering’s ability to satisfy his or her needs or requirements, helping to solve a pro-
blem, providing a solution, giving results or providing excitement. This applies to both
tangibles and intangibles.

As we deal with tangibles and intangibles or tangible and intangible assets and men-
tioned that in-licensing and out-licensing represent important aspects for innovation
and technology entrepreneurship (Table 1.3, Table 1.8) it is worthwhile to inquire fur-
ther into the value concept (Figure 1.31) in the context of GST.

For instance, NTBFs and RBSUs particularly from biotechnology and nanotechnology
are often founded on the basis of technology licensed from a university or (public)
research institute via corresponding “technology transfer units” (Table 1.20) or rely for
their business model on out-licensing their technologies (A.1.1; Figure 1.183). For
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large firms making money by out-licensing may become a significant source of reve-
nue [Runge 2006:662, 673-678].

Instead of not losing value over time and keeping value intangible assets may even
increase over time. An example is experience related to the learning curve (ch. 1.2.3).

In this regard one is led to differentiate two fundamental concepts, exchange value
and sharing value (in German Mitteilungswert). The expression “sharing value” as
contrasted to exchange value denotes a value category rather than the process of
sharing value(s). Furthermore, one should note that tangibles usually lose value
through usage or over time whereas intangibles do not lose value through usage, they
“age” (Figure 1.31).

Two primary forms of intangibles can be differentiated in Table 1.8 — legal intangibles
(such as patents, trade secrets, designs, copyrights, trademarks) and organizational
intangibles (such as various forms of knowledge and intelligence, decision-making,
structural activities and systems of activities, including coordination, cooperative acti-
vities, leverage activities etc.) or the firm’s relationships with its environment, such as
supplier or customer relationships and cooperative activities.

Competitive intangibles impact effectiveness, productivity, and opportunity costs within
an organization — and therefore expenses, revenues, customer service or satisfaction,
market value, and share price. Human capital is assumed to be the primary source of
competitive intangibles for organizations today. 2 Intangible assets usually have an
impact value (in German “Wirkwert”) and may provide competitive advantage.

Recently, in the context of online games (ch. 3.4), a suggestion has emerged focusing
on monetization of “virtual goods” which exhibit a relationship to impact value (Box
1.16).

The exchange and sharing value categories differ by several dimensions. The first re-
fers to the character of the business process as a relation including transfer. The ex-
change value is associated with a bidirectional transfer of either assets (or its mo-
netary equivalents) as well as property rights in the sense of law, such as patent
swaps. In trading businesses sharing value is essentially related to content (knowl-
edge, etc.) or/and learnables (behavior, training, change management, “best practice”
etc.). In our context sharing value is associated with only a monodirectional transfer of
rights concerning intangible assets. Actually “transfer” is a misleading notion here.

Sharing means, in reality there is no transfer of “entities” (information, knowledge or
practice) from a source (origin) to a target; the “entity” is still with the source. For
instance, in a license business the know how for a process is still with the licensor and
shared with one or more licensees. The intangible becomes a communality.

Generally, in trading situations sharing value depends on the “sharing ratio” which is
the proportion with how many customers a “supplier” shares the offering. The larger
the number of customers the “entity” is shared with the less is the sharing value. For
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instance, if a license is only provided to one licensee (1:1 trading) this exclusivity will
exhibit the highest sharing value (Figure 1.31).

Valuation is usually against monetary terms or using monetary terms as an intermed-
iate, a gauge. The last case occurs usually for cross-licensing (“patent swaps”) be-
tween firms. And sharing intangibles may even be reflexive among the partners. An
example is “reciprocal technology sharing” which is “grant-back” any improvements
made to the technology and perhaps also development testing by the licensee to the
licensor.
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Figure 1.31: Special aspects of value.

Sharing value exhibits several aspects of time dependency. Generally, for patents, for
instance, referring to legal protection time, early-term patents (and related licenses)
are generally more valuable than those that have been in force beyond a few years,
and certainly more valuable than those which are beyond their midpoint.

On the other hand, attributing (monetary) value to intangibles, for instance, brand or
patent valuations, shows context and time dimensions and is extremely complex. This
is particularly true for inventions (patents for licensing). Hence, technology startups
relying heavily on an out-license business may have serious problems with income
forecasts!

Patent valuation does not reach a broadly accepted practical usefulness. This is, on
the one hand, due to innumerable special situations and considerations under which a
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patent or patents may need to be evaluated. These can range from the need to set
value for a licensing arrangement or due diligence for merger and acquisition (M&A)
or for an IPO (see below). On the other hand, one needs to assess appropriate quali-
tative value dimensions of the asset (composite valuation) for the particular time and
context of valuation related to the licensing case (Table 1.14). There are three popular
approaches of patent valuation 1) cost, 2) the market, 3) the income (reward) of the
licensor and licensee.

As a complement to the notion “perceived value” which we refer to individuals we in-
troduce the notion “ascribed value” as a systemic category which is generated by
consensus or common interests and behavior of a social group in attributing value. It
refers usally to valuating or perceiving value of a current situation or object and the
expectation that it will provide future socio-economic benefit. Value attributes are often
using a binary scale (for instance, worth — unworth; in German wert — unwert) or an
ordinal (comparative) scale.

But cognitive biases may even provide ascribed value on the ratio measurement scale
(ch. 1.2.1). Ascribed value may lead to have strong anomalous effects in the aggre-
gate if there is social contagion of ideas and emotions (causing collective euphoria or
fear) leading to phenomena such as herding which describes how individuals in a
group can act together without planned direction. The term pertains specifically to the
human conduct during activities such as setting firm’s stock value, stock market
bubbles and crashes, street demonstrations, sporting events, but also everyday
decision-making, judgment and opinion-forming. %

Ascribed value may become market capitalization of a firm, for instance, induced by
an Initial Public Offering (IPO) at a stock exchange. According to Wikipedia, market
capitalization is a measurement of the value of the ownership interest that sharehold-
ers hold in a business enterprise. It is equal to the share price times the number of
shares outstanding (shares that have been authorized, issued, and purchased by
investors) of a publicly traded company.

Under ideal conditions market capitalization represents a public consensus on the
value of a company’s equity. But it is possible for stock markets to get caught up in an
economic bubble, like the steep rise in valuation of technology stocks leading to the
Dot-Com Crash in 2000. Hype can affect any asset class. It rises disproportionately to
what many people would consider the fundamental value of the assets in question.

It took the 2011 IPO of LinkedIn (B.2), a professional social networking site, to ignite
stock market enthusiasm for the latest generation of US Internet listings (ch. 3.4.2.1).

For instance, in May 2011 shares of US firm LinkedIn (founded in 2003), which ope-
rates a professional social network site, opened at $83 on the New York Stock Ex-
change, up 84 percent from its IPO price of $45. By the market's 4 p.m. close, the
stock had soared 109 percent to $94.25.
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At the end of the day, LinkedIn was worth $8.9 billion — despite after years of losses,
LinkedIn squeezed out just a modest profit of $15.4 million in 2010. That means, at
$8.9 billion its market capitalization was 578 times 2010 profit. In an interview,
LinkedIn Chief Executive Jeff Weiner played down the significance of the IPO’s surge.
“This isn’'t necessarily indicative of anything,” he said. “The market will do what it will

do.” (ch. 3.4.2.1; LinkedIn Corp., B.2)

And the IPO of US firm Groupon in November 2011 (ch. 3.4) focused the dis-
cussion on the Internet as a “platform for technology speculation” (ch. 3.4).

Table 1.14: Valuation parameters for intangible assets exemplified for patent licensing.

The valuation approach must be in line with the purpose of valuation

Characteristics of the invention, like
Type of technology,

Type and function of patent and constella-
tion (single or patent family member),

Relation to state-of-the art,

Development stage in relation to commer-
cialization.

Type of license, like
All versus selected patent claims,
Exclusivity versus non-exclusivity,

Result of licensing — payments (cash) ver-
sus transfer of ownership (equity),

Cross-licensing,

Reciprocal technology sharing.

Characteristics of the licensor, like

Firm features — industry, size, legal status
(public or for-profit),

Firm’s goal with licensing — strategy and/or
income, type of license, market and region,

Single patent or part of a “cluster,”

Cost of getting and keeping the patent.

Commercial situation, like
Competitive situation,
Market and sales potential,
Expected profit of licensee,

Expected increase of know-how and further
exploitation of licensee,

Lost opportunities of licensor.

Characteristics of the licensee, like

Firm features — industry, size, legal status
(public or for-profit),

Firm’s goal with licensing (strategy and/or
income, type of license, market and region,

If applicable, role of the licensed patent for
the firm’s patents, substitution of an “old”
one,

Options to further develop licensed techno-
logy.

Existing industry practice, like
Intensity of licensing,
Typical cost of licensing a similar patent,

Typical contribution of licenses to profit of
licensor.
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Technical and Market Value

In the context of technical innovation it is important to differentiate market and tech-
nical value [Runge 2006:613]. Market value comprises the degree to which a real
customer perceives the need for the company’s product (offering) and after a
cost/benefit assessment pays the product price to purchase it. On the same level the
demand value expresses a real demand — the total of what everybody in a particular
market wants. This may disregard price setting independently from any market influ-
ences (price insensitivity), as is often the case for products or services purchased by
military or other governmental organizations for political reasons.

Technical value provides different perspectives for producer/supplier and customer.
To the customer technical value is measured by meeting or exceeding design specifi-
cations expressed by the price the customer accepts to pay. The customer simply ex-
pects the offering (product, process, system) to work right every time.

To the supplier or producer technical value is measured by how protectable from the
competition the product is or how exploitable the product is as a basis for further of-
ferings, for instance, based on a platform technology. Technical value, for instance,
comprises

= Patents,

= Know-how,

= Lower cost of manufacturing,

= Synergy with other products,

= Related service that can be provided,

» Product switching cost (cf. Figure 1.94 and below text) with the customer,
» Imitation barriers (for instance, complexity of a product).

Market value and technical value may not match at all. Both have critical time periods
and constellations, the Window of Opportunity, which must match to make an inno-
vation or market entry successful.

Technology entrepreneurship is about

= value creation and
= value capture (appropriation)

based on science and technology with three associated questions:

= Concerning value creation, how does the scientific idea or technology create
protectable technical and market value?

= Concerning value appropriation, can we capture the market value inherent in
this idea and/or technology in the face of competition and can we increase
value by participating in further steps of the value system (ch. 1.2.5.1)?

= How can we create and keep competitive advantages?
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1.2.5.3 Industry, Markets, Growth and Competition

Technology or innovation diffusion proceeds into various systems (Figure 1.13), for in-
stance, into a particular industry or an industry segment or even an overlap between
different industries or industry segments. An industry is a general term to describe a
group of firms or businesses doing similar things. The petroleum industry works main-
ly with oil and gas, although one could say the fossil fuels industry includes the com-
panies working with petroleum, natural gas, and coal. Industry legitimacy has to do
with the degree to which the products and services offered by organizations in a given
industry are accepted as appropriate and useful by broader publics. Industry norms
and rules define what kinds of economic behavior are appropriate and socially accept-
able.

There are often no clearcut differentiations between industries. Overlap occurs by co-
evolutionary developments without giving rise to a particular label identifying the con-
tributing segments by name, such as cosmeceuticals or nutraceuticals originating with
cosmetics or nutrition industries combined with pharmaceuticals and health care
(Figure 1.91). One of the most complex industries in this regard is the chemical indus-
try [Runge 2006].

Rather than focusing on offerings (products, services) one can also refer to another
view of an industry focusing on substituting offerings: Generically, an industry de-
scribes a group of firms or businesses doing functionally equivalent things. Runge
[2006:29, 256] describes the example of the “fastening industry” which comprises prin-
cipally mechanical fasting by nails, screws, etc. as well as chemical fastening by
adhesives.

He cites the US firm Closure Medical [Runge 2006:39,98-103] as well as the German
Hidden Champion Wirth GmbH (ch. 4.1.1; Box 1.23; [Runge 2006:256-258]) which is
a ca. €8.6 billion (in 2010) firm. The core business of the Wirth Group is the
worldwide sale of fixing and assembly materials, including screws, screw accessories,
dowels and plugs, chemical products (adhesives), furniture and construction fittings,
tools, and stock keeping and picking systems. Closure Medical develops,
commercializes and manufactures several medical cohesive products based on its
proprietary and patented cyanoacrylate adhesives technology. It emerged as a very
serious threat for players in the conventional stitches and suture market as a generic
technology to affect stitches as the primary method of suturing wounds.

Technology-based industries either rely on creating technology and related offerings
(Table 1.3), particularly relying on research and development activities, or on utilizing
existing technologies to create products and services which are offered in a market.

For entrepreneurs the primary domain entering commercial reality is the market. In
mainstream economics, the concept of a market is any structure that allows buyers
(customers) and sellers (suppliers) to exchange any type of tangible goods or services
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and share information and knowledge. The exchange of goods or services for money
is a transaction.

There are two roles in markets, buyers and sellers, market participants who influence
the price. The market facilitates trade and enables the distribution and allocation of
resources in a society. A market allows any tradable item to be evaluated and priced.
Hence, it includes also trading of intangibles. Without competition there would be no
market.

Markets vary in size, range, geographic scale, location, types and variety of human
communities, as well as the types of goods and services and intangibles traded. A
business that focuses on a niche market is addressing a need for a product or ser-
vice that is not being addressed by mainstream providers. Targeting a product or ser-
vice to a small portion of a market is often advantageous for entrepreneurs as it is not
being readily served by the mainstream product or service marketers and there is little
competition to be expected.

Also customers and consumers exhibit a kind of competition, a competition for social
recognition by innovative offerings. There are early users who exemplify a certain type
of innovation use that others will imitate (Figure 1.29). This changes demand; and in
this way niche products even may become mainstream.

In economics, a market in a capitalistic society that runs under laissez-faire policies is
a free market. It is “free” in the sense that the government makes no attempt to inter-
vene through taxes, subsidies, price ceilings, minimum wages, etc. and thus influ-
ences price settings. However, market prices may be distorted by a seller or sellers
with monopoly power, or a buyer with monopsony power (a market form in which only
one buyer faces many sellers).

However, the “free market” is mostly an idealistic theoretical concept as market reality
encounters a number of factors that intervene with “market freedom.” One, therefore,
should differentiate markets based on ideal economic principles, “economic markets,”
from those which are overlaid by other factors or regulations, such as policy or/and
societal attitudes.

A final remark concerns some semantics. According to our definitions, innovation is
bound to the adoption of the offering and largely independent from consideration of
input/resources and conversion processes (Figure 1.5). However, purchasing deci-
sions and adoption are complex according to a spectrum of factors that enter here.
Attitude is one such factor, policy is another one. This can be seen from the discus-
sion of “corn ethanol” and ethanol made from food crops (first-generation biofuel)
versus “cellulosic ethanol” made from biomass or waste (second-generation biofuel)
as a transportation fuel (Box I.1; A.1.1) where input may be essential for adoption.
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Technology entrepreneurship, particularly concerning TVT or HVT (Table I.1),
can be advantageously be dealt with by several different types of market
(which, however, may exhibit partial overlap or effects on each others).

An “economic market” is seen here essentially as that what economists and MBAs tell
us a market ideally to be. But the systems-oriented taxonomy in Table 1.15 which is
not taught by economics focuses pragmatically on players, drivers, functions and in-
terferences that distort the model of the “economic market” by affecting (national)
technology entrepreneurship and innovation significantly.

An industry may be involved in several kinds of markets. For instance, in the health
area the pharmaceutical and partially also the biotechnology industry are in mediato-
rial markets through prescription drugs which additionally exhibit features of a policy-
driven one and of economic markets through over-the-counter (OTC) drugs.

Military-driven markets as part of policy-driven markets are special as they often turn
out to be price-insensitive. Furthermore, having military as a customer or financial
backer may sometimes raise issues of ethics for entrepreneurs or innovators, respec-
tively (ch. 2.1.2.8).

Table 1.15: Types of market relevant for technology entrepreneurship and innovation.

Type of Market Characteristics, Remarks

Economic markets Markets where the offering is purchased more or less on the
basis of some price/performance/usefulness assessment of the
buyer — largely the idealistic model of academic economics
(“free markets”); however, attitudes may often play an important
role for purchasing decisions;

These markets develop essentially according to endogenous
forces not determined by special supersystems or agents (as
given below);

Technology entrepreneurship in the areas of software and
technology-based services (TBS) address often economic

markets.
Policy-driven If policy interferes significantly, there will be “policy-driven mar-
markets kets.” It may affect suppliers and customers.

Often a response of policy to societal situations, for instance,
social or environmental attitudes;

policy interference is usually based on political or military pro-
grams, setting laws and regulations; acting as a customer;

As described below the developments of the IT and biotechno-
logy industries in the US relied essentially on promotion and
support by the Defense Department (DOD) and the National
Institutes of Health (NIH);
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A similar effect is observed globally for the biofuels market
(A.1.1); itis policy- (and military)-driven;

Policy intervention is not only through taxes, subsidies, price
ceilings, loan guarantees, guarantees of purchasing fixed
amounts of goods or services from a particular firm, providing
infrastructures, but also bailing for companies’ exports, setting
tariffs, regulations or industry standards in a way to protect
national industries and help financing startups;

Policy-driven markets as an overlay to economic markets usu-
ally have a temporal existence; its drivers may have a life-time
(of a political program or a government) and may disappear to
re-establish the situation of an economic market;

a political program often appears simultaneously on the supply
and the demand side (such as, CleanTech).

Customers (“researchers”) from public universities and research
institutes as part of the S&T System and their purchasing power
may be viewed largely as policy-driven.

The combination of policy-driven and attitudinal markets be-
comes particularly powerful as drivers of innovation and entre-
preneurship.

For health, for instance, in Germany the pharmaceutical industry
operates partially in a system of fixed prices for prescription
drugs throughout Germany (in German Preisbindung) and fixing
of prices for the first year for approved prescription drugs is es-
sentially by the pharmaceutical firms. This is a special “drug
market” (in German Arneimittelmarkt)

Attitudinal markets

Markets where potential customers are significantly driven by at-
titude or ideology or movements in the society,

for instance, “green markets” which make their support of re-
newables strong enough to overcome clear financial disadvan-
tages;

Also the “wellness market” belongs to that category;
extreme examples are nationalistic movements, such as “Buy
American” or “Buy German”;

Another example for attitude-related purchasing behavior refers
to offerings produced by or containing genetically modified or-
ganisms or objects (GMOs) which is an issue for biofuels
(A.1.1).
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Table 1.15, continued.

Type of Market Characteristics, Remarks

Mediatorial markets Markets where, at least, partially, “mediators” (agents) deter-
mine what end-users should or even can purchase, for instance,
that part of the health market in which physicians, by prescript-
ing drugs, declare the (medical) needs and determine the asso-
ciated drug purchase; here we have decision-making for the
end-user/consumer,

hence, here the target of marketing are the mediators rather
than the end-users/consumer,

supplier is the pharmaceutical and biotechnological industry;

These markets are strongly influenced by the type of socio-
economic system of a country and the role policy plays here.

The above obviously complex situation for making business is not only a constraint or
threat to entrepreneurship. On the contrary, it opens (and initiates) myriad of opportu-
nities or, at least, incentives for technology entrepreneurship and innovation.

For instance, although Germany’s geographical position on the world map does not
make it an ideal location for solar energy due to it receiving only moderate levels of
solar radiation, an outburst of entrepreneurial activities backed by governmental pro-
grams in terms of financing options and tax breaks for innovating firms and subsidies
for customers of grid connected systems occurred. Germany ranks now first/second
place in the photovoltaic (PV) market, generating about one quarter of the total world
market having overcome the US and Japan.

A detailed discussion of entrepreneurship and intrapreneurship originating in policy
programs is presented for the biofuels field (Box 1.1, A.1.1) and photovoltaic and solar
cells fields (ch. 4.3.5.2, Box 1.22).

A special type of policy-driven markets concerns laws and regulations targeting envi-
ronmental health and safety (EH&S), for instance, regulations for bringing “dangerous”
chemicals into the market or requiring approval of drugs or food processing aids for
public use by the Environmental Protection Agency (EPA) in the US or the European
Medicines Agency (EMEA). Compliance with corresponding regulations or anticipation
of regulations to come represent excellent opportunities for “regulation-driven” innova-
tions and technology entrepreneurship.

On the other hand, for policy-driven markets, rather than addressing customers to pur-
chase the offerings of the NTBFs, NTBFs’ marketing activities may address political
decision-makers, shape the perception of their technologies and streamline their ad-
dresses to fit the buzz words of the related programs to obtain backing by policy. This
can be seen in case not only for firms engaged in renewable energies (photovoltaic,
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wind power or professionally managed VC-based biofuels NTBF (A.1.1), but also in
case of academic startups (SiGN Chemistry, B.2).

From the technology-based firms’ point of view including NTBFs the basic types of
customers comprise:

* Industrial customers:
Purchasing offerings may be for research or commercialization purpose (de-
velopment, engineering and production) taking a particular position in the
value system; for instance, currently nanotubes are mostly sold to firms for
their research on nanotubes; purchasing services refers often to the firm’s
operations.

» Professional customers (in German gewerbliche Kunden):
Purchasing offerings by non-industrial organizations, for-profit commercial set-
tings (for instance, marts or retailers’ facilities), scientists and engineers from
academic research units or institutes, respectively, physicians purchasing
products to be applied to treat injuries, farmers buying pesticides, but also
craftsmen delivering products and services to consumers, such as a repair
shops buying paints and adhesives — self-employed like physicians or patent
lawyers;
purchasing by public (governmental and non-governmental organizations,
such as municipal infrastructural facilities or services, sport centers, but also
universities and research centers)

= End-users:
which may be “professional users” in commercial environments, such as office
professionals, but in particular, consumers (including do-it-yourself (DIY)
users).

= Military and aerospace customers:
A special class of governmental (public) customers expressing often their
needs in terms of “wish lists” based on political directions and arguments.
Combined military and political interferences may be observed, if products of
military are also used for civilian purposes by NGOs upon request of policy
(such as the UN). An example would be mine clearance machines (MineWolf
Systems AG; B.2).

For information & communication technology (I&CT) end-users are often segmented
into groups according to level of complex usage of the technology and the level of
knowledge and experience with the technology:

= Power users
=  “Normal” users and
= “Novices.”

The majority of (non-I&CT) technology entrepreneurs is engaged in business-to-busi-
ness (“B2B”) activities which means having industrial and professional customers. In
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the US, for instance, most Inc. startups sold to other businesses; only 14 percent of-
fered consumer goods or services [Bhidé 2000:51]

Business-to-government (B2G) and business-to-public (“B2P”) activities include not
only military and aerospace, but also universities and public research institutes and,
particularly in Germany, also counties, cities and communalities which are engaged
often in a semi-public way in utilities provisions, such as water treatment (Puron AG,
Figure 1.72, Table 1.41). Customers in universities and public research institutes have
preferentially needs for science, R&D and engineering.

Corresponding NTBFs, therefore, often do not only target these customers, but also
the R&D and engineering functions in industry as a further market segment (for in-
stance, German WITec, JPK Instruments or US Cambridge Nanotech; B.2).

In contrast to scientists and engineers of industrial research as part of an economic
market scientists and engineers of academic research units or institutes as customers
may represent a market that is often policy-driven and requires a global perspective to
cover the intrinsic internationality of this segment and to exploit the whole market.

It is to be noted that the differentiation of customers has some important conse-
quences for NTBFs, in particular, differentiating the users from the “buyers.”

» Whereas consumers (as end-users) are the persons who make a purchasing
decision, for industrial, but also partially for professional customers the pur-
chasing decision may be made by persons others than the end-users, for in-
stance, through a Purchasing Department in large firms.

= The focus of marketing and its proven methods refer essentially to consumer
markets, which are typically little addressed by NTBFs unless they operate in
the 1&CT area, particularly Internet comsumer services.

The effect a change in price will have on customers is the price-sensitivity. Price
increases will probably cause a decrease in sales. But, customers will have certain
price acceptability, what they perceive to be the range of price within which they will
buy a particular offering. Price sensitivity reflects the awareness of the buyer to the
price of the item he or she wishes to buy in relation to substitutes and expected utility
or value.

For entrepreneurship there are some specific situations of price-insensitivity in an
otherwise largely price-sensitive economy. Most obviously, it has turned out that spe-
cial demand from military is often price-insensitive as is sometimes demand from the
health care area, in particular for prescription drugs.

To a small extent price-insensitivity can be regarded as a matter of delayed reaction,
for instance, if curiosity, experimentation, feeling of exclusivity or instinct of play drives
innovators and early adopters of an innovation (Figure 1.29) before mainstream enters
adoption. Another case of price insensitivity can occur, when large industrial cus-
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tomers buy “samples” to be used for experimentation by their R&D or Engineering
Departments or want to gain early experiences.

Long-term development (decades or centuries) of an industry is usually associated
with fundamental changes in technology. Medium term development (industry dyna-
mics) is usually associated with the growth of the industry’s firms and the competition
among the firms. Competition, essentially for market share, is a source of internal
forces that generate states of non-equilibrium. This results in a change of the land-
scape of the players, some becoming bigger, some smaller, some split, some new
ones (“entrants”) appearing and some old ones disappearing (“exits”) as a result of
acquisition, re-structuring or bankruptcy.

In an industry “re-inventing” a firm is the norm and, apart from looking for technical
novelties, companies also have to look for novel organizational structures and ap-
proaches that might fare better than the traditional ones or provide a better fit to new
determinants of the environment. Experience and theory tell that in the development
and change of industries and their offerings discontinuous or disruptive changes of
categories, such as technology, performance or value, occur repeatedly.

Competitive advantage is defined as the advantage one business entity has over its
rival entities within its competitive industry (or more specifically within the competitive
group in an industry segment). Competitive advantages give a company the edge over
its rivals by an ability to generate greater value for the firm.

Competitive advantage occurs, for instance, when an organization acquires or devel-
ops an attribute or combination of attributes that allows it to outperform its competitors
(Table 1.75).There can be many types of competitive advantages including the firm’s
cost structure, product offerings, distribution network or customer support.

Understanding your competitive advantage is critical (Table 1.75). It is the reason you
are in business. It is not enough just to have an advantage over your competitors; you
have to keep it over time. It must be sustainable competitive advantage.

There is a saying that (in established industries) roughly 70 percent of all new pro-
ducts can be duplicated within one year and 60 to 90 percent of process improvement
(learning) eventually diffuses to competitors. The more sustainable the competitive
advantage, the more difficult it is for competitors to neutralize the advantage.

Competitive groups identify firm groupings from the demand-side of the market or
competition for consumers. Competitive groups are groups of firms whose leaders or
managers perceive each other as rivals. Competitive groups are seen as distinct from
“strategic groups” and are made up of firms that compete in the same market seg-
ments and which offer direct substitutes for one another (given in [Runge 2006:33,
221)).

Beginning with commercial activities a startup has to enter an existing market — unless
the startup is about to create a new market on the basis of a disruptive innovation. It
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may also be that even in its early development phase an NTBF identifies an opportu-
nity in a different market which it decides to pursue. Hence, an NTBF will be con-
fronted with entry barriers. In economics an entry barrier means obstacles in the path
of a firm into a market, that make it difficult to enter a given market, especially a con-
frontation with existing market participants, the competitors.

Barriers to entry restrict competition in a market. Barriers to entry may be the source
of a firm’s pricing power — the ability of a firm to raise prices without losing (most of) its
customers. Typical barriers to entry for NTBFs include: 2

= Control of resources: a single firm has control of a resource essential for a
certain industry, then other firms are unable to compete in the industry;

= Research and development: some products, such as microprocessors, re-
quire not only a large upfront investment in technology, but also continuously
large expenses for R&D including facilities, such as investing in clean room
laboratories;

= Intellectual Property Rights (IRPs): particularly patents and trade secrets
may hinder to utilize efficient technologies to produce or provide a firm’s offer-
ings; there may be requirements for in-licenses from other firms (competitors);

= Government regulations: may make entry more difficult or impossible, for in-
stance, regulations with regard to raw material and intermediates for products,
environmental, health and safety (EH&S) or industrial hygiene for operation;
permits may raise the investment needed to enter a market;

= Industry standards: set by government or industry associations;

= Investment in production (and marketing): very large investments are
needed to enter the market — not only for production, but probably, except for
research and prototype creation, the investments for the remaining scale-up
process (Figure 1.8, Figure 1.9);

= Sunk costs: Sunk costs (ch. 5.1) cannot be recovered if a firm decides to
leave a market. Sunk costs therefore increase the risk and deter entry (may
also be an exit barrier).

However, also leaving a market may turn out to be important, for instance, when
changing the direction of commercial activities or giving up the firm after running out of
cash. Such an exit does not proceed without barriers.

In economics exit barriers are obstacles in the path of a firm which wants to leave a
given market or industrial sector. Particularly the cost of the firm to leave the market
may prohibit it doing so, financially but also in terms of experiences to run the
business. If the barriers of exit are significant a firm may be forced to continue com-
peting in a market, as the costs of leaving may be higher than those incurred if they
continue competing in the market.

Typical examples of exit barriers for NTBFs comprise essentially various types of sunk
cost of high investment in non-transferable fixed assets associated with:
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» Heavy investment capital in equipment and instruments for manufacturing or
R&D which is specific to one task,

= Investment, implementation and learning of large I&CT systems for a specific
task, such as a high-throughput system for R&D;

= Heavy investment in personnel with skills and experiences in just one tech-
nology or business area to be lost, such as scientists and engineers;

= Along-term contract with a major customer concerning delivery of a particular
product or good.

High barrier to entry and high exit barrier are usually observed for specialized energy
markets, such as biofuels (A.1.1).

Industries are often classified according to the number of sellers, presence or absence
of entry, mobility, exit, and shrinkage barriers; degree of product differentiation, cost
structure and degree of globalization.

The fate of an industry, particularly a technology-based industry, follows the develop-
ment over time curve observed for living organisms. The life-cycle curve follows es-
sentially a bell-shaped development with four phases: emerging, growing, maturing,
and declining phases.

A corresponding curve can be observed for a particular technology or product and is
shown for an ideal case (a normal distribution curve with standard deviations Sd) in
Figure 1.32. For the corresponding technology or product life-cycle one speaks of the
introduction or launch rather than the emerging phase (cf. Figure 1.28).

Growing Maturing

Emerging Declining

W25 #-5d ¥ H+50 Time

Figure 1.32: Ideal life-cycle curves for technology, a product or an industry.

The average life-time of a product plays an important role for the time that can be
spent for the development. For instance, for the majority product life-cycles of
chemical products are 5 — 10 years with another large set of products having life times
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exceeding 10 years. Even much more is observed for plastics. But it is estimated that
for specialty chemicals “a product will be obsolete in three to five years.”

This is still fundamentally different from the situation of the I&CT and computer
industry where the life-times of the majority of products is in the range of 1 — 4 years
and only ca. 25 percent of products exists for more than 4 years [Runge 2006:655].
Development and market entry times and cost in relation to the product’s life-time
enters as an important factor for a product’s economy.

The question facing any company, in particular a startup or NTBF, is whether to enter
or invest in a particular market given its dynamics. An entrepreneurial firm is likely to
be a new entrant to the market. Much will depend on the nature and intensity of com-
petition in that market. Michael Porter put forward a five forces model that intends to
diagnose the principal competitive pressures in a market and assesses how strong
and important each one is and, hence, the intrinsic long-run profit attractiveness of a
market or market segment is.

Currently a six forces model adding “complementors” to the orginal five forces is
often used [Dorf and Byers 2007:87-89]. The six forces are industry competitors, po-
tential entrants, substitutes, buyers, and suppliers and complementors (Figure 1.33).
One goal is then “to find a favorable position in the industry where the company can
best defend itself against these competitive forces or can influence them in its favor.”

The complementors added to the five forces of Porter comprise firms that sell pro-
ducts that add value to the products of a focal industry. Complementors may also
provide improvements or perfections of another offering. For instance, complementors
to the PC industry are firms that produce software applications.

When complementors produce exciting products, such as new games, the demand for
PCs grows and vice versa. Due to their influence on demand of the original offering
complementors’ bargaining power as a special supplier may come into play. When
complements are an important determinant of demand in an industry, the health of the
industry depends critically on adequate supply of complementary products.

In the sense of GST and for the current context, however, the last model must be ex-
tended to an Encapsulated Six Forces Model (Figure 1.33). It comprises industry-
internal (competitive) forces and external driver forces on the industry. The essence of
GST is relating a company to its environment (Figure 1.13) and in particular to the
structure of the industry in which it competes. The environment appears as a set of
forces which constrain the structure of organizations and the behavior of organiza-
tional participants and to which the organization must adapt.

Following the above classification of markets, essential drivers result from societal at-
titudes and political programs which both can create threats, but also opportunities for
the industry’s firms. On the other hand, political regulations usually mean threats un-
less policy introduces regulations to protect the industry from import competition.
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But, there are more factors exerting forces on the Industry System. For instance, there
may emerge industry standards by non-governmental organizations (NGOs) or there
may be forces through the Financial System (ch. 1.2.7) in terms of reduced risks
taking by investors and venture capital firms to support entrepreneurial startups or
existing firms for further growth. For Technology Entrepreneurship, in particular, also
the national Science & Technology System including Higher Education System will
exert important influences (ch. 1.2.6).
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Figure 1.33: Outlining the Encapsulated Six Forces Model of intrinsic long-run profit
attractiveness of a market.

The emerging biofuels industry (A.1.1) represents an illustration of the various positive
and negative as well as mutually enforcing forces which may be active in a policy-
driven market.

Emphasizing technology entrepreneurship and firm’s foundation we will focus on how
the profit attractiveness of a market or market segment may be affected by industry-
internal forces. This will help entrepreneurs to decide against unattractive industry
segments.

In Table 1.16 the unattractiveness referring to Porter’s original five forces is outlined.
However, it is probably not feasible to evaluate the attractiveness of an industry inde-
pendently from the resources a firm brings to that industry. It is thus argued that this
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approach to market forces be coupled with the Resource-Based View (RBV, ch. 4.3.3)
of firms in order for the entrepreneur(s) and the company to develop a much more
sound assessment.

Another kind of economic or industry, respectively, dynamics with relevance for entre-
preneurship is associated with so-called economic cycles or cyclicality. Economic
cycles (business cycles) % are a type of fluctuation found in the aggregate economic
activity of nations that organize their work mainly in business enterprises. A cycle con-
sists of expansions occurring at about the same time in many economic activities, fol-
lowed by similarly general recessions, contractions, and revivals which merge into the
expansion phase of the next cycle.

In duration, business cycles vary from more than one year to ten or twelve years; they
are not divisible into shorter cycles of similar characteristics with amplitudes approxi-
mating their own. These fluctuations occur around a long-term growth trend, and ty-
pically involve shifts over time between periods of relatively rapid economic growth
(expansion or boom), and periods of relative stagnation or decline (contraction, bust or
recession). Despite being termed cycles, most of these fluctuations in economic acti-
vity are recurring, but do not follow a mechanical or predictable periodic pattern.

During recessions many macroeconomic indicators vary in a similar way. Output as
measured by Gross Domestic Product (GDP), employment, investment spending, ca-
pacity utilization of manufacturing plants, business profits and household incomes all
fall during recessions. For NTBFs selling their offerings and profits decrease, pay-
ments by customers often occur late or irregular or customers disappear due to bank-
ruptcy.

Table 1.16: Impacts of an unattractiveness of industry segments according to Porter’s
Five Forces Model.

Rivalry Among Existing Competitors

An unattractive industry segment: contains already numerous, strong, or aggressive competi-
tors; is even more unattractive if the segment is stable or declining.

Unattractive if fixed costs are high, if exit barriers are high, or if competitors have high stakes
in staying in the segment; this will lead to frequent price wars and new product introductions;
will make it expensive for the companies to compete.

Threat of New Entrants

Threat of Substitute Offerings

A segment’s attractiveness varies with the
height of its entry and exit barriers;

most attractive segment: entry barriers are
high and exit barriers are low.

For both low entry and exit barriers firms
easily enter and leave the industry, returns

A segment is unattractive if there are actual
or potential substitutes for an offering; sub-
stitutes place a limit on prices and on the
profits that a segment can earn; price
trends in the substitutes have to be closely
watched.
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are stable and low.

Worst case: entry barriers are low and exit
barriers are high; here firms enter during
good situations but find it hard to leave
during bad situations.

Result: overcapacity and depressed earn-
ings for all.

If technology advances, generic technolo-
gies (Table 1.12) show up or competition in-
creases in these substitute industries,
prices and profits in the segment are likely
to fall

Bargaining Power of Suppliers

Bargaining Power of Buyers

Segment is unattractive if the company’s
suppliers are able to raise prices or reduce
quantity supplied.

Suppliers tend to be powerful when

= they are concentrated (few suppliers) or
organized,

= there are few substitutes,

= the supplied product is an important
input for the buying firm,

= the costs of switching suppliers are high,
= suppliers can integrate forward.

Best defenses: build win-win relations with
suppliers or use multiple supply sources.

A segment is unattractive if the buyers pos-
sess strong or growing bargaining power.
Buyers will try to force prices down,
demand more quality or services, and set
competitors against one another.

Buyers’ bargaining power grows when
= they become more concentrated or
organized,

= the product represents a significant
fraction of the buyers’ costs,

= the product is undifferentiated,
= the buyers’ switching costs are low,

= buyers are price sensitive because of
low profits, or when buyers can integrate
upstream.

For protection:
= sellers might select buyers who have

the least power to negotiate or switch
suppliers,

= developing superior offers that strong
buyers cannot refuse.

There are some industry segments which are assumed to be rather independent from
cycles, such as health or food and nutrition. But, particular suppliers to these areas
may nonetheless suffer. For instance, suppliers of capital goods (machinery for food
and nutrition and packaging) may be affected by limited access to credit for these
firms (cf. the so-called “credit crunch” during the Great Recession 2007 — 2009).

An economic bubble (sometimes referred to as a financial bubble or a speculative
mania) is trade in high volumes at prices that often deviate strongly from intrinsic va-
lues (cf. ascribed value; ch. 1.2.5.2). While many explanations have been suggested,
it has been recently shown that bubbles appear even without uncertainty, speculation
or other effects. As it is often difficult to observe intrinsic values in real-life markets,
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bubbles are often conclusively identified only in retrospect, when a sudden drop in
prices appears. Such a drop is known as a crash or a bubble burst.

Both the boom and the bust phases of the bubble are examples of a positive feedback
mechanism, in contrast to the negative feedback mechanism that determines the
equilibrium price under normal market circumstances. Prices in an economic bubble
can fluctuate erratically, and become impossible to predict from supply and demand
alone.

Economic bubbles are generally considered to have a negative impact on the econo-
my because they tend to cause misallocation of resources into non-optimal uses. In
addition, the crash which usually follows an economic bubble can destroy a large
amount of wealth and cause continuing economic malaise. A protracted period of low
risk premiums can simply prolong the downturn in asset price deflation as was the
case of the US Great Depression in the 1930s for much of the world and the 1990s for
Japan. Not only can the aftermath of a crash devastate the economy of a nation, but
its effects can also reverberate beyond its borders.

Another important aspect of economic bubbles is their impact on spending habits.
Market participants with overvalued assets tend to spend more because they “feel”
richer (the wealth effect). The housing market in the US, United Kingdom (UK), Aus-
tralia, New Zealand and Spain in recent times is an example of this effect. When the
bubble inevitably bursts, those who hold on to these overvalued assets usually ex-
perience a feeling of poorness and tend to cut discretionary spending at the same
time, hindering economic growth or, worse, exacerbating the economic slowdown.

Generally, it is assumed that entrepreneurship follow boom-bust cycles [Metzger et al.
2008]. And also the venture capital system which is relevant for entrepreneurship fol-
lows a boom/bust pattern [Bhidé 2000:162]. According to Bhidé [2000:353] “New
{technology-based} businesses usually start in markets where they compete against
other small companies — or in bubble areas. However, this development is counter-
acted by another industry force.”

In boom times there are many opportunities for people to find a top job in industry,
with top salaries and top working and personal development options. Hence, people
will assess perceived security as an employee against uncertainties and perceived
risks of becoming an entrepreneur. It is observed that more “potential entrepreneurs”
will decide for the industry job. Such a situation is currently found in Germany.

Recently, in Germany, a very severe interference of policy into the economy took
place opening many huge opportunities for entrepreneurship and intrapreneurship.
After the nuclear Fukushima disaster in Japan in 2011 societal and also political
consensus fueled a decision to phase out nuclear power by renewable energy by
2022 by law. This presents huge business opportunities in CleanTech, particularly
wind, solar and hydro power, but also opportunities in upgrading Germany’s electric
grid and a shift to a “smart grid.” Correspondingly, demand of industry for specialists in
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these areas has increased dramatically which may reduce corresponding numbers of
related startups.

The phenomenon in economics in which too much loose cash finds its way into an
area of the market had affected entrepreneurship significantly by way of the “Internet
bubble” of 2001/2002 (reflected by so-called dot-com firms). It resulted from an invest-
ment frenzy that led to wildly inflated prices. Economic activity in those areas affected
is not sustainable in the long run, so large numbers of new firms and late investors
eventually go bankrupt.

The most recent bubble in the biofuels area, its context and related entrepreneurial
activities emphasizing the particular class of venture capital-based startups (VC-based
startups) is treated as an “industry case” in the Appendix (A.1.1; The Biofuels Bubble
and the Related Outburst of Entrepreneurship and Intrapreneurship).

“Biofuels” is actually initiated by governmental initiatives and programs comprising
current legislation and future regulation in terms of mandates as well as huge direct
and indirect financial support. Overall one observes:

= Financing biofuels related research and development and startups; grants,
subsidies and tax breaks or incentives for producers and customers.

= An “explosion” of private investments in a seemingly low risk/high reward op-
portunity and a learning example how venture capital organizations approach
startup investments based on a given portfolio (Figure 1.182).

= And finally, a lucid illustration of market and industry realities and innovation
strategies by large and giant firms is reflected by corporate venturing (ch.
1.2.7.2) with investment in or acquisition of biofuels startups and other compa-
nies, using public funds for company-internal R&D as well as cooperation with
universities and public research organizations.

The structural outline of the situation and the sub-optimization issue associated with
biofuels-related governmental actions is described in Figure 1.34 and Box I.1.

As described in the Appendix (A.1.1) there are globally around 300 large and small
firms currently engaged in biodiesel, bioalcohols (bioethanol, biobutanol, biometha-
nol), biogasoline, biocrude (oil) and biogas and additionally about 200 firms focused
on algae as the input. The recent emergence of algae-based biofuel firms and busi-
ness activities occurred again boom-like.

This means, the to-emerge biofuels industry is a rather large “battle field” with hefty
competition for the market and resources (Table 1.17). Here the Political and the
Science & Technology Systems play an important role as a “catalyst” for industry entry
of startups.
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Figure 1.34: Structural representation of factors inducing the biofuels bubble.

What we see also is a great variety of financial models for the startups, including
those living only on public grants, those capturing public grants and venture capital
from VC firms or corporate venturing capital companies (CVCs) as well as JVs or
particular forms of joint research or development alliances. Except for corn ethanol
there are few biofuel firms or businesses relying on private investments by founders’
capital. Overall, biofuels show up as a policy-driven market (Table 1.15).

Table 1.17: Biobased offerings for transportation fuels, product related process tech-

nologies and competitive determinants )

)

Competing Petro-Gasoline; Crude Petro-Oil
Product Filling Stations
Biofuel Competing Base Process Technolo
Products P 9 9y
. . . . Biothermal
Thermochemical Bioengineering (“Hybrid”)
Biodiesel Targets: Diesel engine, Otto combustion engine; jet engine;

Flex Fuel Vehicle (FFV)
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Bioethanol Input/Raw Material: e.g. corn ethanol/butanol (“1st Generation”);
additionally cellulosic ethanol/butanol, biogasoline, biocrude (“2nd
Generation”) from non-food crops, non-edible residues, waste

Biobutanol Algae for biodiesel, jet fuel, biogasoline, bioethanol; biogas (“3rd
Generation”)

Biomethanol Function:

Biogasoline Biofuel as a blending component of petro-gasoline

Biocrude Biofuel as a replacement of petro-gasoline

Biogas Bioethanol and biobutanol for solvents and chemical raw materials and
intermediates

*) Discussed in A.1.1

Detailed product-related forces and related competition in the biofuels market are
given in Table 1.18. There are myriad technologies and biomass input options to pro-
duce biofuels (Figure 1.184) and many possible business models (Figure 1.183).

Table 1.18: Forces impacting the transportation biofuels industry referring to the En-
capsulated Six Forces Model.

Rivalry Among Existing Competitors

Tremendous large-scale production cost and price-based competition of hundreds of firms
with and without inter-company relationships having the petro-oil price per barrel as the
“threshold” and constraint. Competition is based on (A.1.1.5)

= end-products as well as application areas,

= corresponding production and process technologies and raw materials input as well
as availability of co-products for additional revenues (output variety),

= access to (public, VC, CVC) financial and human resources,
= the market segments, financial and political power of players and

= corresponding political interferences in the policy-driven market through legislative,
subsidizing and national protection measures which may affect the various types of
products and the financial resources allocated to them differently.

Entry Barriers:
= Huge financial investment for scale-up for new firms with goals of large-scale indus-
trial production
= Large corresponding activities of giant oil and chemical firms
= |P protections of vast areas of technologies

= The “strongest” active and to-be players have large competitive advantages due to
very experienced leading teams for technology and management
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Threat of New Entrants

Threat of Substitute Offerings

Low entry barriers due to massive financial
support by policy and venture capital;

“Low” investment barriers:

The opportunity with a policy-guaranteed
market was perceived by entrepreneurs
and investors so large that one does not
have to believe in much more than a few
percentage points of market penetration for
it to be worth the investment.

Furthermore, investment decisions could
be based on whether startup companies in
the biofuels sector have additional govern-
ment subsidies or not.

Continuous foundation and operation of
firms largely based on grants, especially
RBSUs aiming at licensing-out their tech-
nologies

Tremendous threats!

Permanent threat of petro-gasoline (“oil
price”) for biofuels, potential indirect threat
through electro-vehicles reducing demand
for petro-gasoline and biofuels

Bioalcohols compete against each others
(Table 1.17; biobutanol against bioethanol
and biomethanol, specifically (first genera-
tion) “corn ethanol” against (second-gen-
eration) “cellulosic ethanol” (Figure 1.34);

Bioalcohols compete against biogasoline;

For transportation biofuels biobutanol and
biogasoline as direct substitutes of petro-
gasoline (not blending component);
biobutanol and biogasoline outperforming
bioethanol or biomethanol

Bargaining Power of Suppliers

Bargaining Power of Buyers

Input suppliers (biomass and waste);
Technology (component) suppliers;

Microorganism, enzyme firms for bioengi-
neering processes;

Engineering, procurement and construction
(EPC) firms, plant construction firms in high
demand

Giant oil firms owning oil refineries and
blending organizations as well as gas filling
stations;

Independent oil refineries and blending
firms

Other Forces

Policy — State, County, Communality
Level

Biorefinery Complementors

Competition among entities for “job crea-
tion” ; entrepreneurs negotiate favorable
conditions where to locate a startup

Firms focused on biobased chemicals and
materials (also endowed with “public
money”)

Analyzing the biofuels area (A.1.1) viewed as an economic market in terms of attrac-
tiveness according to Table 1.16 reveals that per se the area would be largely un-
attractive: The firms proceeding along the bioengineering process technology may be
confronted with an additional threat if they rely on genetically modified objects (GMOs)
as there is societal resistance against GMOs in various, especially European, coun-

tries.
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1.2.6 The Science & Technology System, the Innovation
System and New Technology-Based Firms

There is global agreement that entrepreneurship and related foundations of startups
and SMEs are essential for national economic wealth and growth, mainly expressed
by creating jobs. Correspondingly national governments have installed various pro-
grams and initiatives to encourage and support entrepreneurial activities (and SME
activities) and are interested in identifying policies that may enhance the level of en-
trepreneurial activities.

According to the US Small Business Administration (SBA), in 2004 small firms (<500
employees) employed 50.9 percent of the private-sector work force and generated
50.7 percent of the non-farm private gross domestic product. According to that same
report, in 2004 firms with fewer than 500 employees had $1.9 trillion in annual payroll,
not including benefits.

An extensive report released in November 2008 by the US SBA found that small firms
had a higher percentage of patents per employee than larger firms, and that younger
firms were more likely to have a higher percentage of patents per employee than older
firms [Wadhwa et al. 2009]. Statistics for Germany exhibit a similar situation.

In this regard the political view becomes rather focused: Entrepreneurs are the people
who arrange novel organizations or solutions to social and/or economic problems.
Looking at innovation and entrepreneurship and intrapreneurship from a systems point
of view it is important to understand which directive, supporting and constraining for-
ces are induced and operative by the S&T and Higher Education Systems (Figure
1.13) and how policy and industry interferes with these fields.

For our comparative approach we shall emphasize related similarities and differences
of the German and US systems. Furthermore, as we differentiated invention from in-
novation (ch. 1.2.5.1), one must also differentiate the national S&T and Innovation
Systems or, at least, be aware of the specifics of the Innovation Systems.

This approach has a built-in restriction: it will deal with the S&T and the Innovation
Systems only from the entrepreneurial perspective. Furthermore, it does not discuss
how the German Science & Technology System is embedded in or interrelated, re-
spectively, with that of the European Union (EU) though Germany is the main contri-
butor to the EU system with regard to finances and R&D activities.

For entrepreneurship and university-industry cooperation the EU plays an important
role for Germany under the heading of “technology transfer” and SME support. For
instance, the European Molecular Biology Laboratory (EMBO) in Heidelberg (together
with the German Cancer Research Center (Deutsches Krebsforschungszentrum —
DKFZ) in Heidelberg), the University of Heidelberg and the Max Planck Institute for
Medical Research in Heidelberg is a notable biomedical constellation for the region.
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The Innovation Systems of the US or Germany cut essentially across the many natio-
nal contributing systems. However, there have been and are many interconnections
between the S&T and Innovation Systems in the US and Germany. A particular point
of interest will be how strong systemic features inside and across both these systems
will show up.

As a majority of technology entrepreneurs have higher (academic) education with
university/academic degrees (Table 1.2, ch. 1.2.6.1; Figure 1.45) and can rely on a
broad variety of relevant experiences (ch. 2.1.2.3) it is important to understand the
Higher Education and S&T Systems of the countries for the entrepreneurship process.

When looking at the S&T and Higher Education Systems we shall concentrate on sub-
systems, processes and functions, communication and coordination involved in the
transfer of technology (broadly defined to include science) from organizations that
perform research and development in its widest form, but do not engage in the direct
commercialization to organizations that use technology to produce commercial offer-
ings.

Generically, technology transfer is defined “as the movement of technological or
technology-related organizational know-how among partners (individuals, institutions,
and enterprises) in order to enhance at least one partner’s knowledge and expertise
and strengthen each partner’'s competitive position.” [Abramson et al. 1997] It is the
practice of sharing scientific findings, know how or practical knowledge of one organi-
zation with other ones for commercialization. It comprises “ready-to-use” entities, but
often requires further developments by the receiver.

The narrow sense of the notion is on “transfer” of technology from non-industrial R&D
organizations to the private industry. Technology transfer in this sense is fransnational
which means, for instance, a large or giant German firm may establish a related inter-
relationship with a US university and vice versa.

Though the notion of technology (or knowledge of science) transfer with its
unidirectional hand-over from one party to another one is semantically not cor-
rect as it actually refers concerning its main step to a process of “sharing” be-
tween parties (ch. 1.2.5.2), we shall continue to use the well established
notion of technology transfer.

In the widest sense technology transfer occurs also between industrial partners, for in-
stance, by selling and purchasing licenses or via license swaps. This may occur di-
rectly between the partners or via private, for-profit intermediaries, for instance, Web-
based firms, such as yet2.com [Runge 2006:675].

Many large firms have made a business out of this kind of technology transfer and run
it through dedicated corporate units. For instance, the US firm 3M has a dedicated
Website (“3M Technology Transfer”) helping inventors to find the 3M technologies
they need to solve research and development challenges. DuPont also posts patents
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on its own online “Technology Bank” as does the ExxonMobil Chemical Company with
its “Technology Licensing” Website [Runge 2006:674-675]. This is found globally for
many different industries.

The above described “transfer” of technology from non-industrial R&D organizations to
the private industry comprises implicitly the entrepreneurship phenomenon! We
introduced new firms originating from universities or public research institutions as
“spin-outs” — also called RBSUs — as an important sub-group of NTBFs (ch. 1.1.1.1).
Hence, technology transfer will deal specifically with this type of startups. Such a
transfer of science out of non-industrial R&D organizations into the industrial system,
is often characterized as “science-to-business” (Science2Business). This means, fo-
cusing on university spin-outs requires to inquire into the S&T systems of the US and
Germany in some detail.

Originally, technology transfer for industry and entrepreneurship occurred out of the
Higher Education System, specifically the research university, as a source of gradu-
ates and applied research. Now, in the established S&T Systems, many universities
and governmental/public research organizations have an “Office of Technology Trans-
fer” dedicated to identifying research of the organization which has potential commer-
cial interest and strategies for how to exploit it.

Technology transfer occurs throughout all stages of the innovation process — from ini-
tial idea to final offering. The main organizations involved in this type of technology
transfer include non-industrial R&D organizations, universities and associated institu-
tions and sub-units, federal and state government-funded research institutes and or-
ganizations and a variety of public, private and mixed (public and private) organiza-
tions.

The processes of technology transfer, therefore, will emphasize, for instance,

=  Source organizations performing different types of science and research

= Direct and indirect modes of transfer which refers to specific technologies,
ideas or “projects” via “formal,” visible channels, such as contract research or
development alliances, versus sharing of knowledge through “tacit” channels
like informal meetings or Communities of Practice” (CoPs)

= Different types of involved firms: new firms, SMEs and large existing firms

= Transfer between only two partners (1:1 transfer) or between more than two
partners (1:n or m:n transfer) occurring by linear, parallel, iterative or recurring
modes

= The modes of transfer through licensing or marketing agreements, co-deve-
lopment arrangements, training or the exchange of personnel

= Pre-commercial and commercial stages.

As we focus on national differences between Germany and the US we shall look at
how these “produce” entrepreneurs. This does not mean that we exclude other
nations or regions. In any case,
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Policy is the overwhelming source of funding the origins of technology transfer
and initiatives of related political programs and plays a dominant role for the
operations of the technology transfer subsystem — and policy has innovation,
entrepreneurship, job creation and wealth of society in mind.

In the US the Association of University Technology Managers (AUTM) launched the
Better World Project in 2005 to promote public understanding of how academic re-
search and technology transfer have changed the way of life and made the world a
better place, for instance, through corresponding reports presenting a large number of
corresponding examples from around the world [AUTM 2008] including the startups
Verenium (Table 1.83, Table 1.84) and Mascoma (Table 1.99) discussed in more detail
in the Appendix (A.1.1).

Abramson et al. [1997:3-4] provide a detailed summary of factors shaping national
Technology Transfer subsystems. For the description and assessment of the US sys-
tem we shall refer strongly to the book by Abramson et al. [1997] covering the US and
Germany. Both countries exhibit major similarities concerning institutional categories
(individual elements) of R&D and technology transfer units, which is a structural simi-
larity. Functionally there are significant differences between the US and German sys-
tem. The key differences is the much higher formalized organization, communication,
coordination and “project” execution in Germany relative to the US.

In the US operational responsibility for R&D and technology transfer is more widely
distributed among a larger and diverse population of institutions than it is in Germany.
Diversity is manifested in terms of size, ownership and management type (private, pu-
blic, state, federal, for-profit, non-profit etc.).

The German system is more uniform across industrial sectors, scientific fields and re-
gions than its US counterparts. It is also more uniform than the American system in
terms of its interactions with the political and industrial systems and also in terms of
the patterns of federal, state, and private shared funding practices across these sec-
tors, fields and regions.

Directions of technology entrepreneurship in the two countries will be framed by the
respective Economic/Industrial including the Financial Systems. The industrial offer-
ings and R&D portfolios of the US and Germany exhibit differences (Table 1.19, Figure
1.35) which influence technology entrepreneurship on various levels:

= Directions of technology entrepreneurship,
= Interactions of “public” and industrial R&D,
» Financing startups in terms of corporate venturing and VC (ch. 1.2.7.2).

Over the last forty years developed countries saw a redistribution of employment
share away from manufacturing, agriculture, mining and construction areas into serv-
ices (Figure 1.35). The categories “manufacturing” and “mining and construction” sum
to “industry.” But Germany in comparison to the US has kept a much larger proportion
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of industry jobs than the US. In relation to the population in 2009 US industrial jobs
were only 62 percent compared to those in Germany. Germany’s industrial basis is
fundamental for its strength and export success.
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Figure 1.35: Employment in manufacturing and industry (in thousand or percent; DE =
Germany) — Source: US Bureau of Labor Statistics [2011].

Apart from I&CT, it can be stated that the US has more emphasis on what is called
Top Value Technology (TVT) and Germany in High Value Technology (HVT) as dif-
ferentiated in Table I.1. However, it must be kept in mind that Germany contributes
significantly to many other areas run as European R&D. The different technology port-
folios also reflect differences in public R&D funding in both countries (Table 1.19).
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Table 1.19: Differences in industrial offerings and R&D portfolios of Germany and the

Us.
Germany us Remarks
Automotive Automotive Automotive in the US de-
clining; premium products
from Germany
(Mechanical engineering Aerospace Includes for Germany

based) electrical and non-
electrical machinery manu-
facturing

globally top environmental
technologies; aeronautics
and aerospace activities
of Germany are largely
run in the European con-
text

Electronic, optical and
communication equipment
and instruments

Microelectronics; I&CT
including software applica-
tions

Software (Web) applica-
tions and services in the
US much more focused
on mass markets (con-
sumer services in the
broadest sense)

Medical devices and
instruments

Medical devices and
instruments

Industrial chemicals and
materials including agri-
cultural chemicals

Industrial chemicals and
materials including agri-
cultural chemicals

Pharmaceuticals

Pharmaceuticals

Pharma in Germany com-
pared to other leading
nations has declined

Biotechnology

Biotechnology

Biotechnology in Germany
much less developed than
in the US;

Due to societal attitudes in
Germany there is much
less acceptance of bio-
technology involving
GMOs than in the US

Military technologies

In the US various (military
and civilian) areas profit
from public defense-
related R&D
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In terms of engineering orientations the US focuses more strongly on computer sci-
ence and informatics, biomedical engineering and biotechnology, pharmaceuticals
and chemistry and chemical engineering. Germany specializes in a broad range of
electrical and mechanical engineering and machinery including automotive, civil engi-
neering as well as chemistry and chemical and process engineering.

Furthermore, in the US industrial output is essentially for the US home market with
consumers contributing ca. 70 percent to GDP (before the Great Recession, but pro-
bably decreasing towards 65 percent). On the other hand, since early on German in-
dustrial output was heavily export-oriented. For instance, German Bayer AG, founded
in 1863, acquired an interest in its first coal-tar dyes factory in Albany, New York in
1865, and by 1913 over 80 percent of revenues came from exports [Runge 2006:477-
479]. Siemens, founded as Siemens & Halske in 1847, turned in 1852 to Russia, and
soon after to England.

A rational behind Germany’s early export-orientation is the fact that the main compet-
ing firms from the UK and France had access to much bigger markets as both coun-
tries could rely on a large number of colonies abroad. Hence, to access large markets,
since around 1870 the German industry with a comparably small home market must
become international. And the particular fierce competition with British firms and their
intention to discredit German goods gave rise at about 1900 to the “Made in Germany”
trademark — immediately recognized globally as a brand for superior quality products
[Runge 2006:284].

Currently, medium-sized firms represent the backbone of the German economy, also
with regard to export. Here, in particular, the class of technical and non-technical firms
called “Hidden Champions” [Runge 2006:239-241] plays a key role (ch. 4.1.1).

Compared with the US, technology entrepreneurship in Germany is more export-ori-
ented, primarily toward European countries, the US and Japan, but currently consi-
derably also toward China and South East Asia, India and Russia.

Global and European orientation, therefore, is accepted to be fundamental for
most German technology entrepreneurs doing a startup today.

US NTBFs only recently began to search for opportunities abroad [Loten 2011].

A special focus of German public R&D spending is “industrial development’ which ac-
counts for 15 to 20 percent of public funds, whereas in the US that is around 1 percent
[Abramson et al. 1997:8]. This reflects a more direct engagement of German science
and technology policy in civilian industrial technology. This is seen, for instance, in the
recent efforts and “successes” of industrial developments of environmental industries,
such as photovoltaic/solar thermics, wind energy (through wind turbines) and biogas
(Box 1.22).

But generally, one encounters globally massive political roles and influences on in-
dustry and technology developments, for instance, for nanotechnology and CleanTech
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(Table 1.52), particularly, “renewable energy” for power (PV, solarthermics, wind
turbines, fuel cells), mobility (electrovehicles, batteries) and transportation fuels (bio-
fuels) and lighting (LED/OLED).

Industrial development as a common effort of government and private industry has a
tradition of two centuries in Germany (Box |.2). In the US industrial development, with
some recent notable exceptions due to political rationales (for instance, biofuels for
independency from petro-oil), is generally considered to be the province of private or-
ganizations.

Box 1.2: The foundations of the German industrial development approach [Ohff
1981].

Industry development in Germany or Prussia, respectively, has roots dating back to
the early 1800s when Prussia as a still largely agricultural country with a dominating
class of civil servants was catching up industrial and technical developments and
high-volume production led by the UK. Such a catch-up process is assumed to have
shaped simultaneously the financing system in Prussia and later Germany.

The most widely accepted theory, the timing of industrialization (or TOI) thesis, argues
that key differences in national financial systems can be traced back to their respec-
tive industrialization phases. In countries where this process started early — Great
Britain is the key example — firms were able to finance new investment gradually from
internally generated funds or from securities issues in relatively developed financial
markets [Vitols 2001].

Firms in countries in which industrialization started later, however, faced a double
disadvantage relative to their advanced competitors in early industrializing countries.
First, internally generated finance was inadequate (or, in the case of newly founded
firms, non-existent) relative to the large sums needed for investments in “catch-up”
technologies and infrastructure. Second, market finance was difficult to raise because
securities markets were underdeveloped and investors were more inclined to invest in
safer assets such as government bonds.

Thus only banks could gather the large sums of capital required, take the risks in-
volved in such pioneering ventures, and adequately monitor their investments. Once
established, bank-based systems have a strong survival capacity. This interpretation
of history provides support for the recommendation that developing countries follow
the model of bank-based development [Vitols 2001].

Concerning industry development, for instance, the world renowned Prussian univer-
sal man Karl Friedrich Schinkel (1781 — 1841) and Christian Peter Wilhelm Friedrich
Beuth (1781 — 1853) played illustrative roles. Schinkel was a Prussian architect with
pronounced skills with architectural drafts and technical drawings, a city planner,
painter and designer of stage sets. Beuth was a high level executive (State Official) of
the Prussian government and member of the Council of State (in German: Staatsrat).
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Beuth is assumed to be “the father of Prussian business promotion,” for instance, in
terms of foundations of tradesmen’s clubs, technical schools which formed mechnical
and civil engineering and he facilitated Prussian’s transformation from human-based
productions to industrial production via “technology transfer from abroad.” But, in plain
language this was often “industrial espionage” [Ohff 1981:109-113].

For instance, Schinkel who had already visited England, Scotland and Wales, made
an official trip to Britain (in 1826) well equipped with money (by the government) and
accompanied by Beuth to officially studying British architecture of museums. However,
their focus was more on manufacturing plants and halls including buildings around
harbors and inventories and to get information about production and logistics together
with technical drawings and real intentions and achievings of the trip are described in
detail by Ohff [1981:111].

The basic Prussian approach was to promote industrial development by cooperation
of government and the professional public. Prussia sent high-level representatives of
the government to the British ally who where accompanied officially by artists but in
effect skilled drawers of designs of machines and devices. Furthermore, Prussia had a
number of agents in Britain to report on industrial and technical developments and
mass production and also to send design drawing, models and samples to Prussia. To
be effective bribery was sometimes needed to get relevant information.

Corresponding information was distributed to the public by a non-profit “Gazette of
Public Utility” (in German: Gemeinnutziger Anzeiger). Though the owners of the British
facilities were informed that someone will come “with the patriot intention to kidnap
away what useful knowledge and men he can find in his way” [Ohff 1981:110], the
Prussians were very successful.

Beuth, for instance, succeeded through “reverse engineering” to even circumvent the
strict British prohibition of exporting industrial goods and information in organizing to
put a machine for textile production apart, send the parts to Prussia and let it be put
together again to the fully functional machine. The Prussian technology transfer ap-
proach was: providing the machine to Prussian industrialists free-of-charge with the
condition to demonstrate it to any interested person from Prussia.

Beuth’s activities in organizing technology transfer included sending young engineers
abroad for learning, organizing distribution of knowledge and networking in Prussia
through fairs and exhibitions. And finally, the “Club for the Promotion of Industrious-
ness” (in German: “Verein zur Beférderung des GewerbefleilRes”) founded by Beuth in
1821 had an annually awarded Prussia-wide (“innovation”) contest based on finding a
solution for a particular technical problem or industrial development.

Does this anyone remind of the current approach of China to catch up industrially and
technologically? If not, refer, for instance, to Busse [2011].
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And for technology entrepreneurship a corresponding rather recent friction between
Germany and the US is reported in the context of the German wind turbine firm
Enercon GmbH (cf. 2.1.2.7; Box I.7).

To enter discussions of the structure of the Science & Technology System and the
Technology Transfer subsystems we shall first consider the situation in Germany. In
Figure 1.36 the proportion of R&D organizations as the origins of RBSUs (spin-outs) is
shown.

Universities

Universities of
Applied Sciences

Technical Universities
Fraunhofer Society
Leibniz Society

Helmholtz-Society

Federal Research
Institutes

Max Planck Society

Public Organizatiom

State Research
Institutes

Cooperative education
(Berufakademien)

From Abroad

Figure 1.36: Origins of spin-outs in Germany in percent (2002) (adapted from Egeln et
al. [2002)).

A very personal, but very illustrative description of a spin-out process from a (UK) uni-
versity and his personal experience of two years in the life of a biotech spin-out is
given by L. Milgrom [2003].

With regard to levels of research and development [Runge 2006:614] Table 1.20 pro-
vides structures as well as manpower and financial endowment of German public
research organizations (ch. 1.1.1). All have “technology transfer sub-units.” If not
stated otherwise estimates are used.

Pre-commercial innovation activities of the German public organizations cover knowl-
edge creation and sharing and technology transfer focusing on the processes 1) — 5),
but not on production and sales which is the realm of private enterprises.
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1. Basic research, pure science
2. Applied science and research
3. Process development
4, Product development

5. Production development, scale-up and prototyping.

Table 1.20: Types of publicly funded research organizations in Germany.

MPG: Max Planck Society
(Max Planck Gesellschaft) [MPG 2009]

MPG performs basic research (pure sci-
ence) in the interest of the general public in
the natural sciences, life sciences, social
sciences, and the humanities.

In particular, the MPG takes up new and
innovative research areas that German
universities are not in a position to accom-
modate or deal with adequately.

Research Institutes: 80

Budget (in bil. €): 1.19 (2009)
Employees: > 12,000
Scientists/Researchers: ca. 4,900;

ca. 7000 student assistants, postgraduates,
post-docs, guest scientists;

Startups: 86 (since 1990)

(55 are license-based spin-outs; nearly 150
patents are currently licensed to spin-outs
of the Max Planck Society)

MPI institutes or representatives abroad,
for instance, Max Planck Florida Institute
(MPFI)

Technology Transfer Unit:
Max-Planck-Innovation

HGF-Helmholtz-Society
(Helmholtz-Gemeinschaft deutscher
Forschungszentren)

Research Centers: 16

Research Institutes: ca. 250

Budget (in bil. €): 3.0

Employees: ca. 30,000
Academics/Researchers: ca.12,100 (incl.
postgraduates);

Startups: ca. 60 (2002 -2008)

Technology Transfer Unit:
Helmholtz Enterprise (Spin-outs)

One “hybrid”: KIT — Karlsruhe Institute of
Technology — Technical University of
Karlsruhe plus Karlsruhe Research Center
(like a holding)
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Table 1.20, continued.

WGL.: Leibniz Society
(Wissenschaftsgemeinschaft Leibniz)

Research Institutes: 86

Budget (in bil. €): 1.3
Employees: 16,100
Academics/Researchers: 7,100;

Revenues from services and licenses (in
mio. €): 81.34

Startups: 74 (1999-2003);

after “incubator “in 2004 “Leibniz X”
consulting for ca. 70 projects, of these 18
projects led to firms’ foundation

Technology Transfer Unit:
Leibniz X

FhG: Fraunhofer Society
(Fraunhofer Gesellschaft zur Férderung der
angewandten Forschung e. V.)

The largest and leading organization for
institutes of applied research in Europe,
undertaking contract research on behalf of
industry, the service sector and the
government.

Research Institutes: 59,

80+ Research Units

Budget (in bil. €): 1.6 (research budget); 1.3
(2007)

Employees: ca. 17,000; 13,630 (2007)
Academics/Researchers: ca. 5,750;

Revenues from contract research: €1.3 bil.
(2/3 from revenue derived from contracts
with industry and from publicly financed
research projects)

Revenues from licenses: €92 mio. (2006)
Startups: 118 (since 1999)

Research centers and representative of-

fices in Europe, USA, Asia and in the
Middle East

Technology Transfer Unit:
Fraunhofer Venture

Fraunhofer Innovation Clusters
Consulting, Prototyping

A comparative description of the activities and functions of public non-university re-
search institutions and how these are funded and endowed is given in Figure 1.37
[BMFB 2008].
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Funding Proportions:
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Figure 1.37: How public research organizations in Germany are funded as a propor-
tion between federal and state governments and their fundamentally different orienta-
tions.

Spin-out intensities as defined by the number of spin-outs per 100 scientists of the or-
ganization are given in Figure 1.38 [Egeln et al. 2002] differentiated according to ex-
ploitation spin-out or competence spin-out. The former type refers to a startup utilizing
research results which are intimately bounded to one of the founders, for the later one
special competencies acquired at a research institute are indispensable (definition in
ch. 1.2.6.1).

The highest intensity is observed for the universities of applied sciences followed by
the technical universities. But also the general (research) universities and the Fraun-
hofer institutes exhibit high intensity values. The “pure science” Max Planck institutes
are notably more pronounced than those of the Leibniz Society and those of the
national research centers of the Helmholtz-Society.

For spin-outs universities and public research organizations often run “incubators”
aimed at students, graduates, post-graduates, post-docs as well as faculty members
to support and accelerate the development of startups and fledgling companies (ch.
1.2.6.2).
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Figure 1.38: Spin-out intensities of various German research institutions (for the pe-
riod 1996-2000) [Egeln et al. 2002].

A comparison of the structures and basic orientations of the US and German Science
& Technology Systems are given in Table 1.21.

The large German Helmholtz Research Centers and the large US federal (national) la-
boratories perform basic and applied research in line with areas of public interest and
political programs. In alliance with industry partners they also enter development work
and even piloting (Figure 1.173). The German institutes of the Leibniz society which
are subject- and topic-focused are smaller federal and state research institutes and
correspond essentially to US smaller federal and state-level institutes.

In both countries government laboratories are in the focus of policy-makers, particu-
larly with regard to the technology transfer subsystem and the division of activities
among their national Science & Technology Systems. In this regard, the very recent
establishment of the Karlsruhe Institute of Technology (KIT) as a “hybrid” is notable
(Table 1.20): KIT is a legal and organizational merger of the University of Karlruhe (TH
— Technical University) and a Helmholtz national research center (“Forschungszen-
trum Karlsruhe” — FZK).

UIRCs (University-Industry-Research Centers) are an organizationally diverse set of
institutions that facilitate industry access to university research, engage industry in the
definition of a research portfolio, and otherwise promote technology transfer to par-
ticipating firms in exchange for sustained general or targeted funding (primarily grants)
from companies. UIRCs vary considerably with respect to their research orientation
(such as basic or applied research or even development).
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Table 1.21: Structural and basic orientations between research organizations in Ger-
many and the US, adapted from Abramson et al. [1997].

Basic Orientation

Germany

United States

Education, Pure Science,
Basic Research

Universities
(General/Research,
Technical Universities,
Universities of Applied
Sciences)

Universities

Pure Science, Basic
Research

Max Planck institutes

University affiliated insti-
tutes;

selected federal (national)
labs and federally funded
R&D centers;

some independent re-
search institutes

Public Mission,
Public Interest,
Political Program

Helmholtz (national) re-
search centers and re-
search institutes

Large national laborato-
ries;

smaller federal laborato-
ries;

state-level institutes

Applied Science, Applied
Research

Leibniz research institutes;
state research institutes;
special institutes at uni-
versities

Independent engineering
research institutes;
University-Industry-Re-
search Centers (UIRCs)

Applied Research &
Development

Fraunhofer institutes and
clusters;

public-private collabora-
tions with diverse partners
and ownership;

“An-Institutes”

Industrial R&D collabo-
rations (e.g. via industrial
consortia)

A German “An-Institute” %° is an organizationally and legally independent research unit

that is affiliated with a German university. Its legal status is private and owners may
include various combinations of government, university, association, professors or in-
dustry. Management and administration is with one or several professors belonging to
the faculty of the university and who are employed sideline at the An-Institute.

According to Abramson et al. [1997:19] industry-sponsored research at the German
An-Institutes seems to be more oriented toward short-term applied research and pro-
blem solving and is more contract-driven than is true for industry support of American
UIRCs.
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There are notable differences between the German and US systems. For the US there
are no real equivalents of the Max Planck Society and Fraunhofer Society. In particu-
lar, the personality-shaped Max Planck Society which was founded in 1948 as the
successor of the Emperor Wilhelm Society (Kaiser Wilhelm-Gesellschaft) from 1911 is
the dream of scientist from around the world. The dream is condensed in a morning
phone call you may receive. “Would you like a few million dollars a year in funding, for
the rest of your scientific career, to pursue any research you want, with no grant writ-
ing, no teaching, and few strings attached?” [Everts 2008]

The public money is given according to the following logic: If you pick out brilliant re-
searchers and give them ample and unrestricted funds to be creative, good things will
happen. Directing a Max Planck institute is “the opportunity of a lifetime” and “in fact,
you are encouraged to pursue high-risk science,” rule-breaking research.

Since 1948, MPG scientists have won 17 Nobel Prizes [Everts 2008]. Though MPG
researchers have no higher-education obligations, many MPG scientists hold univer-
sity professorships. In the US functionally close to Max Planck institutes (MPIs) are
some publicly funded university-affiliated basic research institutes. But there is no
corresponding uniformity across the spectrum of research field in the US.

There is no single institutional (public or semi-public) counterpart to the Fraunhofer
Society in the US [Abramson et al. 1997:10]. The highly networked German Fraun-
hofer institutes with research centers and representative offices across the globe con-
duct primarily applied research, development including scale-up to pilot plants and
pursue technology transfer by various means.

Many of the contract R&D and technology transfer functions of the Fraunhofer insti-
tutes are done in the US by a large, diverse and dispersed population of public and
privately held for-profit and non-profit organizations. Most prominent among these are
the large independent engineering research institutes including, for instance, large
private R&D and management consulting firms or research units of some US industrial
consortia.

Cooperative industrial research, whereby independent industrial enterprises join to-
gether to conduct research projects of common interest, is an important vehicle of
technology transfer in Germany and the US. R&D consortia have a longer history and
a more established role in Germany than they do in the US.

The semi-public German Fraunhofer Society (FhG) receives the by largest share of
public funding by the federal government (Table 1.20, Figure 1.37). FhG’s research and
development is heavily demand-driven. However, for the Fraunhofer institutes the
exact amount of funding depends on their success in generating sufficient contract
work for public and private clients.

Despite the industrial orientation many FhG directors have close relationships with
universities by joint appointment as university professors. The competence of the FhG
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institutes is largely sustained and advanced by R&D projects for public clients that are
medium- or long-term in orientation and by public base funding used for self-deter-
mined research in new strategic areas.

The organization of the FhG institutes into one society allows for strategic cooperation
among different institutes working in the same technological cluster and joint invest-
ment in high cost facilities (for instance, demonstration centers). The Fraunhofer insti-
tutes have a dense (coupled, networked and coordinated) infrastructure of publicly
funded contract R&D institutions that are geared toward serving the R&D and deve-
lopment needs of both traditional and high-tech industries with fields such as industrial
engineering, mechanical engineering, material and process engineering or microelec-
tronics, photovoltaic, organic semiconductors, printed electronics and nanotechnology.

The An-Institutes in Germany also perform contract research for firms and often en-
gage in activities similar to those of the FhG institutes. They, however, are not net-
worked.

Figure 1.36 shows that for the field of technology entrepreneurship in Germany univer-
sities of various types provide the by far largest number of new firms’ foundation from
largely publicly or mixed private-publicly funded research organizations (which is es-
sentially also the case for the US). German and American research universities have
the primary functions of education and research, with the emphasis on basic research.
However, the German type of “university of applied sciences” has a dedicated focus
on applied research and is the origin of spin-outs to a rather high proportion.

Basically, the US university system (essentially research universities, their schools
and colleges) is largely privately organized and financed whereas the German one is
publicly organized and almost entirely financed — general, or base institutional, funds —
by the federal states (in German Lander). Faculty of German universities, hence, is
“civil servants” (in German Beamte) and paid on a monthly 100 percent basis.

In the US the notions “public” and “private” refer to the way a school is funded. Public
universities obtain only a part of their support (30-40 percent of operating budget) from
the state whereas private universities are supported by student tuition, research con-
tracts, private donations and endowments and investment income — the last one being
dramatically reduced during the Great Recession and the time after [Jan 2009;
Zezima 2009; Spiewak and Thuswaldner 2009]. In the US there are more than 600
public and 1,700 private universities and four-year colleges, whereas in Germany,
compared to the US, there are only few private universities or schools, most of them
focusing on economics, business administration and executive management.

This means that, on average, cost to study at a university is much higher in the US
than in Germany. Moreover, Americans are going into staggering amounts of debt in
order to pay for their educations. In 2010 Americans owed an all-time record of more
than $850 billion on student loans, which was actually more than the total amount that
Americans owed on their credit cards [Snyder 2010].
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A “state university system” in the United States is a group of public universities sup-
ported by an individual US state. These systems constitute the majority of public-
funded universities in the country. Each state supports at least one such system. It
normally means a single legal entity and administration, but may consist of several
institutions, each with its own identity as a university.

US academic enterprises appear to be much more heterogeneous and decentralized
in its administration and management than its German counterparts. There is a “non-
system” of US research universities and colleges which is a highly autonomous popu-
lation, each established and developed in response to some unique combination of lo-
cal, regional (state) and national needs and opportunities.

The institutions vary considerably in the size of their research budgets, general orien-
tation of their research (some are more basic, others are more applied), the reputation
(quality and productivity) of their research activities, the scope and intensity of their
technology transfer activities, and their administration and accounting practices. Ger-
man universities are more homogeneous in size, administration and management as
well as in the overall breadth of their research portfolios.

Contract and grant funds for German academic R&D come primarily from the German
Research Foundation (Deutsche Forschunsgemeinschaft — DFG), the Federal Ministry
of Education and Research (BMBF — Bundesministerium fur Bildung und Forschung),
Federal Ministry of Economics and Technology (BMWi — Bundesministerium fir Wirt-
schaft und Technologie) and also Federal Ministry of Defense (BMVh — Bundesmi-
nisterium der Verteidigung) ... and the European Commission (EC). As a result, the
overhead costs related to research supported by these funds must de facto be cov-
ered essentially by institutional base funds provided by the states. Therefore, in terms
of personnel and time, academic research depends heavily on external sources:
roughly half of all German academic research relies on contracts and grants if the
related overhead funds covered by the states are included.

The issue of overhead cost has marked consequences for university-industry relation-
ships, in particular, when a US or German company sets up a cooperation with a Ger-
man or a US university. Runge [2006:689] describes the case for cost saving aspects
for a private company in a university-industry joint research in Germany.

Cost saving options for an industrial firm may result from “extraordinary services,”
such as utilizing sophisticated, highly expensive equipment or facilities which are
available in a university, but will not be needed on a regular basis in the firm to justify
purchase of such equipment or going for a commercial service firm. On the basis of a
“rough” model saving key infrastructural and overhead cost would correspond to ca.
60 percent of the cost that would show up if the project would have been done by the
firm in-house.

An underlying case was that, in December 1998 the Albert-Ludwig University of
Freiburg (Germany) and BASF and private lecturer Dr. Ralf Reski set up a coopera-
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tion agreement in the field of plant biotechnology. The object of this scientific collabo-
ration was to elucidate the biological function of plant genes. The cooperation com-
prised expenditures of more than DM30 (ca. €15) million over four years.

BASF financed the salaries and operating inputs for 40 scientists and laboratory tech-
nicians. Freiburg University provided the laboratory building and the infrastructure re-
quired for operating the laboratories. This constellation makes cooperation of firms
with German universities “cheap” when compared with the situation in other (Anglo-
American) countries. For the US, for instance, for cooperation MIT puts additionnally
an “overhead” of ca. 40 percent on top of the cost for personnel.

According to Abramson et al. [1997:15] the share of public base funds in US univer-
sities is quite low. Instead, the vast majority of US academic research in science and
engineering is sponsored directly by non-academic institutions, via grants or contracts
that include money for overhead cost. The main funding sources are the National
Science Foundation (NSF, comparable with the German DFG) and federal govern-
ment. The major sponsors of the US federal government are the Department of
Defense (DOD), Department of Energy (DOE), US Department of Agriculture (USDA),
the Department of Health and Human Services/National Institutes of Health (NIH), and
the National Aeronautics and Space Administration (NASA). NIH is a very large con-
tributor to university research (ca. 50 percent). More than half of the budget of US
federal R&D facilities is spent for defense purposes.

Both German and US academic researchers must compete for research funding on a
project-by-project basis via peer-reviewed proposals. The competition for research
grant proposals requires a great deal of paperwork and grant management which
means non-research related efforts by the principal investigator, who may serve as
both a grant applicant and a “volunteer” reviewer of the grant proposals of other re-
searchers. Both German and US universities receive also research funding from pri-
vate industry.

The difference in the establishment of the national university system since the early
19th century as essentially a private endeavor in the US and as an essentially govern-
ment-driven, public endeavor in Germany induced important consequences for the
university-industry relationships in both countries. From early on the German industry
had to build up interfaces and closer ties with policy to exert influences on the higher
education and the S&T system (Box 1.3).

Box I.3: The rise of university-industry relationships in Germany.

In Germany early on a model of “science and technology transfer” and collaboration
among corporations, government, and academic laboratories was established — an
industry — science — policy triangle of co-evolution [Murmann 2003]. The most illustra-
tive example is the exorbitant rise of the German synthetic dye industry (A1.2), then
the pharmaceutical industry and simultaneously the tremendous growth of industrial
research. And the generics of what is promoted currently as “open innovation” has
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been practiced in various modes regularly in Germany, at least in the chemical indus-
try, since the last third of the 19th century.

The first notable science to industry transfer occurred when in Germany Carl Graebe
and Carl Liebermann with Heinrich Caro, then research director of BASF, pooled their
discoveries and jointly filed a patent for the alizarin dye in Britain. Working in Prof.
Baeyer's laboratory, Carl Graebe and Carl Liebermann achieved the first synthesis of
alizarin (“synthetic madder”) in 1868. Commercial production began at BASF and
elsewhere during 1869-70.

When BASF bought the alizarin patent in 1869 it provided Graebe and Liebermann in
exchange 3 percent of the total turnover of the product for the following 15 years. Both
had also to support BASF in improving the finishing process [Runge 2006:267, 673].

This kind of university-industry alliance targeting industrial production of key chemicals
or materials, respectively proceeded in Germany continuously as shown for the BASF
[Jahn 2007, Runge 2006:684].

Chemicals/Material University/Industry Alliance
Indigo (1897) Adolf von Baeyer, Karl Heumann (University)
Heinrich Caro (BASF)
Ammonia (1913) Fritz Haber (University)
Carl Bosch, Alwin Mittasch (BASF)
Polystyrene (1930) Hermann Staudinger (University)
Carl Wolff (BASF — I.G. Farben)
Vitamin A (1963) Georg Wittig (University)
Horst Pommer (BASF)
Strobilurins (1996) Tim Anke, Wolfgang Steglich (University)
Hubert Sauter (BASF)
Vitamin B2 (2000) José Luis Revuelta (University)

Burkhard Kréger (BASF).

Notably, there are five Nobel Prize winners for chemistry in these alliances (Adolf von
Baeyer — 1905, Fritz Haber — 1918, Carl Bosch — 1931, Hermann Staudinger — 1953,
Georg Wittig — 1979).

Few corresponding examples were found for the US in the first third of the 20th cen-
tury. This became only significant in the US in the 1980s. Historically, an outstanding
industry/academia interaction was the DuPont/University of Notre Dame relationship.
Notre Dame’s first and most famous effort in technology transfer was Father Julius
Nieuwland’s groundbreaking work with polymerized 2-chloro-1,3-butadiene, which led
to two patents and the development of the synthetic rubber, Neoprene, in 1931 by the
E.l. DuPont de Nemours chemical company. That particular bit of “intellectual prop-
erty” was very good fortune for the Notre Dame University — some $2 million when the
royalty payments ceased in 1948 [Runge 2006:692].
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Other roles of academia to transfer science to business were also observed very early
in Germany. For instance, Justus von Liebig, the world renowned chemist and father
of agricultural chemistry, participated in 1857 in the foundation of the stock company
“Bayerische AG fur chemische und landwirtschaftlich-chemische Fabrikate” to pro-
duce chemical products and synthetic fertilizers. Already in 1859 the firm started pro-
ducing superphosphates. This firm became the German firm Sid-Chemie which was
recently acquired by the Swiss specialty chemicals firm Clariant (A.1.1.3).

The more distinct systemic directions of the coupled German Higher Education, S&T
and Economic Systems compared to the US is also reflected by the associated inter-
action, communication and coordination efforts in terms of competence networks (in
German “Kompetenznetze”). These networks comprise persons, universities, public
research institutes, firms of various sizes (usually mid-sized firms and NTBFs) and
associations and are set up with competence-orientation according to a given target.

Functionally, competence networks act as gateways (Figure 1.20) between the in-
volved system components. Actually they are often organized across technologies
and industries. Their “Partnering Events” (in German Partnerveranstaltungen) provide
a platform for presentations, discussions and personal contacts for people from uni-
versities, public research institutes, private (NGO) research institutes and industry
(Figure 1.39). They allow exchange of research results and sharing information on on-
going projects as well as establishing contacts for potential cooperation [Runge
2006:292].

These networks often elaborate proposals or roadmaps for future R&D directions (and
coordination) as an input for related political S&T programs. Competence networks
provide also an important platform for potential or nascent technology entrepreneurs
to gain visibility and options for further progress.

The Competence Network Initiative (in German Kompetenznetze Deutschland Initiati-
ve) of the Federal Ministry of Economics and Technology (BMWi) brings together the
high-performing innovation clusters in Germany. Actually the initiative comprises a
total of ca. 116 member networks; these are differentiated according to 9 main topics
and furthermore spread in 8 defined geographical regions within Germany.

Topics which reflect directions of German S&T policy include, for instance:

= Biotechnology, = New Materials and Chemistry,
= Energy and Environment, »= Production and Processes,

= Health and Medicine, = Traffic and Mobility,

= Information and = Aeronautics and Space.

Communication,
= Micro-Nano-Opto,
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Figure 1.39: German competence networks as the gateways for university-industry-
policy interactions for innovation.

Over the last years many networks have been set up through public funding and sup-
port as well as private activities. The Initiative aims bringing together the most innova-
tive and capable national technical networks of competence which qualify by their high
level of activity and cooperation in sharing commonly formulated goals, and excel both
in minimizing distance to markets and industry and in their dynamics and flexibility. In
the regional technology networks components represent the entire value system of the
technology-related markets or industry segments. This facilitates creating innovative
products and processes.

There is overall administrative coordination by an “Initiative Office” (“Geschaftsstelle
der Initiative Kompetenznetze Deutschland”). Furthermore, there is an independent
advisory council assigned by the Federal Ministry of Economics and Technology
(BMWi) consisting of well-known representatives of science and economy from the
Networks of Competence-community. In close cooperation with the BMWi the adviso-
ry council decides on the strategic orientation of the Initiative, evaluates networks of
competence willing to join the initiative, and chooses the winners of the annual contest
“Network of Competence.” %

German and US universities are engaged considerably in technology transfer to the
private industry and have developed a wide range of mechanisms to execute or facili-
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tate the transfer through various organizational units and channels (Figure 1.41), for
instance, establishments of patent licensing and technology transfer offices, affiliated
institutions and research centers, high-tech incubators, and science (research) parks.

Out-licensing of patents by universities and public research institutes is an im-
portant basis of technology entrepreneurship.

Several universities, particularly in the US, are increasingly proactive, not only in li-
censing technology but in trying to develop it to the point where it may be more mar-
ketable. Their goal is to attract investors by bridging that valley of death between in-
vention and commercialization. Some also partner with large corporations to advance
research and transfer technologies. And many provide programs and facilities to train
and support academic entrepreneurs [Thayer 2008]. Still, most universities do not go
this route. Instead, they rely on traditional means of technology transfer. In the worst
case, interested outside parties stumble by chance across university IP.

Also consulting by faculty members is an important channel of technology transfer. US
and German science and engineering faculty are allowed to spend a proportion of
their time for outside activities. Particularly for the German industry it is quite common
that people from industry hold teaching positions or professorships at universities
around the world. And as cited by Runge [2006:689] a representative of chemical
giant Bayer AG emphasized that “this informal intellectual network is the basis for our
scientific interactions.”

Most German and US universities with substantial research activities have established
offices that support the patenting of inventions and the active marketing of these pa-
tents. However, there are varieties in both countries in tackling their missions. Some
lay claim to all research output generated by their laboratories, others are more flexi-
ble in negotiating the disposition of intellectual property resulting from their campuses.
This has important consequences for startups that intend to rely on IPR of universities
or other research institutes.

In Germany, the dominant form of collaborative research is cooperation of regular uni-
versity institutes {and/or other public research institutes} with industrial firms of various
sizes on projects funded by the BMBF (or BMWi — “Verbundprojekt”). Researchers in
Collaborative Research Centres funded by the DFG (“Sonderforschungsbereiche” —
SFB) are also encouraged to collaborate with industrial partners. Usually, in all these
types of cooperation the emphasis is on pre-commercial (pre-competitive) activities.

The next higher level of technology transfer concerns innovation, for instance, by “in-
novation alliances” tackling practical applications with coordination of many partners
and many sub-projects according to a given high-tech strategy. Coordination may be
led by industry representatives. In Germany corresponding policy supported innova-
tion alliances aim to bridge science and industry by tailored incentives to support
innovative medium-sized firms. %8
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For instance, as an alliance of around 80 renowned partners from science and indus-
try, the “Inno.CNT Initiative” has the job of driving the development of carbon nano-
tubes (CNT). CNTs have the potential to open up completely new dimensions in mate-
rials technology and to add a unique quality to numerous products and applications.
Inno.CNT looks into materials technology of the next generation and the starting point
for the alliance was a resolution adopted by the German Federal Government in 2006,
formulating a high-tech strategy for Germany as a location for industrial production
[BMBF 2011].

In all, Inno.CNT consists of 18 projects. Apart from basic research, the Innovation Alli-
ance CNT is focused on practical applications in the fields of energy and the environ-
ment, mobility and lightweight construction. It is precisely here that the major social
and economic challenges lie: from climate protection and energy supply through
safety, lightweight construction and electronics, health to mobility.

The rationale behind this is: The close networking of all 18 projects enables the entire
know-how of the partners to be utilized more effectively and generate valuable syner-
gies. In particular, linking up the crossover technologies with the fields of application
provides an optimum framework for combining, within the project cluster, basic re-
search with specific application requirements and market needs. And it provides a
framework for developing economically promising solutions.

Around €80 million was needed to implement the Innovation Alliance CNT. 50 percent
of this sum was provided by the Federal German Ministry for Education and Research
(BMBF) as part of its program “Materials Innovations for Industry and Society.” The
other 50 percent were financed from funds provided by the partners in the alliance. In
addition, German companies planned to invest around €200 million over the next ten
years to establish an efficient CNT industry.

The alliance is represented by medium-sized, large and giant firms, universities and
public research institutes including MPG and FhG. NTBFs participating in and taking
advantage from this alliance and cited in this book include Novaled AG (Figure 1.148,
Figure 1.149) and Q-Cells AG (Figure 1.152, Figure 1.153). Coordination of the alliance
is with Bayer MaterialScience (of Bayer AG) which is already a large producer of
CNTs.

For US federal laboratories the Cooperative Research and Development Agreement
(CRADA) is the most heavily used mechanism for engaging in cooperative R&D with
industrial partners. In particular, here participating laboratories are authorized to pro-
tect from disclosure any intellectual property relevant to the agreement. CRADAs con-
stitute the only mechanism by which the federal government can define in advance
the disposition of IPRs in government-industry collaborations not involving a govern-
ment contract. *°

Only recently, as part of DOD’s Next Top Energy Innovator challenge, for a bargain
price of $1,000, startup companies can get up to three of the thousands of unlicensed
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patents in the Department of Energy’s portfolio. The challenge aims to double the
number of startup companies emerging from DOE’s 17 national laboratories, which
hold more than 15,000 patents. Only 10 percent of federal patents are currently li-
censed to be commercialized, according to the agency. The Department of Energy will
also make it easy for companies to conduct their commercialization R&D at the na-
tional laboratories [Mukhopadhyay 2011b].

Constellations for technology transfer from government laboratories, KIT (Germany) or
NREL (National Renewable Energy Laboratory, US), are illustrated in the Appendix
(A.1.1) for the biofuels area, for instance, for the Biolig-process in Figure 1.173 (KIT)
and in the US involving NREL, the startup Algenol Biofuels looking for bioethanol from
algae comprosing the giant firm Dow Chemical, Georgia Tech and DOE (Figure 1.179,
Table 1.91).

A typically German approach to technology transfer and technical innovation initiated
by policy is the Verbundprojekt (“joint project’, cf. Glossary). It is a systemic combi-
nation of varies partners including NTBFs tied together by a common explicit goal
(and achievable result) through coordination, control and feedback and assigning
different contributing sub-projects to different partners.

A value system oriented “joint project” focuses on interfaces between participants. It
has the structure of a consortium, but key functions of a project. In particular, it is
defined in terms of self-sufficient sub-projects and their interfaces to related sub-
projects contributing to the solution of a research, development or piloting task. A
Verbundprojekt is usually opportunity-driven, such as exploiting a new technology, or
change-driven, which are new needs, growth or change in the business environment
(international competition).

It must be admitted, however, that participants (in reality) often put primary focus on
their own interests making interface building a secondary aspect. Hence, success of a
Verbund ultimately depends on efficient coordination and authority of the coordinator
with regard to interface building.

An illustration of a Verbundprojekt is given in the Appendix (A.1.1.4) for the project
“Hydrogen from Microalgae: With Cell and Reactor Design to Economic Production”
(HydroMicPro; Table 1.92, Box 1.25). It involves many types of public research insti-
tutes, universities, and several departments of a national research center (KIT; HGF,
Table 1.20), a Max Planck institute and several SMEs. Others are presented in the
loLiTec GmbH case (B.2).

The overall position of a “joint project” or “joint R&D project’, respectively in the
German industry development approach is shown in Figure 1.40 in relation to a
structural value system.
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Figure 1.40: Exemplary technology transfer funding by the German government and
states for materials, components and systems.

On the other hand, a consortium is a grouping of two or more legally independent in-
dividuals, companies, organizations, public entities or governments (or any combina-
tion of these entities) with the objective of participating in a common activity or pooling
their resources for achieving a common goal. The grouping submits a tender or an
application under a tender procedure or in response to a Call for Proposals. All mem-
bers of a consortium (that is, a leader and all other partners) are jointly and severally
liable to the Contracting Authority. The consortium’s approach and shared rights and
obligations are to be stipulated in a separate consortium agreement.

A consortium can be active in a pre-commercial (“pre-competitive”) manner or, if re-
stricted to only for-profit organizations, in a commercial manner as a “joint endeavor.”

University-industry relationships and related technology transfer does not only
play a key role for technology entrepreneurship, but also for research and in-
novation, respectively, of large and giant companies, and particularly in Ger-
many also heavily for medium-sized companies [Runge 2006:687-692]. This
is a basis for a “networked economy” of innovation (Figure 1.20, Figure 1.51).

Due to the many different organizational types of US consortia it is difficult to genera-
lize about the way US consortia define and execute R&D projects and technology
transfer.

With the option of establishing or working for a high-tech startup company academic
researchers have an important vehicle through which they transfer as well as have a
direct hand in commercializing the results of their own research or technologies origi-
nating elsewhere. This mode of technology transfer is very important for highly
science-based, technically dynamic industries or technology fields, such as software,
information technology, biotechnology and nanotechnology.

Technology entrepreneurship using technology transfer from universities or public re-
search institutes may occur either directly or stepwise via an incubation process (ch.
1.2.6.2) of the organization (indicated by NTBF or RBSU spin-out in Figure 1.41).
These spin-outs may be supported by interested firms through corporate venturing
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with the alternatives that the new firm can further develop and grow to an SME as an
independent entity or may be finally bought (Figure 1.20) by the venturing company
and integrated as a new unit into that company.

Some examples of very successful technology transfer (via licenses) for technology
entrepreneurs and dealt with in this book include

» Cisco Systems (Stanford University; Figure 1.145, Figure 1.158)

= Google (Stanford University; Figure 1.159, Figure 1.160, Box 1.24)

= US Cambridge NanoTech, Inc. (Harvard University, Table 1.80, [Yang and
Kiron 2010]) profitable from day one with its ALD (atomic layer disposition) for
coatings and appearing due to remarkable growth in the Inc. 500 list

= German Novaled AG (Technical University of Dresden, Figure 1.148, Figure
1.149), multiply awarded for its developments and achievements in the field of
OLEDs (organic light emitting diodes), also for its growth rate.

Technology transfer referring to value chain activities has been given in Figure 1.20
and comprises joint research or development alliances (JRAs or JDAs), but also con-
tract research of an NTBF for a firm or contract (large-scale) production of a firm for
an NTBF.

Big firms usually run organizational units — “University Relationships” — for establish-
ing, financing, managing and coordination of industry-university (public research) re-
lationships. These units are usually closely interacting with other units dealing with in-
novation, external technologies and new business development (Figure 1.41). Basi-
cally, technology transfer by university-industry relationships occurs through license-in
of technology by the firm or by exchange of personnel or sharing personnel in a
dedicated organizational unit, such as a laboratory or a firm.

University-industry relationships are discussed in detail in the Appendix (A.1.3), in par-
ticular, those involving exchange of personnel and private-public-partnership (PPP)-
firms and laboratories on campus. Participation of academics in such constructs may
be a track to gain experiences for technology entrepreneurship (ch. 2.1.2.4, Figure
1.64).

Technology transfer via industry-university and inter-industry relationships in terms of
contract research or outsourcing research, respectively, is not new at all. In particular,
during the transition from the 19th into the 20th century it was common practice
[Runge 2006:684].

Outsourcing, originally thought of as contracting or relinquishing responsibility to
another organization, has taken on a broader definition for R&D managers of large
firms. R&D managers view relationships with universities, national laboratories, con-
tract R&D firms, consortia, and even with other companies often as “outsourcing.” But,
licensing as described above and also corporate ventures (CV), joint ventures (JV)
and acquisitions are also often thrown into the mix.
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Currently, for instance, Stanford Research Institute (SRI), headquartered in Palo Alto,
CA, and Battelle, both now with laboratories worldwide, are two of the oldest and lar-
gest contract R&D providers in the US. In addition to offering specific facilities or ex-
pertise, these firms increasingly emphasize their breadth of experience, rapid product
development capabilities, and consulting services in their marketing efforts. Battelle is
the world’s largest, independent research and development organization, working to
advance scientific discovery and application.
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Figure 1.41: Key structures involving entrepreneurship and technology transfer to in-
dustrial firms.

Today the knowledge sharing process is stratified between academia, public research
institutes and industry. All institutions generate knowledge and share certain knowl-
edge, but in most cases the major process barriers are the cultures that impact the
ability of both to create new knowledge to satisfy society. There is the research culture
[Runge 2006:628-632], which is different in universities and public research institutes
and the industrial research culture (Figure 1.42, Figure 1.41).

The most significant differences occur between academic research and research in
specific business units as there are organizationally different approaches to R&D, exe-
cuted in a Business Research unit or Corporate (Central) Research unit [Runge
2006:717-720]. Additionally industrial research is also determined by the firm’s culture.
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However, there are basically some other important differences: time horizons for R&D,
confidentiality (speaking about and sharing R&D results) and a business perspective
challenging the scientific/technical one. This means first is managing R&D for busi-
ness growth; then there is integrating technology planning with business strategy and
balancing long-term/short-term R&D objectives and finally making innovation happen.

And, as in the case of licensing, there is an additional bottleneck in the transfer me-
chanism, the tacit knowledge or tacit technology to be codified and documented for a
structured knowledge/technology process. This process is preferentially via involved
people rather than documents. Knowing each other personally, a lot of informal con-
tacts between academic and industrial researchers and managers via direct and elec-
tronic meetings, e-mail, telephone conversations etc., facilitate technology transfer
markedly.

The general approach to university/research institute-industry relationships is project-
like or establishment of goal- and time-restricted endeavors, whether common labora-
tories or even firms — private-public partnership (PPP) firms. Examples of the broad
varieties of approaches are presented in the Appendix (A.1.3).

Technology transfer may exhibit a route from a university via a spin-out to RBSU or
NTBF becoming a new player, an entrant, in a market or industry, respectively. How-
ever, technology transfer may go beyond a “one-way street” out of an academic orga-
nization to an RBSU or NTBF.

Industrial

Academic Research

Research
Culture

Culture

Actionable Knowledge:

Tacit to Explicit

Ciocumentad, Codified
Knowledge, People

i ! g : Applying
Cregtionand | . [ "Transfer" of
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Figure 1.42: Issues and bottlenecks for university-industry technology transfer.
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Technology transfer may also induce a systemic effect of reflexivity; the original cause
initiates a reaction onto itself. In this bidirectional relationship both the cause and the
effect affect one another via feedback (Figure 1.43).

Technology Transfer
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l Industry (Market)
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Projects, Financing I
Doctoral Theses
(for Department)

FEEDBACK Financing Long-Term
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Department

Froviding Developments
——————————————————————————————————————————————————— {&.0. Hard-, Software or
Frocesses) to University

Figure 1.43: Potential systemic reflexivity illustrated for technology transfer via a spin-
out.

That means a new firm created via spin-out may go back to the university or a
respective department to initiate projects of relevance for its own development and
growth including financing and providing support for the university. This is done, for
instance, by the German NTBF Novaled AG (Figure 1.148, Figure 1.149, B.2).

With regard to technology transfer startups from research-oriented intellectual proper-
ties do not only use licenses for one to five related patents for well-defined direct ex-
ploitation purposes, as described for biofuels (Appendix A.1.1), but may be based al-
most entirely on a wealth of (50-250) licenses from universities as described in Box
1.4. Here, the company’s vision is different from that of a typical small, venture capital-
financed company, which must focus on a particular application or product.

Box I.4: Startup strategies relying heavily on university licenses.

For nanotechnology which is largely science-based a VC-based startup model
emerged combining top university research, entrepreneurial spirit and business ex-
perience. Generically, experience here relates to a specification of a “veterans ap-
proach” to professional management which is also followed excessively by biofuels
startups in the US (A.1.1).
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In 2001 a founding team of Lawrence Bock, a successful biotech venture capitalist,
Stephen Empedocles, a PhD chemist from MIT who had worked at two nanotech
startups and Calvin Chow, founder of two device-oriented technology companies set
up Palo Alto, Calif.-based Nanosys, Inc. It eventually brought together ten scientific
founders and licensed several hundred patents from the likes of Harvard, MIT,
Caltech, Columbia University, and the University of California.

Nanosys’ business strategy was to commercialize its products through partnerships
with leading companies in a variety of industries. According to Nanosys “Nanosys
leverages the market expertise and complementary technologies of its strategic part-
ners, while the partners leverage the unique technical and market opportunities en-
abled by nanotechnology without having to become nanotechnology experts them-
selves.”

Nanosys added experienced product-development people and focused initially on
solar cells and biosensors. The company’s IP portfolio, which has expanded further
over the past years through internal development work, covers everything from com-
positions of matter and different nanostructures through assembly techniques, specific
applications, device integration, and manufacturing methods. “Our goal is to supply
our partners with a component that can be integrated easily into their existing manu-
facturing.” These “nanomodules” and the interface with a product will differ to meet
each partner’s needs [Thayer 2008]. In 2004, the company filed for an initial stock
offering but did not proceed when market conditions deteriorated [Runge 2006:552;
Thayer 2008].

By 2006 Nanosys had amassed an IP war chest of ca. 200 patents and patent appli-
cations in the field of inorganic semiconductor nanomaterials like nanowires, nano-
rods, and quantum dots [Runge 2006:552]. Currently, its technology, products, and
processes are covered by over 700 patents and patent applications and it has around
75 employees. %0 Nanosys does not do any fundamental research, so it still looks to
the academic community for research advances [Thayer 2008].

By 2008, Nanosys raised over $100 million in four rounds of venture capital financing.
As a private company, Nanosys does not disclose revenues or profits. Currently,
heavily VC-backed Nanosys delivers process-ready materials optimized for specific
properties for electronic device manufacturers seeking LCD displays with better color
gamut and brightness and lithium ion battery makers aiming to deliver higher battery
capacity in consumer electronics.

Apart from Nanosys there are several startups following a similar route. For instance,
in 2007 Harvard University granted Nano-Terra (founded in 2005) a license to a port-
folio of more than 50 issued and pending patents, which cover nano- and microscale
molecular fabrication methods for advanced materials and devices. In return, Harvard
received equity in the firm and the right to royalties.
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Nano-Terra’s business plan was to leverage this IP through co-development agree-
ments with large organizations, such as 3M and the Department of Defense or in Ger-
many Merck KGaA or Bayer MaterialScience and the Department of Defense. “We
don’t see Nano-Terra manufacturing something and selling it.” Around 2008 Nano-
Terra had a staff of about 30 people and laboratories in Cambridge, Mass. But it also
tapped into a global network of academic and industrial collaborators, some of whom
are co-inventors of Nano-Terra’s IP. Initial capital for Nano-Terra came from the
founders, employees, and others in the collaborative network and was quickly
augmented by development funding from the first few partnerships [Thayer 2008].

Licenses as a means for revenues of new entrepreneurial firms (Table 1.3, Table 1.14)
or a basis for firm’s foundation are usually based on patents.

Patent law is country-specific, and there are marked differences between the US and
German or European, respectively, patent systems. These differences have implica-
tions for RBSUs and NTBFs, but also existing firms, specifically with regard to their
R&D processes.

Differences include, for instance, declaring the inventor, disclosure requirements and
opposition, but also the interpretation of patent claims. Key differences and implica-
tions are summarized in Box 1.5.

Box 1.5: Key differences of the US and German patent systems and implications
for entrepreneurship and the R&D process.

The most notable difference between the patent systems in the two countries refers to
the US first-to-invent versus the German/European first-to-file principle. In Germany
and Europe, when two inventors apply for a patent on the same invention, the first
person to have filed the application with the patent office will get the patent (assuming
the invention is patentable). This holds even if the second person did in fact come up
with the invention first. It is the filing date that counts.

If in the US two applications for the same invention (a so-called interference) arrive at
the patent office, a determination is made who invented it first. This requires a detailed
examination for provable evidence and documentation establishing dates of the in-
vention. If the person who filed later is found to have invented earlier, he/she may be
awarded the patent. It is the invention date that counts according to US law [Runge
2006:885-891].

In the US the first to invent principle has a number of implications for documenting and
witnessing the time, activity, findings and conclusions during a research process (in
“laboratory journals” or other documents with corresponding authentication and archiv-
ing requirements). In the US there is a related higher probability of patent suits asso-
ciated with inspections of corporate files.

Therefore, it is very important to ensure that in patent evaluations stored in computer
files or on paper researchers utilize the proper wording, phrasing, referencing, com-
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menting and explicit inference statements that do not generate future “dangerous”
legal implications. Hence, for patent application in the US it is particularly advisable
that related inventors’ text is checked by patent attorneys [Runge 2006:885].

A notable and important advantage of the US patent system is the existence of a
grace period for patent application, a particular advantage for scientists and research-
ers, who often publish first and decide to patent later. The US has a one-year grace
period. This means that the inventor can freely publish his invention without losing pa-
tent rights. However, this only applies to the US. The German and European patent
system has no grace period and US researchers cannot use their grace period if they
intend to file their patent abroad. The absence of a grace period in Germany is viewed
often as a barrier to technology transfer from scientific institutions to industry.

Then, according to best mode requirement, US patent law requires the inventor to in-
clude the best way to practice the invention in the patent application (in the description
or examples part of the patent document). In this way, the inventor cannot get a patent
and still keep some essential or advantageous aspects a secret which is in favor of
the licensing process. In contrast, German or European patent law has no such re-
quirement. It suffices that, at least, one way of practicing the invention is included in
the application, but there is nothing that states this way must be the best way, or even
a good way. This may raise difficulties in setting up a license process properly by a
licensee.

Within nine months after the grant of a German/European patent, anyone can file an
opposition with the German/European patent office (DPMA, EPO), stating why this pa-
tent should not have been granted (with arguments and evidence). The patent holder
and the opponent can then debate with each other. Finally, the DPMA/EPO will take a
decision based on facts and arguments presented by both sides.

While the US has a reexamination procedure, it does not work the same as an op-
position. In a reexamination, anyone can present reasons and evidence to the US
Patent Office (USPTO) to challenge the validity of a granted patent. However, it is
then the patent holder who engages in a discussion with the USPTO examiner to
establish the validity of the reasons. The challenger is not a part of these proceedings.

1.2.6.1 Differentiating Groups of
Technology Entrepreneurs

In ch. 1.1.1.1 RBSUs were introduced as a special sub-group of NTBFs. The creation
of spin-out companies by academic entrepreneurs is an increasingly important entre-
preneurial phenomenon with significant interferences by S&T policy. Correspondingly,
for technology entrepreneurship technical entrepreneurs and science/academic entre-
preneurs have been differentiated essentially according to educational origin and com-
petencies [Runge 2006:438-439]. But Figure 1.41 indicates that founders of RBSUs




Chapter 1 189

are also special with regard to the options for the founding process and “incubations”
of the early phase of the startups as nascent entrepreneurs (Figure 1.15).

“Academic entrepreneurs” are associated with new ventures originating from (aca-
demic) science and research-oriented education and often intellectual properties, usu-
ally spin-outs from a university or a public research institute [Tidd et al. 2001:352].

“Technical entrepreneurs” or engineering-type entrepreneurs, respectively, refer es-
sentially to people with technical backgrounds or educations (and often a business
mind or attitude) and tend to have prior business or industry experience. Typically,
they stem from various types of technical schools or people with engineering degrees
from universities, such as the MIT or Harvard School of Engineering and Applied
Sciences in the US or technical universities (of Karlsruhe, Munich, Aachen, Dresden
etc.) or universities of applied sciences in Germany (Figure 1.36).

A person with practical (technical) knowledge, for instance, through apprenticeship as
an electronics or electricity technician, would also qualify as a technical entrepreneur.
An example for the last situation is the Opolka twins in Germany who founded the
extremely successful firm Zweibriider Optoelectronics GmbH (B.2).

Concerning sub-classes of NTBFs correspondingly, academic entrepreneurs with a
science or engineering higher education could be associated with founding RBSUs or
EBSUs. Concerning types of technology entrepreneurs technical entrepreneurs would
be associated with academic startups or “other NTBFs”:

Academic Entrepreneurs Technical Entrepreneurs
Academic Spin-Outs Engineering-Oriented Firms
(Research-Based (Academic Startups — Engineering-Based Startups
Startups — RBSUs) (EBSUs) plus “Other NTBFs”) (Table 1.2)

Academic entrepreneurs are often involved in “science-based business,” for instance,
in nanotechnology or biotechnology. This means, the lag between when scientific prin-
ciples are discovered or published and the formation of related firms to develop and
exploit them may be extremely short. Correspondingly there is often considerable risk
associated with commercialization.

Academic entrepreneurs are often shaped fundamentally by the “research culture,”
whereas technical entrepreneurs tend to be educated and conditioned by the “engi-
neering culture” (ch. 2.1.2.3) and specifically by the “entrepreneurial climate” of the
parent organization (technical universities and colleges). The stronger commercial
orientation of technical entrepreneurs is also partially due to the engineering education
(ch. 2.1.2.3). Furthermore, for technical entrepreneurs experience of development
work appears to be more important than work in research (Figure 1.62).

EBSUs are often founded by experienced engineers running an engineering office,
such as TimberTower GmbH [Giebel 2013] or many startups in biofuels (A.1.1).
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A reflection of these characterizations is given by Minshall and Wicksteed [2005] when
describing the roles attributed to academic institutions which have evolved according
to two main perspectives on teaching and research:

= The “classical university” (“research university’) generates and transmits
knowledge through research conducted for its own sake, and teaching aiming
to develop the full potential of students,

» The “technical university” (including in Germany the university of applied sci-
ences) focuses on training students with knowledge and skills that are useful
for society and on creating knowledge of direct societal benefit.

Referring, for instance, to preparation and production of biofuels (A.1.1) engineering-
oriented startups tend to follow more or less established thermochemical processes
whereas academic startups and RBSUs tend to follow new biotechnological routes.
The broad spectrum of offerings of an engineering firm specializing in mechanical
engineering and plant engineering is described for the German firm CHOREN
Industries in the Appendix (A.1.1.3).

As a final remark, the differentiation of technical and academic entrepreneur referring
to educational background does not provide a disjoint classification. There is just a
fine line in terms of bent toward commercialization. For instance, founders from ap-
plied or experimental physics are closer to engineering than to science (as observed
for WITec GmbH, JPK Instruments AG, Attocube AG, Nanion Technologies GmbH,;
B.2). And, finally, academic entrepreneurs seem to be more following an incubation
process (ch. 1.2.6.2) than technical entrepreneurs.

Scientific academic entrepreneurs tend to focus on a technology push approach,
whereas technical entrepreneurs are oriented more toward demand pull (ch. 1.2.5.1).
There is often a basic misunderstanding of to-be academic entrepreneurs targeting
production:

Scientists/researchers often think that 90 percent of the job is done because
they had developed a prototype in their laboratories. But it is quite the oppo-
site — 10 percent of the work is done. The company (mostly) still needs to ma-
nufacture real, large-scale products, or materials, market them and resolve
customer issues (A.1.1; scale-up — Figure 1.8, Figure 1.9).

Reversing the focus on strong technical competency and medium or “sufficient” com-
mercial competency or, at least, commercial experience, interest, bent or attitude of
technical entrepreneurs let emerge another type of entrepreneur, the technical busi-
nessman/woman (technical business person) [Runge 2006:445, 777]. This group is
characterized by entrepreneurs with strong commercial competency and simulta-
neously a strong technical bent or additionally a certain technical training.

Here the Opolka twins (Zweibrider Optoelectronics GmbH; B.2) show up as they
started with a successful trading business for knives and cutlery (with production in
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China) before they turned to a globally leading light emitting diode (LED) lamps bu-
siness.

A further recent example is the founder of Nanopool GmbH in Germany who not only
has studied psychology and business administration and finished the last one with a
university degree, but appears also as an inventor of foundation related technical
patents [Runge 2010].

Another example of the rare cases of a founder with a business administration educa-
tion and related technical competence is Klaas Kersting who developed an online
game before founding together with Alexander Rosner the German firm Gameforge
AG (B.2) in 2003, engaged in client-based Massively Multiplayer Online Games
(MMOGs) and one of the largest global providers of MMOGs (ch. 3.4).

It is, in particular, the software area where MBAs have developed technical skills and
thus appear as original founders proportionately more often than in the industrial high-
tech areas. But, an MBA is not a typical qualification for software entrepreneurship.
Foundations in this area are often by people interested in software and programming
with scientific (for instance, physics or mathematics) or various non-technical back-
grounds or educations, respectively, such as psychology or arts.

The above outlined grouping of combining technical and commercial competencies
has been seen as fundamental for technology entrepreneurship, William Henry Perkin
(A.1.2) being the historical prototypical example when the two competencies are
combined in one person.

However, successful technology entrepreneurship also shows up, if the competencies
are associated separately with two different persons. This led to the notion of the
“entrepreneurial pair’ [Runge 2006:439]. Here we have two persons (often “friends”)
combining and complementing their individual technical and commercial entrepre-
neurial competencies, each one alone missing a required key characteristic or bent to
“initiate entrepreneurial action.”

Classical examples of entrepreneurial pairs (Figure 1.71) covering three centuries of
such co-founding are Diesbach & Dippel (Berlin/Prussian Blue), Bayer & Weskott
(Bayer AG), Rohm & Haas, Eastman & Strong (Kodak) [Runge 2006], Hewlett &
Packard (HP, US), Swanson & Boyer (biotechnology giant Genentech, US) as well as
Rickert & McClusky (Nanofilm LLC, US), Wrage & Meyer (SkySails GmbH & Co. KG)
and Bobel & Ballin (Torgeedo GmbH) (all from the NTBF sample in B.2). Notable is
also the pair of the chemist Eugen Lucius and the businessman Wilhelm Meister who
founded in 1863 the dyes firm “Meister, Lucius & Co” which became later the chemis-
try giant Hoechst AG (dissolved in the 1992) [Hoffritz 2013].

One notable advantage of the entrepreneurial pair composed of two friends is that,
during a crisis, setbacks or a dangerous situation of the new firm, one may “keep the
other warm mentally and emotionally,” or both may support each other correspond-
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ingly. Finally, Bhidé [2000:303] pointed out that complementing may also occur, if a
detailed-oriented founder who can take care of operations join with a founder with the
strategic vision.

Further division and specification of competencies associated with individual persons
extends the “pair concept” to the “triple” and, finally, to the entrepreneurial team. In
his excessive case study of US /nc. companies Bhidé [2000:303] found that entrepre-
neurial partnership “is effective only to the degree that the entrepreneurs have com-
plementary strengths (rather than overlapping limitations) and can act as a team.”

Differentiated by gender the knowledge and competency focus of the team is on the
technical area by almost 60 percent for men and by roughly 75 percent including also
natural science as well as technical and commercial competence. On the other hand,
technical and commercial knowledge is rather balanced for women at ca. 33 percent
each (Figure 1.44). This result for Germany can be assumed to be roughly also the
case in the US.
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Figure 1.44: Focus on knowledge and competencies of male and female NTBF
founders in Germany [Gottschalk et al. 2007].

Concerning education of all NTBF founders (in Germany) the highest educational level
of one of the founders of a spin-out compared with the overall situation of NTBF
foundations is given in Figure 1.45 demonstrating that 66 percent (versus 52 percent)
have a university degree and 25 percent a doctoral or habilitation degree ' with only
13 percent in general. Spin-out founders without any degree are usually students.
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Figure 1.45: The highest educational level of one of the founders of a spin-out versus
the overall situation of NTBF foundations in Germany [Metzger et al. 2008].

The results concerning education of company (NTBF) founders in Germany cannot be
compared with the situation in the US due to the different educational systems and
relevance of academic degrees and different data sets for technologies or industries,
respectively.

A recent study regarding the highest level of degree of company founders [Wadhwa et
al. 2009] revealed that 10.5 percent have a PhD, 19.0 earned a Master and 48.0
percent a Bachelor degree. Specifically, 13.8 percent hold an MBA. The common
denominator for Germany and the US is that company founders tend to be well-
educated for technology entrepreneurship.

Recently Minshall and Wicksteed [2005] argued that “any analysis of spin-outs which
implicitly assumes that they are a generic class of new business is inherently flawed.”
And they also found that at universities there were considerably more startups (com-
panies originating from the university but where the university has no claim on the IP)
than spin-outs. Obviously, they connect the notion spin-out on the basis of utilizing a
university’s IPR. Above we put the focus on differentiating RBSUs and EBSUs.

On the other hand, Egeln et al. [2002] differentiate startups founded by academics
positioning RBSUs versus (other) academic startups (Table 1.2).

=  Exploitation spin-outs are based on new research results or scientific proc-
esses or methods, for which one of the participating founders was indispensa-
ble for the firm’s foundation (Science2Business). That is, for the relevant re-
search and science at least one founder has directly contributed or one of the
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founders has contributed to scientific results by direct collaboration with a
public research organization.

= Competence spin-outs use indispensable special competencies or/and skills,
which one of the founders acquired at a scientific or research institution.

The proportion of exploitation spin-outs versus competence spin-outs in Germany
over the time period under investigation (1996-2000) was ca. 1:5 (Table 1.2).

Participation of a professor or an employed research leader of a university or other
public research institute (example: Nano-X GmbH; B.2) and other people in founding a
spin-out is presented in Figure 1.46.

Roughly one fifth of all exploitation spin-outs had a professor in the founding team.
Furthermore, academic personnel are also more strongly involved in foundations of
exploitation spin-outs than in competence spin-outs. On the other hand, professors
accounted for just 3 percent of the founders of startups of the research- and
knowledge-based industry segments [Egeln et al. 2002].
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Figure 1.46: Participation (in percent) of at least a professor (incl. employed research
leader), a scientific (incl. technical) co-worker, a graduate/student without prior profes-
sional activities in science or a non-academic person in various types of spin-outs in
Germany [Egeln et al. 2002].
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Overall, in Germany, for ca. 30 percent of the exploitation spin-outs at least one of the
founders was still engaged in science or was still a student. Hence, the transition from
science to business was gliding. 22 percent of all founders of exploitation spin-outs
were still employed with the parent research institution. This has been interpreted as a
strategy to reduce the risk of individual income [Egeln et al. 2002].

For more than 80 percent the incubator unit and parent institution of academic spin-
outs are viewed as functionally identical. More than 7 percent of exploitation spin-outs
and 5 percent of competence spin-outs have foreign public research institutions as the
incubator [Egeln et al. 2002].

From a policy point of view the creation of spin-outs by academic entrepreneurs sti-
mulates economic development — job creation. Correspondingly, policy is interested in
revealing barriers for spin-out formation to reduce these obstacles by corresponding
initiatives and programs.

Figure 1.47 gives an overview of major barriers spin-out founders in Germany are con-
fronted with [Egeln et al. 2002]. Inhibiting factors found in a related UK study
[Moustras 2003] emphasized pressure of work in “the day job, lack of experience and
lack of an entrepreneurial culture in the department.”
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Figure 1.47: Barriers for spin-out foundations in percent (multiple selections possible)
[Egeln et al. 2002].

What is of interest from the employment standpoint is not so much the total number of
startups as the number of startups with a high probability of survival and a strong rate
of growth (sustainanble growth; ch. 4.3.6).
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A corresponding characterization of spin-outs as “job machines” often follows the lines
of Minshall and Wicksteed [2005].

=  Spin-outs with identifiably high growth potential, even if there are considerable
risks that the potential will not be realized;

= Spin-outs that are likely to be serious businesses in that they create employ-
ment and generate profits, but which may have limited or slower growth po-
tential;

= Spin-outs that are legal vehicles for the commercial development of a techno-
logy which, in due course, is likely to be commercialized through the license
or sale of the IP.

Through various initiatives and programs targeting factors that influence the probabi-
lity of building startups policy wants to support and improve spin-out formation
[Tamasy and Otten 2000]. And metrics for growth is usually referring to the number of
spin-outs and revenues and/or numbers of employees of the startups.

But with regard to metrics Minshall and Wicksteed [2005] made two important points:

1. The number of spin-outs should not be interpreted as a free standing indicator
of the relevance of the university’s research to the commercial world.

2. It should not be used uncritically as an indicator of the level of entrepreneurial
enthusiasm amongst staff and other researchers.

For instance, Minshall and Wicksteed [2005] cite a study on knowledge transfer in
Germany that shows that simply encouraging universities to increase the numbers of
spin-out ventures can lead to ideas being prematurely packaged into new ventures
that have little chance of attracting funding and hence growing to make a positive con-
tribution to the economy.

That often is a reflection of the situation that some universities or public research
institutions tend to set up chairs or entrepreneurship, types of technology offices, en-
trepreneurship projects funded by governmental programs, and in turn promise to re-
lease a number x of spin-outs within y years into the business world (“‘just get the
numbers out”) — thus to legitimate effective use of the funds.

This makes it appropriate to emphasize a corollary for new firm’s foundation:

Don’t start a company just because you can; have a really good idea and op-
portunity that are good regardless of the founding and funding situation!

And for policy it is important to remember:

Generally scientific or technological leadership of a country does not neces-
sarily translate itself into economic leadership of its firms. Leading in science
in an area does not imply leading also the market: For instance, the US had
the lead in photovoltaic (solar cells) science and research, but first Germany
and now China lead the market.
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1.2.6.2 Technology Incubation, Science or Technology
Parks and Clusters

Technology entrepreneurship, whether academic or technical, requires a special sup-
portive environment. A special route of technology transfer, particularly through entre-
preneurship in terms of RBSUs or EBSUSs, involves “technology incubation” (Figure
I.) by universities, but also other public research organizations (Table 1.20).

Business incubation is a business support process that accelerates the suc-
cessful development of startups and fledgling companies by providing entre-
preneurs with an array of targeted resources and services through an incuba-
tor organization. Emphasis is on students, graduates, post-graduates, post-
docs as well as faculty members.

The services are usually developed or orchestrated by incubator management
and offered both in the business incubator and through its network of con-
tacts, which may include financial resources, such as venture capital organi-
zations or “angel investors” (called “business angels” in Europe) or corporate
venture companies and lawyers, accountants, tax and business consultants.

The most complex models of technology incubators integrate technology transfer, in-
cubation, and entrepreneurship education. Technology incubation can be seen as a
process to catalyze technology entrepreneurship within a restricted period of time.
Therefore, it is often part of technology entrepreneurship education providing potential
or individual entrepreneurs with the tools they need for success.

A related entrepreneurship curriculum may include courses on all aspects of the entre-
preneurial venture including idea generation and identifying opportunities, com-
mercializing intellectual property, selecting advisors and board members and launch-
ing and growing an entrepreneurial firm.

Specifically, technology-oriented incubators shall reduce the barrier from “potential en-
trepreneur” to “nascent entrepreneur” (Figure 1.15) helping with

= Market research and competitor analysis;

= Marketing and sales strategy development;

= Management consulting;

= Technology assessment;

= Patent and trademark applications;

= Location selection of the startup and access to financing sources;

= Business plan development, including financial and marketing analysis;
= Prototype development.



198 Chapter 1

Different Types of University or | ..~ state, County or

Research Organization . "/ Communality Support

"Indirect Incubation”

Use of infrastructural i Individual —i :

facilities free-of-charge i Department i i
A ' Scholarships, | NT@

S Grants, |

' uPotentlaI Entrepreneur(q}(,ﬂ---- --------------------- '

e “Innovation

B ‘l‘ ----------- Youchers®
| "Venture Lab™ M
Concept Summary, | ! i
PoC,USP_____ | Assessmert, !

Science or
Technology Park

Frowimity

Other Location «——

Figure 1.48: Incubation for research-based startups and other NTBFs and clusters as
means to generate fledgling new ventures.

An issue of public research institutes (and their incubator units) is missing the oppor-
tunity to commcercialize their promising developments. The problem is that the incu-
bator acts mostly only reactive upon being addressed rather than also pro-active to
initiate commercialization, for instance, through initiating startups or going for potential
industrial partners.

With regard to types of science/research it is said that German research policy places
a heavy weight on basic research, but simultaneously complains about deficits in de-
velopment and commercialization of related research results or too slow commerciali-
zation (as is also heard from responsible European technology politicians for all Euro-
pean countries).

For instance, in Germany, though the Fraunhofer Society (FhG) invented it and also
earned considerable revenues from licensing, an often cited example is the lack of
support of FhG to commercialize the MP3 audio compression technology to distribute
music tracks in the MP3 format to a major extent by German startups or firms [Bellis].
Moreover, this has become a quasi trauma of German science and economic policy
and German industry which “must never happen again.”
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Furthermore, global competition for RBSUs and NTBFs is often a hot topic from the
beginning, but also concerning trans-national reach, as seen for biofuels (A.1.1). An
incubator must take care of the existence of generic technologies and the race to pro-
duction for the same or substituting offerings and act on that within the range of its
mission, competencies and possibilities.

A general “incubation” issue emerges also for intrapreneurship. Sawney and Wolcott,
cited by Runge [2006:777], described the related issue which is linked to ideas for
innovation in the corporate environment as follows.

“Managers often lament the paucity of innovative ideas in their business. Their logic:
ideas are like frog eggs — thousands are laid, but only a few hatch. This logic suggests
that businesses need lots of new ideas if a few are to evolve into profitable innova-
tions. However, this logic is seriously flawed: to get more tadpoles, you don’'t need
more eggs — you need better incubators. Most companies have enough ideas ger-
minating in the minds of their employees but lack the mechanisms to act on them. If
your employees often don’t know where to turn for resources and funding to develop
their ideas, eventually their creativity will dry up.” (Emphases added)

This translates into fundamental operational guidelines for a technology incubator:

= The worst thing is to push new companies through an incubator and out too
soon.

= It is better to start fewer companies and know you have done all you can to
stabilize them successfully and put them on a growth track.

There is strong evidence that once the spin-out has taken place, continued support
and addition of follow-on IP to the venture from the initiating university (or incubator) is
often weak. This diminishes the chances that the spin-out will be successful, either re-
sulting in outright failure or in the spin-out becoming one of the “living dead” with little
prospect of success [Fyfe and Townsend 2005].

Incubation may proceed as a one- or a two-step process (Figure l.). There is “indirect
incubation” in an institute or a department providing for the “to-be entrepreneur”
access to its infrastructure (personnel, facilities, devices, advice) complemented by
grants and scholarships for entrepreneurship by existing federal or state programs.
That may suffice for successfully spin-out of new firm (for instance, the German
Attocube Systems AG, Puron AG, ChemCon GmbH, WITec GmbH, Nanion Tech-
nologies GmbH, or US Cambridge Nanotech, Inc.; B.2). On the other hand, potential
entrepreneurs may prepare spin-out in the incubator unit (“direct incubation”) which
may follow indirect incubation.

In one case, the author observed incubating support when the spin-out had a person
doing research for the spin-out, but formally was supervised by a faculty member (an
“entrepreneurial professor”) and the work being accepted for his diploma thesis.
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Direct incubation may cover one or two phases, the first ending with the set up of a
Proof-of-Concept (PoC) and USP (Unique Selling Proposition); in the second phase
the emphasis will be on technology and market assessments, developing a business
concept or business plan and establishing probably customer contacts.

The Unique Selling Proposition, basically a marketing and advertising concept, ex-
pressed as a statement, emphasizes how a firm’s offering differentiates itself from
those of competitors, make it a unique offering and specifies value, for instance, by
addressing potential customers: “Buy this product, and you will get this specific benefit
(or value).”

Often technology incubation continues with new firm’s foundation in a special, publicly,
privately or PPP-supported location, a science or technology park in close vicinity to
the university (Figure I.), or an industry park which may be a so-called cluster.

Indeed, a spin-out tends to locate in the vicinity of its parent organization or its incuba-
tor. Generally, NTBFs tend to locate in nearby regional networks. Proximity means
often keeping social and family ties and keeping regional networks of expertise,
advice and technical support [Tidd et al. 2001:350]. Quantification of this situation in
Germany is reflected by Figure 1.49.

We shall differentiate the notion cluster from network and view it as a sub-category: A
cluster is a network with spatial proximity of the nodes (organizational components)
and similar or related activities of the nodes.

Cluster development usually proceeds in a non-controlled bottom-up way by industry
initiative. However, it may be developed also in a controlled matter top-down, for in-
stance, through political (state, county or communality) initiative. It is in particular the
political aspect that views a cluster as a key contribution to job creation, technology
transfer and entrepreneurship.

According to Michael F. Porter “a cluster is a geographically proximate group of com-
panies and associated institutions in a particular field, linked by commonalities and
complementarities.” Clusters are a common reality in all advanced economies and in-
dustries, the most famous one being “Silicon Valley.” The clustering concept has
worked successfully also for the North Carolina’s Research Triangle.

For policy clusters form a layer of national competitiveness (Figure 1.50). In this view a
national innovation system includes the strength of the common innovation infrastruc-
ture, the specific conditions supporting locations with the nation’s innovation clusters,
and the strength of positive interactions between common infrastructure and the
cluster-specific conditions. And it has been argued that the sfrong effect of location
(states, regions) on innovation holds important implications for companies and creates
a new broader agenda for innovation policy [Runge 2006:273-277].
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Figure 1.49: Distance between the location of spin-outs and location of the incubator
units in Germany [Egeln et al. 2002].

“Clustering” in the context of economic development involves grouping companies in
the same industry in proximity with each other and with suppliers and other related
businesses. The idea is to create regional industrial hubs that drive innovation and
economic development.

The Research Triangle Park, for instance, was established in 1959 as a planned
research park by business, academic and industry leaders. It is a customer-oriented,
private sector approach. The Park’s development has always been industry-led with
assistance from the state where appropriate. The purpose of the Park is to provide an
economic development incentive to companies doing world-class research and devel-
opment in expanding scientific and technology areas. Besides its ample size and well-
prepared infrastructure, the Park was also specifically designed to draw upon the
competitive advantage of having North Carolina State University, the University of
North Carolina and Duke University within 30 miles of the Park.

As an attempt to emulate such types of clustering for support of founding NTBFs and
economic developments in the 1980s and 1990s around the globe “science parks”
and “technology parks” were established.

Layers of competitiveness in a global economy with respect to clustering from Ger-
many’s point of view are given in Figure 1.50. Here, the “Supercontinent Transatlan-
tica” comprises the NAFTA countries and EU and other European regions and
“Nippon-Sino-India” covers the Far East, Japan and China, the India region as well as
Taiwan, South Korea and South East Asian countries [Runge 2006:298].
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Concerning an innovative and entrepreneurial economy within the different countries a
result of the drive for clustering by policy is increased competition of the various na-
tional regions for visibility, attracting promising industries and people as well as
national and supra-national funding for technological developments and entrepre-
neurship. Policy is generally targeting “high tech areas. The regional competency pro-
vides opportunities for entrepreneurs concerning financing and locating their startups.

Regions and clusters competing for startups are illustrated for biofuels (A.1.1) and the
German NTBFs Q-Cells AG and loLiTec (A.1.5; B.2).
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Figure 1.50: Layers of global competitiveness focusing on clusters (German view).
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Clusters and competitiveness viewed for several levels are given in Table 1.22.

Table 1.22: Clusters and competitiveness viewed for several levels.

Clusters improve firms’ productivities and efficiencies:
= Access to infrastructure: easy access to specialized suppliers, services and human
resources, raw material and intermediates, energy, water, information technology —
and waste disposal
=  Simplified communication, coordination and cooperation among firms
= Information spillovers
= Rapid diffusion of best practices; and ongoing, visible performance comparisons with
local rivals; firms providing role models for other firms
= Compete globally thanks to a better access to information and specialized resources,
flexibility and rapid adoption of innovations
Clusters stimulate and enable innovations
= Enhanced ability to perceive innovation opportunities
= |mitation facilitates faster innovation adoption
= Presence of multiple suppliers and institutions to assist in knowledge creation (knowl-
edge and technology transfer)
= Ease of experimentation given locally available resources
Clusters facilitate commercialization of innovation
=  Market potentials for new firms and new lines of business are more apparent
=  Commercializing new products and starting new companies is easier with the available
skills, suppliers, etc.

A Technology Park is an initiative that supports usually the following economic objec-
tives:

= Innovation and entrepreneurship

= Enterprise development

= Job and skill creation

= Investment attraction

= Export and trade

= Diversification of the regional economy
= Sustainable (regional) economy.

Investment attraction requires for entrepreneurship having interfaces to the financial
sub-system, bankers being able to realistically evaluate risk, and availability of angel
investors and/or venture capitalists familiar with the characteristics of small busi-
nesses and facilities appropriate for the businesses. A technology park may be
industry-specific or cover various related or unrelated industries.

Science or university parks usually comprises a region with a large skill base due to
proximity of leading edge organizations (universities, public and semi-public research
institutes and laboratories, firms with strong R&D activities) at the forefront of research
and development.
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Value addition of a science park includes park management, infrastructure (may in-
clude high-tech instruments for experiments for rent or special R&D facilities like clean
rooms to be rented at favorable rates), flexibility of building layouts, non-profit R&D;
profit-oriented R&D, education institutions, government and the community — and
startups learning by example or imitation and networking. It attracts innovative to-
gether with fast-track companies as the ideal catalyst for business startup (new firms,
university spin-outs, firms’ spin-outs and subsidiaries and joint ventures); often early-
stage technology (RBSUs).

If science or technology parks are subsidized by public (state, county, communality)
institutions (Figure I.) to provide financially favorable conditions for new firm deve-
lopment they can also be viewed as incubators in the broadest sense.

Technology, science and industry parks in Germany include, for instance,

= Karlsruhe (which is essentially IT-oriented),

= Heidelberg (a science park; covers the biotech cluster of the Rhein-Neckar
Metropolitan Region and the BASF-CaRLa; A.1.3),

= Berlin-Adlershof (the largest science and technology park in Germany; covers
science institutes of Humboldt-University Berlin, other research institutes and
close to 1,000 firms in 2013),

= Chemiepark Leuna (a policy-driven re-foundation of the original “Chemie Drei-
eck” (“Chemistry Triangle”) after the German Re-Unification)

We have differentiated a cluster from a network. Networking means lifting physical
proximity and a more or less tight interconnection of organizations (or people) with a
more or less clear purpose and commitment, including connections across regions,
countries or continents (cf. “competence networks” in Figure 1.39). For entrepreneur-
ship the term networking will often refer to people networks — meaning communica-
tion, strengthening existing or creating new ties or finding common interests and pur-
pose.

To succeed, for startup companies it is advisable to have or build a supportive net-
work, for instance, contacts to people of the incubator or to anywhere in the world,
people from other scientific disciplines etc. A startup’s “Advisory Board” is also a good
springboard for networking. Once you have these networks, interesting and unpredic-
table things for entrepreneurship can happen — for your benefit.

Clustering, industry and technology parks have also appeared in “business models” of
firms. For instance, German chemical giant Bayer AG and LANXESS AG (a Bayer
spin-off) run Currenta-CHEMPARK (formerly Bayer Industry Services, BIS) at several
locations as a partner for on-site chemical and technical services.

This type of park is to a certain degree restricted. It offers effective infrastructure fitting
essentially the needs of chemical and processing firms or NTBFs. It offers customized
services ranging from technology and production through environmental protection,
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waste management, utility supply, infrastructure, safety and analytics to vocational
training and continuing education courses. Simultaneously, the “Bayer Chemistry Start
Up Initiative” supported new company foundations in its own industry park [Runge
2006:278]. The German Polymaterials AG (B.2) is a prominent example of an NTBF
for taking advantage from this situation. Similar organizations have been set up by
many giant firms from various industries.

Networking of startups and NTBFs can achieve the status of a “virtual company” with
participants providing complementary as well as customized offerings as well as tan-
gible and intangible resources and sharing resources, information and experiences.
Customer facing would be a one-stop-shop, including referral to the network member
which is appropriate to respond to a request or setting up cooperative activities and
efforts to react to customer demand.

For instance, the German NTBF ChemCon GmbH (B.2) is a member of such a virtual
company, the “Drug Discovery Net” ChemCon is engaged in contract research and
custom synthesis and is a market leader in milli- and small scale active pharmaceu-
tical ingredients (APIs) production, usually low-molecular weight organic compounds,
but also bio-inorganic APIs (“metals in life processes”). It operates in special niches of
“orphan drugs” as well as injectable APIs. Orphan drugs are for “rare diseases” that
do not receive proper attention. Furthermore, orphan drug status gives a manufacturer
or customer financial incentives (in US tax reductions and marketing exclusivity). Big
pharmaceutical companies focus usually on diseases “common” for very large popula-
tions!

The Drug Discovery Net comprises eight small firms, most of them in close proximity
in Germany’s South West. It sees itself organized like a “virtual pharmaceutical firm” in
which the various partners execute particular tasks. On the basis of the experiences of
the participants its aim is to cover the whole value system from API research to exe-
cution of clinical studies.

Similarly the German NTBF IEP GmbH followed also networking with other small
companies, such as CSS from North Ireland and Chiral Quest from the US. IEP of-
fered cost effective customized biocatalytic process development and sales of
enzymes to the pharmaceutical industry relying on proprietary technology and
intellectual property.

CSS, a small-scale pharmaceutical contract research and synthesis organization and
key node of the network, had bilateral deals with two chiral chemistry companies. The
agreements enabled CSS — with its strength in synthetic route development — to offer
complementary custom synthesis of chiral compounds using either the chemical
asymmetric hydrogenation technology of Chiral Quest or the biocatalytic asymmetric
reduction technology of IEP. Chiral Quest, CSS, and IEP formed a consortium.
[Runge 2006:183]. In 2010 the privately held IEP was acquired by the US firm
Cambrex Corporation (and was renamed to Cambrex IEP).
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As a summary, a “networked economy” emerged for a national technical innovation
system as expressed by Figure 1.34, Figure 1.41, Figure |. and finally Figure 1.51. Itis a
government-university-industry (GUI) ‘triangle” relationship involving small firms
(NTBFs) and medium and large existing firms and plays a role of growing significance
for national innovation efforts and is simultaneously significant for technology entre-
preneurship [Carayannis et al.].

An alliance evolves into a community of innovation, if each participant retains the
legacy of its origins, but joins a network of researchers that develops its own common
values, norms and vocabulary. The knowledge from each participant can then be
integrated within the new context of a community of innovation, and applied by each
participant toward its own learning goals — and location selection which may be a
publicly subsidized cluster. Development and renewal of such a system is based on
entrepreneurship and innovation.
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Figure 1.51: The “networked economy of innovation” of a national technical innovation
system.

Collaboration among networking partners provide many benefits, such as:
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= Sharing of risk and cost for long-term research

= Access to complementary capabilities

= Access to specialized skills

= Access to new suppliers and markets

= Access to state-of-the-art facilities

= Creating new opportunities for technological learning.

In the context of dynamic organizational learning cultural gaps among GUI participants
can become an advantage. “Organizations involved in successful strategic alliances
engaged in learning not only at the level of technical knowledge, but also at the level
of organizational structure, with participants adopting some of the organizational rou-
tines of their partners leading to greater efficiency in learning.” [Carayannis et al.]

“One indication of the special significance of GUI partnerships is that this new organi-
zational form is emerging in different nations and different economies. This suggests
that there are strong driving forces motivating these partnerships that are common
across different national cultures, political structures, and economic systems. While
GUI partnerships in different countries have certain unique characteristics shaped by
their national environment, they tend to share processes and structures of member-
ship, governance, and interaction that point to the existence of universal critical suc-
cess factors which apply to all such partnerships.” [Carayannis et al.]

Carayannis et al. provide some examples for structures of GUI partnerships in the US
and Europe/Germany.

GUI partnerships are different from other forms of binary inter-organizational alliances
and consortia requiring interfacing values, norms, behavior, the whole culture of parti-
cipants from three different systems rather than two (Figure 1.42). Outlines of GUls are
given in Table 1.92 and the Appendix (A.1.3).

1.2.6.3 Technology Transfer to Small and
Medium-Sized Enterprises

National governments usually have initiatives and programs for technology transfer
(and innovation and additional support) to small and medium-sized enterprises
(SMEs), as, for instance, defined for Europe in Table 1.4. However, SMEs are defined
widely in different countries. The SMEs are defined loosely in the US as any enter-
prise with fewer than 500 employees. This may lead to different samples of SMEs for
studies and correspondingly lead to results which cannot be compared. The targeted
SMEs are usually younger than large firms but may include startups. Furthermore, as
our definition of an NTBF regarding its life-time to include its twelve’s year of exis-
tence, SMEs definitely cover NTBFs.

Policies to promote SMEs and support innovation have a long tradition in Germany,
dating back into the 19th-century. In Germany the Federal Ministry of Economics
(BMWi) targets SMEs. In the US it is the Small Business Administration (SBA). The
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US Small Business Administration * was created as an independent agency of the
federal government to aid, counsel, assist and protect the interests of small business
concerns, to preserve free competitive enterprise and to maintain and strengthen the
overall economy of the nation.

The SBA provides financial, technical, and management assistance, including access
to grants, to help Americans start, run, and grow their businesses and compete in
global markets through an extensive network of field offices and partnerships with
public and private organizations. It organizes, for instance, a network of training and
counseling services via small-business development centers and provides export
assistance.

The SBA is a large financial backer of small businesses in the US. However, SBA
does not grant loans — it guarantees them. Loans are available for many business
purposes. The basic loan guarantee program is generally used to fund the varied
long-term needs of small businesses. The program is designed to promote small busi-
ness formation and growth by guaranteeing long-term loans to qualified firms that can-
not obtain financing on reasonable terms through normal lending channels [ACS
2011]. The SBA’s flagship 7(a) program provides roughly two-thirds of its loans to
existing businesses, not startups. This is because it works by guaranteeing loans from
commercial banks, which are often reluctant to lend to unproven startups.

SBA acts also through its Small Business Innovation Research (SBIR) and Small
Business Technology Transfer (STTR) grants. The Small Business Innovation
Research (SBIR) Program is a highly competitive three-phase award system which
provides qualified small business concerns with opportunities to propose innovative
ideas that meet the specific research and development needs of the Federal Govern-
ment.

The Small Business Technology Transfer (STTR) is a highly competitive three-phase
program that reserves a specific percentage of federal research and development
funding for award to small businesses in partnership with non-profit research institu-
tions to move ideas from the laboratory to the marketplace, to foster high-tech
economic development and to address the technological needs of the Federal
Government. Achieving grants under these programs, however, is challenging [ACS
2011:28]. At the same time, one must recognize that SBIRs initially provide relatively
small amounts of capital/cash ($50,000 to $100,000) with a high cost of time for ac-
counting and management and low probabilities for successful award [ACS 2011:35].

Concerning SMEs in the US the focus tends to be on individual firms and high-tech
firms rather than manufacturing companies. The US R&D and technology transfer
infrastructure serving SMEs in these industries is relatively piecemeal, fragmented
and weak. “US SMEs in technologically mature manufacturing industries operate on
the periphery of the nation’s R&D enterprise.” [Abramson et al. 1997:30, 31]
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On the other hand, the technology transfer and R&D needs of German SMEs include
high-tech and manufacturing industries and tend to emphasize cooperation and net-
working. In particularly, the more technically stable manufacturing industries are sup-
ported by a dense, comprehensive and highly institutionalized network of industry-
oriented R&D institutions and non-R&D-performing technical organization (for in-
stance, the Chambers of Industry and Commerce (in German Industrie- und Handels-
kammer — IHK).

Through participation in robust industrial associations, which have a significant in-
fluence on public S&T policy at the state, federal and EU levels, German SME’s are
considerably involved in the shape and resource allocation of their national innovation
system. Moreover, SMEs are considered important pillars of the German innovation
system and the overall export industry.

A dense distribution of IHKs over whole Germany for consulting SMEs including start-
ups together with a dense distribution of cooperative banks, savings banks and other
publicly owned banks (ch. 1.2.7) for financing represent the backbone of the German
SMEs.

The BMWi-led Central Innovation Program SME (in German ZIM — Zentrales Innovati-
onsprogramm Mittelstand) is a country-wide support means, open to all technologies
and sectors. It is geared to medium-sized enterprises which may cover NTBFs and
collaborating research organizations closely aligned with business. Funding through
ZIM is intended to:

e encourage companies to dedicate more efforts to market-driven research, de-
velopment, and innovation,

¢ reduce the technical and economic risks of technology-based projects involv-
ing research and development,

e rapidly implement the R&D results in the form of market-orientated innova-
tions,

e enhance the level of collaboration of companies and research organizations
and to expand technology transfer,

¢ increase the commitment of companies towards R&D cooperation,

e improve innovation, cooperation and network management within the enter-
prise.

Funding and support modules include:
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¢ Individual projects (ZIM-SOLO):
Individual R&D projects of SMEs.

e Cooperation projects (ZIM-KOOP):
Cooperation projects between SMEs and between SMEs and research insti-
tutions.

¢ Network projects (ZIM-NEMO):

Funding is for external management und organization services for developing
market-oriented networks of innovative SMEs.

1.2.7 The Financial Subsystems in the US and Germany

The availability or ability to access the capital necessary to start an entrepreneurial
firm is considered one of the factors that facilitate or more frequently constitute an ob-
stacle to the decision of becoming an entrepreneur and building a new company (cf.
Figure 1.47 for spin-outs). It is therefore important to be aware of the various financing
sources for entrepreneurs that exist in the US and in Germany, what role they play
and in how far and when the financing systems provide components of the business
opportunity for technology entrepreneurship.

A fundamentally important global advantage of the US is that the dollar (still) has the
status of the global reserve currency, acceptable as a medium of international pay-
ments and that is therefore held in reserve by many countries. According to Investope-
dia it is “a foreign currency held by central banks and other major financial institutions
as a means to pay off international debt obligations, or to influence their domestic
exchange rate.”

Influencing domestic exchange rate is often currency manipulation. For instance, to
suppress the value of the Yuan, China takes US dollars and exchanges them for Yuan
at a pegged rate. China does this hoping to create jobs and boost exports.

The US calls this currency manipulation and it is. However, it is no more manipulative
than that what Ben Bennanke of the US Federal Reserve did. He was flooding the
markets and the world with printing US dollars hoping to weaken the US dollar and
stimulate growth. Hence, in the US this “loose money” enters the US financing system
and specifically also entrepreneurship in the US.

1.2.7.1 Financial Sources for

Technology Entrepreneurship

To start and develop a new firm (Figure 1.15) entrepreneurs need capital — to pur-
chase assets and to operate while building a customer base. They have to find out
how much capital will be needed and when, in particular, what is the necessary initial
funding to start the firm. As a firm grows its needs for finances normally increase.

Working capital is a measure of the amount of cash available in the short-term. It is
an indication of the funds needed to operate within a given business size (and time).
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In terms of accounting net working capital is the difference between a business’
current assets and its current liabilities.

Choosing the right sources of capital can be as important as choosing team members
and the location of the business. The most direct source for equity financing is to ac-
cess own financial resources and probably additional finances from family and friends,
the so-called 3F source (“family, friends or fools”).

Having used 3F resources early growth may be financed by the startup’s profits and
cash flow. Starting a firm this way is often termed a “bootstrapping” approach (ch.
4.3.3.1). However, many firms require already more capital for their start and also for
their further developments. Furthermore, for their start there are often no own re-
sources and no customers for financing. But accesses to various sources of capital
are available for entrepreneurship.

We, therefore, shall look into the various sources of capital to start an NTBF and par-
ticularly those parts of the national financial systems that are relevant for technology
entrepreneurship. Additionally we shall look into details of financing of the technology
area which exceeds common text book knowledge of the topic and tackles also
approaches mixing financing sources.

For different countries there are basically similar sources available for financing a new
firm. However, they usually differ in the proportion they contribute to technology entre-
preneurship and the sources differ also in their ownership structures, modes of opera-
tion and (re-)financing themselves etc.

In particular, with regard to their different kinds of capitalistic system (ch. 1.2.4) there
are marked differences between the US and Germany with regard to the role govern-
ment and other public organizations play as financial resources for entrepreneurship.
Governmental support includes direct and indirect measures (Figure |., Figure 1.51).

Focusing on financing NTBFs and taking the perspective of the financial backers one
can assume firm development and associated need of capital to proceed in stages.
This allows investors their intended total investment to be divided into gates for check-
ing progress against pre-defined milestones.

For the entrepreneurs, such gates represent specific “crossroads,” decision points,
how to finance further developments of their firms. As a framework for financing a new
firm we shall use Figure 1.52. Here RBSUs as special NTBFs are explicitly considered
as they have several additional options for financing through public financing sources,
in particular incubation (ch. 1.2.6.2; Figure |., Figure 1.51).

Basically, one should differentiate initial funding usually comprising the “pre-commer-
cialization period” and “ongoing financing.” Generally, one must consider that financ-
ing is usually different for NTBFs with intended large-scale production as these may
require very soon capital in the order of several tens of millions. And also NTBFs from
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specific industries or technologies will need huge amounts of capital, for instance,
many biotechnology startups and biofuels startups (A.1.1).

In Figure 1.53 a typical income/loss (expenses) curve for development of a new firm
and an association with financing stages is displayed. A key point here is the “break-
even.” The breakeven is the point at which cumulated income (revenues) equals loss
(cost, expenses).

It is to be noted that often people relate to breakeven as the point (year) when the
company achieves a profit for the first time.

It is of particular interest for entrepreneurs and financial backers in how fast in terms
of months or years the new firm’s development reaches that point when the company
starts to produce profit. For instance, for debts financing after having crossed the
breakeven for the entrepreneur(s) amortization may begin. This means gradual reduc-
tion of term debt by periodic payment sufficient to pay current interest and to eliminate
the principal at maturity.
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Figure 1.52: Financing stages for technology entrepreneurship — for NTBFs, RBSUs
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Figure 1.53: Typical income/loss (expenses) structure for development of a new firm.

For the US primary sources of capital for founding NTBFs are reported by Bhidé
[2000:38] based on an Inc. 500 sample from 1996 (mostly firms launched after 1988).
They are given in Table 1.23. According to the frequency of utilization, personal sav-
ings and borrowing are the main sources for initial funding of these private companies.
Venture capital and private investors play only a small role.

On the other hand, Roberts [1989] analyzed empirical data that come largely from
companies founded around 1990 by former employees of MIT laboratories and acade-
mic departments. Therefore, they principally may well be unrepresentative of other
technology-based new firms. However, his data (Table 1.23) match essentially those of
Bhidé and thus corroborate the related findings of the roles of personal savings and
funding by family and friends versus venture capital and other investors.

Table 1.23: Primary sources of initial funding (1996 Inc. 500 companies) and 154 firms
founded by former MIT employees.

Sources of Startup Capital Frequency (Percent) Frequency (Percent)
[Bhidé 2000:38] [Roberts 1989]
Personal savings 55 77
Family and friends 13 5
Bank loans 7 0
Personal charge cards 5 -
Venture capital 4 5
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Table 1.23, continued.

Angel investors 3 -
Private individual investors - 7
Non-financial corporations - 6
Public stock issues - 3

Bhidé and Roberts do not consider explicitly financing of RBSUs. The author is only
aware of one study providing some basic information for their situation. Moustras
[2003] looked into spin-outs from chemistry departments in the UK. The findings are
as follows.

»  Funding in stages is typically, starting out with founders’ funds, business an-
gels and progressing on to venture capital once the company needs to grow.

= A quarter of the studied companies are in the very early stages with funding
from their founders and/or universities,

= A fifth has funding from business angels and over 50 percent are VC funded.

= Four fifths of the companies in the survey were considering venture capital or
had received VC funding. Almost half had their first support from business
angels, with only 6 percent citing university funding and a similar proportion of
founders putting their own money in.

= Specifically, initial funding provided by the founders was seen as very impor-
tant to convince other investors that founders and academics are committed
to the project, but also their family and friends. Second round funding was
provided by venture capitalists. Further funding was provided by entering into
Jjoint developments with multinational companies with interests in the field.

= Universities typically covered patent costs and legal fees setting up the com-
pany, writing the business plan and in many cases provided funding in return
for an equity stake.

It is interesting to note that only 5 percent of the UK chemistry spin-out sample was
involved in manufacturing which is anticipated to require huge amounts of capital
[Moustras 2003].

Universities in the US and Germany provide similar support. This generally includes
some non-monetary forms of investment in the company (Figure |., Figure 1.51):

= Micro-funds or grants for professional research in state-of-the-art of techno-
logy (patent and technical literature searches) and market research,

= Scholarships and grants for researchers by national research associations
(NSF, DFG),

» Providing lab space and time off to focus on getting the company established,

= Providing a university-related incubator,
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» Indirect financial support by preferred rates for renting office and laboratory
space, use of office services, utilization of highly sophisticated and expensive
instruments etc. in science and technology parks.

The German government’s microfinance fund (in German Mikrokreditfonds Deutsch-
land) also offers small loans in conjunction with intensive advisory services. You can
contact their microfinance team for this purpose. And generally, during firm develop-
ment there are many options of (US anf German) governments to support technology
entrepreneurship, for instance, via loan guarantees, laws, mandates, tax breaks etc.
(Figure 1.51, CleanTech, biofuels — A.1.1, Figure 1.34).

In the US the great majority of initial investing through outside investors has tradition-
ally been undertaken by private wealthy individual investors. Furthermore, being “ac-
countable only to himself for his actions, he/she can afford the inevitable loss and
he/she often has motivations for investing which are not strictly economic. (cf. for the
US the firm First Solar, Figure 1.154, ch. 4.3.5.2; for Germany Box 1.23). The private
individual seldom seeks out investments. Instead he/she learns of opportunities from
contacts within the financial community of which he is often a member [Roberts 1989].

“Familiy investors” often fund an autonomous investing organ (corporation or partner-
ship), managed by a staff of full-time employees who analyze incoming investment
proposals, make the investment decisions (usually without family participation in the
decision), and work with the investee companies during the post-investment period.

In the US Venrock, founded by the Rockefeller family, and Cascade Investment, an
asset management firm owned by Microsoft Founder Bill Gates, are perhaps the best
known of these organizations. The family venture capital groups were the models for
the formation of specialized closed-end investment companies that focused on ven-
ture capital.

A time series reflecting startup development for the various sources used for financing
NTBFs in Germany in the early 2000s is given in Table 1.24. Accordingly, for instance,
18.74 percent of NTBFs founded in 2001 and 2002 received long-term bank loans
between January 2005 and February 2007 (data collection period). This source is
rather constant which means bank loans continue to play a significant role for further
company development.

Overall and in line with the US data (Table 1.23) capital by third parties contributes 5-6
percent — significantly less than family and friends. With increased age of the NTBFs
the importance of public grants diminishes considerably. The same is true for the role
of own capital.
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Table 1.24: Sources for financing of young German high-tech companies with different
foundation years, in 2005/2006 and before [Gottschalk et al. 2007].

Foundation Samples; Frequencies in Percent
Source 2001/2002 2003/2004 2005/2006 2001-2006
Cash Flow 73.89 70.59 73.38 72.59
Own 41.26 52.08 80.94 57.56
Capital
Family and 11.49 14.40 17.63 14.45
friends
Capital by 4.67 4.47 5.96 5.01
Third
Parties
Long-Term 18.74 16.95 21.38 18.96
Bank
Loans
Public 9.31 17.07 25.04 17.00
Grants
Other 20.94 16.80 13.06 17.00
Sources

Notably, the data from 2005/2006 and 2001/2002 show that to a large proportion the
German NTBFs can make use of successful operation and revenues early on in terms
of cash flow. With time proceeding, from startup into the early/late stage, the signifi-
cance of own resources, those of the family and friends as well as public grants
decrease markedly.

Also US companies in the 1989 Inc. 500 list financed their growth primarily through
retained earnings (cash flow), fewer than a fifth had raised follow-up equity financing
in the five to eight years they had been in business [Bhidé 2000:29].

Identified “cash flow” as a financing source may hide an important source for initial
funding. That is a supply agreement (including “customer pre-payments”) with a larger
company (Box 1.11) and corresponds to startups with having already customers which
obviously is not so rare (German ChemCon GmbH, WITec GmbH, Solvent Innovation
GmbH, loLiTec GmbH, Attocube AG; and US Cambridge Nanotech, Inc.; B.2).

The study of only those firms that according to Table 1.24 got financing by third parties
in Germany provided a detailed view about the different contributors. Data for firms
founded in 2005 or later represent sources for initial (start-up) funding.
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For instance, for the later stage firms founded in 2001 or 2002 that got financed by
third parties between January 2005 and February 2007, 25 percent received money
by VC companies. This translates into 1.2 percent overall contribution of VCs in Table
1.24. VC contributions increase with further developments of the firms. “Private inves-
tors” cover essentially angel investors (called business angels in Europe). The ten-
dency for angel contribution is reversed compared with VCs, a decreasing role with
proceeding development. They are more usually relevant for early stages of NTBFs.

However, a VC-backed or high investment approach startup model (millions of dollars
or euros) dominates in some fields with an emphasis on productions or very high
value products, such as biotechnology and biopharmaceuticals and also biofuels
(A.1.1) and other CleanTech areas (such as photovoltaic, energy storage by batteries
etc.) and computer hardware.

Table 1.25: Financing sources of young German high-tech companies by third parties
(listed in Table 1.24) in 2005/2006 and before [Gottschalk et al. 2007]. *)

Foundation Samples; Frequencies in Percent

2001/2002 2003/2004 2005/2006 *) 2001-2006
Private 44.18 55.11 82.04 62.09
investors
Venture- 24.91 16.84 10.80 17.01
Capital-
Firmsn
Other Firms 3.73 17.24 18.49 13.58
(Corporate
Venturing)
Public 30.12 21.13 21.52 24.09
Investments
Other 14.17 9.26 2.43 8.21
Investors

*) Represent initial funding for the startup stage based on the date of investigation.

Beginning in the early 1960s and increasing significantly only in the 1980s, major ma-
nufacturing firms have become interested in supplying venture capital to young tech-
nological companies. Many of them are seeking to supplement their in-house research
and development efforts by backing entrepreneurs in hopes of gaining access both to
technology and engineering talent.

Initially US companies, such as DuPont, Ford, Texas Instruments and Union Carbide,
experimented with this approach of direct venture capital investment in new or early
stage companies [Roberts 1989]. Currently, corporate venturing has become common
practice of large and giant firms across industries and the globe. Data in Table 1.25
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indicate that the significance of corporate venturing versus venture capital as a source
of financing development of (German) NTBFs follows opposite trends.

In the US and Germany investment activities of corporations are usually direct as part
of their innovation strategies which means investing into NTBFs of business interest to
them, for instance, seeking to gain access to new or emerging technologies and
probably acquire these for future businesses.

In Germany, there is also indirect investment via a private-public partnership (PPP)
investment organization. For instance, the High-Tech Founder’'s Fund (“High-Tech
Griinderfonds”) has been set up by the German giant firms BASF, Siemens, Deutsche
Telekom, Daimler, Bosch and Zeiss and the German government (BMWi) and a public
bank (KfW Mittelstandsbank; Kreditanstalt fur Wiederaufbau — Reconstruction Credit
Institute) to provide investment capital based on promising research results, an inno-
vative and technological base, and a high potential market situation for the involve-
ment in new firms. Apart from financing a new technology firm it will provide support,
such as coaching, based on a strong network and entrepreneurial knowledge and
expertise.

Public investments in Germany (Table 1.24) may cover various organizations. The
German Mittelstandische Beteiligungsgesellschaft GmbH (MBG) is an organization set
up individually for each of the German federal states. The MBGs receive support from
the federal and the state governments and are non-profit making organizations with
similar structures across the states. Basically the MBG acts as a publicly supported
capital investment company (for SMEs), working closely together with the state-owned
guarantee banks (banks for guaranteeing loans). Shareholders comprise chambers of
commerce, chambers of crafts, business associations and leading federal- and state-
owned banks (like the above mentioned KfW), sometimes also private commercial
banks.

An MBG enters usually into “silent partnerships” with small or medium-sized busi-
nesses and businesses which are in the process of being founded — usually getting a
share of the firm’s annual profit. An MBG acquires also direct stakes in industrial
companies. The MBG provides private equity, but it does not intervene in the day-to-
day management of its firms. Programs cover the range between seed-capital-financ-
ing and financing growth of a company. The investments have to be repaid after 10
years at nominal value. MBG provides equity capital very often in addition to short-
and medium-terms loans granted by the company’s bank.

The percentage of firms accessing a particular source for financing does not reflect
the quantitative significance for its proportion in terms of the total capital provided by
that source for a new high-tech firm. Correspondingly, in Table 1.26 the financial struc-
ture of such firms in terms of the relative volume is shown for groups of firms clustered
according to years of foundation [Fryges et al. 2007].
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The table reflects the average proportion a particular source contributes to the total
volume of capital which the firm has received since January 2005. For instance, for
young high-tech firms founded in 2001/2002 own resources correspond to ca. 15
percent of new total capital received since 2005.

The number of founders in a team can influence the amount of initial capital
both directly and indirectly. As the number of founders increases more per-
sonal funds are available from which to draw money. This has a direct effect.
Indirectly, the more founders there are the greater the possibility that one of
them knows a receptive “outside” source.

Independently from the age of the new firm one can see that cash flow and own re-
sources of the founder(s) account for more than three quarters of capital received.
However, there is a distinct shift toward cash flow with increasing age of the firms.

An open question is whether the notion “public grants” differentiates grants provided in
the context of entrepreneurship and firm’s foundation or research and development
projects in which NTBFs can participate.

Table 1.26: Volume of financing (financial structure) of young German high-tech com-
panies with different foundation years, in 2005/2006 and before [Fryges et al. 2007].

Foundation Samples; Volume in Percent
Source 2001/2002 2003/2004 2005/2006 2001-2006
Cash Flow 66 57 44 55
Own Capital 15 22 35 24
Family, 4 5 6 5
friends etc.
Capital by 2 2 1 2
Third
Parties
Long-Term 6 6 7 7
Bank Loans
Public 2 5 6 4
Grants
Other 5 3 1 3
Sources
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Considering that financing by third parties accounts for just about 2 percent of capital
received anew this is not a surprise referring to the fact that ca. 5 percent of all NTBFs
mentioned to have received capital from third parties over the 2005/2006 period
(Table 1.24).

In both the left charts of Figure .54 average proportions of finances contributed
according to the sources given in Table 1.26 are shown for only those firms which re-
ceived financing by third parties since the beginning of 2005.

The overall financial structure of those firms exhibits the proportion of capital obtained
from third parties to account for 29 percent — close to the percentage (34 percent)
cash flow contributes to the overall capital. Of those younger firms of the 2005 and
2006 sample which received financing by third parties the average financial proportion
accounted for 22 percent. Out of these private investors provided 74 percent. Hence,
private investors accounted for 16 percent of the all the financing sources.

Furthermore, there is a marked change of the financial structure over development
time of the German firms putting more emphasis on venture capital and public financ-
ing sources at the expense of private investors. Financing is usually by several ven-
ture capital firms and also several public or semi-public investment firms. Utilizing
public investment firms usually increases the options for financing via third parties of
German NTBFs compared to those in the US. Furthermore, there is a dominant role of
private investors in Germany.

It remains to be seen what effects the Great Recession (2007—2009) and the following
weak recovery will exert on financing sources (cf. Box 1.6) and financing strategies for
NTBFs.

As an addition to the current discussions Figure 1.55 provides another differentiation of
the role of the financial sources in terms of frequencies of use and volumes by the
sources in Germany. It provides also more details about the role of the public sources
[Creditreform - KfW - ZEW 2009]. Foundations in 2007 could rely on own resources by
83 percent which suffices to finance 64 percent of the needed finances for foundation.
In 2008 an even higher proportion of own resources (90 percent) was used, however,
with a lower amount of volume (52 percent).

Disregarding the founders’ own capital Figure 1.55 emphasizes that banks contribute
most to financing of NTBFs in Germany in the first few years through different means
—loans and lines of credit. Furthermore, promotional loans from the national KfW bank
and federal state-owned banks show up in the third position. Banks can also help
through long-term lease financing of laboratory or manufacturing equipment or pro-
viding (mortgage-like) loans for acquisition of instruments taking ownership of these
instruments as a security.
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Foundation Sample 2005/2006
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Figure 1.54: Financial structure of young German high-tech firms which received fi-

nancing by third parties since 2005 (sample Jan. 2005 - Feb. 2007) [Fryges et al.
2007].

Frequency of Financing Sources Volume of Financing Sources
in the Firm's First Year in the Firm's First Year
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Figure 1.55: Frequency and volume of financing sources of German NTBFs (sample
2005-2008, allowing multiple answers) [Creditreform - KfW - ZEW 2009].
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Companies having early sales by contract to government (including military) or large
industrial organizations may achieve bank loans, as the banks may grant loans to
these firms, attaching the contract payments as security [Roberts 1989].

The German government offers promotional loans at affordable terms via the KfW
Bankengruppe, while states (in German Lander) offer low-cost loans via funding insti-
tutes (for instance, investment banks). These loans usually offer lower interest rates
than private bank loans. One generally has an initial phase of several years before re-
payments are due. Promotional loans must always be applied for through private
banks. On the other hand, the current study of NTBF cases (B.2) has revealed that
Sparkassen banks (ch. 1.2.7.2) are often involved in providing initial and growth
credits to founders.

As a summary,

Technology entrepreneurship (in Germany) for the pre-seed, seed and early
growth phases is facilitated to a considerable extent by federal and state go-
vernments and public federal- and state-owned financial institutions and
mixed private-public institutions via debt financing modes, but also equity
investments.

Governmental (federal and state) funding may be indirect via universities and
public research institutes which are largely financed by the governments (ch.
1.2.6).

Concerning the question of whether NTBFs with a particular firm structure or orienta-
tion will get or have to go preferentially for capital by third parties one can say that
these are often firms striving for large-scale production involving scale-up (Figure 1.8,
Figure 1.9). This is found for many CleanTech areas, such as, biofuels (A.1.1),
batteries, fuel cells or lighting (Novaled AG).They may have a need for several dozens
of million and will go for financing sources which are in the position to satisfy such
needs. The biofuels example show the large emphasis of such new firms on venture
capital.

Furthermore, Fryges et al. [2007] found that (in Germany) these “producing NTBFs”
have, in general, more emphasis on

= Continuous R&D, a higher proportion of employees in R&D and using own
patents

= Have a high R&D intensity (ca. 29 percent)

= Utilize own developed technologies

» Introduce something new-to-the market.

Though firms which received capital from third parties are representing a small propor-
tion of all high-tech foundations in Germany, Fryges et al. [2007] have shown that this
kind of German firms are larger (by number of employees at firms’ foundation and also
ca. five years later), grows faster, is more innovative and tend to be spin-outs from
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universities or public research institutes [Fryges et al. 2007]. The same applies to the
US (ch. 4.3.6).

1.2.7.2 The Components of the Financing Subsystem for
Technology Entrepreneurship

Basically, financing technology ventures may be by for-profit organizations or non-
profit organizations. In particular, in the US the role of (non-profit) foundations for en-
trepreneurship is more pronounced than in Germany. Many of the similar initiatives in
Europe would be financed with public money and therefore are subjected to other
constraints. The European model has one striking advantage: Since the European
organizations’ budget is not fed by the volatile stock market as for most US founda-
tions the budget needs not to be cut so dramatically as if a recession decimates the
foundation’s assets.

Given the important roles of banks and related debt financing for technology entrepre-
neurship in the US (Table 1.23) and Germany (Table 1.24, Figure 1.55) it is astonishing
how little attention these have attracted in discussions of financing NTBFs (cf. [Dorf
and Byers 2007:Chapter 18]). To elevate the differences in the roles of banks for fi-
nancing NTBFs in the US and Germany the banking systems in the two countries
shall be outlined [Vitols 2001].

Banking Systems

One key difference between the US and German bank system is the degree to which
financial systems are bank-based or market-based. In a bank-based system (Ger-
many), the bulk of financial assets and liabilities consists of bank deposits and direct
loans. In a market-based system (US), securities that are tradable in financial markets
are the dominant form of financial asset.

Bank-based systems appear to have an advantage in terms of providing a long-term
stable financial framework for companies. Market-based systems, in contrast, tend to
be more volatile but are better able to quickly channel funds to new companies in
growth industries.

A second key distinction between financial systems is the degree to which the state is
involved in the allocation of credit. Government ownership or partial ownership of
banks is widespread in Germany, but non-existent in the US. State involvement in cre-
dit allocation can turn the financial system into a powerful national resource for over-
coming market failure problems and achieving collective economic and social goals.
However, financial targeting also runs the danger of resource misallocation due to in-
adequate reading of market trends or “clientelism.”

The banking system in Germany accounts for the majority of financial-system assets
(ca. 75 percent, respectively), whereas banks in the US (with about one-quarter of to-
tal financial-system assets) are only one of a plurality of financial institutions. US
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banks still face somewhat more limited power to invest in industrial firms than do
banks in Germany, for example. Likewise, industrial firms’ investments in banks face
more limitations in the US than in the European Union.

In Germany’s banking system there are only few large commercial banks. The largest
banks, such as Deutsche Bank and Commerzbank, are known primarily because they
have large overseas operations. Domestically, the banking system is mainly com-
prised of regional and private banks, and then there are the standalone savings
banks, known as Sparkasse banks.

German Sparkasse banks are largely equivalent to American sav