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Preface

Renewable energies gained a lot in importance the last years. Worldwide the ecological
awareness increases and much effort is put into projects to slow down the global warm-
ing and to prevent negative impacts with respect to the climate change. Furthermore
the increasing scarcity of fossil fuels and the associated rising prizes force governments
to think about alternatives for energy supply. Apart from hydro and wind power, solar
power is the most important renewable energy technology. Worldwide photovoltaic
systems with a capacity of 30 GWp were newly installed in 2012, resulting in a global
capacity of 102 GWp [1]. Although this growth rate is impressive it is still by far
not enough to reduce the carbon dioxide emissions because China and India alone are
building four coal power plants every week [2]. Therefore it is essential to develop more
efficient and cheaper solar cells to make them more attractive not only for industrial
countries but also for newly industrializing economies.
Organic photovoltaics bear the potential of low-cost production. This is due to the
fact that organic solar cells can be processed from solution and printed by roll-to-roll
techniques with a high throughput and low material consumption [3]. In contrast to
inorganic solar cells high temperatures are not needed for the fabrication. Thus, the
energy consumption is significantly reduced, which results in lower costs and a better
energy balance of the solar cells. Another advantage of organic photovoltaics is that
the devices can be built on flexible and lightweight substrates, enabling new fields of
applications.
The first heterojunction organic solar cell was already built in 1986 by C. W. Tang
exhibiting a power conversion efficiency of 1 % [4]. Extensive international research
on organic solar cells started after the developement of the bulk heterojunction (BHJ)
concept in 1995 by Yu et al. [5] and Halls et al. [6]. Since then great success has been
achieved concerning not only the efficiencies of the organic solar cells, but also the
long-term stability of the devices and large-scale production techniques. The current
efficiency record of 12 % was set by Heliatek in January 2013 [7].
The efficiency of BHJ organic solar cells is strongly correlated with the morphology
of the absorber layer, which necessitates an optimized distribution of the donor and
acceptor phases. A large interface between donor and acceptor components is required
to efficiently dissociate photon-generated excitons into electrons and holes. On the
other hand continuous conduction paths are necessary to transport the charges to
the respective electrodes. The nanomorphology depends thereby on the tendency of
the organic molecules to self-assemble, to crystallize and to phase separate. These
properties can be influenced by changing the process conditions, for example the choice
of the solvent, deposition temperature, the control of the drying kinetics and thermal
post-treatment.
To control the influence of the fabrication parameters and to develop a fundamental
understanding of the correlation between nanomorphology and efficiency of an organic
solar cell, the application of electron microscopy is well suited. Transmission elec-
tron microscopy (TEM) cannot only be used for real-space imaging, it can also be
applied to investigate the crystalline structure of a sample by electron diffraction or
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dark-field (DF) imaging. However, TEM analysis is hampered by limitations such as
electron radiation damage and especially poor contrast for samples containing materials
that consist of light elements with only small variations in density. To overcome these
problems low-energy scanning transmission electron microscopy (low-keV STEM) was
applied in this work for nanomorphology investigations. Lowering the electron energy
to values below 30 keV leads to a significant contrast enhancement and minimized
knock-on damage caused by electron irradiation. Furthermore the use of a high-angle
annular dark-field (HAADF) STEM detector provides images with a high atomic num-
ber contrast. In the course of this work low-keV HAADF STEM was used for the first
time to investigate the nanomorphology of organic solar cell absorber layers. Since the
contrast in the images is not intuitively interpretable a semi-empirical equation was
developed to calculate the image intensity for different materials. It turned out that
this equation can also be used to determine either the thickness or the density of a
sample.
Another possibility to overcome the problem of poor contrast is the use of analytical
methods like electron energy loss spectroscopy (EELS) and plasmon-loss energy-filtered
transmission electron microscopy (EFTEM). Here, the image intensity is mainly de-
termined by the electronic structure of the sample materials.
All standard TEM-based techniques only provide a two-dimensional projection of the
examined volume. This limitation can be overcome by TEM tomography which facili-
tates the reconstruction of the three-dimensional sample structure.
Based on the application of different electron microscopy techniques a complete micro-
and nanostructure analysis of organic absorber layers could be achieved.
In the course of this work four different material systems were investigated. Besides of
organic solar cells based on the well-known donor polymer poly(3-hexylthiophene-2,5-
diyl) (P3HT), and its selenium equivalent poly(3-hexylselenophene-2,5-diyl) (P3HS),
absorber layers based on the new donor copolymer poly[N -9’-heptadecanyl-2,7-car-
bazole-alt-5,5-(4’,7’-di-2-thienyl-2’-(3,5-difluoro-4-octyldodecyloxyphenyl)- 2’H -benzo-
triazole)] (PCDTPBt) and the small molecule donor material fluorenyl hexa-peri -
hexabenzocoronene (FHBC) were investigated. As acceptor materials the fullerene
derivatives [6,6]-phenyl-C61-butyric acid methyl ester (PC61BM) and [6,6]-phenyl-C71-
butyric acid methyl ester (PC71BM) were applied. For all four material systems a
correlation was established between the nanomorphology, the production parameters
and optoelectronic properties.
The present work is composed of seven parts. In Chapter 1 the fundamentals of organic
solar cells are outlined. In the following chapter an overview on the applied methods is
given, including the current state of research. In Chapter 3 a semi-empirical formalism
is developed which describes high-angle electron scattering at low electron energies in
carbon-based materials. Moreover the applications of this formalism are presented.
In Chapter 4 the investigation of P3HT:PC61BM absorber layers of organic solar
cells by low-keV STEM is presented. In the following chapter the nanomorphology
of P3HS:PC61BM absorber layers is explored and correlated with the solar cell effi-
ciency. In Chapter 6 organic solar cells based on the donor material PCDTPBt are
investigated, whereby the findings from the electron microscopical investigations are
used to further increase the performance of the organic solar cells. In the last chap-
ter a complete micro- and nanostructure analysis of FHBC:PC61BM absorber layers is
presented.
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1 Fundamentals of organic solar cells

In this chapter the working principle of organic solar cells will be outlined. The ma-
terials investigated in this work and the different solar cell device architectures are
presented. Finally, the different influences on the nanomorphology of the absorber lay-
ers are described and the current state of research on the investigated material systems
is outlined.
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1.1 Working principle

1.1.1 Conducting polymers

In general polymers have a low electrical conductivity and are considered as isolators.
However, in 1977 H. Shirakawa, A. G. MacDiarmid and A. J. Heeger made a ground-
breaking discovery, which was honored in 2000 with the Nobel Prize in chemistry
[8]. They found out that the conductivity of polyacetylene films could be increased
markedly by oxidating them with chlorine, bromine or iodine vapor [9]. For iodine the
measured conductivity increased over seven orders of magnitude. This halogenation
process was called ‘doping’ in analogy to the doping of semiconductors.

The physical basis of the electrical conductivity of polymers are conjugated double
bonds which are alternating single and double bonds [10]. The electron orbitals of
the carbon atoms in the conjugated double bonds are hybridized which means that one
atom has three planar sp2 orbitals and one vertical pz orbital. Due to the overlap of the
sp2 orbitals strongly localized σ bonds are formed which are responsible for the binding
of the atoms. The overlapping pz orbitals cause a π bond. It is strongly delocalized, so
that energy bands are formed over long polymer chains [11]. A schematic illustration
a the double bond between two carbon atoms is displayed in Fig. 1.1.

The longer a polymer chain is, the more pz orbitals contribute to the π electron
band which causes a splitting of the energy eigenvalues into a quasi-continuous en-
ergy band [3]. In Fig. 1.2 the π orbital energy splitting is illustrated. In a non-excited
molecule, the electrons will occupy the energetically lowest states. Important energy
values to characterize an organic semiconductor are the highest occupied molecular or-
bital (HOMO) and the lowest unoccupied molecular orbital (LUMO) (Fig. 1.2). These
terms can be related to the valence and conducting band in inorganic semiconductors.

The energy gap between the HOMO and the LUMO is typically in the range of 1.5-
3 eV, thus electrons can be excited by visible and near ultraviolet (UV) light [12]. The
excitation process results in the creation of a Frenkel exciton which is a bounded state of
an electron and a hole. Due to the small permittivity, the Coulomb attraction between
the charge carriers has a longer range in organic than in inorganic semiconductors.
Furthermore the exciton is stronger localized on the molecular site [13] and, therefore,
the binding energy of a Frenkel exciton is very high and lies between 0.3-1.4 eV [14, 15].
Internal electric fields are usually not strong enough to cause exciton dissociation [13].
Hence, the separation of electron and hole is only possible if one of the charge carrier
can attain an energetically more favorable state. This can be realized by donor-acceptor
transitions, which will be described in detail in the next section.

s

p

p

2
sp

pz

Figure 1.1: Scheme of the double bond of two carbon
atoms with a localized σ bond between the sp2 orbitals
and delocalized π bonds between the pz orbitals.
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1.1.2 Bulk heterojunction

In organic semiconductors a donor-acceptor interface is needed for an exciton dissoci-
ation. In Fig. 1.3 the four consecutive steps in the generation of photo current from
incident light are illustrated. An incident photon excites an electron into the LUMO
of the donor, while a hole is created in the HOMO. The exciton then diffuses through
the sample and if it reaches a donor-acceptor interface within its lifetime, the charges
can be separated. The electron is thereby transfered from the LUMO of the donor into
the energetically lower LUMO of the acceptor, while the hole stays in the HOMO of
the donor. The charges are then transported to the respective electrodes. This hap-
pens mostly by hopping processes rather than by band conduction (like in inorganic
semiconductors) [17]. Thus the charge carrier mobility is several orders of magnitude
smaller than in inorganic semiconductors [18].

The exciton diffusion-length LED is in the range of 5-30 nm [19]. To ensure that all
excitons in the absorber layer reach a donor-acceptor interface within their lifetime a
special design of the absorber layer is necessary. In Fig. 1.4a the ideal donor-acceptor
arrangement is displayed: the domain size is in the range of twice the exciton diffusion-
length, the interface between the two materials is maximized and all domains connect
to the respective electrode.

In 1995 Yu et al. and Halls et al. developed the so-called bulk heterojunction (BHJ)
structure [5, 6]. For this structure the donor an acceptor materials are mixed and
dissolved. The solution is then spincast onto the substrate. During the drying process
the two materials segregate and domains are formed. An schematic illustration of a BHJ
is displayed in Fig. 1.4b. In contrast to the ideal absorber layer structure it exhibits
undesired features (marked with arrows in Fig. 1.4b). If an exciton is created in a

donor acceptor

anode

cathode

E

hn

2

1

3

34

4
- -

-

-

+
+

+
+

Figure 1.3: Schematic illustration of
the four consecutive steps in the gen-
eration of photo current from incident
light: (1) Photon absorption with for-
mation of exciton; (2) Exciton diffusion
to donor-acceptor interface; (3) charge-
transfer of the electron to the LUMO
of the acceptor; (4) Collection of the
charge carriers at the electrodes.
(Figure is based on [16])
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PEDOT:PSS PEDOT:PSS

2

1

Figure 1.4: Schematic illustration of a) an ideal absorber layer structure and b) a bulk
heterojunction (BHJ) with two undesired features marked with arrows: 1) an island
without connection to the electrode and 2) a short-circuit between the electrodes.

domain without connection to the electrodes, the charges cannot be transported to the
respective electrodes after dissociation and therefore do not contribute to the power
generation. If a domain forms an interconnection between both electrodes, charge
carriers can reach the wrong electrode and recombine with an opposite charge carrier
[20]. These recombination losses reduce the short-circuit current (Chapter 1.1.3) and,
therefore, the overall device performance.

As a result, the nanomorphology has to be optimized with respect to size, shape and
distribution of the domains, to maximize the solar cell efficiency. This is usually realized
by the variation of production parameters, e.g., the choice of the solvent or the drying
conditions. The relation between production parameters, nanomorphology and solar
cell efficiency will be discussed in detail in Chapter 1.4.

1.1.3 Solar cell key parameters

An important parameter to describe the quality of a solar cell is the external quantum
efficiency ηEQE. It indicates the number of created charge carriers per incident photon
and can be described by the following equation

ηEQE = ηA · ηED · ηCT · ηCC. (1.1)

The parameter ηA stands for the photon-absorption efficiency. If the organic absorber
layer is thicker than the optical absorption length (≈100 nm), almost all photons are
absorbed. This leads to an absorption efficiency of ηA=100 % [16]. ηED stands for
the efficiency of the exciton diffusion, i.e., for the fraction of excitons that reach an
donor-acceptor interface within their lifetime. This efficiency strongly depends on the
morphology of the absorber layer, which will be discussed in detail in Chapter 1.4.
ηCT is the charge-transfer efficiency. It denotes the probability that an exciton is
dissociated into an electron and a hole at the donor-acceptor interface. This process
occurs very fast (typically in a few hundred femtoseconds), so that it happens before
all other competing processes. Therefore ηCT can also be assumed to be 100 % [16].
ηCC stands for the charge-collection efficiency of the electrodes. It is typically high
(≈100 %), due to the built-in electric field [16].
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Figure 1.5: Current-voltage character-
istic of an illuminated (full line) and
an unilluminated (dashed line) solar
cell.

The last three factors of Eq. 1.1 are often combined to the internal quantum effi-
ciency ηIQE. It denotes the number of charge carriers leaving the cell over the electrodes
with respect to the number of absorbed photons.

Considering influences on the external quantum efficiency, it becomes apparent that
the optimization of ηED is the main target in the improvement of organic solar cells.
Park et al. first succeeded in fabricating a BHJ organic solar cell with a internal
quantum efficiency close to 100 %, while the power-conversion efficiency (PCE) was
6.1 % for these devices [21].

The PCE η of a solar cell can be calculated by the fraction of the power generated by
the solar cell PSC and the incoming light power PLight:

η =
PSC

PLight

=
VMPP · IMPP

PLight

=
FF · VOC · ISC

PLight

. (1.2)

VMPP and IMPP stand for the voltage and current at the maximum power point (MPP),
which is marked in the current-voltage characteristic in Fig. 1.5. VOC denotes the open-
circuit voltage. It is mainly determined by the difference between the LUMO level of
the acceptor and the HOMO level of the donor [22]. ISC denotes the short-circuit
current. It is determined by the amount of absorbed light and the internal conversion
efficiency [23] which is directly related to the nanomorphology of the absorber layer.
The fill factor FF is defined as:

FF =
VMPP · IMPP

VOC · ISC

. (1.3)

It is a measure of how well the maximum power rectangle fits under the characteristic
curve [24].

For the comparability of PCEs it is important to specify the exact measurement con-
ditions. Normalized reference spectra are needed, since the absorption and, therefore,
the external quantum efficiency ηEQE is a function of the wavelength of the incident
light. Thus, the PCE depends on the type of incident spectrum. The most commonly
used reference spectra are the ’air mass (AM)’ spectra of the American Society for
Testing and Material Standards (ASTM) [25]. These spectra consider the path of the
sunrays through the atmosphere. According to the ASTM standard the light power
per area is 1000 W/m2.
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1.2 Materials

1.2.1 Donors

In organic solar cells different kinds of organic semiconductors are applied as donor
materials. A distinction is made between polymers, copolymers and small molecules.
Representative of all these groups were investigated in this work.

Polymers

Polymers are chemical compounds which consist of long chains of identical single units.
They are usually well suited for solution-processing, whereby the side chains are re-
sponsible for the solubility.

The semiconducting polymers investigated in this work are poly(3-hexylthiophene-2,5-
diyl) (P3HT) and poly(3-hexylselenophene-2,5-diyl) (P3HS), shown in Fig. 1.6 which
belong to the group of the polythiophenes. They are characterized by a facile synthesis,
many modification capabilities, high environmental/thermal stability [26]. Solar cells
based on these materials showed efficiencies of up to 5 %, demonstrated for example
by Ma et al. for P3HT:[6,6]-phenyl-C61-butyric acid methyl ester (PC61BM) solar cells
[27]. P3HT is the most studied donor semiconductor for organic photovoltaic and it
often serves as reference material [26].

P3HT consists of an aromatic ring with one sulfur atom (thiophene) and an attached
alkyl chain of carbon atoms (hexyl). This additional alkyl chain is responsible for the
solubility in non-polar solvents. Charge transport is enabled by the four π electrons
of the two double bonds and the two electrons of the sulfur pz orbital. The coupling
of the monomers can occur in different ways, depending on the production process.
The most favorable configuration is the head-to-tail coupling [26]. The percentage of
these couplings is called regioregularity (RR). The greater the RR, the better is the
optical absorption and the field-effect mobility [28]. Another important influence on
the performance of the solar cell is the molecular weight of the polymer which will be
discussed in detail in Chapter 1.4.1.

The polymer P3HS is the selenium equivalent of P3HT. It exhibits a reduced optical
band gap due to a deeper LUMO energy level resulting from a smaller ionization
potential of selenium compared to sulfur [29]. The best P3HS:PC61BM cells up to now
were fabricated by Ballantyne et al. [30]. They showed a PCE of 2.7 %. Although this
value is relatively low compared to P3HT cells, it has to be noted that the short-circuit
current was significantly increased. Since the open-circuit voltage was the same as for
the P3HT reference sample, the lower PCE could be completely attributed to the low
FF, which in turn is caused by an non-optimized morphology. This implies that P3HS
as donor material still bears the potential for high efficiency solar cells [30].

a b

S S e

Figure 1.6: a) P3HT and b) its sele-
nium equivalent P3HS.
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Copolymers

A copolymer is a polymer composed of two different (or more) monomers. In organic
photovoltaics so-called donor-acceptor compounds are applied. It was shown that by
the combination of electron-poor (accepting) and electron-rich (donating) monomers
the distance between the HOMO and the LUMO level can be reduced to shift the
absorption edge toward lower energies [31].

The copolymer investigated in this study, belongs to the group of donor-acceptor com-
pounds that contain a functionalized carbazole as donor unit. High efficiencies of
up to 6.8 % could be achieved for different members of this group [32]. The copoly-
mer examined in this work contains a phenylbenzotriazole as acceptor unit. It is
called poly[N -9’-heptadecanyl-2,7-carbazole-alt-5,5-(4’,7’-di-2-thienyl-2’- (3,5-difluoro-
4-octyldode-cyloxyphenyl)-2’H -benzotriazole)] PCDTPBt. The molecule is displayed
in Fig. 1.7. It was firstly synthesized by F. Pasker [33] who also provided the material
for the nanomorphology investigations described in Chapter 6.

Figure 1.7:
PCDTPBt molecule.

Small molecules

Small molecules applied in organic photovoltaics, exhibit a conjugated π electron sys-
tem, like the already described semiconducting polymers. In contrast to polymers small
molecules can be evaporated [34]. In solution-processed solar cells, small molecules with
designated side groups are applied.

The small molecule investigated in this work is fluorenyl hexa-peri -hexabenzocoronene
(FHBC), a planar aromatic molecule, which consist of a hexa-peri -hexabenzocoronene
(HBC) core with flourenyl and alkyl side groups [35]. In Fig. 1.8 the FHBC molecule
is displayed. HBC is a discotic polycyclic aromatic hydrocarbon with well-known liq-
uid crystalline properties as a result of strong intermolecular association between the
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Figure 1.8: FHBC molecule.
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molecules [35] The columnar stacking results in high intrinsic charge transport prop-
erties making HBC materials attractive for semi-conducting applications [35]. While
photovoltaic response of HBC containing devices was first demonstrated in 2001 [36],
the introduction of fluorene substituents on the HBC molecule resulted in a material
that showed a promising device performance in combination with the fullerene elec-
tron acceptor PC61BM [35]. Despite the restricted spectral absorption of this FHBC
material with absorption onset at 450 nm, PCEs of up to 1.5 % were recorded for
FHBC:PC61BM devices with a maximum external quantum efficiency of 40 % at 400 nm
[35]. Perhaps, the most interesting aspect of the device characteristics was the high
fill factor FF of up to 65 %. The high FF value indicated that the transport of holes
and electrons through the BHJ film is well-balanced, which was confirmed in charge
mobility measurements [35, 37].

1.2.2 Acceptors

Fullerene derivatives are since their first application [5] the most frequently used ac-
ceptor materials in solution-processable organic solar cells [19]. Attempts to replace
these derivatives by other electron-conduction materials, were rarely successful. This
is due to the fact that fullerenes have many properties which are beneficial for the ap-
plication in organic photovoltaics. They have for example a LUMO level that fits very
well to the LUMO level of most conjugated polymers, which are used as donor mate-
rials [38]. Furthermore, fullerenes exhibit an ultrafast photoinduced electron transfer
in combination with various conjugated polymers [39] and high electron mobilities of
about 10−3 cm2/V·s [40]. These mobilities are relatively isotropic due to the symmetry
of the fullerene molecule [38].
To overcome the disadvantage of the low solubility of fullerenes, several derivatives have
been developed. The most frequently used are PC61BM and [6,6]-phenyl-C71-butyric
acid methyl ester (PC71BM). They are single isomers, synthesized by the addition
of diazoalkane [41]. In Fig. 1.9 the fullerene derivatives PC61BM and PC71BM are
presented, which are up to now the most common acceptor materials for organic solar
cells.
While the LUMO levels of PC61BM and PC71BM are similar [42], the HOMO level of
PC71BM (-5.9 eV [43]) is higher than the one of PC61BM (-6.1 eV [44]). The higher
HOMO level of PC71BM can be related to a higher absorption coefficient at longer wave-
lengths [38, 45], which is related to the lower symmetry of the C70 molecule compared
to the C60 fullerene [46]. Thus, solar cell devices comprising PC71BM usually exceed
the ones with PC61BM in terms of the PCE and the ISC. Nevertheless, PC61BM can
be advantageous, due to the different solubility and therefore demixing behavior [46].
Last but not least PC61BM is less expensive than PC71BM.

a b

Figure 1.9:
the most frequently used
acceptor materials in or-
ganic photovoltaics:
a) PC61BM
b) PC71BM.
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1.3 Device architecture

The solar cells investigated in this work are based on two different device architectures,
namely the standard and the inverted architecture, both displayed in Fig. 1.10. The
difference between the two designs is the arrangement of the electrodes. In the standard
architecture (Fig. 1.10a) the light enters the solar cell through the transparent anode,
in the inverted architecture (Fig. 1.10b) through the transparent cathode. The charge
carrier flux is correspondingly inverted.

The samples investigated in this work are mostly prepared on glass substrates, although
it is also possible to use flexible materials like polyethylene terephthalate (PET). The
substrate is for both designs covered with indium tin oxide (ITO) which belongs to the
group of the transparent conductive oxides (TCOs). In the standard design it serves as
anode, in the inverted architecture as cathode. Advantages of ITO are the low specific
resistivity and the transparency in the visible spectrum [47].

In the standard architecture a hole-transport layer of poly(3,4-ethylenedioxythiophene):
poly- styrenesulfonate (PEDOT:PSS) is deposited on the ITO anode. It serves as
buffer and enhances the charge extraction from the absorber layer [48]. PEDOT:PSS
is a p-doped material which has a high transparency for visible light. Furthermore it is
water-soluble and exhibits a high conductivity [49]. The active layer is spincoated on
top of the PEDOT:PSS layer. In an ideal BHJ solar cell the anode side of the absorber
layer is donor- and the cathode side acceptor-rich (Chapter 1.1.2).

To extract efficiently the electrons from the photoactive layer, appropriate cathode
materials have to be chosen. In the standard architecture metals with a low work
function are applied. In this work calcium is used as cathode material. Since it oxidises
very fast, a protection layer of aluminum is deposited on top of it [18]. Alternatively a
combination of an electron-transport layer like TiOx [50] and an aluminum anode can
be applied.

In inverted solar cells it can be advantageous to cover the ITO by a transparent electron-
transport layer. For this purpose the semiconductor ZnO was chosen in this work.

The next step in the fabrication of the solar cell is spin coating of the absorber layer.
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Figure 1.10: Schematic illustration of a) the standard and b) the inverted solar cell
architecture.
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On top of it a hole-transport layer is deposited. In this work inverted solar cells with
hole-transport layers of either PEDOT:PSS or MoO3 [51] are investigated. Silver is
deposited as anode onto the hole-transport layer. With its high work function it is well
suited to extract electrons [18].
Depending on the used donor and acceptor materials the standard or the inverted
architecture can be more favorable. If for example the acceptor material shows a
tendency to enrich at the bottom interface of the active layer the inverted architecture
can result in a higher PCE [52].

1.4 Nanomorphology of absorber layers

As already mentioned, the nanomorphology of the absorber layer has a high impact on
the performance of organic solar cells. Different influences on the nanomorphology and
their correlation with the device performance are discussed in the following sections.
Furthermore the current state of research concerning the investigated material systems
is outlined.

1.4.1 Influence of material and fabrication parameters

Donor:acceptor mixing-ratio

An easy way to influence the nanomorphology is the variation of the mixing ratio of
donor (D) and acceptor (A) material. The ideal D:A mixing ratio ranges from 1:0.7
to 1:4 for common polymer:fullerene blends [53]. Although the fullerene absorbs only
a small fraction of the incoming light and a low content of about 5 % is sufficient for a
complete exciton diffusion [54], a blend ratio of 1:4 can be necessary to form percolating
paths to the electrodes [55].

Thermal annealing

Thermal annealing is a common method to modify the structure of the absorber layer
by promoting phase separation and crystallization or aggregation of each component. It
has the advantage that it can be applied independently of the film deposition technique
[56].
In many organic photovoltaic (OPV) blend systems (like for example P3HT:PC61BM)
the crystallinity of the components and the degree of phase separation is relatively low
after the spin coating process, which results in a low PCE. This is due to the fact that
the drying process occurs typically very fast, so that the resulting nanomorphology
is not in a thermodynamic equilibrium [53]. By heating the sample over the glass
transition temperature Tg, the molecules can rearrange and crystallize. As a result
an improvement of the long-wavelength absorption and charge-carrier mobility can be
observed [53]. Furthermore a donor:acceptor structure with interconnected pathways to
the electrodes is formed [56]. Many examples for a PCE-enhancing effect of annealing
can be found in literature for various material systems (reviewed e.g. in [20, 53, 56])
In contrast, some OPV blends incorporating donor polymers with low degree of crys-
talline order (e.g. samples with MDMO-PPV1 [57] or PCDTBT2 [21]) do not show an

1poly(2-methoxy-5-(3’-7’-dimethyloctyloxy)-1,4-phenylenevinylene
2poly[N-9’-heptadecanyl-2,7-carbazole-alt-5,5-(4’,7’-di-2-thienyl-2’,1’,3’-benzothiadiazole)]
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improved device performance after annealing. Therefore other possibilities to change
the nanomorphology like the choice of solvent or the blend composition have to be
considered [53].

Solvent annealing

The so-called solvent annealing process is not an annealing in the proper meaning of
the word, because no heating of the sample is involved. For a solvent annealing treat-
ment the spin coating duration is kept short, so that the resulting deposited layer is
still wet. The sample is then slowly dried under a Petri dish in solvent vapor [58].
In this saturated solvent atmosphere the polymers can reorganize and crystallize [53].
During a long drying process the system is approaching the structure of thermody-
namical equilibrium. However, the ideal morphology does usually not correspond to
the equilibrium state and has therefore to be found by elaborate experiments or on the
basis of phase diagrams [59].

One advantage of solvent annealing compared to thermal annealing is its compatibility
with devices fabricated onto flexible substrates that may degrade or warp at typical
thermal annealing temperatures [53].

Molecular weight

The molecular weight (MW) can be either described by the number-average molecular
weight Mn, which is just the arithmetic mean, or the weight-average molecular weight
Mw. The latter can be found by choosing randomly monomers and determining the
molar mass of the associated polymers. The mean value obtained by this procedure is
then Mw. The two values are related to each other by the polydispersity index (PDI)
which is defined as: PDI = Mw/Mn and gives an indication for the width of the
molecular weight distribution [60].

The MW and the PDI are important parameters to control electronic, optical and
electrochemical properties of a polymer. Furthermore the two parameters have a high
influence on the nanomorphology of the absorber layer and therefore the transport
properties [26]. For many polymers applied in organic solar cells an improvement
of device performance is observed for an increased MW [32]. This enhancement is
attributed to a better light absorption in the UV-visible region and a more efficient
hole transport along the polymer backbones [26, 32]. Nevertheless, in some cases a
higher MW also lead to a decreased efficiency. This was attributed to the fact that
higher MW fractions can posses a higher degree of entanglement, which hinder the
carrier transport along one polymer chain and between different chains [32].

Choice of solvent

In solution processable photovoltaics the solvent has a high impact on the nanomor-
phology of the absorber layer. Depending on the choice of solvent phase separation and
molecular self-organization can be either promoted or hindered [56]. Solvent proper-
ties, such as boiling point, vapor pressure, solubility, and polarity have an considerable
impact on the final film morphology [20]. If for example a fast evaporating solvent
is used, there is only a short time for demixing processes and a rearrangement of the
molecules. As a result a very fine phase separation can be expected.
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Processing additives

Processing additives are solvents that are mixed to a small percentage with the main
solvent to change the drying kinetics of the film. They are commonly used for blends
with low band-gap polymers for which thermal annealing often does not lead to an
enhanced device performance [61].
The most effective approach is to use additive solvents with a selective solubility for
one of the active layer components. An example is the use of 1,8-diiodooctane (DIO)
which is usually mixed with chlorobenzene (CB) or 1,2-dichlorobenzene (DCB). It has
a higher boiling point than the most host solvents and it is known to preferentially
solubilize PC61BM. Therefore the PC61BM stays longer in solution during the drying
process than the donor polymer. Hence it has more time to reorganize which results in
a BHJ structure with domain sizes in the range of the exciton diffusion length [62, 63].
For example, Lou et al. [64] reported a smaller domain size in blends of the low band-
gap material PTB73 and PC71BM fabricated with DIO as processing additive. They
concluded that the DIO selectively dissolves PC71BM aggregates and allows them to
diffuse into the PTB7 domains. Therefore not only the domain size, but also the
polymer-fullerene interface was optimized.

1.4.2 Current state of research

P3HT:PCBM blends

The highest PCEs could be obtained for P3HT:PC61BM solar cells with a mixing ratio
of 1:0.8 [27]. However, it has to be noted that different information about the ideal
mixing ratio of P3HT:PC61BM absorber layers can be found in literature. This is due to
the fact that the binary phase diagram of P3HT:PC61BM blends exhibits an eutectic
composition which depends on the molecular weight of the P3HT [65, 66]. While
Müller et al. found that the optimum composition for device performance is slightly
hypoeutectic when expressed in terms of the polymer component [65], Nicolet et al.
stated that the eutectic composition yields optimal photovoltaic properties [66]. At this
point an annealed and subsequently cooled down sample exhibits a finely intermixed
structure, because the two materials of the blend solidified simultaneously. For a non-
eutectic composition primary crystals of the majority component are formed during the
cooling process, which in the end are surrounded by a matrix of both components [66].
It is well known that thermal annealing can significantly enhance the performance of
P3HT:PC61BM solar cells. In experiments of Ma et al. annealing for 30 min at 150 °C
increased the device performance from 0.28 % to 5.00 % [27]. It was found that high-
MW P3HT requires longer annealing times at higher temperatures than low-MW P3HT
to form an ideal BHJ structure. This was ascribed to the stronger degree of aggregation
of the long polymer chains which prevent phase separation and diffusion of PC61BM
molecules [26, 67].
High-MW P3HT-based organic solar cells exhibit in general a better device performance
[26, 58]. The reason for this is not only the enhanced absorption due to the increased
conjugation length of the polymer, but also the different crystallization behavior of
high-MW P3HT. The charge carrier mobility increases significantly with the molecular

3Poly[[4,8-bis[(2-ethylhexyl)oxy]benzo[1,2-b:4,5-b’]dithiophene-2,6-diyl][3-fluoro-2-[(2-ethylhexyl)car-
bonyl]thieno[3,4-b]thiophenediyl]]
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weight of the P3HT. This is surprising since the crystallinity is much higher in low-MW
P3HT films, due to highly crystalline P3HT nanorods [26, 68]. Hiorns et al. assigned
the low charge carrier mobilities to the poor connectivity between the nanorods and
insulating grain boundaries between misoriented neighboring crystals [67]. Although
the crystalline regions are smaller in high-MW P3HT samples, their interconnectivity
is improved due to the long polymer chains [68, 69].

The P3HT nanorods are formed by π-π stacking of the polymer chains [69, 70]. Thereby
the backbones of the polymers are oriented perpendicular to the nanorod axis. Thus,
the π-π stacking direction is parallel to the length of the nanorods. The width of such
a nanorod is typically in the range of 15 nm which is significantly shorter than the
average conjugation length of the P3HT chains. Therefore Ihn et al. concluded that
the polymer chains are folded along the edges of the nanorods [71].

Besides of the formation of P3HT nanorods, some groups observe large PC61BM crys-
tals upon annealing [72, 73]. The size of these crystals depends on the annealing time
and temperature and ranges from several µm up to mm, leading to short circuits and,
finally, destruction of the device.

P3HS:PCBM blends

For P3HS:PC61BM devices the highest efficiencies were found for a PC61BM content
of 52 % [30] or 41 % [74]. The deviation between these two values can probably be
attributed to the different MWs of the used P3HS. It was shown as expected that
P3HS has similar properties like its thiophene analogon P3HT [30, 75]. X-ray diffrac-
tion (XRD) measurements revealed that P3HS also exhibits an improved π-π stacking
upon annealing [30]. Furthermore the phase diagramm determined by differential scan-
ning calorimetry (DSC) showed that P3HS:PC61BM blends display a simple eutectic
phase behavior similar to that reported for the P3HT:PC61BM [75]. Lilliu et al. [76]
examined pure P3HS and P3HS:PC61BM samples with grazing incident X-ray diffrac-
tion (GIXD) and found that the chrystalline structure was very similar to the one of
P3HT. Furthermore a detailed analysis of the GIXD peaks revealed domain sizes of
about 20 nm.

By combining various optical spectroscopy techniques such as optical microscopy, Ra-
man, and fluorescence mapping Ballantyne et al. showed that P3HS:PC61BM blends
exhibit a lower degree of polymer purity in the P3HS-rich domains than comparable
devices fabricated of P3HT:PC61BM [75]. Optical spectroscopy was used in this work
as well. With respect to the spacial resolution it is noted, that it is limited by the
diffraction limit being two orders of magnitude lower than the resolution in electron
microscopy. It is therefore not possible to image by optical spectroscopy the BHJ
structure with typical domain sizes in the range of a few 10 nm.

Recently Tsoi et al. studied the nanomorphology of P3HS:PC61BM and P3HT:PC61BM
films with Raman spectroscopy and observed that the replacement of the sulfur atom
in P3HT by the heavier selenium atom increases the tendency of the molecules to form
phases with improved order. However, the overall fraction of ordered phase is much
lower in P3HS- than in P3HT-based films [77].

To analyze the miscibility of P3HS and several fullerene derivatives (including PC61BM)
Treat et al. investigated P3HS/fullerene bilayer samples by high-angle annular dark-
field (HAADF) scanning transmission electron microscopy (STEM) at 300 keV [74].
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The images of the annealed samples show a network of P3HS, similar to the structures
observed in low-MW P3HT:PC61BM samples.

FHBC:PCBM blends

Experiments of Wong et al. revealed that solar cells with the small molecule FHBC
as donor and PC61BM as acceptor show the highest efficiency for a mixing ratio of
1:2 [35, 78]. It was further demonstrated that thermal annealing at 150 °C for 15 s
leads to an increased device performance. This was attributed to an increase in the
domain size (investigated by atomic force microscopy (AFM)) and an improved crys-
tallinity of the BHJ phases. Wide-angle X-ray scattering (WAXS) experiments were
performed to gain insight in the molecular organization of pure FHBC, which shows
a well ordered columnar discotic liquid crystalline organization of the molecules. The
FHBC molecules self-assemble via π-π stacking into columnar stacks, which in turn
arrange in a hexagonal arrangement. A scheme of this arrangement is displayed in
Fig. 1.11.

0.35 nm 
p- stackingp 

d=2.15 nmd

Figure 1.11: Hexagonal arrangement
of the FHBC stacks which are formed
by π-π stacking of the molecules.
(Fig. is based on [78])
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2 Experimental techniques

In this chapter the methods and instruments applied in this work are described.
First, the different sample preparation procedures are outlined, then the applica-
tion of the electron microscopical techniques for the investigation of organic solar cell
samples will be presented, including low-energy scanning transmission electron mi-
croscopy (low-keV STEM), transmission electron microscopy (TEM), energy-filtered
transmission electron microscopy (EFTEM), electron energy loss spectroscopy (EELS)
and electron tomography. In parallel the current state of research in the investigation
of BHJ nanostructures with these techniques will be outlined.
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2.1 Sample preparation for electron microscopy
investigations

2.1.1 Plan-view samples

The easiest way to prepare electron transparent samples from an organic solar cell,
is the direct lift-off of the absorber layer. This method takes advantage of the water
solubility of the PEDOT:PSS layer, which is positioned underneath the absorber layer
in a solar cell with standard design (Chapter 1.3). Since the evaporated metal electrodes
cover only a part of the absorber layer (Fig. 2.1a), it is not necessary to remove them
for the sample preparation. The absorber layer is cut with a scalpel into small squares.
By dropping deionized water onto this position of the device, the PEDOT:PSS can
be dissolved and the squares of the absorber layer float on the surface of the water
droplet. By means of a wire loop (Fig. 2.1a) and by exploiting the surface tension of
the water it is possible to pick up the squares and transfer them onto a transmission
electron microscopy (TEM) copper grid (Fig. 2.1b). The TEM grids have a diameter
of 3.05 mm and a mesh number of 150. After complete drying of the sample, the grid
can be mounted into the sample holder of the microscope.
Besides the fact that this preparation method is fast and easy it has the advantage
that the electron-microscopy sample can be taken from the original solar cell device
(if it has a standard architecture). The disadvantage is that the sample thickness is
predetermined by the thickness of the absorber layer. If thin samples are desired,
the fabrication process has to be changed which in turn can have an effect on the
nanomorphology of the absorber layer. Furthermore the images obtained from plan-
view samples are always a projection along the thickness of the absorber layer which
means that information about the vertical structure of the absorber layer cannot be
obtained.

electrodes

absorber 
layer

ba

Figure 2.1: Plan-view sample prepa-
ration: a) Photo of a solar cell device
with a water droplet on top which dis-
solves the PEDOT:PSS. A wire loop is
used to pick up the floating pieces of the
absorber layer and transfer them onto
TEM grids, which are displayed in b).

2.1.2 Ultramicrotomy cross-section samples

To investigate the vertical structure of absorber layers cross-section samples have to
be prepared. For this purpose ultramicrotomy was applied, where a sample is cut into
thin sections with a diamond knife [79]. Since the glass substrate of the solar cells
cannot be cut, pieces of the absorber layer were transferred onto a PET foil (similar
to the plan view sample preparation in the previous section). The foil is subsequently
embedded in two-component adhesive (Uhu Plus Endfest 300). The sample is then
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oriented, so that the vertical direction of the absorber layer is perpendicular to the
cutting direction. After pre-trimming the embedded sample with a glass knife into a
pyramidal shape, the diamond knife can be applied to cut sections with thicknesses
≥50 nm. A scheme of the cutting process is displayed in Fig. 2.2. In the course of
this work the wet sectioning technique was used. A water reservoir is attached to the
diamond knife, so that the sections float on the water surface after the cutting process.
Four to six sections are then arranged with an eyelash into a group on the water surface,
before they are picked up with a small metal loop (similar to the wire loop described
in the previous section). With this loop the sections are then transferred onto TEM
grids lying on filter paper [79].

section

sample

knife

water

absorber layer

Figure 2.2: Working principle of the
wet sectioning technique in ultramicro-
tomy.

2.1.3 Focused ion beam cross-section samples

Another common technique to prepare cross-sectional samples is the use of focused
Ga+-ion beams (FIB). In this work the FEI Dual Beam Strata 400S was used for
sample preparation and thickness determination. It is a combination of a conventional
scanning electron microscopy (SEM) system (described in detail in Chapter 2.2) and
a FIB column which is installed under an angle of 52 ° with respect to the electron
beam. The combination of these two systems has the advantage that the FIB process
can be supervised using the SEM signals. In the FIB collumn Ga+-ions are produced,
accelerated and focused onto the sample surface. The beam can either be positioned
on one spot or scanned over a larger sample area. The energy of the ions is typically
between 2 and 30 keV. The ion current can be varied by choosing different apertures
and ranges from 1 pA to over 20 nA [80]. A FIB system can be used for imaging,
nanomilling or patterning by material deposition [81]. For the imaging mode the
secondary electrons (SEs) generated by the ions are detected like in SEM [81, 82].
The nanomilling process is based on the fact that incident ions sputter atoms from
the sample surface due to their high momentum transfer [82, 83]. For the deposition
of material by FIB a precursor gas is inserted into the chamber close to the sample
surface via a gas injection system (GIS). The gas is then decomposed by the ions,
leaving behind the deposition material on the sample surface [81, 82].
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TEM sample preparation

For the preparation of cross-section samples several elaborate milling and deposition
steps are applied, which are presented in Fig. 2.3. After the deposition of a platinum
protection layer and two markers, trenches are milled leaving behind a thin lamella
(Fig. 2.3a). As a next step the sample is tilted and the lamella is cut free, except for
two small bars. The micro manipulator needle is then connected to the lamella by
depositing a small amount of platinum at the contact point (Fig. 2.3b). The remnant
bars are also milled away, so that the lamella can be lifted out (Fig. 2.3c) and transferred
to a dedicated copper sample-holder (Fig. 2.3d). (The bright large structure in the
upper left corner of Fig. 2.3d is the GIS nozzle.) After connecting the lamella to the
sample holder by deposition of platinum at the contact points, the manipulator needle
can be cut off (Fig. 2.3e). Subsequently the lamella must be further trimmed, thinned
and polished with the ion beam (Fig. 2.3f). Depending on the material, it is feasible to
prepare samples with a thickness below 50 nm. Furthermore it is possible to cut wedge-
shaped regions into the lamella to realize a constant increase of the sample thickness.
The sample displayed in Fig. 2.3f exhibits six thin windows with wedge shape.

a b c

d e f

Figure 2.3: Different steps of the FIB cross-section sample preparation: a) milling
of trenches; b) cutting free of the lamella and attachment of the manipulator needle;
c) lift out of the lamella; d) transfer to the sample holder (the GIS nozzle is visible in
the upper left corner); e) Attachment of the lamella to the sample holder and removal
of the manipulator needle; f) thinned and polished wedge-shaped sample windows in
the lamella.

Thickness determination

In the course of this work FIB is also used to determine the thickness of either free-
standing thin films on copper grids or layer systems on substrates.

As a first step the samples are coated with a plasma-sputtered platinum protection
layer. In the case of the free-standing films, the sample is covered with platinum from
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Figure 2.4: SE image of a FIB cut for
thickness determination in a P3HS film
covered on top and bottom with a thin
platinum protection layer.

the bottom side. Then a rectangle is milled with FIB into the sample to obtain cross-
section perspective and to measure the film thickness. In Fig. 2.4 an SE image of a
FIB cut in a P3HS film is displayed. The platinum protection layers appear bright in
the image, in contrast to the darker P3HS film. The thickness of the P3HS film can
be easily measured by considering the tilt angle of 52°.

2.2 Scanning electron microscopy

Scanning electron microscopy (SEM) is a common technique to image and analyze the
surface properties of bulk samples [84]. In a scanning electron microscope the sample
surface is scanned pixel by pixel with a focused electron probe. The interaction of
the incident electrons with the sample material gives rise to different signals which
can be used for image formation [79, 85]. The most frequently used signals are SEs,
backscattered electrons (BSEs) and X-rays.
SEs are mainly valence electrons from atoms close to the surface and are released due to
inelastic scattering with the incident electrons. SEs are characterized by a small energy
(<50 eV) and originate from a very thin surface layer only a few nm in thickness [79].
Furthermore, the SE yield (number of SEs per primary electron) is strongly determined
by the local inclination of the sample surface with respect to the incident beam, which
causes a high SE intensity at surface edges (‘edge effect’) [79]. Thus, SEs are well
suited to image the topography of the sample [84].
BSEs have energies higher than 50 eV. They are generated by scattering of the primary
electron in the Coulomb field of an atomic nucleus [79]. The BSE yield strongly depends
on the mean atomic number of the sample material, so BSEs can be used for material-
sensitive imaging [84]. Due to the higher energy of BSEs compared to SEs, the detected
BSEs stem typically from deeper regions of the sample.
For the acquisition of SEs and BSEs different detectors are available. In this work a
through-the-lens detector4 was used. The detector is located inside the electron column
of the microscope above the objective lens, which results in a high collection efficiency
[84]. SEs and BSEs can be separated by applying a bias voltage [80].
X-rays are generated by inelastic interactions of the incident electrons with the orbital
electrons of the sample atoms. If an electron from an inner orbital is excited to a higher
state, the empty state is filled by another electron from a higher orbital, releasing the
excess energy as either a photon or an Auger electron. Since the energies of emitted

4also called in-lens detector (depending on the manufacturer)
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X-rays are characteristic for each element, the X-ray signal can be used to analyze
the composition of a sample [79]. X-rays leaving the sample can originate from even
deeper regions than BSEs due to their lower absorption, which results in a lower lateral
resolution in the order of 1 µm.
In general the resolution of SEM is limited by the beam diameter of the electron probe
and the interaction volume, i.e., the region of the sample from which the detected
signal originates [85]. For modern field-emission gun (FEG) microscopes a resolution
better than 1 nm can be achieved in SE images [86].

2.3 Scanning transmission electron microscopy at low
and high electron energies

In general, a distinction is made between high-energy STEM (high-keV STEM) and
low-energy STEM (low-keV STEM). High-keV STEM is an established technique
which is usually carried out in a transmission electron microscope with a STEM
unit [79]. Typical operating energies are 80-300 keV. Low-keV STEM is commonly
performed in a scanning electron microscope equipped with a STEM detector, working
with energies lower than 30 keV. Low-keV STEM is a relatively new technique, because
for a long time it was not beneficial to use a scanning electron microscope in transmis-
sion mode, due to the low resolution (≈10 nm) compared to TEM. This changed with
the use of FEGs for scanning electron microscopes and the development of improved
electron optics [87].
In this work low-keV STEM was used for the first time to investigate the nanomorphol-
ogy of organic solar cell absorber layers. Although low-keV STEM is a very promising
technique only a few applications can be found in literature. It has to be noted that up
to now no specific term for this technique was established. Abbreviations like TSEM5,
LVSTEM6 or STEM-in-SEM are also used [87].

Working pinciple of STEM

In STEM the sample surface is scanned with a focused electron beam. The detector is
positioned directly below the sample and collects the transmitted electrons as a function
of the beam position. In contrast to TEM no image-forming lens system is required.
This has the advantage that the aberrations caused by imaging lenses do not play a role
in STEM [79]. The resolution of the microscope is only limited by the beam diameter
and the interaction volume of the incident electrons in the sample [85, 87]. A scheme of
the STEM setup is depicted in Fig. 2.5. A STEM detector is usually divided into three
different segments. The bright field (BF) detector is positioned on the optical axis and
collects only electrons that are unscattered or scattered into very small angles. The
annular dark-field (DF) detector is positioned concentrically around the BF segment,
which collects electrons with intermediate scattering angles. Electrons scattered into
large angles are detected by the HAADF segment. Imaging with the HAADF detector
is based on incoherent scattering. This is caused on the one hand by the geometry of the
detector, which averages over a large detection angle range, and on the other hand by
thermal diffuse scattering (electron scattering in crystals by phonons) [88, 89]. HAADF

5Transmission scanning electron microscopy
6Low-voltage STEM
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pole piece

sample

detector
BF DFHAADF

Figure 2.5: Scheme of the STEM setup: The focused
electron beam is scanned along the sample surface. For
every point on the sample surface the detector under-
neath the sample records the intensity of transmitted
electrons. The detector is divided into different seg-
ments: the bright field (BF), the dark-field (DF) and
the high-angle annular dark-field (HAADF).

STEM images are therefore intuitively interpretable, because there is no influence of
coherent interferences of electron waves on the image formation. Scattering into large
angles is mainly based on the interaction of the electrons with the nucleus of the
target atoms [90]. Since the screening of the nucleus by the shell electrons decreases
with increasing scattering angle (Eq. 3.1), the image intensity depends strongly on the
atomic number of the sample material. For this reason HAADF STEM is often called
Z-contrast imaging [87].

Low-keV STEM

The low-keV STEM experiments in this work were carried out with a FEI Dual Beam
Strata 400S microscope. It is equipped with a STEM unit, which includes a flip stage
and a retractable STEM detector. In the course of this work two different STEM
detectors were applied, the STEM II and the STEM III detector (FEI Company),
which are depicted in Fig. 2.6. In contrast to the STEM II detector, the BF and DF
rings of the STEM III detector are subdivided into two and three rings, respectively.
The HAADF ring is composed of six azimuthal segments instead of twelve. Furthermore
the spacings between the different detector segments are smaller. The exact dimensions
of the HAADF detector segments are listed in Table 2.1. The collection angles can be
varied by changing the working distance (WD), i.e., the distance between sample and

bright-field (BF)

dark-field (DF)

high-angle annular
dark-field (HAADF)

bright-field (BF) a+b

dark-field (DF) a+b+c

high-angle annular
dark-field (HAADF)

STEM II STEM III

Figure 2.6: Design of the STEM II and the STEM III detector (scheme is not to
scale).
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HAADF
detector model rmin rmax area θmin θmax

[mm] [mm] [mm2] [rad] [rad]
STEM II 2.60 11.10 365.84 0.20 0.71
STEM III 2.33 10.00 297.17 0.17 0.63

Table 2.1: Dimensions of the STEM II and III HAADF detector segments with the
inner and outer radius rmin and rmax. θmin and θmax are the minimum and maximum
detection angles for a working distance (WD) of 5 mm.

pole piece of the objective lens. Since the distance between detector and pole piece
is fixed, a change of the sample height results in both, a change of the WD and a
change of the sample detector distance, which in turn changes the collection angles. In
Table 2.1 the inner and outer detection angle is listed for a WD of 5 mm, which was
used in this work.

For soft matter samples the contrast in TEM is mainly due to differences in the mass
thickness. It is usually very low at typical TEM electron energies (80-300 keV), because
the materials are mainly composed of light elements like carbon, hydrogen or oxygen.
Moreover, the density of these materials is usually similar. Mass-thickness contrast is
on the one hand based on different densities in the sample, and on the other hand on
local variations of the sample thickness. Therefore it has always to be kept in mind
that thickness variations could be a source of contrast in the images.
A possibility to enhance the contrast of soft matter samples is the reduction of the elec-
tron energy, which is an important motivation for the application of low-keV STEM.
The contrast increases with decreasing electron energies due to higher scattering cross-
sections [87, 91]. Delong et al. showed that a decrease of the acceleration voltage from
100 kV to a few kV increases the contrast of a 20 nm thin carbon film by almost one
order of magnitude [92]. The use of small accelerating voltages does not only offer
advantages. The resolution of the microscope is decreased at larger wavelengths [87].
Besides, the high image contrast results from a strong interaction between the elec-
tron beam and the sample, which can also cause ionization damage in samples with
small electical conductivity. Furthermore, contamination is more pronounced at lower
energies (see Chapter 2.7).
The first applications of low-keV STEM (as from 1968) were mainly experiments with
biological samples which did not require a high resolution (reviewed in [87]). In 1974
Wall et al. investigated uranium and mercury samples at 30 and 40 keV in a dedicated
STEM instrument with a tungsten field emission source and achieved a resolution of
3 Å [93]. After the upcoming of FEG-SEM and the improvement of the electron optics,
low-keV STEM was also applied for the investigation of polymer samples. In the year
2000 Lednický et al. investigated blends of different polymers at 25 keV at a micro-
scopic scale [94]. They showed that a density difference of only 0.04 g/cm3 is sufficient
to cause visible contrast between the different phases in the blends. Williams et al.
studied blends of the semiconduction polymers F8BT7 and PFB8 by an environmental
scanning electron microscopy (ESEM) instrument equipped with a simple two-segment

7poly(9,9’-dioctylfluorene-co-benzothiadiazole)
8poly(9,9’-dioctylfluorene-co-bis-N,N’-(4- butylphenyl)-bis-N,N’-phenyl-1,4-phenylenediamine)
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BSE detector. The images exhibited a high contrast and a good signal-to-noise ratio
and structures with a size of a few µm could be easily resolved [95]. Faucheu et al. also
used a BSE detector in an ESEM instrument to investigate 100 nm small latex spheres
with different surfactants [96]. Recently Guise et al. demonstrated the capabilities of
low-keV STEM by comparing low-keV STEM images with high-energy TEM images
of different polymer systems [97]. Although the resolution of low-keV STEM was not
as good as in TEM at high electron energies, it was sufficient to resolve the struc-
tures in many polymer systems. They demonstrated that low-keV STEM is especially
useful for samples with low contrast and for beam sensitive materials. Furthermore
low-keV STEM allows a much faster and cheaper imaging, especially if sample holders
with several sample positions are used. Another advantage of low-keV STEM is the
quick change of the imaging parameters for contrast optimization. This concerns the
electron energy, WD and consequently the detection angle range.
Up to now relatively few methodological studies on low-keV STEM have been pub-
lished, although the technique is particularly promising for the quantification of image
information. Merli et al. and Morandi et al. used low-keV STEM to analyze dopant
profiles in semiconductors [98–100]. Volkenandt et al. applied low-keV STEM to de-
termine the thickness of a GaAs TEM sample and the composition of InGaAs in an
InGaAs/GaAs heterostructure by comparing experimental low-keV STEM data with
the results of Monte Carlo (MC) simulations [101].

High-keV STEM

Although high-keV STEM is a very common technique in inorganic material science
[102], it is only rarely applied for the investigation of polymers and carbon-based ma-
terials due to knock-on damage. Loos et al. [103] and Sourty et al. [104] showed
the versatility of high-keV STEM for imaging different polymer systems composed of
carbon and lighter elements with only small differences in atomic number and mate-
rial density. For all polymer systems excellent contrast could be achieved between the
components. Moreover, interfaces in high-keV STEM images appeared much clearer
than in BF TEM images which have to be acquired under defocused conditions for
sufficient contrast (see Chapter 2.4).
In direct comparison with low-keV STEM, high-keV STEM has a better resolution,
due to the higher electron energy. Although the contrast is more pronounced at lower
energies, the usage of high-keV STEM can be advisable if particularly small sample
structures are of interest. Furthermore contamination and ionization damage are re-
duced at higher electron energies (see Chapter 2.7).

2.4 Transmission electron microscopy

In contrast to SEM and STEM, in TEM the entire sample region of interest is illu-
minated with a defocused electron beam, which is formed by a condenser-lens system.
Another difference to STEM is that an image-forming lens system below the sample
is needed [79]. It consists of at least three lenses: an objective lens, an intermediate
lens and a projector lens. The objective lens forms the first diffraction pattern in the
back focal plane and the first intermediate image in front of the intermediate lens.
Depending on the excitation of this lens it either magnifies the the diffraction pattern
(diffraction mode) or the intermediate image (imaging mode). Either the diffraction
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pattern or the image is further magnified by the projector lens [105]. Finally the trans-
mitted electrons are detected with an electron-sensitive charge-coupled-device (CCD)
camera [106].

In the imaging mode an objective aperture can be inserted in the back focal plane
(diffraction plane) to select the electrons contributing to the image. In the BF mode all
electrons except for the unscattered electrons are blocked. In DF mode only electrons
with a certain scattering vector are chosen.

In diffraction mode apertures can be inserted in the first intermediate image plane to
select the sample area from which the diffraction pattern is acquired. Consequently
this technique is called selected area electron diffraction (SAED) [105, 106]. It allows
structure determination from small sample regions.

In TEM a fundamental distinction is made between two kinds of contrast mechanism:
amplitude and phase contrast. Amplitude contrast is a comprehensive term for contrast
mechanisms which are based on the variation of the amplitude of the electron wave.
One of these mechanisms is mass-thickness contrast, which is based on incoherent
elastic Rutherford scattering. If a sample area is thicker or has a higher mass (higher
density or atomic number), more electrons are scattered and do not contribute to the
BF image, i.e., the sample region appears darker than the surroundings. The other
representative of amplitude contrast is diffraction contrast. It is based on coherent
elastic Bragg diffraction where the scattering occurs at distinct angles, depending on
the crystalline structure of the sample [106].

Phase contrast is based on the phase differences of the electron waves transmitted
through a specimen. This is exploited for example in high-resolution transmission
electron microscopy (HRTEM), were a large objective aperture is used to select sev-
eral Bragg beams. The interference pattern of these beams reflects the periodicity of
the crystal lattice of the sample. Nevertheless, it must be noted that the interference
pattern is not a direct image of the sample structure and cannot be intuitively in-
terpreted. This is due to the contrast-transfer function, which contains the imaging
properties of the transmission electron microscope. It describes the phase shift on the
object wave-function which depends on the lens aberration, defocus and spatial fre-
quency [106]. Due to the form of the contrast transfer function mixing of phase and
amplitude contrast occurs.

A more detailed description of TEM can be found for example in the textbooks of
Williams and Carter [106], Reimer [105] and Michler [79].

TEM studies on polymer samples

A major part of the nanomorphology studies of organic solar cell absorber layers are
carried out with TEM. However, TEM imaging is hampered by limitations such as
knock-on damage, which will be discussed in detail in Chapter 2.7. Even more limiting
is the poor contrast of samples containing materials that consist of light elements with
only slightly different densities as summarized by Drummy and Kübel [107]. There are
several approaches to increase the contrast of soft-matter samples including staining
with heavy elements [85], phase-plate imaging [79] or low-energy TEM [108]. The most
common method is to work under defocused conditions [79, 85, 109]. At Scherzer focus,
which is usually considered as the condition for optimum phase transfer and therefore
for high resolution, low spatial frequencies hardly contribute to the image. This is
due to the sinusoidal shape of the phase contrast transfer function. By increasing the
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defocus the passband of spatial frequencies contributing to the image can be shifted to
lower spatial frequencies. The required defocus values depend on the typical feature
sizes in the sample [79]. For typical BHJ solar cell samples, the needed defocus is rather
large and in the range of a few µm. However, enhancement of comparably large objects
by defocussing is accompanied by a loss of resolution and a strong delocalization of the
image information. This impedes not only the interpretation of the TEM images but
also accurate size measurements.
Despite of the limitations of TEM for the analysis of soft matter samples, numerous
TEM studies were published regarding the nanomorphology of organic solar cell ab-
sorber layers. Probably the most investigated system is P3HT:PC61BM. Applying
BF TEM different groups showed the formation of P3HT nanorods upon annealing
[110–113]. Furthermore large PC61BM crystals could be observed with BF TEM [114].
Nevertheless, it has to be noted that TEM investigations fail for P3HT:PC61BM layers
without pronounced phase separation. This is related to the three-dimensional do-
main distribution that leads to the superposition of the weak contrast features along
the electron-beam path through the sample. The averaging effect prevents a clear
distinction of small-scale features in the two-dimensional projection of a TEM image.
While BF TEM is the most common mode to investigate the morphology of BHJ solar
cells, DF TEM is only rarely employed [85]. This is due to the fact that polymer
crystals are usually very sensitive to electron irradiation and relatively long exposure
times are necessary to record DF TEM images. Only few examples for DF imaging
of polymer samples can be found in literature [115–118]. DF TEM can be used to
analyze the size and the orientation of crystalline domains [85], information that is not
accessible via BF TEM.
To analyze the crystalline structure of BHJ absorber layers, SAED was be applied.
In nanocrystalline or amorphous materials Debye-Scherrer rings are observed in the
diffraction pattern [105]. For textured materials with a preferential orientation of
crystallites arcs instead of full rings appear [106]. The width of the diffraction rings
gives information about the degree of crystallinity, the strain and the size of the grains
[106]. For the investigation of the BHJ morphology in organic solar cell absorber layers
SAED is particularly useful because the typical π-π stacking distances of polymers can
be measured from the diffraction patterns [36, 119–121].
To image the lattice of the polymer nanocrystals in real space, HRTEM images have
to be acquired. This technique is also strongly limited by the beam sensitivity of the
sample, but nevertheless, several examples of HRTEM on polymers or organic molecules
can be found in literature, outlined for example in the review of Martin et al. [122].
There are also some HRTEM investigations on organic solar cell materials. Kalita et
al. and Reyes-Reyes et al published for example HRTEM images of small PC61BM
nanocrystals in P3HT:PC61BM blends [123, 124], while Drummy et al. imaged the
(100)-lattice planes of P3HT with low-dose HRTEM [125].

2.5 Electron energy loss spectroscopy and energy
filtered transmission electron micrsocopy

To overcome the problem of low contrast for soft matter samples in conventional
TEM, energy-filtered transmission electron microscopy (EFTEM) can be applied [126].
EFTEM is related to electron energy loss spectroscopy (EELS), were the energy dis-
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tribution of the transmitted electrons is detected. In EFTEM a certain part of the
electron energy loss (EEL) spectra is selected with an energy slit and only electrons
with a specific energy loss are used for imaging. If materials exhibit different energy
losses, they can be differentiated by this material sensitive imaging technique.

There are two approaches to distinguish between the different phases in polymer sam-
ples: core-loss or plasmon-loss imaging. If one of the phases contains a heteroatom,
which cannot be found in the other phase, the core-loss ionization edge of this het-
eroatom can be used for EFTEM imaging. For this purpose an energy slit is posi-
tioned on the ionization edge to let only electrons with this specific energy contribute
to the image. Applying this technique Kozub et al., for example, showed the formation
of P3HT nanorods upon annealing in P3HT:PC61BM blends [127]. They exploited
the fact that P3HT contains a sulfur heteroatom, while PC61BM is only composed of
carbon, hydrogen and oxygen.

If no characteristic heteroatoms are present in one of the phases, the plasmon loss
imaging technique has to be applied. Here, the distinction is based on the fact that
the plasmon-loss energies of the two examined absorber materials are slightly different
and can be selected by the energy slit. Plasmons are collective oscillations of the
conductive- or valence-band electrons with an energy that is strongly related to the
electronic structure of the materials. Besides, the intensity of the plasmon peak is about
100 times higher than the intensity of the core loss edges, so the signal-to-noise ratio
of the images is significantly better. Hence, plasmon-loss imaging is often applied in
addition to core-loss imaging. For example several groups applied plasmon-loss imaging
for the analysis of P3HT:PC61BM blends [125, 128–130], although P3HT contains a
sulfur-heteroatom. An other EFTEM investigation was published by Schindler et al.,
who analyzed the different phases in zinc phthalocyanine (ZnPc):C60 blends by plasmon
loss imaging [131].

2.6 Electron tomography

Standard TEM-based techniques only provide a two-dimensional (2D) projection of
the examined volume. This limitation can be overcome by TEM tomography which
facilitates the reconstruction of the three-dimensional (3D) sample structure from a
series of 2D projections. Three-dimensional reconstruction requires the acquisition of
an image series where the sample is tilted with respect to the electron beam, usually
in the range of at least ±70° [132]. After the alignment of the images a 3D model of
the sample can be reconstructed with a resolution of about 1 nm not only in-plane,
but also in z-direction [133].

To reconstruct a 3D volume from 2D projections the images have to fulfill the ‘projec-
tion requirement’. It states that the intensity of a 2D projection must be at least
a strictly monotonic function of the material properties projected by the electron
beam [132, 134]. This is valid for BF images of amorphous materials, because a higher
mass-thickness results in a darker image. The advantage of using the BF TEM mode
for a tomogram are short exposure times and therefore lower beam damage and con-
tamination. For polymer samples this is a very important aspect, which will be further
discussed in Section 2.7. The disadvantage of this imaging mode is the low contrast
and therefore the required defocus, which can cause reconstruction artifacts [128, 135].
To overcome this, HAADF STEM can be applied which provides a strong Z-contrast.
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However, this scanning technique requires much longer acquisition times per image and
is therefore not suitable for beam-sensitive samples and materials that are prone for
contamination. It turned out that for the FHBC:PC61BM samples investigated in this
work (see Chapter 7), the BF TEM mode was better suited, because in STEM mode
the contamination significantly degrades the image contrast already after a few image
acquisitions. To enhance the contrast it is also possible to use EFTEM images for
tomography. As already mentioned in Section 2.5 the image contrast in the EFTEM
mode results from differences in composition or electronic structure of the different
phases. Although the exposure time is increased compared to conventional BF TEM it
is still shorter than the exposure times needed in STEM mode EFTEM allows images
to be taken in Gaussian focus [128].
To reconstruct the 3D volume several methods can be applied. Most common are the
weighted back-projection (WBP), the algebraic reconstruction technique (ART) and
the simultaneous iterative reconstruction technique (SIRT) [136], which are reviewed
for example by van Bavel et al. [132]. The reconstruction methods are all based on the
‘central slice theorem’. It states that the Fourier transform of an object’s projection
under a certain angle is a 2D cut under the same angle through the 3D Fourier transform
of the object [137].
In this work the SIRT algorithm was chosen to reconstruct 3D volumes. It is an iterative
method for which in each iteration step the reconstructed volume is re-projected in
different angles and compared with the original projections. The differences of the
images are then used to further adjust the reconstructed volume. The iterations are
repeated until the image information is no longer increasing, which is typically the
case after at least 15 iterations [132]. These steps require high computing power,
nevertheless SIRT is commonly applied due to the high signal-to-noise ratio of the
reconstructed images and only limited edge artifacts [132, 138].
Several examples for tomograms of organic photovoltaic materials can be found in lit-
erature. Van Bavel et al. investigated the formation and vertical distribution of P3HT
nanorods in P3HT:PC61BM blends depending on the film thickness and blend compo-
sition [139–142]. In addition they imaged the 3D structures of BHJs based on different
donor materials like the copolymer PF10TBT9 or MDMO-PPV10 [142]. Azimi et al. re-
constructed the vertical distribution of Si-PCPDTBT11 crystals in blends with PC61BM
and bis-PC61BM [143], while Hou et al. analyzed the nanomorphology of blends con-
taining the polymer TQ112 and PC71BM [144]. Herzing et al. and Pfannmöller et
al. applied plasmon-loss EFTEM and electron spectroscopic imaging (ESI) tomog-
raphy to reveal the 3D structure of P3HT:PC61BM blends [128, 129]. Roehling et
al. increased the contrast of the tomogram by using HAADF STEM and endohedral
fullerenes (which contain a heavy Lu3N cluster within the fullerene cage) instead of con-
ventional PC61BM in blends with P3HT [145]. Like Pfannmöller et al. they evidenced
a mixed fullerene-polymer phase besides of two pure phases.

9poly[9,9-didecanefluorene-alt-(bis-thienylene)benzothiadiazole]
10poly[2- methoxy-5-(3’,7’-dimethyloctyloxy)-1,4-phenylene vinylene]
11(poly[(4,40-bis(2-ethylhexyl)dithieno[3,2-b:20,30-d]silole)-2,6-diyl-alt-(4,7-bis(2-thienyl)-2,1,3-

benzothiadiazole)-5,50-diyl])
12poly[2,3-bis-(3-octyloxyphenyl)quinoxaline-5,8-diyl- alt - thiophene-2,5-diyl]



30 EXPERIMENTAL TECHNIQUES

2.7 Beam damage and contamination in electron
microscopy

Beam Damage

The dominating effects of the interaction of electrons with organic matter are ionization
and knock-on damage. Ionization damage is caused by inelastic scattering processes,
which can lead to ionization and therefore to the break of chemical bonds and a dis-
placement of atoms in the sample. Knock-on damage is caused by collision processes,
also resulting in a displacement of atoms. Additional effects like chain scission or cross-
linking, mass loss, heat generation and charging-up can also occur [79, 146]. In general
knock-on damage increases for higher electron energies, while ionization damage is
more intense at low electron energies [146]. Furthermore the impact of ionization also
depends on the electrical conductivity of the sample. While in conducting materials
the ionization can be quenched by the conduction electrons, the excitation can cause
irreversible bond breaking in insulators or semiconductors [146]. According to Banhard
knock-on damage is the most substantial radiation effect in carbon nanostructures, al-
though he also mentioned the sensitivity of, e.g., fullerenes towards ionization damage
at low electron energies in the range of 1 keV [146].

The stability of organic materials under electron irradiation is typically described by the
critical electron dose. It is the number of electrons per illuminated sample area which
leads to a significant change of measurable sample properties, shown for example by
fading of diffraction rings of crystalline samples [122]. Drummy et al. summarized the
critical electron dose measurements of different groups in a review and concluded that
beam damage of crystalline polymers and small molecules is most significant at electron
energies around 5 kV [108]. The reason for this is the strong interaction of the incoming
electrons with the sample atoms at these low energies, which is also responsible for the
higher contrast in low-keV STEM. Besides, in a good approximation polymers with
a high thermal stability also exhibit a high electron beam stability [122] and it was
shown that the beam sensitivity of a polymer decreases with increasing carbon content
[79].

All electron-beam-induced damages happen within very short times scales. This means
that it is usually not possible to investigate samples without damages. Nevertheless
beam damage is often a smaller problem than one could initially assume. Even if the
sample is strongly altered on molecular scale, the supramolecular structure e.g. the
morphology of the sample often remains unchanged. This is particularly the case for
amorphous polymers, where the image contrast is only based on differences in the
mass-thickness [79].

The situation, however, is different if the crystallinity or the electronic structure of
the polymer samples are of interest. In crystalline polymers the electron exposure can
lead to an amorphization of the irradiated areas [132]. This hinders not only the direct
imaging of lattice planes by HRTEM, but also the acquisition of electron diffraction
patterns or DF TEM images. If the electronic structure of a sample is changed due
to the electron irradiation, a change in the low-loss region of EEL spectra can be
observed [147].

There are several approaches to avoid beam damage. The first is to chose an appropri-
ate electron energy for investigated sample. If knock-on damage prevails, the electron
energy has to be reduced [146]. If ionization is the predominant damaging effect, an
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increased electron energy can be beneficial [79]. There are also some cases reported
where the use of STEM resulted in a reduced beam damage compared to TEM [79].
Furthermore, low-dose techniques can be used. This involves for example focusing at
a sample area adjacent to the final position of interest and the use of shutters before
and after the image acquisition [85]. Another possibility to reduce irradiation damage
is to cool the sample in a liquid-nitrogen-cooled sample holder. At lower temperatures
amorphization, chain scission and cross-linking is reduced [79, 85].

Contamination

Even at high vacuum there are always hydrocarbon molecules left in the microscope
chamber and on the sample surface [84, 148]. They stem either from the oil of the
vacuum diffusion pumps, the grease of the vacuum seals or they have already been
on the sample before it was loaded into the microscope. The bonds of hydrocarbon
molecules can be cracked by electrons which leads to polymerization by cross-linking.
Due to the high surface mobility of the hydrocarbons, further molecules can diffuse
to the illuminated area and attach to the carbon atoms [84]. Moreover, hydrocarbons
from the environment can be adsorbed and cracked. Thus a carbon-rich film is formed
in the illuminated or scanned area [148]. In Fig. 2.7 a SE SEM image of a previously
illuminated and contaminated area is presented. The contamination appears darker in
SE images and, depending on the thickness of the contamination layer, the resolution
of the image can be significantly decreased. At low current density the thickness
of the contamination layer is proportional to the dissipated energy. The following
proportionality between contamination thickness tc and electron energy E was found
[149]:

tc ∝ E−0.8. (2.1)

Accordingly, contamination is stronger for lower electron energies and is more pro-
nounced in low-keV STEM than in conventional STEM.
There are several approaches to decrease contamination depending on the kind of
microscope and sample material. By using a cold-trap the number of hydrocarbons in
the vicinity of the sample can be reduced. This is possible in TEM and SEM and is
independent of the sample material. Another possibility is to cool the sample itself,
which decreases significantly the mobility of the hydrocarbons. It was also shown
to be advantageous to preirradiate a larger sample area to crack and immobilize the
adsorbed hydrocarbons before a smaller sample area is imaged [84]. Depending on
the sample material it can be advisable to clean the sample before the examination in
the microscope. This can either be done by solvents or by plasma etching. Since the
samples investigated in the course of this work do not resist this kind of treatments,

Figure 2.7: SE image of a previously scanned and
therefore contaminated area on an amorphous carbon
film.
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contamination effects were often not avoidable. A useful application of contamination
will be presented in Chapter 3. The increased thickness of a contaminated area is used
to analyze contrast inversion in HAADF mode which depends on the sample thickness.
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3 Low-energy electron scattering in
low-density materials

Results are presented in this chapter concerning quantitative electron scattering in
amorphous carbon and carbon-based materials, which are obtained by HAADF STEM
at low energies (≤30 keV). Experimental HAADF STEM intensities from samples with
well-known composition and thickness are compared with results of Monte Carlo (MC)
simulations and empirical equations describing multiple electron scattering. A well-
defined relationship is found between the maximum HAADF STEM intensity and
sample thickness. This relationship is exploited to derive a quantitative description for
the mean quadratic scattering angle and for the calculation of the transmitted HAADF
STEM intensity as a function of the relevant materials parameters and electron energy.
The formalism can be also applied to determine sample thicknesses by varying the
primary energy of the incident electrons.
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3.1 Theoretical background

3.1.1 Electron scattering cross-sections

The scattering cross-section is a measure for the probability that a scattering process
occurs. It is given in cm2 and represents the area around the target in which a scattering
process occurs. A distinction is made between elastic and inelastic scattering. Elastic
scattering is an interaction in which the kinetic energy and the momentum of the
impact partners are conserved. For inelastic scattering this is not the case.

Elastic scattering

The first equation for the description of the differential elastic cross-section was devel-
oped 1911 by Rutherford [150]. In this classically derived equation the screening of the
Coulomb potential by the shell electrons is neglected, which results in a divergence of
the equation for small scattering angles θ. The screening of the nucleus can be calcu-
lated on the basis of the quantum mechanical Schrödinger equation and leads to the
following modification of the Rutherford cross-section for electrons scattered at atoms

dσel
dΩ

=
e4Z2

4(4πε0)2m2v4

1

[sin2(θ/2) + sin2(θ0/2)]2
(3.1)

where e stands for the elementary charge, Z for the atomic number of the target
material, m for the mass and v for the velocity of the incident particle. Furthermore
the characteristic angle θ0 = λ/2πR is introduced. It is related to the screening length
R of the atom and the de Broglie wavelength λ of the electron. R can be calculated
by R = aHZ

(−1/3), were aH is the Bohr radius [84].

Although this equation is sufficiently adequate for many applications there are still
deviations between calculated and measured values especially at large scattering an-
gles. To overcome this problem, quantum mechanical Mott cross-sections have to be
used [151]. They account not only for relativistic effects but also the spin of the scat-
tered electron. In particular for heavy target atoms and low electron energies, Mott
cross-sections should be more accurate than the classical screened Rutherford model.
According to Reimer [84] the difference between the two cross-sections is minimal for
light target atoms and electron energies between 3-30 keV (typical SEM energies).
Browning et al. [152] state that screened Rutherford cross-sections give acceptable re-
sults for high energies and low atomic numbers, while Mott cross-sections are required
for low to medium incident energies (0.1-30 keV) and high atomic number. Shimizu and
Ze-Jun [153] are more specific and suggest the use of screened Rutherford cross-sections
in the energy range of 1-20 keV for elements with Z ≤13.

In contrast to the Rutherford cross-sections, analytical expressions are not available
for the Mott cross-sections. Tabulated Mott cross-sections are obtained by solving the
Dirac equation. For this purpose, a precise knowledge of the scattering amplitudes
is necessary, which can be determined numerically by an expansion into Legendre
polynomials [84]. The cross-sections used in this work were calculated by Czyżeweski
et al. [154].
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Inelastic scattering

In inelastic scattering processes the kinetic energy of the incoming electron is par-
tially transferred to the target atom during the scattering, which is then excited. One
distinguishes between the following excitation mechanisms [84][106]:

� Phonon excitation in solids and excitation of oscillations in molecules. The energy
loss Eloss is in the range of 20 meV and 1 eV. It is the most frequent inelastic
excitation and leads to the heating of the target.

� Plasmon excitations, i.e., collective longitudinal oscillations of the free-electron
gas in metals or single valence electron excitations in insulators.
(0 < Eloss <50 eV).

� Inter- and intra-band transitions of electrons in the outer shells.
(0 < Eloss <50 eV).

� Ionization of inner-shell electrons or excitation of electrons into higher binding
states. (Eloss >50 eV).

Similar to elastic scattering a differential inelastic cross-section can be defined. For
this purpose the Møller formula is usually employed, which describes the energy loss
due to electron-electron collisions [155].

3.1.2 Semi-empirical equations for multiple scattering

Under typical experimental conditions it is very difficult to realize single-electron scat-
tering. Even in thin samples most of the electrons experience several scattering pro-
cesses. Thus special mathematical models are needed to calculate the energy loss and
the angular distribution of the transmitted electrons. The limitations of these models
define the maximum sample thickness, which can be described by multiple scattering
approaches [84]. An important parameter to describe plural and multiple scattering
is the mean free path length Λ. It determines the decrease of the incoming electron
current I0 along the transmission through the sample. The electron intensity which
is transmitted through a sample with the thickness t can be written as exponential
function:

I = I0 e(− t
Λ) = I0 e(−Nσtt) = I0 e−p. (3.2)

The mean free path length is related to the total cross-section σt and the number of
atoms per unit volume N . p is the number of collisions. On the basis of this value it
can be evaluated if models for single (p = 1), plural (p < 25) oder multiple (p > 25±5)
scattering need to be employed. For more than approximately 30 collisions the angular
distribution of the transmitted electrons is not Gaussian anymore [84].
According to Reimer the mean free path length of electrons with 5 keV in carbon is
2.3 nm [84]. The thickness of the absorber layers of organic solar cells is typically in
the range of 50-150 nm and the average number of collisions between 22 and 65. Thus
for the description of the scattering, theories of plural and multiple scattering have to
be used.

Angular distribution of transmitted electrons

For single scattering the angular distribution of the transmitted electrons depends
on the normalized differential cross-section, which is called the single scattering func-



36 LOW-ENERGY ELECTRON SCATTERING IN LOW-DENSITY MATERIALS

tion S1:

S1 =
1

σ

dσ

dΩ
. (3.3)

A scattering function for m-fold scattering Sm is obtained by the m-fold self convolu-
tion of the single-scattering function S1. The probability for m-fold scattering can be
described by Poisson coefficients and the angular distribution can be written as

I(θ)dΩ = I0dΩ
∞∑
m=0

pm

m!
e−pSm(θ). (3.4)

p denotes the number of collisions as defined in Eq. 3.2. (For a detailed derivation of
this equation see [84].) To calculate the angular distribution analytically it is necessary
to find an easier expression for the equation above. Goudsmit & Saunderson expanded
therefore the scattering function into a series of Legendre polynomials [156]. These
calculations are correct as long as the following two approximations apply, which are
usually valid for plural scattering (p < 25). First, there is a negligible energy loss of
the electrons, which means that the cross-section does not change through the sample.
Second, the single-scattering angles are small.

When Goudsmit & Saunderson developed this equation in 1940 it was impossible to
calculate numerically a solution, due to the lack of computing power. Even nowadays it
is complex and very time-consuming [157]. Nevertheless, to be able to describe multiple
scattering, several approximations and simplifications of Eq. 3.4 were introduced,
which are listed and described in detail in [84].

Another approach to calculate the angular distribution of the transmitted electrons was
the development of semi-empirical equations, based on the assumption that the angular
distribution is Gaussian. This is the case if the scattering processes are independent
of each other and if scattering into large angles and energy loss can be neglected [84].
The normalized electron intensity scattered into dΩ is described accordingly by the
following equation

I(θ)

I0

=
dΩ

2πθ2
e−θ

2/2θ2
[158]. (3.5)

I (θ) is the intensity scattered into the angle θ, I0 is the intensity of the incident
electrons and θ2 the mean quadratic scattering angle.

Based on the screened Rutherford cross-section Bothe [159] developed by means of
error theory the following semi-empirical term for θ2

θ2
B = 109

(
3.6Z

E

)2
ρt

A
[rad2]. (3.6)

The electron energy E is given in eV and the mass thickness ρt in kg·m−2. Z is the
atomic number and A the atomic mass number. The factor 3.6 in the numerator was
determined by comparing the theoretical equations with measurements of Crowther,
which were performed at electron energies between 150 and 240 keV [160]. According
to Cosslett & Thomas Eq. 3.6 is not valid for elements with Z < 13 and low electron
energies [158].

To describe the angular distribution of the transmitted electrons at low energies,
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Cosslett & Thomas proposed a modified equation

θ2
C = 1.2 · 106 Z

1.5

E

ρt

A
[rad2] (3.7)

considering large angle scattering as well. Eq. 3.7 is in good agreement with experi-
mental data for elements with Z ≥ 13 as shown by Cosslett & Thomas.
However, the validity of Eqs. 3.6 and 3.7 has not been tested up to now for low atomic
number materials and low electron energies.

3.1.3 Monte-Carlo simulations

Alternatively to the equations described in the previous section, low-energy electron
scattering can be modeled by MC simulations, which is well established for samples
with higher atomic numbers [161][101]. Statistically relevant results are obtained by
applying suitable cross-sections to a large number of electrons subjected to several and
multiple scattering processes and calculating their trajectories through the sample.
Different simulation packages are available which differ in the used cross-sections and
descriptions for the energy loss of the electrons. The simulations in this work were per-
formed with the NISTMonte package [162]. Screened Rutherford cross-sections [150]
and calculated Mott cross-sections of Czyżewski et al. [154] are applied (Chapter 3.1.1).
To describe the energy loss of the electrons, usually the continuous slowing down ap-
proximation in the form of the energy loss equation of Bethe is implemented [163]. It
is based on the Møller formula which combines the different inelastic scattering mech-
anisms, mentioned in section 3.1.1 [155]. An important variable in this equation is the
mean ionization potential J , which depends on the atomic number Z of the sample
atoms. For electron energies below the mean ionization energy of the sample Joy &
Luo introduced an energy-dependent correction for J [164]. For the ionization potential
several semi-empirical expressions exist, which differ significantly [162].
The MC simulations yield the angular and energy distribution of the electrons leaving
the sample. To calculate the transmitted STEM intensity the total number of trans-
mitted electrons is summed up in an angular range covered by the real STEM detector.
The resulting number of electrons normalized with respect to the incident electrons can
be set in relation to the measured intensity, if the characteristics of the semiconductor
STEM detector are taken into account. The response of a semiconductor detector in
terms of the collection current Icc in dependence of the electron intensity I is given by

Icc = I ·G · εc, (3.8)

where G represents the gain of the detector and εc the charge collection efficiency [84].
If the range of the detected electrons lies completely in the depletion layer of the
semiconductor detector, εc is near unity [84]. The gain G can be described by the
following equation

G =
Ē − Eth

Ēi

· (1− ηc) , (3.9)

where Eth represents the threshold energy for electron detection which was determined
to be 3 keV in this work. Ē is the mean energy of the incoming electrons, Ēi the mean
energy for electron-hole pair excitation (3.6 eV in silicon) and ηc the electron backscat-
ter coefficient. The last term in Eq. 3.9 takes into account that electrons backscattered



38 LOW-ENERGY ELECTRON SCATTERING IN LOW-DENSITY MATERIALS

from the detector do not contribute to the STEM intensity. The fraction of these
electrons depends on their impact angle α and the atomic number Z of the detector
material. It can be calculated by the following equation of Arnal et al. (described
in [84])

ηc = (1 + cosα)
− 9√

Z . (3.10)

Thus the modification of the transmitted electron intensity by a semiconductor detector
can be calculated and has to be taken into account if simulations are compared with
experimental data.
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3.2 Samples and experimental techniques

Samples

To analyze high-angle scattering at low electron energies three different materials with
low atomic numbers and densities were studied: amorphous (a-)carbon, P3HT and the
epoxy resin EPONTM(Momentive Specialty Chemicals Inc.).

Amorphous carbon films were prepared by electron-beam evaporation on mica sub-
strates with thicknesses of 50, 70, 100, 130, 160 and 190 nm, determined by FIB
cross-sectioning. According to literature the density of amorphous carbon can vary
considerably [165]. In this work a value of 1.9±0.3 g/cm3 is assumed. The error limits
take these variations of the density into account.

The polymer P3HT acquired from Rieke Metals was used as a second test material.
The samples were fabricated by M. Klein at the Light Technology Institute (LTI),
Karlsruhe Institute of Technology (KIT). As mentioned in Chapter 1.2 P3HT is em-
ployed in organic solar cells as absorber material. The thicknesses of the films were
varied by choosing different concentrations of the solvent and spin coating velocities
in the production process. The thickness of the films (twelve samples with thicknesses
from 35 to 355 nm) was measured with a Dektak XT profilometer from Bruker and in
addition on the basis of FIB-prepared cross-sections (Chapter 2.1.3).

To examine the polymer and carbon films by STEM, they were floated off the substrate
with deionized water and transferred onto conventional copper TEM grids according to
the procedure described in Chapter 2.1.1. In addition to the thin-film samples, wedge-
shaped samples were prepared by FIB-milling. For this purpose, a platinum protection
layer was deposited on the bulk samples to protect them from irradiation damage.

A wedge-shaped EPON sample with a wedge angle of 10° was studied as third test
specimen. It was prepared by ultramicrotomy in the group of R. Reichelt (Institut
für medizinische Physik und Biophysik, Westfälische Wilhelms-Universität, Münster,
Germany).

The chemical compositions and the densities of the three different sample materials are
listed in the following table:

material composition density[g/cm3]

a-carbon C 1.90±0.30

P3HT C10H14S 1.08±0.10

EPON C113H111O24 1.25±0.10

Table 3.1: Composition and density
of a-carbon, P3HT and EPON. The
density of P3HT was measured by He-
pycnometry.

Electron Microscopy

STEM and SEM imaging was carried out in the FEI Strata 400S dual-beam scanning
electron microscope, as described in Chapter 2.3. For the analysis of the electron
scattering at low electron energies the semiconductor STEM II detector was used.
Images were taken at WD=5 mm which corresponds to a collection angle range from
0.2 to 0.7 rad. STEM imaging was carried out with electron primary energies between 3
and 20 keV in steps of 0.25 keV. An electron energy of 3 keV represents the lower limit
for achieving visible contrast with the used detector. It has to be noted that HAADF



40 LOW-ENERGY ELECTRON SCATTERING IN LOW-DENSITY MATERIALS

STEM imaging with a semiconductor STEM detector demands careful setting of gain
and brightness to avoid oversaturation of the detector.
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3.3 Experimental results

To quantitatively analyze low-energy electron scattering, the STEM intensity has to
be measured on the basis of samples with known thickness and composition. Apart
from thin-film samples with constant thickness, samples with a wedge-type thickness
profile prepared by FIB milling were investigated. These samples show a well-defined
thickness profile and allow the measurement of the STEM intensity within a wide range
of sample thicknesses. Fig. 3.1 shows a top-view SEM image of an a-carbon wedge. The
wedge angle is not constant and decreases from 22° at the thin edge to 18° at a larger
distance from the edge. An error of ±3° was assumed for the wedge angle because
the top view only shows the thin platinum coating on top of the carbon film, which is
deposited for protection of the carbon layer during FIB milling (Chapter 2.1.3). It has
to be also noted that the sample is not infinitesimal thin at the wedge edge.

Figs. 3.2a-c show three HAADF STEM cross-section images of the a-carbon wedge,
which were taken at primary electron energies of 7, 10 and 13 keV. The supporting
mica substrate and the platinum protection layer are indicated in Fig. 3.2a. Caused
by the FIB-milling process delamination occurs leading to a gap between the substrate
and the carbon layer. Intensity line profiles were taken along the carbon layer, which
are displayed in Figs. 3.2d. The HAADF STEM intensity increases from the thin
edge of the sample to a maximum, which depends on the electron energy. For thicker
regions the intensity is reduced again. For higher energies the maximum is shifted
towards thicker regions of the wedge. The dependence of the maximum intensity and
corresponding sample thickness was systematically measured as a function of the elec-
tron energy between 3 and 15 keV. The maximum intensity and corresponding sample
thickness can be considered as point of contrast inversion, which will be denoted as
inversion point in the following.

The same behavior of the HAADF STEM intensity can be observed in MC simulations
(based on Rutherford cross-sections), which is demonstrated in Fig. 3.3 for the relevant
scattering angle range and primary electron energies. The intensity (normalized here
by the number of incident electrons) shows maxima at a thickness, which is depen-
dent on the primary electron energy. The position of the inversion point shifts with
decreasing primary energy towards smaller sample thicknesses. The general behavior
of the HAADF STEM intensity as a function of the thickness can be understood in the
following way. The large-angle scattering probability is low for thin samples leading to
low HAADF STEM intensities. More electrons contribute to the HAADF signal with
increasing sample thickness because multiple scattering occurs into large angles which

Figure 3.1: Secondary electron SEM
image showing top-view perspective
of the wedge-shaped a-carbon sample.
The yellow lines mark the measured
wedge angle: 22° at the thin edge, 18°
at larger distance from the edge.
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Figure 3.2: a)-c) Cross-section HAADF STEM image of the a-carbon wedge at 7, 10
and 13 keV. The position and the width of the intensity line scan is indicated by the
blue, green and red stripes. d) Normalized HAADF STEM intensity as a function of
the sample thickness along the line scans in a)-c).

Figure 3.3: MC simulation of the
HAADF STEM intensity normalized
with respect to the incident inten-
sity I0 for carbon films plotted against
the sample thickness for different elec-
tron energies. (For the simulations
screened Rutherford cross-sections were
employed.)
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 a) 6 keV  b) 8.5 keV c) 12 keV

Figure 3.4: HAADF STEM images of a carbon layer with 130 nm thickness, which
contains a contaminated, slightly thicker area used for reference. Images are taken at
different electron energies.

is accompanied by energy loss. With further increasing thickness, backscattering and
absorption reduces the overall number of electrons transmitted through the sample.
This leads to the reduction of the HAADF (and also BF) intensity. An example for
the intensity reduction beyond the inversion point can be seen in Figs. 3.2a-c. The
platinum protection layer of the wedge-shaped carbon sample appears for the most
part darker than the carbon, although platinum is characterized by a much higher
scattering power. This is due to the inversion point of the HAADF intensity at very
small thicknesses, which results in a bright contrast of the Pt layer only at the edge of
the wedge-shaped sample.

Contrast inversion can be also observed for a-carbon films with constant thickness if the
electron energy is varied. Fig. 3.4 shows HAADF STEM images of the a-carbon film
with a homogeneous thickness of 130 nm, taken at different electron energies of 6 keV
(Fig. 3.4a), 8.5 keV (Fig. 3.4b) and 12 keV (Fig. 3.4c). A contaminated area with a
thickness in the order of a few nm is present in the investigated area. The contamination
was produced by scanning the respective area with a higher magnification and a slow
scanning rate. The rhombic shape of the area is probably due to drift of the sample
during the slow scanning process. The contaminated area appears darker than the rest
of the sample for E=6 keV. The contrast disappears completely at 8.5 keV. Contrast
inversion is observed for 12 keV where the contaminated area appears brighter than
the surrounding carbon films. Minimum contrast is correlated with the maximum
of the curves for the HAADF STEM intensity displayed in Fig. 3.2d. Due to the
flatness of the curve around the maximum small thickness variations do not induce
different HAADF STEM intensities. The maximum HAADF STEM intensity is shifted
to larger sample thicknesses at higher electron energy which yields brighter contrast
for the contaminated and slightly thicker sample region in Fig. 3.4c. For small electron
energies the opposite behavior is observed because the image intensity is determined
by the descending branch of the curve. The dark area in the lower left part of Fig. 3.4a
results from a local corrugation of the film. In this region the film is not oriented
perpendicular to the electron beam, which locally increases the sample thickness.

The electron energy at minimal contrast was determined for all a-carbon thin-film sam-
ples with thicknesses between 50 nm and 190 nm and the a-carbon wedge. The data is
compiled in Fig. 3.5. The error bars in y-direction take the inaccuracy of the thickness
measurement in account. For the carbon films x-error bars are included. They account
for the fact that the energy of minimal contrast is determined visually by increasing
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Figure 3.5: Relation between sample
thickness and electron energy at the in-
version point for a-carbon. Comparison
of film samples and the wedge sample.
Power-law functions of the form y=a·xb

were used to fit the experimental data.

the energy in steps of 0.25 keV. To find an analytical relation between thickness and
electron energy at the contrast inversion point, different basic functions were fitted
to the experimental data. The best agreement was found for a power-law function
y=a·xb, which is plotted in Fig. 3.5. The fit yields an exponent of b=2.19±0.12 for
the a-carbon films and a slightly smaller exponent of b=1.99±0.12 for the a-carbon
wedge. The slope of the curves is different although the same material is analyzed.
This deviation originates most likely from different sample preparation methods. The
carbon wedge was prepared by FIB milling which leads to implantation of Ga and
slightly increased values for mean atomic number Z and mean atomic mass number A.
Due to this deviation the carbon wedge was not used for a quantitative analysis of the
electrons scattering at low electron energies.

HAADF STEM images of the P3HT films with different thicknesses were taken at
electron energies between 4 and 15 keV in steps of 0.25 keV. The image in Fig. 3.6a
taken at 8 keV shows intensity variations which are related to thickness fluctuations
of the film with t=190 nm. The feature in the middle of the image is a dirt particle
which was used to align and focus the image after changing the electron energy. For 13
keV(Fig. 3.6c) the contrast of the image is clearly reversed in comparison to the image
taken at 8 keV. Minimum contrast occurs for 10.75 keV (Fig. 3.6b).

Thickness and electron energy at the contrast inversion point were determined for
all P3HT samples and plotted in Fig. 3.7. The errors bars represent the deviation
of the thickness measurements and the inaccuracy of the contrast inversion energy
determination. A power-law function with an exponent of b=1.88±0.13 yields the best
fit of the experimental data.

The EPON wedge-sample was examined analogously to the carbon wedge. In Fig. 3.8
an HAADF STEM image taken at 10 keV is displayed. Starting at the edge of the
wedge the intensity increases, reaches a maximum and then decreases again, which
can be seen in the corresponding grayscale intensity line scan in the right part of the
figure. The position of the line scan is marked in the HAADF STEM image with
an orange stripe. The thickness at the inversion point was determined as a function
of the electron energy and plotted in Fig. 3.9. Since the EPON is sensitive towards
high-energy electron irradiation, a degradation of the sample during the measurements
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a) 6 keV b) 8.5 keV c) 12 keV

Figure 3.6: HAADF STEM images of a P3HT film with 190 nm thickness taken at
different electron energies. The structures visible in a) and c) can be correlated to
thickness variations of the film.

Figure 3.7: Relation between sample
thickness and electron energy at the in-
version point for P3HT. A power-law
function y=a·xb was used to fit the ex-
perimental data.

Cu-Grid
vacuum

EPON

wedge

Figure 3.8: HAADF STEM image taken at 10 keV of the EPON wedge. The position
of the grayscale intensity line scan on the right is marked with an orange stripe in the
HAADF STEM image.
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Figure 3.9: Relation between sample
thickness and electron energy at the in-
version point for EPON. A power-law
function y=a·xb was used to fit the ex-
perimental data.

could be observed. To obtain representative results for different electron energies, the
position of the measurement was changed frequently. Nevertheless errors caused by
this degradation cannot be completely avoided.
The fitted power-law function yields an exponent of b=1.86±0.07.
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3.4 Discussion

The experimental data in the previous section clearly shows that a well-defined rela-
tionship exists between the electron energy and the sample thickness at the maximum
HAADF intensity, which determines contrast inversion. This characteristic behavior
can be exploited to analyze low energy electron scattering in a-carbon, P3HT and
EPON. Even more interestingly, it serves as a basis for precise thickness determination
of electron transparent samples if the composition of the specimen is known. A sys-
tematic analysis of the experimental data is presented in the following to elaborate an
adequate description for sample thickness determination. For this purpose, the semi-
empirical descriptions presented in chapter 3.1.2 are used. The results are compared
with MC simulations, described in chapter 3.1.3.

3.4.1 Comparison of experimental data, Monte-Carlo simulations
and semi-empirical equations

The electron-energy dependence of the thickness at the inversion point can be well
described by a power-law function with an exponent of approximately 2 for all inves-
tigated materials. In table 3.2 the values of the fitted exponents are summarized.

First MC simulations were tested, to model the experimental data and determine the
thickness at the maximum HAADF intensity as a function of the electron energy ap-
plying either Mott or Rutherford differential cross-sections. The results of the MC
simulations are displayed in Fig. 3.10. For a-carbon (Fig. 3.10a) both curves for the
different cross-sections lie above the measurements. The exponent of the fitted power-
law function is 1.66±0.04 for the Mott and 1.70±0.04 for the Rutherford cross-section,
which is significantly smaller than the experimentally determined value. For P3HT
(Fig. 3.10b) there is also a significant discrepancy between measured data and MC
simulations with fit exponents of 1.68±0.03 for the Rutherford and 1.57±0.04 for the
Mott cross-sections. Only for EPON (Fig. 3.10c) a reasonable agreement is obtained
between measurements and MC simulations applying Rutherford cross-sections with
1.69±0.03. The fit exponent for the Mott cross-section is 1.62±0.03. The fitted expo-
nents of all the MC simulations are summarized in Table 3.2. Apart from EPON, MC
simulations based on Mott or Rutherford cross-section are not well suited to describe
quantitatively multiple low-energy electron scattering. A larger disagreement exists be-
tween the experimental results and the MC simulations based on Mott cross-sections,
which is in accordance to the results of other groups (Chapter 3.1.1).

In the following, the experimental data is compared with the predictions based on

MC simulation with MC simulation with
samples experimental data Rutherford cross-sections Mott cross-sections

a-carbon (films) 2.19±0.12 1.70±0.04 1.66±0.04
P3HT 1.88±0.13 1.68±0.03 1.57±0.04
EPON 1.86±0.07 1.69±0.03 1.62±0.03

Table 3.2: Exponent of the fitted power-law function for the experimental data and
the MC simulations, applying Rutherford and Mott cross-sections
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a b
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a-carbon P3HT

EPON

Figure 3.10: Relation between sample thickness and electron energy at the inversion
point for a-carbon (film samples), P3HT and EPON. Comparison of experimental data
with MC simulations (Mott and Rutherford cross-sections).

the semi-empirical equations of Cosslett & Thomas (Eq. 3.7) and Bothe (Eq. 3.6).
To obtain an analytical expression for the maximum HAADF STEM intensity as a
function of energy and thickness Eq. 3.5 is integrated over the relevant scattering angle
range. As a result the normalized HAADF intensity can be written as

IHAADF

I0

= e−θ
2
1/2θ

2 − e−θ2
2/2θ

2
, (3.11)

with the mean quadratic scattering angle θ2 and the angles θ1 and θ2, which denote the
minimal and maximal scattering angle covered by the HAADF STEM detector. To find
the maximum of the HAADF STEM intensity, this function has to be differentiated
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material Zm Am

P3HT 5.02 6.65

EPON 4.81 7.51

Table 3.3: Mean atomic number Zm and mean atomic
mass number Am of P3HT and EPON.

with respect to θ. The following expression of the mean quadratic scattering angle is
obtained:

θ2 =
θ2

1 − θ2
2

4 ln (θ1/θ2)
(3.12)

Substitution of θ2 by the expression suggested by Cosslett & Thomas (Eq. 3.7) in
Eq. 3.12 leads to the following equation which relates the thickness t at maximum
HAADF STEM intensity with the electron energy E:

t =
θ2

1 − θ2
2

4 ln (θ1/θ2)
· A

Z1.5 · ρ · 1.2 · 106
· E. (3.13)

This equation suggests a linear relation between sample thickness and electron energy
at the contrast inversion point, which does not adequately describe the exponent of
the power-law functions for the experimental results. It can be concluded that Eq. 3.7
and therefore Eq. 3.13 are not well suited to describe multiple electron scattering in
low Z materials at low electron energies.

Substitution of θ2 in Eq. 3.12 by the expression suggested by Bothe (Eq. 3.6) yields

t =
θ2

1 − θ2
2

4 ln (θ1/θ2)
· A

Z2 · ρ · 12.96 · 109
· E2, (3.14)

which suggests that the thickness at the inversion point is proportional to E2. This
is in a good agreement with the experimentally determined exponents. However, for
a-carbon the calculated curve lies considerably below the measured data, which is
shown in Fig. 3.11a.

To plot Eq. 3.14 the atomic number Z and the atomic mass number A is needed. Since
P3HT and EPON consist of more than one element, mean values have to be calculated.
For the atomic number, the root mean square is used. This is due to the fact that the
screened Rutherford cross-section (on which the Bothe equation is based) contains Z2.
Since the cross-sections of the different atoms are added, the root mean square seems
expedient. The atomic mass number is not contained in the cross-section. It is related
to the mean free path length and therefore appears in the Bothe equation (Eq. 3.6).
Since it is a linear factor, the arithmetic mean value is used for further calculations.
In Table 3.3 the values for the sample materials are given.

Eq. 3.14 is plotted for P3HT and EPON in Figs. 3.11b and c. For both materials the
calculated curve lies considerably below the experimental data. The original Bothe
expression is therefore not suitable to describe high-angle scattering in low-Z materials
at low electron energies. Nevertheless the equation shows the right E2 dependency and
the dircrepancy with respect to the measurements is in the same order of magnitude
for all examined materials. This indicates that the introduction of a correction factor
in the equation could be beneficial.
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c

a ba-carbon P3HT

EPON

Figure 3.11: Relation between sample thickness and electron energy at the inversion
point for a) a-carbon (film samples), b) P3HT and c) EPON. Comparison of experi-
mental data with the Bothe equation

To adjust Eq. 3.14 to the measurements a correction factor CF is introduced:

t =
θ2

1 − θ2
2

4 ln (θ1/θ2)
· A

Z2 · ρ · CF · 109
· E2, (3.15)

In the original equation CF is 12.96. Bothe himself adjusted this value to obtain
optimum agreement with experimental data. To find the best correction factor for our
measurements, a cubic function was fitted to the experimental data. The slope of the
curve can then be identified with the prefactor of E2 in Eq. 3.15. It is therefore possible
to calculate CF for every sample material. The results are shown in table 3.4.

As the correction factors for the different materials are similar, an averaged correction
factor of 9.15 is proposed for the description of electron scattering in low Z materials for
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material CF
a-carbon 9.35±1.48

P3HT 9.15±0.89
EPON 9.11±0.77

Table 3.4: Adjusted
correction factors CFs
for a-carbon, P3HT and
EPON.

low electron energies between 4 and 15 keV. The comparison of the measured relation
between electron energy and sample thickness at the inversion point and the calculated
curves with the adjusted correction factor is summarized in Fig. 3.12.
The mean quadratic scattering angle can now be calculated by the following equation
[159]:

θ2
CF = 9.15 · 109

(
Z

E

)2
ρt

A
[rad2]. (3.16)

Figure 3.12: Relation between sample
thickness and electron energy at the
inversion point for amorphous carbon,
P3HT and EPON. Comparison of ex-
perimental data (squares) and curves
calculated on the basis of Eq. 3.15 with
CF=9.15.

3.4.2 Applications of the semi-empirical equation

The adjusted semi-empirical equation of Bothe can now be used to calculate HAADF
STEM intensities. Due to the contrast inversion described in Chapter 3.3, it is not
possible to intuitively interpret HAADF STEM images. In this context the calculations
are particularly useful. They enable a correlation of sample composition to image
intensities for a certain electron energy and sample thickness. To get the HAADF
STEM intensities, the mean quadratic scattering angle (Eq. 3.16) has to be inserted
into Eq. 3.11. Examples for HAADF STEM intensity calculations will be shown in
Chapters 4.2 and 5.2.2.
Another application of the semi-empirical equation is the determination of either the
sample thickness or the density of the sample material. For thickness determination
all sample parameters like composition and density have to be known. Experimentally,
the electron energy is adjusted to achieve minimum contrast. Eq. 3.15 with a correction
factor of 9.15 then yields the sample thickness. The precision of this method for sample
thickness determination depends strongly on the accuracy of the sample parameters.
If these parameters are well known and the energy at contrast inversion point can be
determined with an error of less than ±5 % the error of the calculated thickness is
smaller than ±10 %.
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For density determinations Eq. 3.11 has to be rearranged:

ρ =
θ2

1 − θ2
2

4 ln (θ1/θ2)
· A

Z2 · t · CF · 109
· E2 (3.17)

Theoretically it is sufficient to determine the contrast inversion energy for one sample
with a precisely known thickness. To enhance the quality and the reliability of the mea-
surement it is nevertheless useful to examine a set of samples with various thicknesses.
Examples for this density determination method will be shown in Chapter 5.2.1.
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4 Nanomorphology of poly(3-hexylthiophene-
2,5-diyl)-based organic solar cell absorber
layers

In the following chapter the investigation of P3HT:PC61BM absorber layers of or-
ganic solar cells is presented. The nanomorphology of P3HT:PC61BM blends was
studied as a function of the processing parameters and for P3HT with different molec-
ular weight (MW). For this purpose STEM at low electron energies was applied in
a scanning electron microscope. This method exhibits sensitive material contrast in
the HAADF mode, which is well suited to distinguish materials with similar densities
and mean atomic numbers. The images taken with low-energy HAADF STEM are
compared with conventional TEM and atomic force microscopy images to illustrate
the capabilities of the different techniques. For the interpretation of the low-energy
HAADF STEM images, the semi-empirical equation developed in Chapter 3 is used to
calculate the image intensities. The experiments show that the nanomorphology of the
P3HT:PC61BM blends depends strongly on the MW of the P3HT. Low-MW P3HT
forms rod-like domains during annealing. In contrast, only small globular features are
visible in samples containing high-MW P3HT, which do not change significantly after
annealing at 150 °C up to 30 min.
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4.1 Materials and methods

Samples

Solar-cell absorber layers were fabricated by M. Klein (LTI, KIT). The samples were
prepared under inert conditions on indium tin oxide-coated glass substrates. After
depositing a 45 nm layer of PEDOT:PSS (Clevios VPAI4083, Heraeus), the poly-
mer:fullerene solution was spin-coated at 1000 rpm for 70 s. For all sets of samples,
P3HT:PC61BM with a mixture of 1:1 was dissolved in DCB (anhydrous, 99.8%, Sigma-
Aldrich). Different P3HT batches were used with a weight average molecular weight of
Mw=20 kg/mol and Mw=50 kg/mol purchased from Rieke Metals. PC61BM (99.5%)
was purchased from Solenne BV. Annealing treatments were carried out at at 150 °C
for up to 30 min. The thickness of the samples was measured with a Bruker Dektak XT
profilometer (Bruker). The thickness was 92±13 nm for the 20 kg/mol samples and
100±14 nm for the 50 kg/mol samples. Additional P3HT:PC61BM samples (50 kg/mol)
were prepared that were dried slowly after spin-coating by storing them in a petri dish
according the so-called solvent annealing process described in Chapter 1.4.1. The
thickness of these samples was 126±46 nm.
Plan-view samples of the photoactive layers were prepared by the procedure described
in Chapter 2.1.1.

Instrumentation

Conventional BF TEM images were taken in a Philips CM200 FEG/ST at 200 keV
with a liquid nitrogen cooling holder and a small objective aperture. Low-keV STEM
imaging was carried out in a FEI Strata 400S dual-beam SEM. It is equipped with a
16-bit semiconductor STEM II detector, which is positioned below the sample holder.
The design of the detector is described in detail in Chapter 2.3. Images were taken
with a working distance of 5 mm, which corresponds to a collection scattering-angle
range between 0.2 and 0.7 rad. All images were taken with the same contrast and
brightness settings to ensure comparability. The contrast of some images was enhanced
by setting the minimum (black) and maximum (white) image intensities according to
the minimum and maximum gray values of the histogram. The same postprocessing
was performed if images are directly compared.
AFM topography images were taken with an Asylum Research MFP-3D in the AC
mode.
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4.2 Calculation of the low-keV high-angle annular
dark-field scanning transmission electron
microscopy intensity

The interpretation of low-keV HAADF STEM images requires the calculation of the
image intensity for the examined materials. For this purpose the semi-empirical de-
scription of electron scattering in low Z materials at low energies developed in Chap-
ter 3 is employed. The exact procedure of the HAADF STEM intensity calculation is
described in detail in Chapter 3.4.2.

Table 4.1 lists the material parameters of PC61BM and P3HT, which were used to
calculate the HAADF STEM intensity. A P3HT density of 1080 kg/m3 was used
for the calculations. It was measured by He-pycnometry for P3HT with a MW of
43 kg/mol. In the literature a value of 1100±50 kg/m3 is reported, but the MW of the
P3HT is not mentioned in this work [166]. The influence of the MW on the density
is therefore not known. However, Eq. 3.16 depends only linearly on the density, and
a small deviation would only slightly change the results. The calculation of the mean
square scattering angle θ2

CF according to equation Eq. 3.16 requires for each component
the average atomic mass number A given by the weighted arithmetic mean of the atomic
mass numbers of the elements and the mean atomic number Z given by the weighted
root-mean-square (Chapter 3.4.1).

Fig. 4.1a shows the normalized HAADF STEM intensity for PC61BM and P3HT as a
function of the primary electron energy up to 15 keV for a sample thickness of 100 nm,
which corresponds to the thickness of the majority of samples. An intensity maxi-
mum can be observed at a specific electron energy that depends on the material. The
maximum for P3HT lies at 6.25 keV and for PC61BM at 6.75 keV. The graph also
shows that the distinction between PC61BM and P3HT is promising at energies above
approximately 9 keV for a sample thickness of 100 nm. According to the calculations,
PC61BM should be visible with higher image intensity than P3HT at electron energies
above approximately 6.5 keV. The dependence of the HAADF STEM intensity on the
P3HT thickness is shown in Fig. 4.1b for four different electron energies (4.5, 6, 10,
and 15 keV), where the position of the intensity maximum shifts toward larger sam-
ple thicknesses. The general behavior of the HAADF STEM intensity as a function
of the thickness can be understood in the following way. The large-angle scattering
probability is low for thin samples leading to low HAADF STEM intensities. More
electrons contribute to the HAADF STEM signal with increasing sample thickness be-
cause multiple scattering occurs into large scattering angles. With further increasing
thickness, backscattering reduces the overall number of electrons, which are transmit-
ted through the sample. This leads to the reduction of the HAADF (and also BF)
intensity beyond the intensity maximum. A verification of the energy dependence of
the calculated HAADF STEM intensity (Fig. 4.1a) for a sample thickness of 100 nm
is presented in Fig. 4.2, which shows images of a P3HT:PC61BM absorber layer taken

material chemical density Zm Am

formula [kg/m3]
P3HT C10H14S 1080 5.02 6.65

PC61BM C72H14O2 1600 5.57 10.35

Table 4.1: Material parameters of
P3HT and PC61BM. The two densi-
ties were measured with helium py-
cnometry.
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a b

Figure 4.1: Calculated HAADF STEM intensity for a) PC61BM and P3HT as a
function of the electron energy for films with a thickness of 100 nm and b) P3HT as a
function of the sample thickness for different electron energies.

a b c

Figure 4.2: HAADF STEM images of the same region of a 50 kg/mol P3HT:PC61BM
sample annealed for 10 min at 150 °C showing the energy-dependent contrast. For
4.5 keV (a) P3HT appears brighter than PC61BM, whereas the image intensity is
reversed at 15 keV (c). Minimum contrast occurs at 6 keV (b), where P3HT and
PC61BM exhibit the same image intensity.

at 4.5, 6, and 15 keV. The contrast of these images was enhanced by postprocessing to
obtain the highest possible contrast. The predicted contrast inversion is clearly visible.
It is related to the superposition of material and thickness contrast inversion according
to the shape of the curves in Fig. 4.1a and Fig. 4.1b for the thickness dependence.
For 4.5 keV (Fig. 4.2a), slightly thicker regions of the sample (with lateral sizes be-
tween 100 and 500 nm) appear darker because of the negative slope of the curve (see
Fig. 4.1b). For 15 keV (Fig. 4.2c), the slope is positive and thicker regions appear
brighter. Fig. 4.2c contains in addition features related to material contrast on a scale
of only a few 10 nm. These features cannot be resolved at 4.5 keV in Fig. 4.2a where
the resolution is reduced compared to 15 keV. The loss of resolution is related to the
larger electron-beam diameter at lower electron energy and stronger beam broadening
due to smaller mean-free-path lengths for elastic and inelastic scattering. For 15 keV
(Fig. 4.2c), PC61BM appears brighter than P3HT. Minimum contrast occurs at 6 keV
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Figure 4.3: Calculated HAADF
STEM intensity as a function of
the sample thickness for P3HT and
PC61BM and a fixed electron energy of
15 keV.

(Fig. 4.2b), where P3HT and PC61BM exhibit the same image intensity. This agrees
well with the prediction from Fig. 4.1, where a crossing of the P3HT and PC61BM
curves is observed at 6.5 keV. The small deviation between the experimental and pre-
dicted electron energy for minimum contrast can be explained by the variation of the
sample thickness and the error for the determination of the electron energy at minimum
contrast. Since the curves in Fig. 4.1 are relatively flat in the vicinity of the maxima
and lie close together for P3HT and PC61BM, images with low contrast are achieved
over an extended energy range.
In Fig. 4.3 the calculated HAADF STEM intensity is presented as a function of the
sample thickness for P3HT and PC61BM at 15 keV, which was the applied electron
energy in this study. At this electron energy, PC61BM is expected to provide a higher
HAADF STEM intensity compared to P3HT up to a sample thickness of 500 nm
where contrast inversion occurs. Hence, PC61BM appears with bright contrast in a
P3HT:PC61BM blend.
It must be emphasized that calculations of the HAADF STEM intensity are essential for
the identification of different materials because contrast inversion occurs as a function
of sample thickness and electron energy. Moreover, intensity changes due to sample
thickness variations must be carefully distinguished from material contrast. Large-scale
contrast fluctuations are emphasized, e.g., in Fig. 4.2a due to the reduction of resolution
that can be correlated with thickness variations of the absorber layer. The sensitivity
toward contrast contributions due to sample-thickness changes can be estimated from
the gradient of the P3HT and PC61BM curves in Figs. 4.1b and 4.3. Minimization of
contrast contributions due to thickness changes requires a small gradient of the intensity
versus thickness curves in the range of relevant sample thicknesses between 70 and
150 nm. From this point of view, an electron energy of 15 keV is preferable compared
to smaller electron energies. Fig. 4.1 demonstrates that sufficient contrast between
P3HT and PC61BM can be expected at 15 keV for the relevant sample thicknesses in
this study. Taking into account the degradation of resolution with decreasing electron
energy, 15 keV can be considered as a good compromise between chemical contrast,
(in)sensitivity toward thickness changes, and resolution. For higher electron energies
the overall HAADF STEM intensity decreases, which leads to a degradation of the
signal-to-noise ratio, as can be inferred from Fig. 4.1a.
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4.3 Results and discussion

Fig. 4.4 presents a low-keV HAADF STEM and conventional BF TEM images to
demonstrate the differences between the two imaging techniques. As segregation of
PC61BM and P3HT should be most pronounced for low-MW P3HT after a sufficiently
long annealing treatment, the 20 kg/mol sample annealed for 10 min at 150 °C was
chosen. It is noted that the images shown in Fig. 4.4 are not taken at the same
position. Fig. 4.4a presents a low-keV HAADF STEM image taken at 15 keV, which
shows elongated dark features (encircled) and globular features. The calculation of the
STEM intensity predicts a higher intensity for PC61BM compared to P3HT (Fig. 4.3) at
15 keV which suggests that dark features correspond to P3HT-rich regions. Practically,

a b

c d

Figure 4.4: 20 kg/mol P3HT:PC61BM sample annealed for 10 min at 150 °C.
a) HAADF STEM image taken at 15 keV with examples for P3HT nanorods encircled;
b) AFM topography image; c) in-focus TEM image taken at 200 keV, and d) TEM
image at 200 keV with an underfocus of 10µm.



NANOMORPHOLOGY OF P3HT:PC61BM-BASED ABSORBER LAYERS 59

the contrast between P3HT and PC61BM is reduced compared to the calculations due
to the sample thickness of 92 nm and the corresponding superposition of contrast from
PC61BM and P3HT domains along the electron-beam direction. Nevertheless, high
contrast is observed between the two materials. Moreover, a distinction has to be made
between small-scale and large-scale intensity fluctuations. The latter can be ascribed
to thickness variations as will be further outlined in context with Fig. 4.8. Fig. 4.4b
shows an AFM image of the same sample, which was acquired to exclude thickness
changes as a possible cause for the small-scale intensity variations. Structures, which
are significantly larger than the small-scale features in the HAADF STEM image, can
be seen in the AFM topography image. The height of these structures is in the range
of only a few nm. This excludes thickness variations as a cause for the small-scale
contrast features in the HAADF image. Two TEM images taken at 200 keV and
different defocus values ∆f are shown in Figs. 4.4c and d for comparison. The in-
focus TEM image (Fig. 4.4c) does not show any pronounced structural features. The
elongated features become only visible at a large underfocus value of ∆f = −10µm
(Fig. 4.4c).

The contrast of the TEM images can be understood by considering the absorber layers
as weak-phase objects in a first approximation. Only a small phase shift is imposed
on the electron wave due to the interaction with a sample that contains materials with
small and similar densities and average atomic numbers. Large ∆f values are generally
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Figure 4.5: 20 kg/mol P3HT:PC61BM sample: a-c) show the as-cast sample, d-f)
the sample annealed for 10 min at 150 °C. a) and d) HAADF STEM images taken
at 15 keV (P3HT appears dark); b) and e) inverted HAADF STEM image (P3HT
appears bright); c) and f) TEM images taken at 200 keV and an underfocus of 10 µm.
Examples of P3HT nanorods are encircled in image e).
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required to generate contrast between PC61BM and P3HT domains in TEM images [79].
At large defocus values the phase of the scattered electrons at small spatial frequency
is shifted by about 90° with respect to unscattered electrons. The required ∆f values
depend on the typical feature sizes in the sample. Hence, for the examined sample the
required ∆f values are rather large in the range of a few µm. Choosing large ∆f values
degrades the resolution to a few nanometers and leads to strong delocalization of image
information that impedes the interpretation of the TEM images and an accurate size
determination of the structural features. Moreover, superposition of weak contrast from
structural features with small size occurs along the electron-beam path. For a sample
thickness of 92 nm, the distinction of the nano-scaled features in the two-dimensional
projection of the TEM image is therefore even more impeded in TEM images.

The influence of annealing on the nanomorphology of low-MW P3HT:PC61BM samples
is demonstrated in Fig. 4.5. Fig. 4.5a-c presents HAADF STEM and BF TEM images
of the sample before annealing and Fig. 4.5d-f after 10 min annealing at 150 °C. In
the left column HAADF STEM images taken at 15 keV are shown. For this electron
energy and a sample thickness of 92 nm, P3HT appears darker than PC61BM (see
Fig. 4.3). As the eye is more adapted to recognize bright structures, the inverted
HAADF images are shown in the middle column for better visualization of the P3HT
domains. In the as-spincast sample diffuse, globular P3HT domains with sizes of few
10 nm are visible, whereas nanorod-like structures indicated by circles are formed in the
annealed sample. For comparison, strongly defocused TEM images taken at 200 keV are
shown in the right column. The structural change induced by the annealing treatment
is also visible in these images. The elongated features, which are observed in the
BF TEM image (Fig. 4.5f), are commonly interpreted in the literature in terms of
P3HT nanocrystallites [110][111][141]. As mentioned in Chapter 1.4.2 these crystals
are formed by π-π stacking of the P3HT chains during annealing [167].

The presence of π-π stacked crystals is confirmed by electron diffraction measurements.
In Fig. 4.6 the contrast-inverted diffraction patterns of the as-cast and the annealed
20 kg/mol sample are shown. A broad PC61BM and a sharp P3HT reflection ring
is visible in both images (at 2.28 and 2.65 nm−1). In Fig. 4.7 the radially-averaged
intensity linescans of the diffraction patterns are displayed. The background in form of
a Lorentz curve was subtracted from the original data to enhance the visibility of the

-15 nm

as-cast 10 min at 150°C

P3HT
PCBM

Figure 4.6: Contrast-inverted diffrac-
tion pattern of the 20 kg/mol
P3HT:PC61BM sample before and
after annealing for 10 min at 150 °C.
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as-cast 10 min at 150°Ca b

Figure 4.7: Radial linescans of the diffraction patterns of the 20 kg/mol
P3HT:PC61BM samples: a) as-cast, b) annealed for 10 min at 150 °C.

Bragg reflections. The intensity of the P3HT reflection at 2.65 nm−1 increases during
annealing, which confirms that the elongated features in this sample are indeed P3HT
crystals. The height of the PC61BM peak at 2.28 nm−1 is unaffected by the annealing
treatment, which indicates that no larger PC61BM crystals are formed.

In Fig. 4.8 HAADF STEM images of differently prepared 50 kg/mol P3HT:PC61BM
films are presented. A TEM image is shown for comparison. Fig. 4.8a shows the
sample prior to annealing and Fig. 4.8c after annealing at 150 °C for 30 min. The
contrast of these two images was enhanced by postprocessing in the same manner
to ensure comparability. Both samples exhibit small globular features with sizes of
a few 10 nm that are not influenced by the annealing treatment. This indicates a
low degree of phase separation with PC61BM and P3HT being present as a rather
homogeneous mixture. The sample thickness of the as-spincast film (Fig. 4.8a) is
homogeneous as can be inferred from the absence of large-scale intensity fluctuations.
After annealing (Fig. 4.8c), intensity variations occur on a lateral scale larger than
100 nm, which are indicative of thickness variations. For example, the higher average
intensity in the region marked by A results from a larger sample thickness compared to
the darker region B. A 200 keV BF TEM image of the annealed sample is presented in
Fig. 4.8d, which was taken at ∆f = −12µm. The image shows an unspecific contrast,
which is observed in a similar way for an amorphous carbon film at large underfocus
values. For amorphous samples with weak density fluctuations, the BF TEM contrast is
dominated by the transfer characteristics of the transmission electron microscope. The
nanorod-like structures, which are observed in the low-MW P3HT:PC61BM sample
(Fig. 4.5d-f), are clearly absent. For comparison of different fabrication processes,
the morphology of a solvent-annealed 50 kg/mol sample is shown in Fig. 4.8b. The
postprocessing of Fig. 4.8b differs from Fig. 4.8a and c because the HAADF STEM
intensities were originally shifted toward higher gray values, which is expected for the
larger layer thickness of 126 nm compared to the as-spincast and annealed samples with
a thickness of 100 nm. Pronounced intensity variations on a lateral scale of 200 nm
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a b

c d

A

B

Figure 4.8: 50 kg/mol P3HT:PC61BM samples: HAADF STEM images taken at
15 keV of the a) as-cast sample, b) solvent annealed sample, c) annealed sample (30 min
at 150 °C) with regions of larger thickness (marked by A) and smaller thickness (marked
by B), and d) TEM image of the annealed sample taken at 200 keV with an underfocus
of 12 µm.

can be observed in Fig. 4.8b, which are attributed to considerable fluctuations of the
film thickness. As in the as-spincast (Fig. 4.8a) and annealed samples (Fig. 4.8c), a
network of globular features with sizes of a few 10 nm is visible. The experiments
show that the morphology of the absorber layers strongly depends on the MW of the
P3HT (for a mixture of 1:1 P3HT:PC61BM). For the low-MW P3HT:PC61BM samples,
annealing leads to the formation of P3HT nanorod-like structures that are visible in
low-keV HAADF STEM and defocused BF TEM images. In comparison, high-MW
P3HT:PC61BM samples are characterized by globular structures with sizes of a few
10 nm, which do not show a pronounced morphological change after annealing at
150 °C for up to 30 min. BF TEM of high-MW P3HT:PC61BM yields images without
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a b

Figure 4.9: a) Contrast-inverted diffraction patterns of the 50 kg/mol P3HT:PC61BM
samples before and after annealing for 30 min at 150 °C; b) corresponding radial inten-
sity linescans after background (Lorentz curve) subtraction.

specific contrast, which are dominated by contrast transfer function of the transmission
electron microscope. BF TEM fails if the samples contain only features that are small
compared to the sample thickness. This results from the strong delocalization of image
information at large defocus values and averaging along the electron-beam direction,
which makes it impossible to identify distinct features and their sizes. This limitation
can be overcome by applying HAADF STEM at low electron energies, which is highly
sensitive with respect to small density variations. Furthermore, in-focus imaging avoids
delocalization of image contrast and degradation of resolution.
In Fig. 4.9a the diffraction patterns of the as-cast and the annealed samples are dis-
played. It is obvious that the P3HT reflection at 2.65 nm−1 is much weaker for the
50 kg/mol-samples compared to the 20 kg/mol-samples (Fig. 4.6). This is also visible
in the radial intensity linescan displayed in Fig. 4.9b. Instead of a peak only a small
shoulder appears, indicating a lower degree of crystallinity in the high-MW samples. In
addition the intensity of the P3HT π-π stacking peak is not affected by the annealing
treatment. This is in accordance with the low-keV HAADF STEM images in Fig. 4.8,
which also do not show a pronounced morphological change after annealing.
It is well known from literature that P3HT nanorods appear particularly in samples
which contain P3HT with low MW (Chapter 1.4.1 and 1.4.2). Nicolet et al. systemat-
ically studied the nanomorphology of P3HT:PC61BM films using P3HT with different
Mn between 6.8 and 60 kg/mol [66]. They concluded that a decreasing tendency for the
formation of P3HT nanorods exists in samples with increasing MW of P3HT. They ex-
plained this behavior of high-MW P3HT molecules by longer, often entangled polymer
chains, which impede the diffusion of PC61BM molecules and therefore the formation
of large P3HT nanorods and PC61BM agglomerates. As a result, only small P3HT
domains are formed even after annealing, which is in agreement with the observations
in this work.
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5 Nanomorphology of poly(3-hexylseleno-
phene-2,5-diyl)-based organic solar cell
absorber layers

In the following chapter the investigation of organic solar cell absorber layers with the
conjugated polymer P3HS as donor and the fullerene derivative PC61BM as accep-
tor material is presented. P3HS is a promising donor material because its absorption
covers a large part of the visible spectrum up to 730 nm. It will be shown that an-
nealing of the absorber layers leads to the formation of nanorod-like structures, which
are imaged by low-keV HAADF STEM. Comparisons with HAADF STEM intensity
calculations, TEM diffraction patterns and the selective dissolution of PC61BM show
that the nanorod-like structures consist of P3HS crystals formed by π-π stacking. Fur-
thermore ultramicrotome cross-section samples show an increased P3HS concentration
at the anode side of the absorber layer, which is beneficial for the performance of the
solar cell device.
Finally the results of the electron microscopic studies are correlated with the optoelec-
tronic device properties.
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5.1 Materials and methods

The organic solar cells investigated in this chapter were built by M. Klein and M. Rein-
hard (LTI, KIT), who also performed the AFM measurements for surface topography
measurements. The optoelectronic device properties were characterized by M. Klein
and S. Valouch (LTI, KIT).

Solar cell fabrication

All steps of the solar cell fabrication were performed in a clean room. Structured ITO
glass slides were cleaned with a cleaning agent, sequentially rinsed with water, ace-
tone, and isopropyl alcohol, and then dried in a nitrogen stream. The substrates were
exposed to oxygen plasma for 120 s, transferred to a glovebox and kept under nitro-
gen atmosphere for the entire deposition process. After spincasting a 45 nm layer of
PEDOT:PSS (CleviosTM VPAI4083, Heraeus) from a 2:1 water-diluted solution, resid-
ual water was removed by annealing the substrates in a vacuum oven at 120 °C. P3HS
(number average molecular weight Mn=53 kg/mol, weight average molecular weight
Mw=75 kg/mol, regioregularity RR >95%) and PC61BM were separately dissolved
in chlorobenzene (Sigma-Aldrich) with a concentration of 16 mg/ml for the morphol-
ogy analysis and 12 mg/ml for the TEM/low-keV STEM comparison (Fig. 5.2). As
P3HS solutions tend to gel at temperatures below 60 °C [30], it was stirred on a hot-
plate at 80 °C. After 6 h, the solutions were mixed in a 48:52 (P3HS:PC61BM) ratio,
stirred for further 16 h and filtered (OmniporeTM, 0.45 µm, Millipore). The heated
P3HS:PC61BM solution was spincast atop the PEDOT:PSS layer. During deposition
the temperature of both, solution and substrates was varied simultaneously between 70
and 100 °C. Finally, a calcium/aluminum electrode (50/180 nm) was thermally evapo-
rated through a shadow mask in high vacuum (3 · 10−6 mbar). The active area of each
solar cell was 4 mm2. Annealing was carried out at 150 °C for 6 min.

For the preparation of ultramicrotome cross-section samples, organic solar cells with
PET substrate instead of glass were fabricated. The processing parameters were iden-
tical to the ones for the cells on glass substrate. The sample investigated in this study
was deposited at 80 °C and subjected to an annealing treatment at 150 °C for 6 min.
The ultramicrotome cross-sections were prepared according to the procedure described
in detail in Chapter 2.1.2. The thickness of the samples was about 50 nm, estimated
on the basis of the adjustment of the ultramicrotome and the color of the sample.

For P3HS density determination five pure P3HS samples with different thicknesses were
prepared by varying the concentration from 10 mg/ml to 30 mg/ml. The thickness of
the films was determined by FIB cross-sections according to the procedure described
in Chapter 2.1.3. The measured thicknesses ranged from 31 to 180 nm.

Solar cell characterization

A spectrally monitored Oriel 300 W solar simulator was used to simulate sunlight at
0.92 suns according to the ASTM-G173-03e1 standard for hemispherical solar irradi-
ance [168]. The current density-voltage (J-V ) characteristics of the solar cells were
recorded with a Keithley 238 source measure unit. After determining the electrical
properties, the devices were thermally annealed on a digitally controlled hotplate at
150 °C for 6 min and measured the J-V -characteristics again.
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The AFM measurements were performed with an Anfatec Level AFM. The images
were recorded in non-contact mode with a line speed of 0.5 lines per second.

Electron microscopical techniques

After performing the electrical and optical characterization, the active layers of the
solar cells were peeled-off from the substrate according to the procedure described in
Chapter 2.1.1 and analyzed by low-keV HAADF STEM and TEM. Low-keV STEM
was performed in an FEI Strata 400S dual-beam microscope. The general setup and
the used STEM II detector is described in Chapter 2.3. The images presented in
this chapter were taken with WD=5 mm, collecting electrons from a scattering angle
interval between 0.2 and 0.7 rad. All images in this study were taken with a primary
electron energy of 15 keV, a beam current of 0.58 nA and a frame time of 35.4 s. The
contrast and brightness settings of the amplifier were adjusted to obtain comparable
conditions for all images.
The TEM images were taken with an electron energy of 200 keV in a Philips CM200
FEG/ST transmission electron microscope.



68 NANOMORPHOLOGY OF P3HS:PC61BM-BASED ABSORBER LAYERS

5.2 Electron microscopical investigations

5.2.1 Determination of P3HS density

The density of P3HS was determined according to the procedure described in detail
in Chapter 3.4.2. The contrast inversion energy was determined for five pure P3HS
samples with different thicknesses. The results are presented in Fig. 5.1. The error bars
represent the deviation of the thickness measurements at different places, i.e., the
thickness variation within the film and the error for the contrast inversion energy
determination. A power-law function of the form y = a · x2 is fitted to the measured
values, with a = (1.30± 0.07) · 10−6. Using Eq. 3.17 the density can be calculated,
giving ρ = 1061± 81 kg/m3. This value is similar to the density of P3HT, which was
expected because the molecules differ in only one atom.

Figure 5.1: Correlation between sam-
ple thickness and electron energy at the
contrast inversion point for P3HS. The
green curve is a fitted power-law func-
tion of the form y = a · x2.

5.2.2 Comparison of low-keV STEM and TEM

To illustrate the potential of low-keV STEM for imaging P3HS:PC61BM blends, it
is compared with conventional BF TEM at 200 keV. In Fig. 5.2a a 15 keV HAADF
STEM image of a P3HS:PC61BM sample is shown. Fig. 5.2b and c show TEM images
taken under focused conditions and with a defocus ∆f = −10.8 µm, respectively. The
sample with a thickness of about 100 nm was subjected to an annealing treatment at
150 °C for 6 min to induce phase separation of PC61BM and P3HS. Globular structural
features with bright contrast are clearly visible in the HAADF STEM image Fig.5.2a.
To assign these features to P3HT or PC61BM, intensity calculations (described in
Chapter 3.4.2) are required. The calculated normalized intensity is plotted in Fig. 5.3
as a function of the electron energy for P3HS and PC61BM. For the used electron
energy of 15 keV (dashed line) P3HS appears brighter than PC61BM. It is to be noted
that the contrast between P3HS and PC61BM is much stronger than between P3HT
and PC61BM (Chapter 4.2). This is due to the selenium atom in P3HS which increases
the mean atomic number Zm to 7.82 and the mean atomic mass number Am to 8.53.
As described in Chapter 4.2 (in the context of the investigation of P3HT:PC61BM
blends), the HAADF STEM intensity does not only depend on the chemical com-
position but also on the local sample thickness. This requires an analysis of possible
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a b c

Figure 5.2: a) 15 keV HAADF STEM image of a P3HS:PC61BM sample after an-
nealing for 6 min at 150 °C in comparison to b) an in-focus BF TEM image taken at
200 keV and c) a BF TEM image taken at 200 keV with a defocus of -10.8 µm (different
sample position).

Figure 5.3:
Calculated HAADF STEM intensity for
P3HS and PC61BM films with 100 nm
thickness. The dashed lines mark the
electron energies of 4.5, 8 and 15 keV,
in context with the images shown in
Fig. 5.5.

sample thickness changes which need to be distinguished from compositional variations.
It will be shown in the next section that the bright regions are indeed not induced by
small-scale local thickness fluctuations by comparison with AFM images. Regions with
reduced STEM intensity and a size of about 100 nm correspond, however, to depres-
sions in the absorber layer. An example for such a depression can be seen in the upper
right corner of Fig. 5.2a. For confirmation an SE image of the sample is presented in
Fig. 5.4, which shows several depressions in the surface of the film. The cause of these
features is probably the formation of pores by evaporating solvent during the drying
process.
The BF TEM image in Fig. 5.2b taken close to Gaussian focus shows only coarse
contrast fluctuations, which can be attributed to thickness variations of the absorber
layer. The bright small-scale features of the HAADF STEM image cannot be seen in
Fig. 5.2b due to the small density and atomic number difference between PC61BM and
P3HS. The BF TEM image in Fig. 5.2c was taken under defocused conditions, which
induces a phase shift between the unscattered and scattered electrons to achieve phase
contrast. Here, small-scale features can be observed with similar size as the bright
contrast features of the HAADF STEM image. However, the resolution is strongly
degraded in conventional TEM imaging due to the delocalization of image information
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Figure 5.4: SE image taken at 2 keV of the annealed
P3HS:PC61BM sample, showing depressions in the sur-
face of the film.

at the required high defocus values and accurate size determination of the structural
features is not possible anymore. Moreover, the 3D distribution of P3HS regions leads
to a superposition of the weak P3HS contrast features along the electron-beam path
through the sample. This prevents clear distinction of the P3HS domains in the 2D
projection of the TEM image under the chosen strongly defocused conditions. This
fact was already noted by van Bavel et al. [140], who stated that BF TEM imaging only
yields sufficient contrast if 50 nm thin layers are studied, which might not necessarily
reflect the morphology of real layers - even if they are fabricated under the same
conditions.

Optimization of HAADF STEM imaging parameters

As shown in the previous section low-keV HAADF STEM yields images with substan-
tially higher contrast than conventional TEM for P3HS:PC61BM samples. However,
the imaging parameters have to be carefully selected. As discussed in Chapter 3 the
HAADF STEM intensity exhibits a maximum that depends on the electron energy, the
thickness and the composition of the sample. In Fig. 5.3 the intensity is plotted over
the electron energy for P3HS and PC61BM for a sample thickness of 100 nm. Since the
maxima of the two materials lie at different energies a crossing of the two curves occurs
at about 8 keV. For this electron energy no contrast between P3HS and PC61BM can
be observed. In Fig. 5.5 three HAADF STEM images of a 100 nm thin sample taken
at different electron energies are displayed. In the image taken at 8 keV (Fig. 5.5b) no
material contrast is visible. The very faint structures can be attributed to thickness

a b c

Figure 5.5: HAADF STEM images of a P3HS:PC61BM sample with a thickness of
100 nm after annealing at different electron energies: a) 4.5 keV, b) 8 keV and c)
15 keV.
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variations. Fig. 5.5a and c are taken at 4.5 and 15 keV, respectively. A clear contrast
inversion, as predicted by the intensity calculations is visible. The contrast between
P3HS and PC61BM is quite similar in both images. This corresponds to the calcula-
tions, in which the distance of the two intensity curves is about the same for 4.5 and
15 keV (see Fig. 5.3). Hence, concerning contrast maximization it does not make a
difference if electron energies lower or higher than the contrast inversion energies are
chosen. However, the resolution is degraded at 4.5 keV compared to 15 keV. Whereas
in Fig. 5.5c bright needle-like features are clearly resolved, they cannot be recognized in
Fig. 5.5c. The thickness dependence of the intensity (discussed in detail in connection
with P3HT:PC61BM blends in Chapter 4.2) is also lower for higher electron energies,
even though this aspect is not very important for P3HS:PC61BM since thickness varia-
tions are usually less pronounced compared to the high material contrast. Considering
all these points an electron energy of 15 keV was chosen for the detailed P3HS:PC61BM
nanomorphology investigations, presented in the next section.

5.2.3 Nanomorphology of P3HS:PCBM bulk heterojunctions with
different processing parameters

As thermal treatment is well known to influence the nanomorphology of BHJs, the
solution and the substrate were heated to temperatures between 70 and 100 °C before
the deposition of the active layer. The low-keV HAADF STEM images of the different
samples before and after annealing for 6 min at 150 °C are displayed in Fig. 5.6. The
non-annealed samples deposited at 70 and 90 °C do not show any distinct features.
The weak contrast, which is visible in the images is due to thickness variations of
the films or contamination caused by the electron beam (bright spots). After thermal
treatment, however, the film morphology changes significantly by the formation of
needle-like structures, exhibiting a high contrast as shown in Fig. 5.6b and d. The
width of the needle-like structures is about 15 nm, whereas the typical length ranges
between 50 and 100 nm. If the deposition temperature is further increased to 100 °C,
the non-annealed layer in Fig. 5.6e shows some weak whisker-like features without
any thermal post-treatment. The inset of the figure shows an enlarged and contrast-
enhanced section of the image. After thermal treatment (Fig. 5.6f) the whisker density
and the characteristic shape of the whiskers is comparable to those that are visible in the
samples deposited at 70 and 90 °C after annealing. Further increasing the deposition
temperature leads to a highly inhomogeneous film quality (not shown). Since the
samples processed at 70 °C qualitatively show the same behavior as those processed at
90 °C the focus will be on the deposition temperatures T=90 °C and T=100 °C in the
following.
As the needle-like structures (STEM intensity changes) could originate from either
local sample thickness variations or material domains with different density and atomic
number within the bulk, AFM investigations of the sample surfaces were performed.
Fig. 5.7 shows as an example an AFM topography image of the annealed active layer
deposited at 90 °C. The sample surface exhibits height (thickness) variations in the
range of 5 nm. Occasionally very faint elongated features are visible (marked with
arrows) that could be correlated with the needle-like structures in the low-keV HAADF
STEM images in Fig. 5.6. However, these few features cannot be the main cause of the
strong contrast of the needle-like structures in the HAADF STEM images. AFM images
of annealed P3HS:PC61BM samples recorded by Ballantyne et al. also do not show
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Figure 5.6: 15 keV HAADF STEM images of P3HS:PC61BM films before (left col-
umn) and after annealing for 6 min at 150 °C (right column) with different deposition
temperatures: a-b) 70 °C, c-d) 90 °C, e-f) 100 °C. The inset of e) shows an contrast
enhanced image with a higher magnification.
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Figure 5.7: AFM topography image of
the annealed P3HS:PC61BM sample de-
posited at 90 °C. Faint elongated fea-
tures are marked with arrows.

Figure 5.8: HAADF STEM image
taken at 15 keV of the annealed
P3HS:PC61BM sample rinsed with 1,8-
octanedithiol (ODT).

protruding features [30]. Therefore, it can be concluded that the needle-like structures
observed in the low-keV HAADF STEM images are mainly located in the bulk and
not on the surface. Hence, the high image intensity of the needles in the electron
micrographs can indeed be correlated with a local increase of the atomic number and
density. According to the HAADF STEM intensity calculations in Chapter 5.2.2, P3HS
appears brighter than PC61BM at an electron energy of 15 keV and a sample thickness
of about 170 nm. Therefore it can be concluded that the needle-like structures consist of
P3HS. This is further suggested by the molecular affinity of P3HS to P3HT, for which
the formation of needle-like structures has been shown in Chapter 4. Furthermore
Ballantyne et al. [30, 75] attribute P3HS a high tendency to self-organize.

To further substantiate that the needle-like structures consist of P3HS, the thermally
annealed sample, deposited at 100 °C was rinsed with ODT, which selectively dissolves
PC61BM [62]. After a rinsing time of 10 s, the remaining ODT was removed in a
nitrogen gas stream. Fig. 5.8 shows a HAADF STEM image of the rinsed sample.
Although the whiskers are notably superimposed by thickness variations from material



74 NANOMORPHOLOGY OF P3HS:PC61BM-BASED ABSORBER LAYERS

agglomeration and suffer from missing material contrast due to the absence of PC61BM,
the needle-like domain structures are still apparent.
To analyze the structure of the P3HS needles, TEM diffraction patterns were recorded.
In Fig. 5.9 a diffraction pattern of the annealed sample deposited at 90 °C is dis-
played. Two reflection rings are visible: a broad one at 2.28 nm−1 and a sharper one at
2.71 nm−1. The inner ring is caused by PC61BM (see Chapter 4.3). Hence, the outer
ring can be assigned to P3HS. The reciprocal distance of the ring corresponds to a
real-space distance of 0.37 nm, which is very similar to the π-π stacking distance of
P3HT (0.38 nm). It can be concluded that the needle-like structures are formed by π-π
stacking of the P3HS molecules and the subsequent formation of elongated crystallites.

P3HS

PCBM

Figure 5.9: Contrast-inverted TEM
diffraction pattern of the annealed
P3HS:PC61BM sample deposited at
90 °C.

5.2.4 Vertical distribution of donor and acceptor phase

To analyze the distribution of P3HS and PC61BM in vertical direction, cross-section
samples prepared by ultramicrotomy were investigated. In Fig. 5.10 an HAADF STEM
image of the annealed sample deposited at 80 °C is presented. The epoxy resin in which
the sample was embedded is visible on the left side of the film. Since the PEDOT:PSS
layer was dissolved during the sample preparation process, the PEDOT:PSS and the
ITO layer underneath are not visible on the right side. Like in the plan-view samples
presented in the previous section, bright needle-like structures are visible in the ab-
sorber layer. The width of the needles of about 15 nm corresponds to the size measured
in the plan-view samples. A slight increase of the P3HS concentration occurs at the
bottom side of the absorber layer, recognizable by the higher intensity. For the stan-
dard design of organic solar cells, described in Chapter 1.3, this higher concentration of
donor material at the anode side is favorable, because it decreases the probability for
short circuits in the absorber layer and enhances the transport of the charge carriers
to the respective electrode.
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Figure 5.10: 15 keV HAADF STEM
image of an ultramicrotome cross-
section of the annealed P3HS:PC61BM
absorber layer deposited at 80 °C.
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5.3 Correlation with optoelectronic properties

The observations of changes in the P3HS:PC61BM nanomorphology in conjunction
with the formation of P3HS needle-like structures have considerable impact on the
optoelectronic properties of the respective photovoltaic devices.

In Table 5.1 the key parameters of the solar cells are summarized. An enhancement
of the optoelectronic properties can be observed after annealing. The current-voltage
characteristics and key parameters of the as-cast P3HS:PC61BM solar cells show only a
slight variation with respect to the deposition temperature T . The open-circuit voltage
of all devices was in the order of VOC=0.7 V, the power conversion efficiency η=0.3%
and the device short-circuit current density JSC=1.1 mA/cm2 for all non-annealed
devices. After measuring the cell performance of the solar cells as deposited, they
were thermally annealed and subsequently characterized again. In Fig. 5.11 the J-V
curves before and after annealing are plotted. Although VOC is reduced, JSC and FF
simultaneously improved significantly and consequently led to an increase in power
conversion efficiency up to η=1.4%.

As already mentioned in Chapter 1.4.2 higher efficiencies on devices comprising P3HS
have been reported before [30, 75]. However, it has to be considered that the molecular
weight of the P3HS used in these studies was higher than the one of the P3HS employed
in our current investigations.

The decline of VOC to 0.5 V after a thermal post-treatment is likely to be caused by

as-cast annealed

TDep 70 °C 80 °C 90 °C 100 °C 70 °C 80 °C 90 °C 100 °C

VOC [V] 0.68 0.74 0.71 0.67 0.52 0.52 0.51 0.51

JSC [mA/cm2] 1.3 1.2 1.0 1.2 4.3 3.9 4.7 4.5

FF [%] 35 34 33 33 54 50 60 59

η [%] 0.3 0.3 0.2 0.3 1.2 1.0 1.4 1.4

Table 5.1: Solar cell key parameters of the as-cast and the annealed P3HS:PC61BM
samples with different deposition temperatures TDep.

Figure 5.11: Current-voltage char-
acteristics of the as-cast (dashed
lines) and annealed (solid lines)
P3HS:PC61BM solar cells under il-
lumination at 92 mW/cm2. The
different colors denote the deposition
temperatures of the samples.



NANOMORPHOLOGY OF P3HS:PC61BM-BASED ABSORBER LAYERS 77

an up-shift of the polymer’s HOMO level as it has been observed for P3HT after
thermal annealing earlier [169]. The equalization of the VOC of devices with different
deposition temperatures on annealing can be attributed to a matching of the active
layer nanomorphologies as discussed in Chapter 5.2.3.
Absorption measurements show a change in the absorption spectra due to thermal
annealing [170]. The maximum of the P3HS π-π∗-absorption peak is shifted to higher
wavelengths and an additional shoulder appears at 680 nm. These changes are also
observed for the related polymer P3HT, for which the increased interaction between
the P3HT chains after annealing leads to an increased delocalization of the π electrons,
and therefore a lowering of the transition energy between π and π∗.
Besides an improved photon harvesting through a broader absorption after annealing,
the significant increase of the device short-circuit current density can be attributed to
the formation of distinct molecule domains. The formation of needle-like P3HS crystals
with a width in the order of the exciton diffusion length allows for efficient exciton
dissociation. At the same time, charge carriers can be extracted more efficiently along
the P3HS needles and the intermediate PC61BM domains. This is further positively
influenced by the increased P3HS concentration at the anode side of the active layer.
Because of the formation of needle-like polymer structures a higher hole mobility can
also be expected [141]. To qualitatively compare the charge carrier mobility within the
active layer before and after thermal annealing, time-resolved photoresponse measure-
ments were performed [170]. The time-dependent photo response after laser excitation
shows a faster decline in current density of the annealed devices compared to pristine
devices. This faster decay in current density can be directly attributed to a higher
charge carrier mobility and thus a more efficient charge carrier extraction from the
device leading to an enhanced current density [171].
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6 Nanomorphology of organic solar cell
absorber layers based on carbazole-
phenylbenzotriazole copolymers

In the following chapter nanomorphology investigations of poly[N -9’-heptadecanyl-
2,7-carbazole-alt-5,5-(4’,7’-di-2-thienyl-2’-(3,5-difluoro-4-octyldodecyloxyphenyl)- 2’H -
benzotriazole)] (PCDTPBt) based absorber layers are presented. Since the polymer
was synthesized for the first time, the best processing parameters and an appropriate
acceptor material had to be found. For this purpose different sets of organic solar
cells were fabricated and characterized. Low-keV STEM investigations, which revealed
the nanomorphology of the absorber layers, contributed to further enhancement of the
solar cell performance.
In the course of this study the polymer was first blended with PC61BM and later
with PC71BM which yields a higher efficiency due to the improved absorption of light.
Furthermore it was shown that an inverted device architecture exceeds the standard
design. The highest increase of the power conversion efficiency could be achieved by
adding the processing additives ODT and DIO to the host solvent DCB. In this way
the power conversion efficiency could be increased to 4.6% for the absorber layers with
DIO as additive. These samples exhibit a finer bulk morphology of the active layer than
the samples deposited only from DCB. By the comparison of the results of electron
diffraction studies and GIXD measurements, it could be shown that the samples with
DIO as additive exhibit a preferential face-on configuration of the PCDTPBt polymer
chains which is beneficial for the vertical hole transport in the absorber layer.
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6.1 Materials and methods

The copolymer PCDTPBt was synthesized by F. M. Pasker (Kekulé-Institute für
Organische Chemie und Biochemie, Rheinische Friedrich-Wilhelms-Universität Bonn)
while the solar cell samples were fabricated and characterized by M. Klein, D. Lan-
derer and M. Isen (LTI, KIT) [33, 172, 173]. GIXD measurements were carried out by
S. Kowarik (Institute for Physics, Humboldt University Berlin) [33].

Fabrication of solar cell devices

Organic solar cells were fabricated with a standard and an inverted architecture. For
both designs ITO covered glass slides were cleaned with acetone and isopropyl alcohol
and then dried in a nitrogen stream. For the standard design devices a PEDOT:PSS
(Baytron AI 4083, HC Starck) layer was spincast from a 1:1 water diluted solution.
Residual water was removed by annealing the substrates for 30 min in a vacuum oven
at 120 °C. PCDTPBt and PC61BM (99.5 %, Solenne BV) or PC71BM (99 %, Solenne
BV) were dissolved in the desired mixing ratio in DCB (anhydrous, 99 %, Sigma-
Aldrich). The solution was then heated to 80 °C and subsequently spincast on top of the
PEDOT:PSS layer in a nitrogen atmosphere. Finally, a calcium/aluminum electrode
(20/150 nm) was thermally evaporated through a shadow mask in high vacuum.
For the inverted solar cells sol-gel ZnO was prepared according to the process described
by Subbiah et al. [52]. The sol-gel ZnO was spin coated on top of the ITO glass
substrate and annealed at 200 °C for 30 min. Then the substrates were swayed in
acetone, rinsed with water and dried with nitrogen. The active layer was prepared like
for the standard design devices.
For the samples with additives (standard and inverted design), 5 vol % ODT or 3 vol %
DIO was mixed with the host solvent DCB. For all samples a MoO3/Ag (7 nm/80 nm)
electrode was vacuum deposited through a shadow mask.
Since thermal treatment of the solar cells did not show an enhanced efficiency [172],
only non-annealed samples are presented in this chapter.

Preparation of electron microscopy samples

To investigate the active layers by electron microscopy it has to be detached according
to the sample preparation procedure described in detail in Chapter 2.1.1. For this
procedure a PEDOT:PSS layer is needed underneath the active layer. Hence the solar
cells with an inverted device architecture could not be examined and additional samples
with a standard device architecture but the same processing parameters had to be
prepared.

Electron microscopical techniques

Low-keV HAADF STEM images were performed in the FEI Strata 400S dual-beam
microscope with the STEM II detector described in Chapter 2.3. Due to the different
thicknesses of the samples the contrast and brightness settings had to be adjusted
for every sample. The contrast in the different images is therefore not quantitatively
comparable.
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6.2 Electron microscopical investigations

6.2.1 Morphology of absorber layers without additives

The influence of the PCDTPBt:PC61BM mixing ration on the solar cell efficiency was
first studied. Experiments of M. Isen showed that solar cells with a higher PC61BM
content show a better efficiency [172]. The highest efficiency of 1.1 % was measured for
the device with a 1:4 mixing ratio. A mixing ratio of 1:2 yielded only a slighly smaller
efficiency of 1.0 %, whereas for samples with a PC61BM content less than or equal to
50 % the efficiency was decreased below 0.5 %.
In Fig. 6.1 low-keV HAADF STEM images of samples with mixing ratios of 1:2 and
1:4 are presented. In the sample with a mixing ratio of 1:2 (Fig. 6.1a) large bright
domains in the range of a few 100 nm and elongated dark structures with a width of
about 50 nm and a length of several 100 nm are visible. In the sample with a mixing
ratio of 1:4 (Fig. 6.1b) the number and the size of the dark phase is decreased, but gray
elongated structures, with a similar shape like the dark ones in Fig.6.1a are visible. In
both samples small bright spots with a size of about 10 nm are present.
For the interpretation of the images it is advisable to calculate the HAADF STEM
image intensity according to the procedure described in Chapter 3.4.2. Unfortunately
this was not possible due to the unknown density of PCDTPBt. Furthermore there
was not enough PCDTPBt available to prepare pure films with different thicknesses,
which are needed for the density determination also described in Chapter 3.4.2.
Nevertheless, to interpret the HAADF STEM images, energy dispersive X-ray spec-
troscopy (EDXS) analyses were carried out. In Fig. 6.2 spectra of a bright and a dark
domain are presented. To record these spectra small rectangular regions were scanned,
marked in the HAADF STEM image in Fig.6.2a. It has to be noted that the copper and
the aluminum X-ray peaks are caused by the TEM grid and the microscope chamber,
respectively. Except for the sulfur Kα-peak at 2.31 keV and the nitrogen Kα-peak at
0.39 keV, the two energy dispersive X-ray (EDX) spectra are similar. Since sulfur and

a b

Figure 6.1: 15 keV HAADF STEM images of PCDTPBt:PC61BM with a mixing ratio
of a) 1:2 and b) 1:4.
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Figure 6.2: a) 15 keV HAADF STEM image of the PCDTPBt:PC61BM sample with
a mixing ratio of 1:2; b) EDX spectra of a bright and a dark region of the sample
marked in a).

nitrogen are only contained in PCDTPBt and not in PC61BM, the higher sulfur and
nitrogen signals are an indication of a higher PCDTPBt content. The dark phase can
be therefore assigned to a PCDTPBt-rich phase, whereas the bright phase is PC61BM-
rich. This finding corresponds to the lower fraction of the dark phase in the sample
with a mixing ratio of 1:4 (Fig. 6.1b). The gray structures in Fig. 6.1b are either due
to thickness variations or due to the superposition of a dark and bright phase along
the propagation direction of the electrons.

The composition of the bright nanoparticles visible in both samples, was also analyzed
by EDXS. Due to the small size of the particles, the EDX signal is very low. To
increase the signal-to-noise ratio and to minimize the contamination of the scanned
area, five EDX spectra of areas with a particularly high number of particles were
summed up. In Fig. 6.3 the resulting spectra is presented. As a reference, a spectrum
from a large sample area with the same acquisition time is displayed. Two additional
peaks appear in the nanoparticle spectra, which can be assigned to the palladium
Lα-peak at 2.85 keV and the palladium Lβ-peak at 3.00 keV. The sulfur Kα-peak is
decreased in comparison to the reference spectrum. This can be attributed to the fact
that the major fraction of the particles is located in the bright PC61BM-rich phase,
which contains less sulfur. The EDXS analysis reveals that the particles consist of

S-Ka

Pd-La

Pd-Lb

c

Figure 6.3: EDX spectrum of a large
sample area (overview) and accumu-
lated spectra of small areas with a par-
ticularly high number of bright parti-
cles.
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palladium. Hence, the nanoparticles probably originate from the PCDTPBt synthesis,
where palladium is used as a catalyst [33].
According to the measurements of M. Isen, the reason for the low efficiency of the solar
cells is primarily the small short-circuit current density JSC [172]. It is caused by a
low absorption of the photoactive layer (which will be discussed in Section 6.2.3) and
possibly by a small exciton-diffusion efficiency ηED. The size of the PCDTPBt-rich
domains visible in the HAADF STEM images (Fig. 6.1) is in the range of 50 nm. The
typical exciton-diffusion length is 10-15 nm, which is much smaller than the domain
size. As a consequence many excitons do not reach the donor/acceptor interface within
their lifetime. An improvement of the efficiency can be expected from the reduction of
the domain size. This can be realized, for example, by using additives, which will be
described in the following section.

6.2.2 Influence of 1,8-octanedithiol as additive on the absorber
layer morphology

As described in Chapter 1.4.1, the addition of a small fraction of another solvent
to the polymer/fullerene solution can influence the drying-kinetics and therefore the
domain sizes. M. Isen showed that samples with the additive ODT are characterized
by improved device efficiencies of up to 1.5 %. This was connected with an increase of
ISC and FF, while VOC was slightly decreased. The ideal mixing ratio for samples with
ODT was found to be 1:2 [172].
In Fig. 6.4 low-keV HAADF STEM images of a reference sample without additive and
a mixing ratio of 1:3 and two samples with ODT and mixing ratios of 1:3 and 1:2
are presented. The reference sample (Fig. 6.4a) is similar to the two samples without
additives in the previous section. (Fig. 6.1). The fraction of the dark PCDTPBt-rich
phase lies as expected between the fraction of the samples with mixing ratio 1:2 and
1:4. The two samples with ODT as additive (Fig. 6.4b and c) exhibit both smaller
domain sizes. The width of the elongated dark PCDTPBt-rich structures is about
30 nm for a mixing ratio of 1:3 and 20 nm for a mixing ratio of 1:2, which is almost as
small as the exciton-diffusion length. The improvement of the PCE can therefore be

a b c

Figure 6.4: 15 keV HAADF STEM images of PCDTPBt:PC61BM samples with a) a
mixing ratio of 1:3 and no additive; b) a mixing ratio of 1:3 and ODT as additive and
c) a mixing ratio of 1:2 and ODT as additive.
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assigned at least partly to the decrease of the domain size. It is also possible that the
addition of ODT enhances the purity of the polymer phase and therefore increases ISC.

6.2.3 Morphology of absorber layers with PC71BM as acceptor
material

The short-circuit current density cannot only be improved by adjusting the morphology,
but also by increasing the absorption of the absorber layer. For that purpose the larger
fullerene derivative PC71BM was employed. Compared to PC61BM the absorption
spectra is red-shifted and can therefore increase the absorption of the photoactive layer
(Chapter 1.2.2). Experiments of M. Isen showed that the usage of PC71BM increased
the short-circuit current density by over 60 %, while the open-circuit voltage stayed at
a high level.
In Fig. 6.5 a 15 keV HAADF STEM image of a PCDTPBt:PC71BM sample with
a mixing ratio of 1:3 is displayed. Compared to the sample with PC61BM and the
same mixing ratio in Fig. 6.4a no significant change of the morphology is visible. It
has to be noted that the sample thickness of the PCDTPBt:PC71BM is 20 nm larger
than the thickness of the PCDTPBt:PC61BM sample. Therefore the two images are
not exactly comparable. Nevertheless the increase of the short-circuit current density
can be mainly assigned to the higher absorbance of the PC71BM and not to major
morphology changes.

Figure 6.5: HAADF STEM image taken at 15 keV
of a PCDTPBt:PC71BM sample with a mixing ratio of
1:3.

6.2.4 Influence of 1,8-diiodooctane as additive on the absorber
layer morphology

On the basis of the findings presented in the previous section all following samples
were fabricated with the fullerene derivative PC71BM instead of PC61BM. Further-
more the experiments of D. Landerer showed that an inverted solar cell device ar-
chitecture is beneficial for the device performance [173]. To further optimize the
nanomorphology and therefore the PCE of the solar cells, the solvent DIO was em-
ployed as processing additive [33, 173]. As mentioned in Chapter 1.4.1 DIO is well
known to influence the nanomorphology because it exhibits a selective solubility of the
fullerene component and has a high boiling point. Experiments with ODT as additive
for PCDTPBt:PC71BM blends did not show an enhancement of the efficiency, which
was probably due to the appearance of several µm large agglomerations and associated
large thickness variations [173].
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solvent JSC VOC FF PCE

[mA/cm2] [mV] [%] [%]

DCB 4.1 840 58 2.5

DCB:DIO 6.4 820 70 4.6

Table 6.1: Solar cell key parame-
ters of the PCDTPBt:PC71BM sam-
ples with and without DIO as pro-
cessing additive [33].

a b
Figure 6.6:
HAADF STEM images
taken at E=15 keV of
PCDTPBt:PC71BM sam-
ples with a) a mixing ra-
tio of 1:3 and no addi-
tive; b) a mixing ratio of
1:2 and DIO as processing
additive.

To investigate the influence of DIO on the nanomorphology of PCDTPBt:PC71BM
solar cells, two devices were built. For the reference sample a mixing ratio of 1:3 and
for the sample with DIO a mixing ratio of 1:2 was chosen. In Table 6.1 the solar cell
key parameters are summarized.

Adding DIO to the DCB solution increases the PCE by a factor of 1.8 to 4.6 %. The
open circuit voltage VOC decreases only marginally, whereas the FF and the short
circuit current density JSC are highly improved.

In Fig. 6.6 two 15 keV HAADF STEM images of the sample with and without DIO
as procession additive are shown. The domain size is significantly decreased in the
sample with DIO leading to ana increased exciton-diffusion efficiency. Furthermore an
interconnected network of the dark PCDTPBt-rich phase is visible, which presumably
enhances the charge transport to the electrodes. Compared to the PCDTPBt:PC61BM
sample with ODT and a mixing ratio of 1:2 (Fig. 6.4) which showed the highest effi-
ciency of the ODT samples, the domain size of the DIO sample is larger. This may
indicate that performance of PCDTPBt:PC71BM solar cells could be further enhanced
by decreasing the domain size.

6.2.5 Crystalline structure of PCDTPBt

To analyze the crystalline structure of the PCDTPBt-based absorber layers electron
diffraction patterns of the PCDTPBt:PC61BM sample with ODT as additive and the
PCDTPBt:PC71BM sample with DIO were recorded. Both samples had the same
mixing ratio of 1:2.

Fig. 6.7 shows the diffraction pattern of the ODT sample. The four dark spots marked
by arrows are imaging artifacts caused by an inaccurate alignment of the microscope.
They are only visible due to the low overall image intensity. Since the spots lie in
the inner part of the diffraction pattern, which does not contain usable information,
they do not hinder the analysis of the crystalline structure. In Fig. 6.7b the radial
intensity linescan of the diffraction pattern is shown. The background in form of a
Lorentz curve was subtracted from the original data to enhance the visibility of the
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a b

Figure 6.7: a) contrast-inverted TEM diffraction pattern of a PCDTPBt:PC61BM
sample with a mixing ratio of 1:2 and ODT as additive. The four dark spots marked
by arrows are imaging artifacts caused by an inaccurate alignment of the microscope.
b) radial linescan of the diffraction pattern. The background in form of a Lorentz curve
is subtracted from the original data. The white arrows mark PC61BM peaks, the black
arrow the PCDTPBt peak.

diffraction rings. The peaks at 2.18, 3.25 and 4.70 nm−1 (marked by white arrows) can
be assigned to PC61BM [72]. The small peak at 2.70 nm−1 marked by a black arrow
corresponds to a real-space distance of 0.37 nm. This value is in accordance to the
π-π stacking distance of PCDTPBt measured by GIXD by Klein et al. [33]. Based
on the visibility of the PCDTPBt π-π stacking peak in the diffraction pattern it can
be concluded that the sample contains PCDTPBt crystals which are oriented edge-on,
which means that π-π stacking occurs parallel to the substrate surface. A scheme of
the edge-on arrangement can be found in Fig. 6.8b. GIXD measurements on pure
PCDTPBt samples did not indicate any edge-on configuration. The polymer chains
are preferentially oriented face-on, which means that π-π stacking occurs perpendicular
to the substrate surface (Fig. 6.8a). The difference in the orientation of the PCDTPBt

p- stackingp 

p- stackingp 

a b 

Figure 6.8: Scheme of a) face-on and b) edge-on oriented PCDTPBt polymer chains.
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crystals in the PCDTPBt:PC71BM blend compared to the pure PCDTPBt is either
caused by the addition of PC71BM to the polymer or by the processing additive ODT.
Nevertheless it has to be noted that the overall intensity of the PCDTPBt reflections
in the GIXD and SAED measurements iss very low, indicating that the crystalline
domains must coexist with significant amounts of amorphous PCDTPBt.
In Fig. 6.9 the radial intensity linescan of the electron diffraction pattern of the
PCDTPBt:PC71BM sample with DIO as additive is displayed. Except for the PC71BM
peaks (marked by white arrows), no additional peaks are visible. The black arrow marks
the expected position of the PCDTPBt π-π stacking peak. The absence of this peak
indicates that the PCDTPBt polymer chains are oriented face-on, and are therefore not
visible in the diffraction pattern. This is confirmed by GIXD measurements of the DIO
sample [33], which also showed a preferential face-on orientation. It has to be noted
that in all examined samples the fraction of crystalline PCDTPBt is low and most of
the PCDTPBt is in an amorphous state. Nevertheless it can be assumed that the face-
on orientation and the subsequent vertical π-π stacking improves the hole transport to
the electrode and charge extraction [174]. Besides the higher absorption of PC71BM
the preferential face-on configuration could be a reason for the higher efficiency of the
solar cells with DIO compared to the cells with ODT as additive.

Figure 6.9: Radial intensity linescan
of an electron diffraction pattern of the
PCDTPBt:PC71BM sample with a mix-
ing ratio of 1:2 and DIO as additive.
The background in form of a Lorentz
curve is subtracted from the original
data. The white arrows mark PC71BM
peaks, the black arrow the position of
PCDTPBt peak (not visible).
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7 Nanomorphology of fluorenyl hexa-peri-
hexabenzocoronene-based organic solar cell
absorber layers

In this chapter the nanomorphology of FHBC:PC61BM absorber layers of organic solar
cells was investigated. Different electron microscopical techniques, atomic force mi-
croscopy and grazing incidence wide-angle X-ray scattering were applied for a compre-
hensive nanomorphology analysis. Furthermore the density of FHBC was determined
by low-keV HAADF STEM.
The development of the nanomorphology upon sample annealing and the associated
change of the device performance were investigated. It was shown that the annealing
process induces a phase separation leading to a bulk heterojunction structure. Due to
π-π stacking the FHBC molecules assemble into columnar stacks, which are already
present before annealing. While the non-annealed sample consists of a mixture of
homogeneously distributed PC61BM molecules and FHBC stacks with a preferential
in-plane stack orientation, crystalline FHBC precipitates occur in the annealed samples.
These crystals, which consist of hexagonal arranged FHBC stacks, grow with increased
annealing time. They are distributed homogeneously over the whole volume of the
absorber layer as revealed by electron tomography. The FHBC stacks - whether in
the two phase mixture or in the pure crystalline precipitates - exhibit an edge-on
orientation, according to results from grazing incidence wide-angle X-ray scattering
(GIWAXS), DF TEM imaging and SAED. The best solar cell efficiencies were obtained
after 20 and 40 s sample annealing. These annealing times provide an optimized degree
of phase separation between donor and acceptor material.
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7.1 Materials and methods

FHBC was synthesized by D. D. Jones and W. W. H. Wong (Bio21 Institute, University
of Melbourne). Organic solar cells were fabricated and characterized by M. Klein
(LTI, KIT) and J. Subbiah (Bio21 Institute, University of Melbourne). GIWAXS
measurements were performed by A. Kiersnowski, S. R. Puniredd and W. Pisula (Max
Planck Institute for Polymer Research, Mainz)

Solar cell fabrication

BHJ solar cells were fabricated by spin coating of 30-nm-thick layers of PEDOT:PSS;
(Baytron AI 4083 from HC Starck) on patterned glass/ITO substrates which were
cleaned by acetone, and 2-propanol in an ultrasonication bath and UV/ozone-treated.
The PEDOT:PSS films were baked at 140 °C for 10 min in air. A blend of FHBC
and PC61BM (99.5 % from Solenne BV) with a ratio of 1:2 was then spin coated from
chlorobenzene solution with a thickness of about 75 nm. A TiOx precursor solution
(1:200 in methanol) was deposited on the active layer by spin coating (2000 rpm) to
form a TiOx layer with a thickness of about 10 nm. The films were exposed to air
for about 20 min at room temperature for hydrolysis or baked at 150 °C for 20, 40,
60 and 120 s. The films were transferred to a evaporation chamber where aluminum
(100 nm) was deposited through a shadow mask (active area: 0.06 cm2) at approxi-
mately 1 · 10−6 torr. Film thicknesses were determined by Veeco Dektak 150+ Surface
Profiler. J-V measurements were carried out with a Keithley 2400 source measurement
unit under AM1.5G (1000 W/m2) illumination from an Oriel solar simulator. The illu-
mination intensity was calibrated using a reference silicon solar cell (PVmeasurements
Inc.) certified by the National Renewable Energy Laboratory. Device fabrication and
characterizations were performed in an ambient environment without any encapsula-
tion.
For the GIWAXS investigations, the films were spin coated on SiO2 silicon wafers with
a PEDOT:PSS layer.

Sample preparation for electron microscopy investigations

Samples without top electrode were prepared under inert conditions for the nanomor-
phology studies. The PEDOT:PSS layer thickness was slightly increased (≈45 nm)
to facilitate the dissolution of the layer for TEM sample preparation. The samples
were annealed at 150 °C for 20-120 s and 300 s. Plan-view samples of the photoactive
layers were prepared by the procedure described in Chapter 2.1.1. The sample thick-
ness was about 90 nm for all samples as determined by focused-ion-beam prepared
cross-sections.

Electron microscopy

TEM images and diffraction patterns were recorded with a Philips CM200 FEG/ST
at 200 keV. The EELS, EFTEM and tomography analyses were performed in an FEI
TITAN3 80-300 at 300 keV. EELS and EFTEM were performed with a Gatan Tridiem
865 HR imaging filter. EEL spectra were recorded with an energy resolution of 0.7 eV
and a dispersion 0.05 eV/pixel. 1000 spectra with an exposure time of 0.01 s were
acquired and summed up. For the EFTEM images the exposure time was 4 s, and
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an energy slit width of 4 eV was chosen. For tomography, a tilt series of bright-
field TEM images was acquired in a tilt-angle range of ±77° in steps of 1° with a
‘Fischione Model 2020’ tomography sample holder, resulting in 155 images. For the
tilt series acquisition the software package ‘FEI Xplore 3D’ was used. Subsequent
alignment of the image stack and reconstruction of the tomogram were performed with
the ‘FEI Inspect3D V3.0’ software. The reconstruction of the tomogram is based on
the SIRT algorithm (see Chapter 2.6) which was performed with 20 iterations. A
sectioning of the tomogram’s inner structure was obtained by applying a gray-level
threshold to the image stack to distinguish between FHBC and PC61BM regions. The
‘Amira/ResolveRT’ software was then used to convert the tomogram into a 3D model.

Atomic force microscopy and grazing incidence wide-angle X-ray scattering

AFM topography images were taken with an Asylum Research MFP-3D in the AC
mode.
GIWAXS measurements were performed using an instrument consisting of rotating
anode X-ray generator (Rigaku Micromax, operated at 42 kV and 20 mA), Osmic
confocal MaxFlux optics and a three X/Y slit collimation system (JJ X-ray). Samples
on the top of approx. 1×1 cm silicon platelets were irradiated at the incident angle (αi)
of 0.20 °. Diffraction patterns were recorded for 3 h on a MAR345 image plate detector.
The camera length (316 mm) and the q-range (q = 4πsinθ/2 = 0.12 − 2.0 Å−1) were
calibrated using silver behenate standard. The data was processed and imaged using
the Datasqueeze 2.2.9 and Origin 8.6 computer programs.



92 NANOMORPHOLOGY OF FHBC:PCBM-BASED ABSORBER LAYERS

7.2 Experimental results

7.2.1 Determination of FHBC density

To interpret electron microscopy image intensities the material density is required.
Since this property is not known for FHBC, the density was determined according to
the procedure described in detail in Chapter 3.4.2. The material parameters which are
used for the analysis are summarized in Table 7.1.
The contrast inversion energy was determined for six pure FHBC samples with different
thicknesses. The results are presented in Fig. 7.1. The x-error bars represent the
deviation of the thickness measurements and the thickness variation within the film.
The y-error is due to the inaccuracy of the contrast inversion energy determination. A
power-law function y = a · x2 is fitted to the measured values, with a = (3.34± 0.09) ·
10−6. Using Eq. 3.17 the density can be calculated, giving ρ = 1041± 294 kg/m3.

material chemical Zm Am

formula
FHBC C100H98 4.32 6.57

PC61BM C72H14O2 5.57 10.35
Table 7.1: Composition and material
parameters of FHBC and PC61BM.

Figure 7.1: Correlation between sam-
ple thickness and electron energy at the
contrast inversion point for FHBC. The
blue curve is a fitted power-law func-
tion: y = a · x2.

7.2.2 Photovoltaic performance

To correlate the nanomorphology of the FHBC:PC61BM blends with the performance
of the solar cells, the J-V characteristics of the devices were measured. The resulting
curves under illumination are presented in Fig. 7.2 and the respective photovoltaic key
performance data are summarized in Table 7.2.
The FHBC:PC61BM devices annealed for 20 and 40 s at 150 °C show the best device
performance with PCEs of between 1.3 % and 1.4 %. The devices annealed for 0, 60
and 120 s exhibit a reduced PCE due to the moderate short-circuit current density
JSC and FF. All devices showed a high open-circuit voltage UOC. These results are in
agreement with those reported previously [35].
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Figure 7.2: J-V characteristics under
illumination of FHBC:PC61BM solar
cells with different annealing times.

annealing JSC VOC FF PCE
time [s] [mA/cm2] [V] [%] [%]

0 1.96 0.93 33 0.6
20 2.86 0.92 51 1.4
40 2.93 0.90 50 1.3
60 2.47 0.86 45 1.0
120 2.19 0.82 37 0.7

Table 7.2: Photovoltaic performance
of FHBC:PC61BM solar cells with dif-
ferent annealing times.

7.2.3 Nanomorphology investigations

Several electron microscopic techniques (BF TEM and DF TEM, SAED, EFTEM,
TEM tomography), AFM and GIWAXS were applied to unravel the complex nanomor-
phology of the FHBC:PC61BM absorber layers and the development of the nanomor-
phology with increasing annealing time. First, the results of the non-annealed sample
will be shown, thereafter the morphology changes induced by annealing is presented.

Non-annealed sample

Fig. 7.3 presents the results for the non-annealed sample. An AFM topography image
is presented in Fig. 7.3a, which reveals depressions with a depth of about 10 nm. The
depressions are surrounded by elongated structures (marked with black dashed lines).
Additional height variations are visible on larger scale, which can be attributed to layer
thickness fluctuations. Examples for a higher and a deeper sample region are encircled
in Fig. 7.3a.

To analyze the crystalline structure of the sample, SAED patterns were recorded at
200 keV in a transmission electron microscope. Pure FHBC and PC61BM reference
samples were additionally examined to identify the FHBC and PC61BM reflections.
The diffraction patterns and the corresponding radial line scans are presented in
Fig. 7.4. FHBC is characterized by two relatively sharp reflection rings which can
be assigned to a real space distance of 0.35 nm. The inner ring corresponds to the π-π
stacking distance displayed in Fig. 1.11. The outer ring at (0.175 nm)−1 is the second
order of the inner ring (compare [175]). The reflection rings of pure PC61BM are broad
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Figure 7.3: Nanomorphology of the non-annealed FHBC:PC61BM sample. a) AFM
topography image. The dashed white circles mark a deeper (A) and a higher (B) region
of the sample. The dashed black lines mark elongated surface structures; b) contrast-
inverted TEM diffraction pattern and aperture positions for the DF images (dashed
circles); c) radial line scan of the diffraction pattern; d) BF TEM image; e) and f)
FHBC-sensitive DF TEM images taken at 200 keV corresponding to the aperture
positions marked in the diffraction pattern. One grain, which shows contrast inversion,
is marked in both images.
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Figure 7.4: TEM diffraction patterns of a) pure FHBC and b) pure PC61BM samples;
c) radial intensity linescan of the diffraction patterns

and can be assigned to 0.46, 0.31 and 0.21 nm distances which agree with the results
of other groups [27, 72].

A diffraction pattern of the non-annealed FHBC:PC61BM layer is presented in Fig. 7.3b
and the corresponding radial intensity linescan in Fig. 7.3c. The diffraction pattern
shows three diffuse PC61BM rings with a weak intensity of the two outer rings. One
strong and relatively sharp FHBC ring (marked in Fig. 7.3b) is observed while the
second ring at (0.175 nm)−1 is barely recognizable. The high intensity of the inner ring
indicates that FHBC stacks are already present in the non-annealed sample. The ab-
sence of further reflections suggests a preferential alignment of the stack axes parallel to
the layer which will be denoted as in-plane stack orientation in the following. Moreover,
the inner ring intensity changes azimuthally which is indicative for an inhomogeneous
in-plane distribution of FHBC stack orientations. For example, the intensity is higher
in the upper left and lower right ring segment. To study the origin of the anisotropy
of the FHBC ring, DF TEM images were taken with the positions of the aperture
indicated by the dashed circles in Fig. 7.3b. Accordingly, mainly electrons from these
specific segments of the FHBC ring contribute to the images. The resulting DF TEM
micrographs for the two aperture positions are presented in Fig. 7.3e and f which show
bright and dark regions with a size of a few 100 nm. The displacement of the aperture
position leads to images with essentially complementary contrast. Exemplarily, one
grain is marked in both DF TEM images, which appears bright in Fig. 7.3e and dark
in Fig. 7.3f. This clearly indicates a preferential in-plane alignment of FHBC stacks,
i.e. a texture, in regions with a few 100 nm size. A BF TEM image taken at the
same sample position as Figs. 7.3e,f is presented in Fig. 7.3d. None of the large-scale
structures of the DF TEM images are visible here, only small-scale structures prevail.
The small bright regions can be correlated with regions of smaller sample thickness
due to small-size depression which are observed in the AFM image (Fig. 7.3a).

Samples annealed for 120 s

Fig. 7.5 presents results for the sample annealed for 120 s at 150 °C. The nanomorphol-
ogy of this sample is representative for all annealed samples. The AFM topography
image in Fig. 7.5a shows depressions at the surface with sizes which do not depend on
the annealing time. Again, elongated structures surrounding the depressions are visi-
ble (marked with black dashed lines). In contrast, the large-scale thickness variations



96 NANOMORPHOLOGY OF FHBC:PCBM-BASED ABSORBER LAYERS

a

FHBC

PCBM

b

DF
 d)

DF e)

FHBC

PCBM

c d

e f

Figure 7.5: Nanomorphology of the FHBC:PC61BM sample annealed for 120 s. a)
AFM topography image. The dashed black lines mark elongated surface structures; b)
contrast-inverted TEM diffraction pattern and aperture positions for the DF images
(dashed circles); c) radial line scan of the diffraction pattern; d) DF TEM image taken
at 200 keV corresponding to the aperture position on the FHBC ring (marked in b)).
One grain with the same preferential orientation of the FHBC stacks is marked; e) DF
image corresponding to the aperture position on the PC61BM ring (also marked in b))
of another sample position; f) BF TEM image taken at the same sample position as
the PC61BM-sensitive DF image.
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disappear almost completely due to the annealing process (note the different height
scale of the two AFM images Fig. 7.3a and Fig. 7.5a).

In Fig. 7.5b and c the diffraction pattern and the corresponding radial intensity lines-
can are shown. In comparison to the non-annealed sample, the FHBC π-π stacking
ring exhibits a higher intensity for all annealed samples indicating a higher degree of
crystallinity. Azimuthal intensity variations along the FHBC reflection ring are not ob-
served. However, this does not exclude a preferential FHBC stack alignment because
the SAED pattern was taken from a relatively large area, which may contain differently
textured grains. Grains with preferentially aligned FHBC stacks are indeed still present
as demonstrated by the DF TEM image Fig. 7.5d which was taken with the aperture
position marked by d) in Fig. 7.5b. In addition, small bright regions with a size of
a few 10 nm appear in Fig. 7.5d which are absent in the non-annealed samples. The
high intensity of these regions suggests crystalline FHBC precipitates. The presence of
crystalline FHBC is supported by the high intensity and small width of the FHBC ring
in the diffraction pattern (Figs. 7.5b,c). The DF TEM image in Fig. 7.5e was taken
with the aperture position shifted to the PC61BM ring. A smaller aperture was chosen
to exclude any contribution from FHBC and select only the intensity of the PC61BM
ring (see Fig. 7.5b aperture position e). The PC61BM-sensitive DF TEM image shows a
homogeneous intensity apart from the interspersed dark regions which can be assigned
to the FHBC precipitates. Fig. 7.5d suggests that the PC61BM distribution is homo-
geneous in the phase surrounding the FHBC precipitates. It can be concluded that a
two-phase structure is present after annealing which consists of a FHBC:PC61BM mix-
ture and crystalline FHBC precipitates. Within the FHBC:PC61BM mixture, grains
are formed with a preferential alignment of FHBC stacks. The BF TEM image Fig. 7.5f
shows small bright regions which can be either correlated with the FHBC precipitates
or regions of smaller sample thickness. However, the grain structure with preferentially
oriented FHBC stacks cannot be visualized by BF TEM.

Development of the nanomorphology during annealing

By comparing FHBC-sensitive DF TEM images of samples with different annealing
times (Fig. 7.6), it becomes apparent that the crystalline FHBC precipitates are formed
quickly already after only 20 s annealing time. If the annealing time is increased, the
FHBC crystallites grow slightly, but the large-scale texture of FHBC stacks in the

a) 0s b) 20 s c) 60 s d) 120 s

Figure 7.6: FHBC-sensitive DF TEM images of samples annealed for a) 0, b) 20,
c) 60 and d) 120 s.
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FHBC:PC61BM mixture remains.

To analyze the development of the morphology at even longer annealing times, a sample
annealed for 5 min was investigated. In Fig. 7.6 a FHBC-sensitive DF TEM image is
presented. The size of the FHBC-rich crystallites further increases as compared to
the sample annealed for 120 s and, in addition, large PC61BM crystals with sizes of
a few microns appear. The PC61BM crystal in Fig. 7.7 appears bright because some
of the PC61BM reflexes are also selected with the aperture. The PC61BM crystal is
surrounded by a FHBC-rich region, which appears bright if the crystalline orientation
corresponds to the aperture position (marked with red arrows) and dark if not (green
arrows).

The increase of the average FHBC precipitate size is plotted in Fig. 7.8 as a function
of the annealing time. It increases from 42±10 nm for 20 s annealing to 83±20 nm for
300 s annealing. The error bar represents the standard deviation of the size distribu-
tion.

P
crystal
C BM 61

Figure 7.7: FHBC-sensitive DF TEM
image of the FHBC:PC61BM sample an-
nealed for 5 min. The PC61BM crystal
is surrounded by a FHBC-rich region
which appears either bright (marked
with red arrows) if the crystalline orien-
tation corresponds to the aperture posi-
tion or dark (green arrows) if not.

Figure 7.8: Mean FHBC precipitate
size as a function of the annealing time
(determined from the FHBC-sensitive
DF TEM images). The error bar rep-
resents the standard derivation of the
size distribution.
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High-resolution transmission electron microscopy analysis

A HRTEM image of the sample annealed for 60 s is presented in Fig.7.9 which is
representative for all annealed samples. Lattice fringes are observed in the regions
marked by dashed lines in Fig.7.9a, which are indicative for a crystalline structure.
Fig.7.9b shows the crystalline region in the dashed square with a higher magnification.
To determine the distance of the lattice fringes the Fourier transform of this image was
calculated (Fig.7.9c). Two bright spots are visible in addition to the zero-order beam,
which correspond to a lattice fringe distance of 2.15±0.15 nm. This distance can be
well correlated to the lattice plane distance in the hexagonally arranged pure FHBC
stacks (Fig.1.11c). A detailed analysis will follow in the discussion section.

a b

c

-1
1 nm

20 nm

50 nm

Figure 7.9: 200 keV HRTEM image of the FHBC:PC61BM sample annealed for 60 s.
Crystalline regions are encircled, b) enlarged image of the dashed square in the HRTEM
image, c) Fourier transform of HRTEM image.

Energy-filtered transmission electron microscopy investigations

To confirm the interpretation of the images in Fig. 7.5 with respect to the distribution
of PC61BM and FHBC, EFTEM was applied. For this purpose, reference EEL spectra
of pure FHBC and pure PC61BM were recorded which are presented in Fig. 7.10d.
The maxima of the plasmon peaks are clearly different for the two materials (FHBC
at an energy loss of 22.5 eV, PC61BM at 26.2 eV). This is exploited, to take EFTEM
images at different energy losses (Fig. 7.10a-c) to reveal the distribution of FHBC and
PC61BM. The hatched rectangles in Fig. 7.10d mark the corresponding energy loss
windows which were selected with a slit width of 4 eV. The EFTEM image Fig. 7.10a
was taken with a slit position centered at an energy loss of 20 eV. For this energy
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a b c

d

Figure 7.10: EFTEM images of the FHBC:PC61BM sample annealed for 60 s. The
images are taken with a slit width of 4 eV centered at energy losses of a) 20 eV, b) 23 eV
and c) 27 eV. d) Low-loss EEL spectra of pure PC61BM and FHBC. The slit positions
for the EFTEM images are marked by the hatched rectangles.

loss the FHBC signal distinctly exceeds the PC61BM signal leading to a higher image
intensity of the FHBC-rich regions. For the second slit position centered at 23 eV, the
two signals have the same intensity, and changes of the image contrast in Fig. 7.10b
can be interpreted in terms of thickness variations. The last slit position centered at
27 eV exhibits a higher PC61BM signal. The PC61BM-rich phase appears brighter in
the EFTEM image Fig. 7.10c. This image closely resembles the PC61BM-sensitive DF
TEM image (Fig. 7.5d), in which the PC61BM also appears brighter than the FHBC.
The comparison of Fig. 7.10a and Fig. 7.10b shows complementary contrast indicating
that small FHBC precipitates are embedded in a PC61BM:FHBC blend.

Electron tomography

TEM tomography was applied to analyze the 3D structure of the sample. In Fig. 7.11
three slices extracted from the top (Fig. 7.11a), center (Fig. 7.11b) and bottom (Fig. 7.11c)
of the reconstructed volume are shown. FHBC-rich regions appear dark because the
image contrast was inverted for improved visibility. The dark FHBC precipitates are
distributed homogeneously over the whole sample thickness, but seem to be slightly
larger close to the bottom of the sample (Fig. 7.11c). Fig. 7.11a shows a slice close to
the sample surface, where bright structures are visible in the upper right corner (marked
with arrows). They correspond to the faint elongated structures in the AFM images
(Fig. 7.3a and Fig. 7.5a) which surround the depressions. By applying a threshold
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a) close to top

500 nm

b) center

500 nm

c) close to bottom

500 nm

Figure 7.11: Slices extracted from the TEM tomogram of the sample annealed for 60 s.
FHBC precipitates appear dark because the contrast is inverted for better visibility.
a) Slice close to the top, b) slice from the center and c) slice close to the bottom of the
sample. The white arrows in a) indicate elongated surface structures.

gray value to the reconstructed volume, the FHBC domains could be extracted and
a 3D-model of the FHBC distribution was obtained. The video of the rotating 3D
model confirms that the FHBC domains are homogeneously distributed over the whole
volume of the sample.

Grazing incidence wide-angle X-ray scattering

GIWAXS was performed to study the crystalline organization of the FHBC:PC61BM
sample after annealing at 150 °C for up to 120 s. The GIWAXS pattern of the sample
before annealing (not presented) does not exhibit any reflections, indicating none or
very poor order on a macroscopic scale (few cm2) in the probed volume. Fig. 7.12a
shows the GIWAXS pattern of a pure annealed FHBC sample which was processed in
the same way as the FHBC:PC61BM blend. Three discrete reflections can be recognized

a) pure FHBC b) FHBC:PC BM61
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Figure 7.12: GIWAXS patterns of a) pure FHBC and b) FHBC:PC61BM blend after
annealing at 150 °C for 120 s with indicated azimuthal angle and d-spacing. Insets show
the azimuthal intensity distributions (I(χ)) at the scattering vectors q corresponding
to reflections of the hexagonal structure.
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Figure 7.13: Schematic illustration of the hexagonal
arrangement of FHBC stacks on the surface.

in the meridional and off-meridional planes which are characteristic for a hexagonal
organization of the columnar stacks with their columnar axes oriented parallel to the
surface as illustrated in Fig. 7.13. The respective distance between the FHBC stack
layers corresponds to d=2.20 nm which agrees well with the lattice fringe distance of
2.15 nm in the HRTEM image of the FHBC:PC61BM blend after annealing (Fig. 7.9).
Due to the low crystalline order on a macroscopic scale, only the 1st order reflections
appear without higher order reflections. Reflections from the FHBC π-π stacking are,
however, not observed though confirmed by HRTEM. This observation may indicate
that, at the macroscopic scale, hexagonal ordering of the FHBC columns in the films
dominates over the π-π interaction-driven assembly of the FHBC molecules within
the columns. The GIWAXS pattern of the FHBC:PC61BM blend (sample annealed for
120 s at 150 °C) (Fig. 7.12b) resembles the GIWAXS pattern of pure FHBC (Fig. 7.12a).
However, the azimuthal intensity distribution of the main reflection indicate a decrease
of order if PC61BM is added (comparison of insets of Fig. 7.12a and b). This can
be inferred from the smearing out of the reflections along the azimuthal angle in the
inset of Fig. 7.12b, while these reflections are quite sharp for of pure FHBC (inset of
Fig. 7.12a).
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7.3 Discussion

Detailed information on the nanomorphology of the FHBC:PC61BM absorber layers
and the effect of annealing was obtained by combining several electron microscopic
techniques, AFM and GIWAXS. At first the focus will be on the nanomorphology
of the FHBC:PC61BM blend before annealing. The images and SAED pattern in
Fig. 7.3 demonstrate that the non-annealed sample consists of a homogeneous mixture
of PC61BM and FHBC stacks. The FHBC stack axes are preferentially oriented par-
allel to the substrate with an additional azimuthal texture in regions with a typical
size between a few 100 nm and 1 µm. The PC61BM molecules are homogeneously
distributed and do not agglomerate to form, e.g., pure PC61BM crystallites. This is
illustrated in Fig. 7.14a where a scheme of the nanomorphology of the non-annealed
FHBC:PC61BM sample is shown.

The morphology of the annealed samples is schematically summarized in Fig. 7.14b.
The most notable change of the nanomorphology after annealing consists in the pre-
cipitation of crystalline FHBC as demonstrated by the DF TEM (Fig. 4c, Fig. 5b-d),
HRTEM (Fig. 6) and the GIWAXS data (Fig. 9). The FHBC stacks are arranged in a
hexagonal symmetry as indicated in Fig. 1c and Fig. 9c. The GIWAXS data confirm
that the stack axes in the precipitates are indeed preferentially oriented parallel to
the substrate (Fig. 9b). PC61BM-sensitive EFTEM (Fig. 7c) and DF TEM images
(Fig. 4d) reveal a homogeneous distribution of the PC61BM molecules. Furthermore
FHBC-sensitive DF TEM images (Fig. 4c and Fig. 5b-d) show that the surrounding
PC61BM:FHBC blend contains regions with preferentially aligned FHBC stacks as the
non-annealed sample. The size of these regions does not change with increasing an-
nealing time. In contrast, the pure FHBC precipitates grow slightly with increasing
annealing time, which becomes apparent in the FHBC-sensitive DF TEM images of

2

3

1

FHBC stack PCBM molecule

a) as-cast b) annealed

Figure 7.14: Schematic illustration of the nanomorphology of a) non-annealed and b)
annealed FHBC:PC61BM. Before annealing, the sample consists of a homogeneous mix-
ture of FHBC and PC61BM. Grains (1) exist with FHBC stacks which are preferentially
aligned parallel to the substrate. During annealing FHBC crystals are precipitated (2)
from the textured FHBC:PC61BM mixture (3).
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the annealing series in Fig. 5 and the graph in Fig. 7.8. The growth of the FHBC
precipitates leads to an FHBC depletion of the surrounding FHBC:PC61BM blend. For
long annealing times (5 min), large PC61BM precipitates are formed which may be ini-
tiated by the FHBC depletion of the FHBC:PC61BM blend. The precipitation of large
PC61BM crystals has been observed before for long annealing times and high PC61BM
concentrations in other PC61BM-based absorber layer blends, e.g., in P3HT:PC61BM
blends [72, 73].
Electron tomography (Fig. 7.11) reveals that the FHBC precipitates are homogeneously
distributed over the entire sample volume. However, the FHBC precipitate size is
slightly larger close to the bottom of the layer which indicates that FHBC precipitation
is slightly favored at the interface to the PEDOT:PSS. The annealing process induces
only minor changes of the surface topography. The AFM image of the annealed sample
(Fig. 7.5a) exhibits the same 10 nm deep depressions as the image of the non-annealed
sample (Fig. 7.3a). Only the large-scale thickness variations are reduced.
The nanomorphology of the FHBC:PC61BM blends can be correlated with the pho-
tovoltaic performance of the respective solar cells. Annealing of the active layer is
required to substantially improve the device power conversion efficiency. The J-V char-
acteristic of the non-annealed device shows a pronounced S-shape. Thermal annealing
of the active layer leads to the precipitation of crystalline FHBC. Large PC61BM
crystals only appear after very long annealing times. The improved morphology leads
to improved pathways for charge migration, and therefore enhances the device perfor-
mance. The samples annealed for 20 and 40 s exhibit the best PCE of 1.3 % and 1.4 %,
respectively. This indicates that the absorber layer is sensitive towards small changes
of the FHBC precipitate size. A mean size of the crystalline FHBC precipitates in the
range of 42-46 nm (obtained after 20 and 40 s of annealing at 150 °C), surrounded by a
homogenous mixture of FHBC stacks and PC61BM, yields the best exciton dissociation
and charge transport among the studied samples. The moderade PCE of the cells can
be attributed to the FHBC stack orientation ‘edge-on’, i.e. parallel to the substrate
plane. This orientation is unfavorable for charge transport which preferentially oc-
curs along the FHBC stack axis. Additionally, the insulation side chains of the FHBC
molecules impede the charge transport perpendicular to the substrate. The effect of in-
terface modifiers to induce a more favorable organization of the FHBC columns, where
the columns are oriented perpendicular, i.e. ‘face-on’, to the absorber layer is currently
being examined. This orientation would support efficient charge carrier transport to
the electrodes.
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Summary

This work is concerned with the analysis of the nanomorphology of organic solar cells
which strongly influences their efficiency. A broad range of electron microscopic tech-
niques was applied to image the distribution of donor and acceptor domains of absorber
layers in different material systems for organic solar cells. The results of the nanomor-
phology studies contributed to the fundamental understanding of the correlation be-
tween nanomorphology of the absorber layer, the fabrication parameters, optoelectronic
properties and the efficiency of the organic solar cell. The findings were exploited to
control the nanomorphology and to finally enhance the performance of the solar cells.

The main obstacle for the application of transmission electron microscopy is often the
weak contrast between donor and acceptor domains which are characterized by simi-
lar material density and average atomic number. Low-energy high-angle annular
dark-field scanning transmission electron microscopy (low-keV HAADF STEM)
performed in a scanning electron microscope at electron energies between 3 keV and
30 keV was applied for the first time on these material systems. Low-keV HAADF
STEM provides strong material contrast but requires modeling of the image intensity
because intuitive interpretation is not straightforward. The low-keV HAADF STEM
intensity is characterized by an intensity maximum and corresponding contrast inver-
sion which depends on the sample thickness and material properties. Monte-Carlo
(MC) simulation were tested but did not always show good agreement between the
HAADF STEM intensity of low-atomic number reference samples with known prop-
erties and simulated intensities. Instead, the HAADF STEM intensity can be well
described by a semi-empirical formalism which is based on an equation for the mean
square scattering angle suggested by Bothe. The formalism derived in this work is a
powerful tool to understand and interpret low-keV HAADF STEM images. It facili-
tates the determination of the optimum electron energy for maximum image contrast.
The formalism also allows the determination of the sample thickness (if the material
properties are known) or material density (if the sample thickness and average atomic
number are known).

Four different material systems were studied in the work. In the following the results
of these investigations are summarized individually.

Organic solar cell absorber layers composed of P3HT and PC61BM are most fre-
quently investigated. The formation of P3HT and PC61BM domains with appropri-
ate sizes is considered to be essential for the achievement of high efficiencies. The
nanomorphology was analyzed as a function of the P3HT molecular weight (20 kg/mol
and 50 kg/mol), solvent annealing and post-annealing treatments at 150 °C for up to
30 min. A combination of low-keV HAADF STEM, bright-field transmission elec-
tron microscopy (BF TEM), electron diffraction and atomic force microscopy (AFM)
was applied to study the nanomorphology of this material system. Low-keV HAADF
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STEM is well suited to reveal the domain structure in these absorber layers, despite the
extremely small difference of the material properties of P3HT and PC61BM. It could
be shown that P3HT nanorods are formed during annealing only in samples containing
P3HT with a low molecular weight of 20 kg/mol. P3HT:PC61BM films with 50 kg/mol
P3HT contain only small globular structures that do not change in size after annealing
at 150 °C for up to 30 min. While BF TEM is adequate to image P3HT nanorods,
the small globular P3HT structures cannot be resolved by BF TEM imaging, which
suggests low-keV HAADF STEM as a favorable addition to the established imaging
techniques.

The nanomorphology and optoelectronic properties of organic solar cells comprising
P3HS:PC61BM bulk heterojunctions (BHJs) were correlated in this work. Using low-
keV HAADF STEM, it was possible to clearly distinguish P3HS and PC61BM domains
within the active layers of organic photovoltaic devices. Upon thermal annealing, the
formation of P3HS nanorods was observed within the P3HS:PC61BM blend. Nanorod
formation is attributed to self-organization in connection with improved π-π stacking
of the molecules. Furthermore, low-keV STEM images of ultramicrotome cross-section
samples showed an increased P3HS concentration at the anode side of the absorber
layer, which is beneficial for the performance of the solar cell device.

Concerning the optoelectronic properties it could be shown that the absorption of pho-
tons with lower energies and the charge carrier mobilities are enhanced after annealing
resulting in an increased current density and fill factor of the organic solar cells. Con-
sequently, the power conversion efficiencies were improved up to about five times.

The nanomorphology of organic solar cell absorber layers based on the conjugated
polymer PCDTPBt blended with PC61BM or PC71BM were investigated and cor-
related with the optoelectronic properties of the devices. Low-keV HAADF STEM
and energy dispersive X-ray spectroscopy (EDXS) investigations, which revealed the
nanomorphology of the absorber layers, contributed to further enhancement of the so-
lar cell performance. A network of PCDTPBt- and PC61BM-rich phases was revealed
in all samples, with a strong influence of the blend mixing-ratio on the domain size.
The highest power conversion efficiency of 4.6% and a fill factor (FF) of 70 % could
be achieved for PCDTPBt:PC71BM-based solar cells with 1,8-diiodooctane (DIO) as
processing additive. Low-keV HAADF STEM investigations revealed a finer bulk mor-
phology of the active layer for these samples. By comparing the results of electron
diffraction and grazing incident X-ray diffraction (GIXD) studies the orientation of the
PCDTPBt molecules was revealed. It could be shown that in the absorber layer with
DIO as processing additive the PCDTPBt molecules exhibit a face-on configuration
which is beneficial for the vertical hole transport in the absorber layer.

The nanomorphology and power conversion efficiency of FHBC:PC61BM-based BHJ
organic solar cells was studied and correlated before and after annealing at 150 °C for
up to 120 s. The application of several electron microscopic techniques, AFM and graz-
ing incidence wide-angle X-ray scattering (GIWAXS) revealed the complex nanomor-
phology of the FHBC:PC61BM layers and its dependence on the annealing treatment.
The FHBC molecules assemble into columnar stacks which are already present before
annealing. Non-annealed samples consist of a mixture of homogeneously distributed
PC61BM molecules and FHBC stacks with a preferential in-plane stack orientation.



NANOMORPHOLOGY OF FHBC:PCBM-BASED ABSORBER LAYERS 107

During annealing, FHBC crystallites with a hexagonal structure are precipitated from
the FHBC:PC61BM mixture. They exhibit the same crystalline structure like pure
FHBC and grow with increasing annealing time. Electron tomography investigations
further revealed that the FHBC precipitates are distributed homogeneously over the
whole volume of the absorber layer. The best solar cell efficiencies were obtained for
samples annealed for 20 s and 40 s. This annealing time yields the best donor/acceptor
phase separation with an average domain size of about 45 nm.

Outlook

Organic solar cells will remain to be highly interesting in the future due to their po-
tential for low-cost roll-to-roll production. An enormous increase of the organic solar
cell device efficiency could be observed in the last decade [176] and many researchers
are confident that in the near future efficiencies of over 15 % will be achievable [177].
Together with an improved long-term stability this would make organic solar cells
competitive to anorganic thin-film solar cells.
Since the performance of organic solar cells is strongly correlated with the nanomor-
phology of the absorber layers, appropriate investigation techniques will be essential for
further developments. Low-energy electron microscopic techniques will grow in popu-
larity, especially for the analysis of low-density carbon-based materials, which exhibit
low contrast and are sensitive towards electron beam-damage. Further developments
in the field of lens aberration correction are under way. The combination of spherical
and chromatic aberration correction will yield a resolution of 1 Å or better at 20 keV
electron energy [178]. It also will facilitate high-resolution energy-filtered images using
characteristic energy losses of the component of interest.
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Acronyms

2D two-dimensional
3D three-dimensional
AFM atomic force microscopy
ADF annular dark-field
AM air mass
ART algebraic reconstruction technique
ASTM American Society for Testing and Material Standards
BF bright field
BHJ bulk heterojunction
BSE backscattered electron
CB chlorobenzene
DCB 1,2-dichlorobenzene
DF dark-field
DIO 1,8-diiodooctane
DSC differential scanning calorimetry
EDX energy dispersive X-ray
EDXS energy dispersive X-ray spectroscopy
EEL electron energy loss
EELS electron energy loss spectroscopy
EFTEM energy-filtered transmission electron microscopy
ESEM environmental scanning electron microscopy
ESI electron spectroscopic imaging
FEG field-emission gun
FF fill factor
FHBC fluorenyl hexa-peri -hexabenzocoronene
FIB focused ion beam
GIF gatan imaging filter
GIS gas injection system
GIWAXS grazing incidence wide-angle X-ray scattering
GIXD grazing incident X-ray diffraction
HAADF high-angle annular dark-field
HBC hexa-peri -hexabenzocoronene
high-keV STEM high-energy scanning transmission electron microscopy
HOMO highest occupied molecular orbital
HRTEM high-resolution transmission electron microscopy
ITO indium tin oxide
J-V current density-voltage
KIT Karlsruhe Institute of Technology
low-keV STEM low-energy scanning transmission electron microscopy
LTI Light Technology Institute
LUMO lowest unoccupied molecular orbital
MC Monte Carlo
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MDMO-PPV poly(2-methoxy-5-(3’-7’-dimethyloctyloxy)-1,4-phenylenevinylene
MPP maximum power point
MW molecular weight
ODT 1,8-octanedithiol
OPV organic photovoltaic
P3HS poly(3-hexylselenophene-2,5-diyl)
P3HT poly(3-hexylthiophene-2,5-diyl)
PC61BM [6,6]-phenyl-C61-butyric acid methyl ester
PC71BM [6,6]-phenyl-C71-butyric acid methyl ester
PCDTBT poly[N-9’-heptadecanyl-2,7-carbazole-alt-5,5-(4’,7’-di-2-thienyl-

2’,1’,3’-benzothiadiazole)]
PCDTPBt poly[N -9’-heptadecanyl-2,7-carbazole-alt-5,5-(4’,7’-di-2-thienyl-2’-

(3,5-difluoro-4-octyldodecyloxyphenyl)-2’H -benzotriazole)]
PCE power-conversion efficiency
PDI polydispersity index
PEDOT:PSS poly(3,4-ethylenedioxythiophene):polystyrenesulfonate
PET polyethylene terephthalate
PTB7 poly[[4,8-bis[(2-ethylhexyl)oxy]benzo[1,2-b:4,5-b’]dithiophene-2,6-

diyl][3-fluoro-2-[(2-ethylhexyl)carbonyl]thieno[3,4-b]thiophenediyl]]
PVP polyvinylpyrrolidone
RR regioregularity
SAED selected area electron diffraction
SE secondary electron
SEM scanning electron microscopy
SIMS secondary ion mass spectrometry
SIRT simultaneous iterative reconstruction technique
STEM scanning transmission electron microscopy
TCO transparent conductive oxide
TEM transmission electron microscopy
UV ultraviolet
WAXS wide-angle X-ray scattering
WBP weighted back-projection
WD working distance
XRD X-ray diffraction
ZnPc zinc phthalocyanine
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Symbols

A atomic mass number
a prefactor of the power-law fit function
aH Bohr radius
Am mean atomic mass number
α impact angle
b exponent of the power-law fit function
CF correction factor
dσ
dΩ

differential scattering cross section
e elementary charge
E energy
Ē mean energy
Eloss energy loss
Ēi mean energy for electron-hole pair excitation
Eth threshold energy
ε0 electric constant
εc charge collection efficiency
FF fill factor
G detector gain
ηA photon-absorption efficiency
ηc backscattering coefficient
ηCC charge-collection efficiency
ηCT charge-transfer efficiency
ηED exciton-diffusion efficiency
ηEQE external quantum efficiency
ηIQE internal quantum efficiency
I electron intensity
I0 intensity of incoming electrons
Icc collection current
IMPP current at the maximum power point
ISC short-circuit current
IHAADF HAADF intensity
J current density
JSC short-circuit current density
λ de Broglie wavelength
Λ mean free path length
LED exciton diffusion-length
m mass
Mn number average molecular weight
Mw weight average molecular weight
N number of atoms per unit cell
p number of collisions
PLight light power
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PSC solar cell power
R screening length
ρ density
σt total cross section
S1 single scattering function
Sm m-fold scattering function
t sample thickness
TDep deposition temperature
Tg glass transition temperature
θ scattering angle
θ0 characteristic angle
θ1 outer HAADF STEM detection angle
θ2 inner HAADF STEM detection angle
θ2 mean quadratic scattering angle
θ2
C mean quadratic scattering angle according to Cosslett & Thomas

θ2
B mean quadratic scattering angle according to Bothe
v velocity
V voltage
VMPP voltage at the maximum power point
VOC open-circuit voltage
x distance
Z atomic number
Zm mean atomic number
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