Comparison of HDO measurements from Envisat/MIPAS with observations by Odin/SMR and SCISAT/ACE-FTS
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Abstract. Measurements of thermal emission in the mid-infrared by Envisat/MIPAS allow the retrieval of HDO information roughly in the altitude range between 10 km and 50 km. From June 2002 to March 2004 MIPAS performed measurements in the full spectral resolution mode. To assess the quality of the HDO data set obtained during that period comparisons with measurements by Odin/SMR and SCISAT/ACE-FTS were performed. Comparisons were made on profile-to-profile basis as well as using seasonal and monthly averages. All in all the comparisons yield favourable results. The largest deviations between MIPAS and ACE-FTS are observed below 15 km, where relative deviations can occasionally exceed 100 %. Despite these deviations in the absolute amount of HDO the latitudinal structures observed by both instruments are consistent in this altitude range. Between 15 km and 20 km there is less good agreement, in particular in the Antarctic during winter and spring. Also in the tropics some deviations are found. Above 20 km there is a high consistency in the structures observed by all three instruments. MIPAS and ACE-FTS typically agree within 10 %, with MIPAS mostly showing higher abundances than ACE-FTS. Both data sets show considerably more HDO than SMR. This bias can be explained basically by uncertainties in spectroscopic parameters. Above 40 km, where the MIPAS HDO retrieval reaches its limits, still good agreement with the structures observed by SMR is found for most seasons. This puts some confidence in the MIPAS data at these altitudes.

1 Introduction

Water vapour is one of the fundamental constituents of the Earth’s atmosphere. As the most important greenhouse gas in the troposphere and lower stratosphere any long-term change of its abundance in this altitude region will inevitably have important implications for the climate on Earth. But even changes in water vapour at higher stratospheric altitudes can significantly influence the surface climate (Forster and Shine, 1999; Solomon et al., 2010). Water vapour is also a main constituent of polar stratospheric clouds (PSCs). The heterogeneous chemistry that takes place on the cloud particle surfaces plays a decisive role for the severe ozone depletion that can be observed in the polar lower stratosphere during
winter and spring time. At the same time water vapour is also the primary source of hydrogen radicals (HOX = OH, H, HO2) in the middle atmosphere. These radicals participate in the auto-catalytic cycles that destroy ozone with their contribution dominating above 50 km (Brasseur and Solomon, 2005).

Most water vapour resides in the troposphere. With increasing altitude the abundance of water vapour typically decrease in the troposphere as the decreasing temperatures reduce the water vapour saturation pressure. The entry of water vapour into the stratosphere occurs primarily through the cold tropical tropopause layer (TTL) where a large fraction of water vapour is removed due to freeze-drying. A large range of temporal and spatial scales are assumed to be of importance, still final consensus on the exact mechanisms and path ways behind the dehydration in the tropical tropopause region has not been reached. A secondary pathway of water vapour into the stratosphere is along isentropic surfaces that span both the uppermost troposphere and lowermost stratosphere (Holton et al., 1995). Overall the mean input of water vapour into the stratosphere amounts to about 3.5 ppmv–4.0 ppmv (e.g. Kley et al., 2000). In the stratosphere water vapour is produced by the irreversible oxidation of methane. This oxidation continues in the mesosphere but above 60 km this process stops to contribute significantly to the overall water vapour budget. An additional minor source in the upper stratosphere is the oxidation of molecular hydrogen (Wrotzny et al., 2010). The main sink of water vapour in the stratosphere is the reaction with O(1D). Of small importance are dehydration effects by the sedimentation of PSCs particles in the polar vortices (Kelly et al., 1989; Vömel et al., 1995). The interaction of the altitude-dependent water vapour production, destruction and transport processes leads to an increase of water vapour with altitude in the stratosphere. A local water vapour maximum is typically found around the stratopause, indicating an equilibrium between all processes. In the mesosphere no major water vapour source exists in general. Hence, the water vapour budget in this atmospheric layer is dominated by destruction processes, primarily photodissociation, resulting in a steady decrease of the water vapour abundance with increasing altitude.

The present work focuses on monodeuterated water vapour (HD16O, hereafter HDO) in the stratosphere. Like the other minor water vapour isotopologues (e.g. H217O, H218O, HT16O, HD17O, D216O, HD18O, D217O, T216O, D218O, ..., sorted by molar mass) HDO is several orders of magnitude less abundant than the main isotope H216O (hereafter H2O). HDO can be used as a tracer of dynamical processes in the middle atmosphere, however the main interest lies in the ratio of HDO with other isotopologues, typically with H2O. This ratio can eventually provide more information than a single isotope alone. The standard convention to express the isotopic ratio between HDO and H2O is the δD notation:

\[ \delta D = \left( \frac{R_{\text{sample}}}{R_{\text{reference}}} - 1 \right) \times 1000 \% \]  

(1)

\[ \delta D \] actually describes the relative deviation of the deuterium [D] to hydrogen [H] ratio \( R = [D]/[H] \) in a sample with respect to the reference ratio \( R_{\text{reference}} \), which has been designated by the International Atomic Energy Agency in 1968 as \( R_{\text{reference}} = 155.76 \times 10^{-6} = \text{VSMOW} \) (Vienna Standard Mean Ocean Water, Hagemann et al., 1970). For the application of HDO and H2O in the δD framework the following relation needs to be taken into account, where \( i \) denotes the individual oxygen isotopologues:

\[ R_{\text{sample}} = \left( \frac{[D]}{[H]} \right)_{\text{sample}} = \left( \frac{\sum_{i=16}^{18} [HD^iO] + 2 \cdot \sum_{i=16}^{18} [D_2^iO]}{2 \cdot \sum_{i=16}^{18} [H_2^iO] + \sum_{i=16}^{18} [HD^iO]} \right)_{\text{sample}} \]

\[ \approx \left( \frac{[HD^{16}O]}{2 \cdot [H_2^{16}O]} \right)_{\text{sample}} = \left( \frac{[HDO]}{2 \cdot [H_2O]} \right)_{\text{sample}} \]

The approximation considers that [D] is almost entirely determined by the fraction of deuterium in HD16O while the contributions from the other isotopologues are negligible. Likewise the fraction of hydrogen in H216O completely dominates the [H] budget. A water vapour sample with 50% of its HDO removed would for example yield an isotopic ratio δD of −500‰, if all HDO is removed then δD is −1000‰. The dominating effect in the atmosphere influencing the [D]/[H] ratio is the vapour pressure isotope effect. As HDO is heavier than H2O it has a lower vapour pressure leading to a change in the isotopic ratio whenever a phase change occurs. For this reason the isotopic composition has been suggested as a valuable tool in determining the entry processes and pathways of water vapour into the stratosphere (Moyer et al., 1996). This has stimulated numerous observational and model studies primarily aiming at the resolution of the long-standing debate on the relative importance of gradual ascent and convective processes to the stratospheric input of water vapour (e.g. Johnson et al., 2001b; Webster and Heymsfield, 2003; Kuang et al., 2003; Gettelman and Webster, 2005; Payne et al., 2007; Nassar et al., 2007; Hanisco et al., 2007; Steinwagner et al., 2010; Notholt et al., 2010; Sayres et al., 2010). Measurements place the typical stratospheric entry value of δD in the range between −500‰ and −700‰. These values deviate from what is expected from the freeze-drying of air masses by gradual ascent (so-called Rayleigh fractionation), which would lead to δD values of about −900‰ near the tropopause. The enrichment relative to this value clearly indicates that other processes, like mixing of air masses, fast convective processes that do not obey Rayleigh fractionation, or lofting and re-evaporation of isotopically enriched ice crystals, must play a role. The isotopic ratio between HDO and H2O has not only scientific relevance.
for the troposphere-stratosphere exchange but also in regions where polar stratospheric clouds occur. The limited number of observations as well as model efforts exhibit a significant influence of these clouds on the δD distribution (Stowasser et al., 1999; Ridal, 2001; Payne et al., 2007).

Air-borne measurements on campaign basis throughout 1978 and 2005 have indicated a decrease of δD in the air column above 13 km in the northern hemisphere (Coffey et al., 2006). This decrease is the result of a decrease in HDO and an increase in H2O over this time period. The latter trend is consistent with other observations that show this temporal behaviour until about 2000 (Oltmans et al., 2000; Rosenlof et al., 2001; Scherer et al., 2008; Hurst et al., 2011). The trend in HDO remains unexplained even to date. Based on balloon-borne observations of water vapour isotopologues a recent investigation concluded that the stratospheric trend of H2O cannot be explained by an increase of the H2O throughput from the tropical troposphere to the stratosphere (Notholt et al., 2010).

The low abundance of HDO has made its observation difficult and consequently the existing data base is limited. First observations of HDO in the altitude range of interest date back to the late 1960s and 1970s employing a direct sampling technique (Scholz et al., 1970; Pollock et al., 1980). Over the years a number of balloon- and air-borne observations were performed, both in-situ and by means of remote sensing (e.g. Rinsland et al., 1984; Abbas et al., 1987; Dinelli et al., 1991; Zahn et al., 1998; Stovasser et al., 1999; Johnson et al., 2001a; Webster and Heymsfield, 2003; Coffey et al., 2006; Hanisco et al., 2007; Sayres et al., 2010). These observations were generally made on a campaign basis covering limited spatial and temporal scales. The first space-borne observations were made by the ATMOS (Atmospheric Trace Molecule Spectroscopy, Farmer, 1987) Fourier transform spectrometer that was carried by the Space Shuttle during four missions (April/May 1985, April 1992, April 1993 and November 1994, Rinsland et al., 1991; Irion et al., 1996; Moyer et al., 1996; Kuang et al., 2003). From August 1996 to June 1997 the IMG (Interferometric Monitor for Greenhouse gases, Kobayashi et al., 1999) instrument on board ADEOS (Advanced Earth Observing Satellite) provided observations of HDO in the troposphere and the lowermost stratosphere in the extra-tropics using the nadir sounding technique. Since the new millennium the observations by Odin/SMR (Sub-Millimetre Radiometer, Murtagh et al., 2002), Envisat/MIPAS (Michelson Interferometer for Passive Atmospheric Sounding, Fischer et al., 2008) and SCISAT/ACE-FTS (Atmospheric Chemistry Experiment – Fourier Transform Spectrometer, Bernath et al., 2005) form the backbone of the HDO observations and other minor water vapour isotopologues in the stratosphere. In February 2001 the Swedish-led Odin satellite was launched. One year later the European Envisat (Environmental Satellite) started its operations, followed by the Canadian SCISAT (Science Satellite, also known as ACE mission) satellite in 2003. In the troposphere HDO data are currently available from observations by Envisat/SCIAMACHY (Scanning Imaging Absorption Spectrometer for Atmospheric Chartography, Bovensmann et al., 1999), Aura/TES (Tropospheric Emission Spectrometer, Beer et al., 2001) and the IASI (Infrared Atmospheric Sounding Interferometer, Clerbaux et al., 2007) instruments aboard the MetOp series of polar orbiting meteorological satellites operated by EUMESAT (European Organisation for the Exploitation of Meteorological Satellites) (Worden et al., 2007; Frankenberg et al., 2009; Herbin et al., 2009). Alongside with these new satellite observations also model simulations of water vapour isotopologues gained importance (e.g. Ridal, 2001; Gettelman and Webster, 2005; Schmidt et al., 2005; Zahn et al., 2006; Risi et al., 2008).

In this paper we present contemporary comparisons of Envisat/MIPAS HDO measurements with observations by Odin/SMR and SCISAT/ACE-FTS in order to assess the quality of the satellite data sets in the stratosphere. In the next section the MIPAS data set and its characteristics are described. This includes a short overview of the mean annual distribution of HDO for different latitude bands. In Sect. 3 the Odin/SMR and SCISAT/ACE-FTS data sets are described and subsequently the comparison approach and results are presented. The outcome of the comparisons is discussed in Sect. 4.

2 Envisat/MIPAS observations of HDO

Carried by an Ariane-5 rocket Envisat was launched into a polar, sun-synchronous orbit on 1 March 2002 from the Guyana Space Centre in Kourou (French Guyana). The satellite orbits the Earth at an altitude of about 790 km 14 times a day, passing the equator shortly after 10:00 LT on the descending node. On the ascending node the equator crossing time is around 22:00 LT. The satellite carries 10 instruments observing the Earth and its atmosphere for investigations of a wide scientific spectrum. The MIPAS instrument is a cooled high-resolution Fourier transform spectrometer measuring thermal emission at the atmospheric limb. The instrument operates in five spectral bands in the range between 685 cm$^{-1}$ and 2410 cm$^{-1}$ (4.1–14.6 μm) and uses a rearward viewing direction (Fischer et al., 2008).

2.1 Data set

In this comparison we focus on the MIPAS observations that were performed with full spectral resolution, that is 0.035 cm$^{-1}$ (unapodised). These observations cover the time period between June 2002 to March 2004. After this date only measurements with a spectral resolution of 0.0625 cm$^{-1}$ were possible, due to problems with the movement of the interferometer reflectors. The measurements of interest here were performed in the “nominal observation mode” which comprises scans at the atmospheric limb between 6 km and
68 km. In this mode spectra at in total 17 tangent heights are taken (6 km to 42 km in 3 km steps, 42 km to 52 km in 5 km steps and 52 km to 68 km in 8 km steps). A whole scan takes 76 s corresponding to a horizontal sampling of roughly one scan per 500 km assuming a satellite velocity of about 7 km s\(^{-1}\), when projected on the ground. The instantaneous field of view (FOV) of the MIPAS instrument is 3 km in the vertical and 30 km in the horizontal, i.e. perpendicular to the line of sight. While the latitudinal coverage of the Envisat orbit does not reach entirely to the poles, the MIPAS pointing system employs an azimuth mirror that is tilted off the orbital track to allow also measurements at the highest latitudes.

The HDO data set that is utilised in this study has been retrieved with the IMK/IAA processor, which is a joint effort by the “Institut für Meteorologie und Klimaforschung” (IMK) in Karlsruhe (Germany) and the “Instituto de Astrofísica de Andalucía” (IAA) in Granada (Spain). HDO information is retrieved from 14 micro-windows in the spectral range between 1250 cm\(^{-1}\) and 1483 cm\(^{-1}\) (6.7–8 µm). The retrieval employs a non-linear least square approach (von Clarmann et al., 2003) with a first-order Tikhonov-type regularisation (Tikhonov, 1963a,b; Tikhonov and Arsenin, 1977) to avoid unphysical oscillations in the derived profiles. The radiative transfer through the atmosphere is modelled by the KOPRA (Karlsruhe Optimized and Precise Radiative Transfer Algorithm) model (Stillr, 2000). Spectroscopic data is taken from a special compilation by Flaud et al. (2003), which is largely based on parameter from the HITRAN (High Resolution Transmission, Rothman et al., 2003) and GEISA (Gestion et Etude des Informations Spectroscopiques Atmosphérique, Jacquinet-Husson et al., 1999) spectroscopy databases that were available at the time. For the minor water vapour isotopologues the spectroscopic parameter are equal to the updated version of HITRAN-2000 (Rothman et al., 2003). Vertical profiles of HDO can be retrieved roughly in the altitude range from 10 km to 50 km. At the lower altitude end the opaqueness of the atmosphere determined by cloudiness, aerosols and increasing water vapour absorption limits the retrieval of HDO information. The upper limit is set by the signal-to-noise ratio. Up to an altitude of 40 km the vertical resolution of the retrieved data is around 5–6 km and the random noise error of a single profile amounts to about 20 % (Steinwagner et al., 2007). Above 40 km the vertical resolution degrades as a combined consequence of the coarser measurement grid and the aforementioned decrease in the signal-to-noise ratio. The random noise error deteriorates as well and therefore data averaging above 45 km is recommended in order to get significant results. A more detailed description of the IMK/IAA retrieval of monodeuterated water vapour can be found in Steinwagner et al. (2007). In this comparison we utilise data derived with the latest HDO retrieval version V3O_HDO_5. Overall the utilised MIPAS HDO dataset comprises more than 465 000 individual profiles with almost daily coverage.

2.2 Distribution overview

As the number of global HDO data sets in the stratosphere is very limited the following subsection is dedicated to provide an introductory overview of the HDO distribution as observed by Envisat/MIPAS. Here the focus is on the annual cycle of HDO. Latitudinal cross sections will be shown later in the seasonal comparisons presented in Sect. 3.3. The individual panels of Fig. 1 show the mean annual cycle for various latitude bands based on the MIPAS observations with full spectral resolution between June 2002 and March 2004. Please note that the time axis of the panels representing the mid- and polar latitudes has been adjusted in phase such that the summer season occurs always in the middle of these panels. The annual cycle was calculated as a 30-day running average, always centred at the first and mid day of the individual months. Hence, two adjacent data points in the time domain are not completely independent from each other. An average is based on at least 25 individual measurements. Where this requirement was not fulfilled the average was discarded (white areas).

As evident from the panels in the two uppermost rows of Fig. 1 the “tape recorder” effect (Mote et al., 1996) dominates the annual variation of HDO in the lower stratosphere in the tropical region (Steinwagner et al., 2010). At an altitude of 18 km in the latitude band from 5° S–5° N the MIPAS measurements show the lowest abundances during the boreal spring while the annual maximum can be observed in boreal autumn. From there the “tape recorder” signal is transported upwards by about 8 km to 10 km per year. Higher up in the upper stratosphere clear signatures of the semi-annual oscillation can be observed in HDO. Maximum abundances can be observed after the solstices, consistent with earlier observations of this feature in H\(_2\)O (Randel et al., 1998). The annual cycle in the mid-latitudes and polar region of stratospheric HDO is dominated by an annual component controlled by the annual cycle in the mean meridional circulation patterns. In the polar stratosphere a displacement of the vertical HDO maximum from the stratopause towards lower altitudes can be observed during winter due to the subsidence inside the polar vortex. Higher up in the upper stratosphere the annual HDO maximum can be found after the summer season as known from H\(_2\)O measurements (Seele and Hartogh, 1999).

3 Comparison

The quality assessment of the MIPAS data set of monodeuterated water vapour primarily focuses on the stratosphere. The comparison of the MIPAS HDO data set with the Odin/SMR and SCISAT/ACE-FTS results relies basically on two approaches. The first approach uses profile-to-profile comparison on the basis of well-defined criteria for coincident measurements between the instruments. In addition
Fig. 1. Mean annual cycle of HDO for different latitude bands derived from the Envisat/MIPAS observations between June 2002 and March 2004. Please observe that the time axis of the panels that show the annual cycle in the mid-latitudes and polar regions (last two rows) has been adjusted so that the summer season always occurs in the middle of those panels.

we use analyses of linear fits and correlations based on seasonal means to test the internal consistency of HDO data sets included in the comparison. As a complement we show a comparison of monthly mean profiles in the tropical region, which is of special scientific interest. In the following subsection the Odin/SMR and SCISAT/ACE-FTS HDO data sets are characterised.

3.1 Contributing instruments

3.1.1 Odin/SMR

Odin is a Swedish-led satellite mission in co-operation with Canada, France and Finland. The satellite was launched on 20 February 2001 into a sun-synchronous and near-terminator orbit at an altitude of 600 km. When the satellite was launched it crossed the equator at 18:00 LT on the
ascending node and at 06:00 LT on the descending node. These crossing times have shifted by almost an hour as the orbit altitude has gradually decreased due to atmospheric drag. The Sub-Millimetre Radiometer is one of two instruments on board the Odin satellite. It measures thermal emission at the atmospheric limb with a 1.1 m telescope in several frequency bands between 486 GHz and 581 GHz as well as around 119 GHz (Frisk et al., 2003). Measurements by Odin/SMR are nominally performed along the orbital track providing a latitude coverage between 82.5° S and 82.5° N. Since 2004, SMR performs also observations off the orbital track during certain seasons as permitted by sun angle constraints, allowing full coverage from pole to pole. HDO information is retrieved from measurements of the 490 GHz band that covers a HDO emission line that is centred at 490.597 GHz (Urban et al., 2007). Measurements of this band are not performed on a daily basis, but initially on 3–4 days per month. After a major rearrangement of the SMR measurement schedule in April 2007 the observation rate increased to 8–9 days a month. The 490 GHz band measurements are part of a stratosphere-mesosphere mode employing scans from 7 km to 110 km. With a scanning velocity of 0.75 km s$^{-1}$ it takes almost 140 s to perform a complete limb scan. This translates into a horizontal sampling of approximately one scan per 1000 km. The integration time for an individual tangent view is approximately 1.85 s. Combined with the detector read-out times the vertical sampling amounts to 3 km. The retrieval of HDO employs a non-linear scheme of the Optimal Estimation Method (OEM, Rodgers, 2000). Spectroscopic data is taken from the JPL (Jet Propulsion Laboratory, Pickett et al., 1998) line catalogue and HITRAN (Rothman et al., 2003), as well as some other sources (Eriksson, 1999). HDO information can roughly be retrieved in the altitude range between 20 km and 70 km with an altitude resolution of 3 km to 4 km (Urban et al., 2004, 2007). The limiting factor at the lower altitude end are the increasing water vapour absorption with decreasing altitude and limitations of the signal-to-noise ratio. This ratio determines also the upper altitude limit of the retrieval where the HDO emission line gets very narrow. The random noise error of a single profile retrieved is in the order of 20% to 40% in the altitude range between 20 km and 50 km, i.e. similar to the MIPAS data set. In the comparison we use data that has been processed with the latest official retrieval version 2.1 at the Chalmers University of Technology in Gothenburg, Sweden.

### 3.1.2 SCISAT/ACE-FTS

The SCISAT (or SCISAT-1) satellite was launched on 12 August 2003 into a high inclination (74°) orbit with an altitude of 650 km, providing overall a latitudinal coverage between 85° S and 85° N. The orbit has been optimised for observations in the polar regions and mid-latitudes. Like Odin, the ACE mission carries two instruments on board. Similar to MIPAS, the ACE-FTS instrument is a high-resolution (i.e. 0.02 cm$^{-1}$) Fourier transform spectrometer that performs measurements in the spectral range between 750 cm$^{-1}$ and 4400 cm$^{-1}$ (2.3 µm to 13.3 µm). The instrument employs the solar occultation technique measuring the attenuation of sunlight by the atmosphere during sunset and sunrise, yielding up to 30 observations per day. ACE-FTS scans the atmosphere in the altitude range between ~5 km and 150 km. The vertical sampling varies from around 1 km in the middle troposphere to roughly 2–3.5 km in the altitude range between 10 km and 20 km and to 5–6 km in the upper stratosphere and mesosphere. The instrument has a field of view of 1.25 mrad which converts to about 3–4 km depending on altitude and observation geometry.

The retrieval of ACE-FTS observations uses a “global-fit” approach (Carlotti, 1988) that employs an unconstrained Levenberg-Marquardt non-linear least-squares method. The present comparison employs the “HDO update” data set that has been derived with a slightly modified setup of the original retrieval version 2.2 (Nassar et al., 2007). This retrieval version employs 24 microwindows in the wave number intervals between 1402–1498 cm$^{-1}$ (6.7–7.1 µm) and 2612–2673 cm$^{-1}$ (3.7–3.8 µm) to derive information on HDO, typically covering altitudes from 5.5 km to 37.5 km. The vertical resolution of this set of data is determined by the instrument’s FOV and vertical sampling of the atmosphere, typically amounting to 3–4 km. The lower limit of the retrievals is determined mainly by cloudiness, while the uppermost retrieval altitude is determined by the signal-to-noise ratio of the measurements. The random noise error of an individual profile retrieved is of the order of 10%. Unlike the MIPAS retrieval the ACE-FTS retrieval uses spectroscopic data from the 2004 compilation of HITRAN (Rothman et al., 2005).

### 3.2 Profile-to-profile comparisons

#### 3.2.1 Methodology

For the profile-to-profile comparisons we consider observations by two instruments as coincident when they meet the following criteria: (1) a spatial separation of less than 500 km and (2) a temporal separation that does not exceed 6 h. These criteria represent a trade-off between a sufficient number of coincident measurements to draw significant conclusions and the avoidance of, in particular, spatial variations that could significantly influence the comparison. As the diurnal variation of HDO in the stratosphere is insignificant, a more relaxed time criteria could be used but tests showed that the results are virtually the same. In cases with multiple coincidences, the one located closest in space was used.

Prior to the comparison the data sets were screened to identify retrieved profiles or individual data points whose quality was not sufficient. In a first step this screening was based on the recommendations of the individual data processing teams. For the MIPAS data set this concerned the
visibility flag and the averaging kernel diagonal criterion. For the retrieved data at a given altitude the visibility flag indicates interference by clouds based on a cloud index (Spang et al., 2004). This index is the ratio between the mean radiances in two spectral intervals of the measured spectra (788.20–796.24 cm\(^{-1}\) versus 832.30–834.4 cm\(^{-1}\)). Investigations have shown that for any cloud index below 4 the presence of clouds cannot be excluded. In these cases the visibility flag is set to 0 and the retrieved data is omitted, effectively resulting in a clear sky bias. As a consequence the number of available data points typically decreases rapidly below the tropopause. In addition data have been used only if the diagonal element of the averaging kernel matrix exceeded an empirical threshold value of 0.03, ensuring that the retrieved data represents the state of the atmosphere and is not dominated by retrieval constraints. The Odin/SMR data set has been screened according to the retrieval quality flag and the measurement response to the retrieved values. The retrieval quality flag indicates if a profile shall be used for scientific analysis based on the cost function, convergence and the regularisation of the retrieval along with the retrieved pointing offset. A measurement response of at least 70 % was required in order to influence the retrieval of the a priori information used in the SMR OEM retrieval (e.g. Rodgers, 2000; Eriksson et al., 2005). For ACE-FTS data issues listed on the “data issues page” https://database.uwaterloo.ca/validation/data_issues_table.php were taken into account and the affected data discarded. Negative volume mixing ratios (VMRs) were not filtered in this analysis as these values can be a result of the retrieval due to measurement noise, in particular at the hygropause and the lower and upper boundaries where retrievals are possible. Finally the data sets were inspected visually to remove data points that were far outside the expected range of HDO VMRs and therefore can potentially influence the results of the bias determination. Typically this concerned only a handful profiles of the individual data sets.

As the individual satellite data sets are provided on different altitude grids the coincident profiles were interpolated on a regular 1 km altitude grid for the comparison. The vertical resolution of the HDO profiles retrieved from the MIPAS measurements is somewhat lower than the vertical resolution of the ACE-FTS and SMR data. For a large part of the stratospheric altitudes that are of concern here the HDO distribution is rather smooth. Here, the profiles can be compared directly despite those differences in the vertical resolution of the individual data sets. However in altitude layers where the HDO distribution is more structured, e.g. around the hygropause or stratopause, a direct comparison of the profiles may not always be appropriate and then the differences in the vertical resolution need to be taken into account. To study the influence of the different vertical resolutions on the comparison results the SMR and ACE-FTS profiles were degraded to the vertical resolution of the MIPAS profiles, following the method of Connor et al. (1994):

\[ \hat{x}_c = x_a + A \cdot (\hat{x}_h - x_a) \]  \hspace{1cm} (3)

Here \(\hat{x}_c\) represents the degraded and \(\hat{x}_h\) the high vertically resolved SMR or ACE-FTS profile, while \(x_a\) and \(A\) describe the a priori profile and the averaging kernel matrix of the MIPAS HDO retrieval, respectively. The reader may be reminded at this point that in the MIPAS retrieval the a priori profile serves only the purpose of constraining the shape or smoothness of a retrieved profile, different to the OEM approach were the a priori profile is also used to constrain the retrieved abundances. The coincident profiles from SMR and ACE-FTS were only compared directly as their vertical resolutions are very similar in the altitude range where these two data sets overlap.

At a given altitude the bias \(B\) between two coincident data sets nos. 1 and 2 comprising \(n\) coincidences is calculated as

\[ B = \frac{1}{n} \cdot \sum_{i=1}^{n} b_i, \]  \hspace{1cm} (4)

where \(b_i\) denotes the difference between each individual pair of coincident data points, either in absolute terms

\[ b_i = b_{i,\text{abs}} = \hat{x}_{1,i} - \hat{x}_{2,i} \]  \hspace{1cm} (5)

or in relative terms

\[ b_i = b_{i,\text{rel}} = \frac{\hat{x}_{1,i} - \hat{x}_{2,i}}{(\hat{x}_{1,i} + \hat{x}_{2,i})/2}. \]  \hspace{1cm} (6)

Here \(\hat{x}\) refers to the retrieved HDO data from the individual data sets. The relation for the relative deviations is based on the assumption that satellite measurements might have large uncertainties, so that it is more convenient to refer to the mean of the two data sets involved, rather than to one specific data set (e.g. Randall et al., 2003; Dupuy et al., 2009). Additional information on the comparison is supplied in form of the de-biased standard deviation and the standard error of the mean (SEM). The de-biased standard deviation \(\sigma\) is represented by the standard deviation of the bias-corrected deviations between two data sets compared:

\[ \sigma = \sqrt{\frac{1}{n - 1} \cdot \sum_{i=1}^{n} (b_i - B)^2}. \]  \hspace{1cm} (7)

This quantity serves as a measure of the combined precision of the two data sets that are compared (von Clarmann, 2006), particularly in cases where a complete random error budget assessment is not available for all involved instruments, as in the present study. The standard error of the mean provides information on the significance of the derived bias between two data sets and is calculated as:

\[ \text{SEM} = \frac{\sigma}{\sqrt{n}}. \]  \hspace{1cm} (8)
Fig. 2. Profile-to-profile comparisons of coincident HDO observations between MIPAS and ACE-FTS (upper panels), MIPAS and SMR (middle panels) and SMR and ACE-FTS (lower panels). The panels on the left-hand side show the mean profiles based on the coincident sets of data. The absolute biases are shown in the middle panels, the relative biases are given in the panels on the right-hand side. The dash-dotted lines represent the estimated combined precision of the data sets under comparison, while the dashed lines indicate the standard error of the derived biases. In the middle and right-hand panels the black lines show the results of direct comparisons, while green is used for the comparisons which involve the degradation of the vertical resolution of one data set.

3.2.2 Results

Figure 2 shows the results of the profile-to-profile comparisons between MIPAS and ACE-FTS (upper panels), MIPAS and SMR (middle panels) and SMR and ACE-FTS (lower panels). The panels on the left-hand side show the mean profiles based on the coincident pairs of data. These panels contain on the left information on the number of coincident profiles as well as their average separation in terms of time, distance, latitude and longitude. On the right the number of coincident pairs at a given altitude are indicated every 3 km. In the middle panels the bias between two data sets is shown in absolute terms (solid lines), the right panels give the relative bias. In these two panels the results of direct comparisons are shown in black, if the vertical resolution of one data set has been degraded the results are given in green. The dash-dotted lines represent the estimated combined precision of the compared data sets on the basis of the de-biased standard deviation $\sigma$ (Eq. 7), comprising contributions from the measurement noise and the small temporal and spatial mismatch of the coincidences. The dashed lines indicate the standard error of the bias according to Eq. (8). The reader may be reminded at this point that the absolute and relative bias is calculated from each individual pair of coincident profiles which can lead to some apparent discrepancies in the comparison between mean profiles, as visible in Fig. 2.

Based on the coincidence criteria defined in Sect. 3.2.1 we found 298 pairs of coincident observations of MIPAS and ACE-FTS which were on average separated by 4.5 h in time and 250 km in distance As the ACE-FTS commissioning phase just ended in January 2004 and the MIPAS measurements with full spectral resolution ceased in March 2004 the temporal overlap between both data sets is very limited. During the overlap period the ACE-FTS observations were focusing on the Arctic. A majority of the coincident measurements occurred in the latitude range between 75° N and 80° N, while the lowest latitude was 55° N. The comparison for this limited period of time and region exhibits a
The deviations are typically smaller than 0.1 ppbv or 10% and well within the estimated precision boundaries. Exceptions can be found at the lower and upper altitude end where comparisons were possible. Here also the significance of the derived bias decreases. Degrading the ACE-FTS data onto the altitude resolution of MIPAS clearly improves the comparison result at these altitudes. For most altitudes the MIPAS observations show higher abundances than the coincident measurements by ACE-FTS. There is a prominent oscillation in the bias between 15 km and 30 km. The consistency between both data sets does not change significantly when the comparison is made separately for the polar vortex inside and outside. The differences in the spectral databases used in the MIPAS and ACE-FTS retrievals do not play a significant role for the comparison between the two instruments. The changes in the line intensity parameter from the HITRAN-2000 to the HITRAN-2004 database were less than 1% for the microwindows employed in the MIPAS retrieval. A sensitivity study with the MIPAS retrieval using the HITRAN-2004 data exhibited a slight decrease (0.01 ppbv at the maximum, 0.003 ppbv on average) of the retrieved HDO VMRs compared to the standard retrieval. This can only explain a small part of the generally positive differences between the MIPAS and ACE-FTS HDO retrievals.

The profile-to-profile comparison between MIPAS and SMR covers the entire time period in which the full spectral resolution measurements by MIPAS were possible, i.e. coincidences were found throughout June 2002 to March 2004. The results shown in Fig. 2 represent the global average over all coincidence cases. Most of those where found in the polar regions with a decreasing number towards the tropics. In the month domain the highest number of coincident measurements could be obtained in December however none in March, May and August. On the global average the SMR data set exhibits a dry bias compared to the MIPAS data at all altitudes addressed here. The results are almost identical for the direct comparison and the comparison using SMR data that have been degraded to the vertical resolution of MIPAS. The bias maximises below 20 km with values between 0.25 ppbv and 0.4 ppbv or more than 80% in relative terms. This bias can be attributed to a substantial fraction of data with large random noise errors. Between 16 km and 20 km 20% to 55% of the data exhibits relative errors larger than 100%. From 20 km to 50 km the bias decreases gradually from 0.25 ppbv to nearly a half of that. The relative bias decreases from about 60% at 20 km to less than 10% at 50 km. Looking at different seasons and latitude bands does not change the overall picture clearly indicating that the bias is a systematic feature (not shown here).

Similar structures that were visible in the comparison between MIPAS and SMR can also be observed when coincident observations of ACE-FTS and SMR are compared with each other. Above 20 km the SMR observations show again a low bias of about 0.2 ppbv to 0.25 ppbv compared to the ACE-FTS measurements on a global scale. Coincident measurements between February 2004 and September 2010 were used in the comparison. Due to the characteristics of the SCISAT orbit, the bulk of the coincidences were found in the mid-latitudes and polar regions. Most coincident measurements of both instruments were available around the equinoxes.

### 3.3 Seasonal comparisons

#### 3.3.1 Methodology

In this section we consider comparisons of latitudinal cross sections for the individual seasons. For this the data sets were averaged over latitude bins of 10° (centred at 85° S, 75° S, ..., 75° N and 85° N) for the individual seasons, i.e. MAM (March, April and May), JJA (June, July and August), SON (September, October and November) and DJF (December, January and February). All data for a given season were averaged together directly, i.e. no intermediate monthly averages were calculated. As for the annual distributions shown in Fig. 1, a minimum of 25 individual measurements were required for an average to be considered, in order to avoid spurious data points in the latitudinal cross sections. The data were again interpolated on a regular vertical grid of 1 km. For the MIPAS and SMR data sets we considered the time period between June 2002 and February 2004, implying that all seasons except MAM are sampled twice. As ACE-FTS observations just started in 2004 we chose the time periods from June 2004 to February 2006 and from June 2006 to February 2008 instead. The choice of two time periods was motivated by the smaller number of observations by ACE-FTS as compared to the other instruments due to the utilisation of the solar occultation technique. These particular periods were selected with regard to the phase of the quasi-biennial oscillation (QBO), which was quite similar for all three time periods employed, i.e. the QBO period was rather close to 24 months during these years. A third possible time period from June 2008 to February 2010 was disregarded because the QBO cycle exhibited clearly a much longer period than before. Overall the choice of the ACE-FTS time periods will minimise the influence of QBO effects on the results of the seasonal comparison. However there is still a possibility that the comparison of the ACE-FTS results with the other two instruments might be affected by any change in the temporal behaviour of HDO throughout the time periods considered.

Opposite to profile-to-profile comparisons the SMR and ACE-FTS were not degraded to the vertical resolution of the MIPAS retrieval. On the one hand it is difficult to provide the appropriate convolution data for an entire dataset, on the other hand the data averaging tends to reduce the differences in the vertical resolution among the individual data set.

To describe the significance of the derived cross sections we use, as for the biases in the profile-to-profile comparisons,
the SEM. For the particular application here the standard error is denoted as \( \epsilon \) and derived as follows:

\[
\epsilon = \sqrt{\frac{1}{k \cdot (k - 1)} \cdot \sum_{i=1}^{k} (\hat{x}_i - \bar{x})^2}.
\]  

(9)

\( k \) describes the number of retrieved data points \( \hat{x} \) of an individual data set that fall into a given latitude bin for a specific season and altitude. \( \bar{x} \) denotes the average over the entire ensemble of these data points. To provide a quantitative measure of the consistency of the latitudinal cross sections derived from two instruments at a given altitude and season we supply the parameter of a linear fit and the correlation coefficient. The linear fit parameter \( a \) (intercept) and \( b \) (slope) were obtained by minimising the following regression relation:

\[
\sum_{i=1}^{l} \frac{(x_{1,i} - a - b \cdot x_{2,i})^2}{\epsilon_{1,i}^2 + (b \cdot \epsilon_{2,i})^2}.
\]  

(10)

This relation considers the standard error \( \epsilon \) (Eq. 9) that is associated with the averages \( x \) for a given season and latitude bin for the data sets nos. 1 and 2. \( l \) denotes the number of latitude bins. In practice, the determination of the linear fit parameter employed an iterative scheme. In the first iteration step only the errors of data set no. 2 \( \epsilon_2 \) were considered. The resulting regression line was then used to linearly map the errors of data set no. 1 \( \epsilon_1 \) into the space of data set no. 2. The combined error of both data sets was then used for the second iteration step. The procedure was iterated until convergence. The correlation coefficients \( r \) were calculated by:

\[
r = \frac{\sum_{i=1}^{l} (x_{1,i} - \bar{x}_1) \cdot (x_{2,i} - \bar{x}_2)}{\sqrt{\sum_{i=1}^{l} (x_{1,i} - \bar{x}_1)^2 \cdot (x_{2,i} - \bar{x}_2)^2}}.
\]  

(11)

\( \bar{x} \) describes the mean over all latitude bins for a given season for the individual data sets. The calculation of the correlation coefficients here does not consider any error estimates. We do not want to prove if two data sets are correlated by chance but simply show that the expected high correlation between the latitudinal cross sections observed by two instruments is present. As before, all given variables are implicitly depending on altitude.

### 3.3.2 Results

Figure 3 and 4 present the latitudinal cross sections for the different seasons that were derived from the individual measurements. Figure 3 focuses on altitudes from 12 km to 24 km while Fig. 4 addresses altitudes above. The dashed lines represent the standard error \( \epsilon \) of the cross sections according to Eq. (9). Typically several thousand individual MIPAS measurements contributed to the average for a given latitude bin, altitude and season (lowest numbers in MAM as well as at the lowest altitudes). This is roughly a factor of 30 more than for SMR and ACE-FTS. The ACE-FTS latitudinal cross sections exhibit some gaps indicating that there was no or not sufficient coverage of the latitude range in question. The latitudinal distribution observed by MIPAS and ACE-FTS at 12 km are fairly consistent during all seasons. Still, in relative terms, the deviations (referred to the mean of both data sets) can amount up to 100 % in MAM with ACE-FTS typically showing higher abundances. At 15 km MIPAS and ACE-FTS also show good consistency with the relative deviations typically being within 30 %. Higher up, at 18 km, also the SMR observations contribute to the comparisons. The SMR cross sections are a bit more noisy than for the other instruments and in JJA even negative values can be observed. However the overall distribution is similar, still the absolute deviations can exceed 0.4 ppbv. The MIPAS and ACE-FTS latitudinal cross sections fit best in MAM. Notable differences between these two data sets are found in the Antarctic in JJA and SON. There the ACE-FTS observations exhibit a pronounced drop in the HDO VMRs, while this behaviour is not apparent in the MIPAS observations. In JJA also the SMR measurements exhibit such a drop, but its size is smaller than in the ACE-FTS observations. Similar to MIPAS, no drop is visible in the SMR observation for SON. Deviations between MIPAS and ACE-FTS are also evident in the tropics, especially in JJA and DJF. Otherwise the agreement between the MIPAS and ACE-FTS VMRs is typically within 20 %. The latitudinal structures observed by all instruments at 24, 30 and 36 km exhibit overall a high degree of consistency. Typically the MIPAS VMRs are slightly higher than those of ACE-FTS, as seen already in the profile-to-profile comparison in Fig. 2. The relative deviations between those two data sets do in general not exceed 10 % at these altitudes. The absolute deviations between MIPAS and SMR at 30 km are on average slightly lower than 0.2 ppbv. This average deviation is smaller than at 24 km (0.24 ppbv) and 36 km (0.21 ppbv), a feature that was also visible in profile-to-profile comparisons. At 36 km more pronounced deviations between MIPAS and ACE-FTS can be observed in SON in the southern hemisphere tropical and mid-latitudes. In the upper stratosphere the differences between MIPAS and the SMR data set decrease noticeably in terms of absolute abundances compared to the lower altitudes. With the exception of MAM at 48 km the latitudinal structures remain to fit favourably. During this season SMR exhibits also higher VMRs than MIPAS in some latitude bins.

Example scatter plots using the average HDO abundances for different latitude bins for all possible instrument combinations and seasons are shown in Fig. 5. Here the altitudes 18 km (lower panels), 30 km (middle panels) and 42 km (upper panels) are shown. Comparisons between MIPAS and ACE-FTS are given by blue data points, red data points show the comparison between MIPAS and SMR and green data points are used for the comparison between SMR and ACE-FTS. The data set named first uses the abscissa of the graph while the data set named last uses the ordinate. Small error bars around the data points indicate the standard error \( \epsilon \) of
the data (Eq. 9). The solid lines represent the linear fits to the scatter data (according to Eq. 10) and the black dashed line indicates the ideal fit (intercept = 0, slope = 1). The comparisons at 18 km exhibit a number of cases where the linear fits significantly deviate from the ideal case. In JJA the least agreement between the MIPAS and ACE-FTS latitudinal cross sections can be observed. Higher up the linear fits witness the overall good consistency between the individual data sets, as evident from the previous figures. Figure 6 summarises quantitatively the results of the linear fit analysis in terms of intercept (left panels) and slope (middle panels) for the altitude range between 10 km and 50 km. In addition the correlation coefficients, according to Eq. (11), are shown in the right panels. The latitudinal cross sections of MIPAS and ACE-FTS compare very well above 20 km showing linear fit parameters that are close to an ideal fit. The correlations coefficients are almost everywhere above 0.9 in this altitude region. High correlation coefficients can also be observed between 10 km and 15 km. There is a pronounced drop of the correlations in the altitude region from about 15 km to 20 km. This feature is characteristic for all comparisons between the individual instruments. The MIPAS and SMR latitudinal cross sections correlate nicely from about 20 km to 45 km. Above, high correlations can even be seen for JJA and DJF, while especially for MAM the consistency is significantly reduced, as also evident from the line fit parameters. The comparison of the latitudinal cross sections derived from the SMR and ACE-FTS measurements yields also high correlation coefficients above 20 km, in accordance to the other comparisons.

3.4 Monthly comparisons in the tropics

In this comparison we focus on four months, namely February, April, August and October. Only in these months ACE-FTS observations cover the tropics as the ACE orbit is optimised for polar and mid-latitudes. Hence seasonal comparisons with ACE-FTS may be less appropriate in the tropics. For this comparison the data were averaged over the latitude range from 15° S to 15° N for a given month, considering data from the same time periods as used in the seasonal
comparisons for the individual instruments (see Sect. 3.3.1). As before, at least 25 individual measurements were required for an average to be considered. Like for the seasonal comparisons, ACE-FTS and SMR data were not degraded to the vertical resolution of the MIPAS data set. Figure 7 shows the tropical monthly mean profiles in the altitude region between 10 km and 50 km. The dashed lines represent the standard error of the mean profiles. In February the MIPAS observations exhibit rather constant VMRs around 20 km, while the SMR and ACE-FTS measurements show a distinct hygropause at 18 km. The bias between the SMR and ACE-FTS observations is here much smaller than particularly in the altitude range between 20 km and 25 km. Here the SMR observations exhibit a very structured HDO distribution, comprising a local maximum at 22 km and a local minimum close to 25 km. A similar structure is evident in the ACE-FTS observations, but the extrema are less pronounced. Above 30 km the bias between SMR and the other observations clearly decreases as seen in the earlier comparisons. A nice agreement in the vertical structures observed by all instruments is found in April, with a rather constant low bias by SMR compared to MIPAS and ACE-FTS. The hygropause is located at 18 km to 19 km. As in February the SMR observations exhibit a local maximum around 22 km and a local minimum higher up at about 25 km. The same features are also visible in the other observations, but for MIPAS at slightly different altitudes. In August the SMR and MIPAS measurements exhibit both a sharp hygropause structure. In the ACE-FTS observations the hygropause is rather smooth and located higher up compared to the other instruments. As in the previous months the SMR observations show distinct structures in the altitude range between 20 km and 30 km. The local extrema are located somewhat higher up than in February and April, a consequence of the upward transport of the “tape recorder” signal. The VMRs observed by all three instruments during this month are rather constant in the altitude range between 24 km and 30 km. Around 35 km the bias between the ACE-FTS and MIPAS observations is larger than in the previous months. In October the MIPAS and ACE-FTS observations exhibit the hygropause at 21 km. The ACE-FTS profile is less structured than the MIPAS profile in the altitude range between roughly 18 km and 35 km. The hygropause in the SMR observations occurs below 20 km. No local extrema are observed above 20 km where the shape of the profile is rather similar to ACE-FTS. The bias between SMR and MIPAS is rather constant between 20 km and 35 km, decreasing

Fig. 4. As Fig. 3 but here for the altitudes from 30 km to 48 km.
Fig. 5. Scatter plots based on the latitudinal cross sections at three representative altitudes for the different seasons. The comparison between MIPAS and ACE-FTS is shown in blue, MIPAS versus SMR is given in red while the comparison between SMR versus ACE-FTS uses green. The data set named first uses the abscissa, the latter one the ordinate. The solid lines represent the line fits for the individual comparisons. Note that different scales are used for the axes depending on altitude. The dashed line gives the ideal fit (intercept = 0, slope = 1).

considerably at higher altitudes, as typical for all monthly comparisons considered here.

4 Summary and discussion

To assess the quality of the MIPAS HDO data set obtained with full spectral resolution from June 2002 to March 2004 comparisons with observations by Odin/SMR and SCISAT/ACE-FTS were performed. Overall the comparisons show favourable results, with very good consistency above 20 km and larger deviations at altitudes below.

The comparisons between MIPAS and ACE-FTS exhibit the largest deviations, both in absolute and relative terms, at the lowermost altitudes addressed here, i.e. below 15 km. At some latitudes the data sets deviate by more than 100 % in the seasonal comparisons at 12 km. On average the relative deviation between MIPAS and ACE-FTS amounts to more than 40 % at this altitude. At 15 km this average value has decreased to almost 15 %. One contribution to the deviations between MIPAS and ACE-FTS at these low altitudes can arise from the differences in vertical resolution, which are largest here and might effect the results of the seasonal comparisons. Still the profile-to-profile comparisons accounting for these differences also show the largest deviations between the two data sets below 15 km. Up to 15 km the deviations between MIPAS and ACE-FTS are generally larger in the tropical region than in the extra-tropics. The influence of clouds in the upper tropical troposphere on the measurements plays a key role for these latitudinal differences. Measurements in the the infrared, as by MIPAS and ACE-FTS, are significantly influenced by clouds. Hence, results retrieved from these observations exhibit a bias towards clear sky conditions. Results from observations in the microwave region, as those of SMR, are less affected by clouds. MIPAS and ACE-FTS even share some spectral information to derive HDO data. This, for itself, should in principle result in very similar cloud influence. However the two instruments use very different measurement techniques. As described in Sect. 3.2.1 a cloud index (Spang et al., 2004) is employed in the MIPAS retrieval to the detect and filter cloud influence.
In the ACE-FTS retrieval there is no explicit cloud filtering scheme, but the measurement approach contains an implicit filter. The pointing of the ACE-FTS measurements is controlled by a pointing mirror that locks on the Sun centre while the occultation is performed (Bernath et al., 2005). When clouds are in the line of sight and hide the view onto the Sun the ACE-FTS pointing mechanism fails and the scans are truncated. These basic differences in the measurement technique and cloud filtering result in different clear sky biases encountered by the MIPAS and ACE-FTS observations, which in turn bear significance for the derived results. In addition there are some spatial and temporal differences in the observational coverage by the individual instruments. Hence, with high probability, the observations by MIPAS, ACE-FTS and SMR do not cover the very same aspects of a cloudy scene and the associated HDO distribution. The same chain of arguments can be applied to differences between MIPAS and ACE-FTS that are observed in the seasonal comparisons at 18 km in the tropics. The monthly comparisons in February and August show also some larger deviations slightly above the TTL. Here, close to the hygropause, the differences in the vertical resolution of the MIPAS and ACE-FTS HDO data sets can still be of importance. Also, the cloud filtering at lower altitudes can influence these higher altitudes, as the information that goes into the retrieval is changed. Steinwagner et al. (2010) performed a sensitivity study in which they intentionally omitted data from tangent heights that the cloud filtering scheme would allow for scientific use. They found a small dependence between the minimum tangent height included in the MIPAS retrieval and the mean profile derived from the test data set. In the upper part of the TTL virtually no influence was found, but around 21 km the influence amounted to about 0.025 ppbv. The influence of minimum tangent height on the mean profile continued up to about 25 km.

In the ACE-FTS retrieval there is no explicit cloud filtering scheme, but the measurement approach contains an implicit filter. The pointing of the ACE-FTS measurements is controlled by a pointing mirror that locks on the Sun centre while the occultation is performed (Bernath et al., 2005). When clouds are in the line of sight and hide the view onto the Sun the ACE-FTS pointing mechanism fails and the scans are truncated. These basic differences in the measurement technique and cloud filtering result in different clear sky biases encountered by the MIPAS and ACE-FTS observations, which in turn bear significance for the derived results. In addition there are some spatial and temporal differences in the observational coverage by the individual instruments. Hence, with high probability, the observations by MIPAS, ACE-FTS and SMR do not cover the very same aspects of a cloudy scene and the associated HDO distribution. The same chain of arguments can be applied to differences between MIPAS and ACE-FTS that are observed in the seasonal comparisons at 18 km in the tropics. The monthly comparisons in February and August show also some larger deviations slightly above the TTL. Here, close to the hygropause, the differences in the vertical resolution of the MIPAS and ACE-FTS HDO data sets can still be of importance. Also, the cloud filtering at lower altitudes can influence these higher altitudes, as the information that goes into the retrieval is changed. Steinwagner et al. (2010) performed a sensitivity study in which they intentionally omitted data from tangent heights that the cloud filtering scheme would allow for scientific use. They found a small dependence between the minimum tangent height included in the MIPAS retrieval and the mean profile derived from the test data set. In the upper part of the TTL virtually no influence was found, but around 21 km the influence amounted to about 0.025 ppbv. The influence of minimum tangent height on the mean profile continued up to about 25 km.

Pronounced differences between MIPAS and ACE-FTS can also be observed in the seasonal comparisons in the Antarctic in JJA and SON at 18 km. Here the ACE-FTS observations exhibit a significant drop in the HDO abundances. Overall, this characteristic is visible in the altitude range
between about 15 km and 23 km. In the MIPAS observations, however, this feature is not present. The SMR observations exhibit such a drop only in JJA, but with a smaller magnitude as compared to the ACE-FTS observations. While on average the relative deviation between ACE-FTS and MIPAS is around 10% at 20 km the deviations rise up to about 50% in the Antarctic during winter and spring. As the very same characteristics are evident in a corresponding seasonal comparison of H$_2$O (not shown here) it is natural to assume an influence from polar stratospheric clouds that occur at this location and time of year. Similar to tropospheric clouds the filtering of PSCs can cause differences in the results retrieved from the individual satellite observations. In addition, different time periods were used to compile the latitudinal cross sections for MIPAS, SMR (June 2002–February 2002) and ACE-FTS (June 2004–February 2006 and June 2006–February 2008, see Sect. 3.3.1). Hence, pronounced differences in the PSC behaviour during these different time periods, especially in the dehydration effects from those PSCs that are made of water ice (type II, Kelly et al., 1989; Vömel et al., 1995), may provide an explanation for the disagreement in the Antarctic. Temperature analyses based on ECMWF (European Centre for Medium-range Weather Forecast) data indeed indicate differences in the conditions for PSC type II formation between the different time periods used to compile the latitudinal cross sections. For the ACE-FTS periods the conditions for the formation of PSC type II were more favourable, especially in 2005 (not shown here). However, analysing the SMR observations for the same time periods as chosen for ACE-FTS yields qualitatively the same results as before, i.e. a drop in the HDO abundance is present in JJA, but not in SON (not shown here). Most of the ACE-FTS data that goes into the seasonal averages of JJA and SON polewards of 70° S is obtained in August and September. Taking this into consideration by using monthly instead of seasonal means does not significantly reduce the deviations between ACE-FTS and the other data sets.

Above 20 km the MIPAS and ACE-FTS observations agree favourably at all latitudes. Up to 37 km where the ACE-FTS HDO data set derived with retrieval version 2.2 stops (the next version will extend into the 40 km to 50 km region), the HDO abundances typically agree within 10% (on average ~5%) for all seasons. In the majority of cases the MIPAS VMRs are on the high side, which to a small extent can be attributed to the different spectroscopic databases used in the MIPAS and ACE-FTS retrievals. Also inconsistencies between the spectroscopic parameter for the spectral regions that are exclusively used in the MIPAS (1250–1402 cm$^{-1}$) and ACE-FTS (1483–1498 cm$^{-1}$ and 2612–2673 cm$^{-1}$) HDO retrievals may be a contribution to this wet bias of the MIPAS data.

The comparisons between MIPAS and SMR above 20 km reveal a dry bias of the SMR measurements which slowly decreases with altitude. Up to about 30 km the bias is typically between 0.2 ppbv and 0.3 ppbv during all seasons except for the latitude range between 20° S and 20° N (below 25 km) where smaller deviations can be observed. Between 30 km and 35 km the bias exhibits a local minimum on average somewhere between 0.15 ppbv and 0.2 ppbv. Above 40 km the bias decreases most pronounced in the tropics to
values around 0.1 ppbv while in the Antarctic region in MAM and JJA again an increase can be observed. To understand the reasons for this bias of the SMR data set compared to the other instruments, a small sensitivity study with the SMR retrieval has been performed. This sensitivity study pointed towards the typical candidates, i.e. calibration and spectroscopic parameter, most important the line broadening parameter. Assuming an uncertainty of 5% in the line broadening parameter of the 490 GHz HDO emission line translates to an uncertainty of 0.05 ppbv in the retrieved data in the altitude range between 20 km and 50 km (Urban et al., 2004). Worst case estimates of the uncertainty of the line broadening parameter based on the HITRAN spectroscopy database are considerably higher, explaining a large fraction of the bias observed. On the other hand, the MIPAS and ACE-FTS retrievals of HDO use some common spectral information for the retrieval of HDO. Even if slightly different parameters are used any significant error in those parameter will change the compared result with respect to the SMR data set. Uncertainties in the line intensities and pressure broadening lead to an uncertainty of more than 0.05 ppbv at 20 km in the MIPAS retrieval (Steinwagner et al., 2007). At 30 km the uncertainty is about 0.1 ppbv, at 40 km 0.15 ppbv. Thus, spectroscopic data play likely the dominant role in understanding the bias observed between SMR and the other instruments. Aside from the bias, the linear fit and correlation analysis of the latitudinal cross sections clearly indicates that a high degree of consistency exists in the structures observed among all three data sets that are compared here. Also, there is good agreement in the vertical structures observed by all instruments in the tropics between 20 km and 30 km where the “tape recorder” signal is transported upwards. The vertical distribution is more structured in the SMR observations than in the other measurements, likely because SMR has overall the best vertical resolution in this altitude region. In addition the comparisons with SMR allow the quality of the MIPAS data above 42 km to be evaluated, where the statistical error of the retrieved data significantly increases. This comparison exhibits a good agreement for SON and DJF, to a large extent also for JJA. Good consistency is also found in temporal structures as function of various latitude bins (not shown here). This puts some confidence into the MIPAS data set at these altitudes, however averaging over a larger set of observations is a prerequisite for scientific analyses.

5 Conclusions

The quality assessment of the MIPAS data set of monodeuterated water vapour has revealed favourable results. Above 20 km the MIPAS and ACE-FTS data sets agree quantitatively within 10%, while both instruments exhibit significantly higher VMRs than SMR. This bias can mostly be explained by uncertainties in spectroscopic parameters. Still the latitudinal structures for different seasons exhibit a high degree of consistency among all data sets, making this bias less an issue. Also the vertical structures of the tropical “tape recorder” signal observed by all instruments exhibit good agreement. Above 40 km, where the MIPAS HDO retrieval reaches its limits, still good agreement with the structures observed by SMR is found for most seasons. The largest deviations between the data sets can be found below 20 km, for some latitude bins the relative deviation between MIPAS and ACE-FTS exceeds 100% below 15 km. Still the latitudinal structures observed by both instruments fit at these altitudes. Higher up, between 15 km and 20 km, there is less consistency between the data sets. Deviations are found in the Antarctic during winter and spring, as well as in the tropics.
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