Three-dimensional multi-photon direct laser writing with variable repetition rate
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Abstract: We perform multi-photon direct laser writing as a function of laser repetition rate over many orders of magnitude and otherwise unchanged experimental conditions. These new data serve as basis for investigating the influence of different proposed mechanisms involved in the photopolymerization: two-photon absorption, photoionization, avalanche ionization and heat accumulation. We find different non-linearities for high and low repetition rates consistent with different initiation processes being involved. The scaling of the resulting linewidths, however, is neither expected nor found to depend on repetition rate or non-linearity.
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has been observed that high repetition rates and short pulses lead to higher structure quality [9]. Moreover, it allows for the fabrication of a large variety of complex polymeric micro- and nanostructures [1, 2, 3, 4]. From the very beginning [2], DLW has been used to produce sub-wavelength feature sizes. During the last decade, the impact of several experimental parameters has been examined in order to increase the photoresists’ resolution [5, 6, 7, 8, 9]. While improved feature sizes have been demonstrated using a photoresist with higher sensitivity [6] other results have indicated that completely unsensitized photoresists offer the smallest features [8]. Moreover, it has been observed that high repetition rates and short pulses lead to higher structure quality [9].
Despite all these improvements, the diffraction limit has been broken only recently [10, 11] using a special DLW approach inspired by super-resolution microscopy [12].

The classical picture of the DLW process is based on multi-photon absorption of photoinitiator molecules and subsequent chemical bond breaking [13]. For example, radical-based negative-tone photoresists for DLW consist of a polymerizable substance (e.g., monomers) and a photoinitiator. The latter efficiently absorbs the laser light via multi-photon absorption. After light absorption, the molecules generate initiating radicals with a certain quantum yield. While DLW can be easily understood in a qualitative fashion, a more detailed quantitative understanding of the mechanisms involved is still missing, making further optimization rather difficult. In the simplest model, a volume element of the photoresist withstands the wet-chemical development step in case the local exposure dose $D(\vec{r})$ exceeds a certain threshold value $D_{th}$ (compare [11]). A convenient measure of the exposure dose is the number of photons absorbed per volume, hence, the deposited energy density. This model neglects the complex chemistry of the polymerization reaction as well as the quantum yield of radical/acid generation. Moreover, this local model neglects diffusion of molecules and heat transport.

Recently, it has been proposed that the actual mechanism leading to the generation of initiating radicals is not multi-photon excitation of photoinitiator molecules but multi-photon ionization and subsequent avalanche ionization [8]. Furthermore, a significant [14] or even dominant influence [9] of heat accumulation on the polymerization process in DLW has been proposed. In contrast, very recent in-situ temperature measurements have not revealed a significant heating [15]. Notably, such mechanisms are well established in related areas of laser materials-processing [16], yet their influence on DLW has not been unambiguously shown so far. As a consequence, the polymerization behavior for low repetition rates (e.g., $R = 1$ kHz) and high repetition rates (e.g., $R = 80$ MHz) should be fundamentally different: In the former case, the temperature rise induced by the absorption of a single laser pulse would fade away before a second laser pulse arrives, whereas in the latter case the temperature could accumulate over many consecutive laser pulses. Along these lines, the authors of reference [9] find a different scaling of the resulting polymer linewidth for $R = 200$ kHz and $R = 500$ kHz which they interpret as a sign for heat-accumulation dominated polymerization at high repetition rates. One should note, however, that they have used picosecond pulses instead of more common femtosecond pulses which hinders a direct comparison with the present paper.

Along these lines, it seems to be common practice [5, 17, 18] to measure the resulting polymer linewidth as a function of the incident laser power while all other processing parameters were kept constant. This data is often used to substantiate statements about the absorption/initiation mechanism. We will show in Section 4, however, that within the above simple threshold model this kind of data does not give any information about the underlying mechanism. Therefore, parameters other than the laser power have to be varied. For example, a variation in writing speed is easy to accomplish [19]. However, as the exposure time (typically between 0.1 ms and 10 ms) and the duration of the local polymerization reaction ($\approx 0.1$ s, [20]) are similar, a change in writing speed is hard to interpret as it may be accompanied by changes in the complex non-equilibrium polymerization chemistry. Another very elegant possibility is to use pulse bursts of different burst-repetition rates while keeping the number and energy of the pulses constant [14]. Yet another easy-to-interpret method is to change the laser repetition frequency: For all relevant repetition rates $R$, the pulse separation ($< 1$ ms) is shorter than the duration of the polymerization reaction. In this way, the polymerization dynamics should not be significantly influenced by the repetition rate, as long as the average radical generation rate is kept constant. So far, only few studies on DLW involving different repetition rates have been published [9, 17]. However, a consistent overall picture of the repetition-rate influence is still missing.
In this empirical study, we therefore vary the laser repetition rate of our DLW system (Section 2) from \( R = 80 \text{MHz} \) down to \( R = 1 \text{kHz} \) and determine the polymerization-threshold and the damage-threshold pulse-energies (Section 3). With a single experimental setup, we cover almost five orders of magnitude in repetition rate and generate a very detailed data set. In particular, the presented data covers the repetition rates of the most commonly used DLW laser sources, namely Ti:Sa oscillators (typically \( R = 80 \text{MHz} \)) and Ti:Sa amplifiers (typically \( R = 1 \text{kHz} \)). Moreover, we examine the linewidth scaling (Section 4) and the 3D resolution at different repetition rates (Section 5).

2. Experimental

In the following, we investigate four different photoresist compositions A–D. All photoresists are homemade and based on the monomer pentaerythritol triacrylate (PETA, Sigma Aldrich, technical grade). For photoresists B–D, different photoinitiators have been added (see Table 1) while photoresist A is the monomer as received from the supplier. The photoinitiator concentrations have been chosen such that comparable pulse energies can be used for all photoresists. Photoresists B and C contain Irgacure 369 and Irgacure 819, respectively. Photoresist D contains 7-diethylamino-3-thienylcoumarin (DETC).

Table 1. Photoresists under investigation.

<table>
<thead>
<tr>
<th>photoresist</th>
<th>monomer</th>
<th>photoinitiator</th>
<th>photoinitiator concentration (% wt)</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>PETA</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>B</td>
<td>PETA</td>
<td>Irgacure 369</td>
<td>2</td>
</tr>
<tr>
<td>C</td>
<td>PETA</td>
<td>Irgacure 819</td>
<td>2</td>
</tr>
<tr>
<td>D</td>
<td>PETA</td>
<td>DETC</td>
<td>0.25</td>
</tr>
</tbody>
</table>

We use a home-built 3D DLW setup (see Fig. 1) based on a Ti:sapphire oscillator (Coherent Chameleon Ultra II) delivering 150fs pulses centered around 800nm wavelength. The pulse chirp caused by the optical setup is not compensated and, hence, the pulse duration at the sample position is slightly longer. Using a pulse picker (PulseSelect, APE Berlin), we vary the repetition rate. The pulse energy is controlled by means of an acousto-optic modulator (AOM, AA Optic-Electronic MTS40-A3-750.850). The laser beam is focused through an oil immersion lens with numerical aperture \( \text{NA} = 1.4 \) (Leica HCX PL APO 100x/1.4-0.7 OIL CS). All pulse energies are measured at the position of the objective lens through an aperture of 5.6mm diameter, corresponding to the objective lens entrance pupil. The energy values are not corrected for the objective transmittance, which is around 70% according to the data sheet. The focal intensity distribution is measured by scanning a single 100nm gold bead through the focus and collecting the backscattered light [21]. The objective lens is translated along the optical axis (\( z \)-direction) using a piezo stage (Physik Instrumente P-733.ZCL). The sample is translated laterally (\( x, y \)-directions) using another piezo stage (Physik Instrumente P-734.2CD).

The photoresists are drop-casted onto a glass cover-slip. During the writing procedure, an additional dedicated diode laser (675nm wavelength) is used to find the \( z \)-position of the glass-photoreresist interface with high accuracy via a confocal detection scheme. A potential tilt of the surface with respect to the translation stage’s movement plane is determined and compensated for. Typical values are below 0.1\(^\circ\). This compensation ensures that all written test lines have a very reproducible \( z \)-position with respect to the interface.

All exposures are performed with a scan velocity of 100\( \mu \text{m/s} \). A camera and a transmitted-light illumination with a red light emitting diode are used to observe the exposure process.
in situ. After writing is completed, the samples are developed for 10 minutes in 2-propanol, subsequently rinsed in acetone and water, and blown dry with nitrogen gas.

3. Polymerization and damage threshold

3.1. Polymerization threshold

For the above photoresist compositions, we determine the polymerization-threshold pulse-energy and the damage-threshold pulse-energy for 16 different repetition rates ranging from 1kHz to 80MHz. We write a test line pattern at the glass-photoresist interface for every repetition rate. The pattern consists of lines with increasing pulse energies (from under-exposed, through normal exposure, up to the damage threshold) and different z-positions (from focusing into the glass volume to writing within the resist volume without contact to the surface).

The polymerization threshold is defined as the lowest pulse energy that yields well defined polymer lines after the development process. We use dark-field optical microscopy to examine the developed samples and to determine the polymerization threshold. In contrast, the damage threshold is observed on the above video camera during the writing process and judged by the visible occurrence of micro-explosions that appear as opaque bubbles.

The resulting polymerization-threshold energies are depicted in Fig. 2 as red points. As expected, the pulse energies needed for polymerization decrease with increasing repetition rate. This is easily understood since at higher repetition rates, more pulses contribute to the exposure of a single volume element (voxel) and the exposure dose accumulates over many pulses. Therefore, the needed exposure per pulse is lower. Within the above simple threshold model we can predict the scaling of the polymerization-threshold pulse energy: The accumulated exposure dose $D_{\text{acc}}$ of a single voxel induced by an $N$-photon-absorption process is given by

$$D_{\text{acc}} = N_{\text{p}}D_{\text{p}} \propto R E_{\text{p}}^{N},$$

(1)

where $N_{\text{p}}$ is the number of incident laser pulses, $D_{\text{p}}$ is the exposure dose of a single laser pulse, $R$ is the repetition rate, and $E_{\text{p}}$ is the pulse energy. Accordingly, the threshold pulse-energy ($E_{\text{th}}$) needed to reach the threshold dose ($D_{\text{acc}} = D_{\text{th}}$) is given by

$$E_{\text{th}} \propto (D_{\text{th}}/R)^{1/N}.$$ 

(2)
A fit according to this formula would correspond to a straight line in the double-log plots in Fig. 2. The higher the order of the non-linearity, the flatter is the slope of the line. Some examples are drawn as guides to the eye (dashed lines in Fig. 2). As we will see below, however, in some cases the experimental data can not be fitted with this expression using a single $N$.

It has been suggested that multi-photon photoionization and possibly subsequent avalanche ionization could be the dominating absorption/initiation mechanism in 3D DLW [8, 9]. The authors of these publications state that, in case of dominating avalanche ionization, the absorption mechanism would follow a linear dependence $N = 1$. Within their modeling, the authors take the $S_0-S_1$ transition energy as ionization potential and assume – in analogy to well-established semiconductor physics – that the resulting excited state exhibits “free carriers” and can lead to avalanche-ionization. However, as the electrons promoted to the $S_1$ state of a molecule are usually still bound to that molecule, this analogy appears questionable to us. The ionization potential of the molecule should be used instead of the $S_0-S_1$ transition energy. This quantity is the binding energy of the weakest-bound electron of the molecule. In order to determine the corresponding energies, we have conducted numerical calculations using the outer-valence Green’s function (OVGF) method as implemented in Gaussian 09 [22] in combination with a QZVP basis [23] for all molecules contained in the examined photoresists. The resulting energies for the lowest electronic transition as well as for photoionization are listed in Table 2. For convenience we calculate the number of 800nm photons delivering the same energy. This is the number of photons needed to drive these transitions in a multi-photon absorption process.

It should be noted that not only a simultaneous $N$-photon absorption process can lead to photoionization. Instead, a multi-photon absorption process from $S_0$ to $S_1$ together with consecutive one-photon absorption processes might take place within the duration of a single laser pulse. If the cross-sections for the excited-state absorptions are reasonably high, some of these transitions may saturate and the transition probability will be close to unity, independent of the pulse energy. In such cases, the combined non-linearity $N$ of the photoionization process would be smaller than the number of photons needed for photoionization (see Table 2). However, it must be larger or equal to the number of photons needed for the initial electronic excitation.

Below, we will fit the experimental data under the assumption of several absorption channels contributing to the exposure dose:

$$D_{\text{acc}} = N_p D_p = R \sum a_N E_p^N,$$

where the fit coefficients $a_N$ contain the $N$-photon absorption coefficient, as well as the radical-generation efficiency and the reactivity of the generated radicals. (Precisely, instead of fitting a function $E_{\text{th}}(R)$, we fit a function $R(E_{\text{th}})$ based on the above equation via a least-square fit.) For every photoresist, we use two absorption channels with $N$-values taken from Table 2 corresponding to multi-photon excitation and multi-photon photoionization of the molecules.

An alternative description of the absorption process as a tunnel ionization appears unreasonable: The corresponding Keldysh parameter $\gamma$ for the highest threshold pulse-energy (3.2nJ, see Fig. 2) and the lowest ionization potential (7.9eV, see Table 2) is $\gamma = 2.77$. A tunnel-ionization is expected only for $\gamma \ll 1$, corresponding to $E_p \gg 25$ nJ (assuming 200fs pulse duration at the sample and a diffraction-limited laser spot).

3.1.1. Photoresist A

When writing into the pure monomer (photoresist A), only low repetition rates $\leq 128$ kHz lead to well-defined structures. When using high repetition rates, we only observe uncontrolled micro-explosions. In this photoresist, only the monomer molecules can absorb the laser light. We fit the repetition-rate dependence using the relation $D_{\text{acc}} = a_3 E_p^{-3} + a_7 E_p^7$, corresponding to a three-photon absorption for an $S_0-S_1$ excitation and a seven-photon absorption for...
Fig. 2. Polymerization and damage thresholds of the different photoresists for different repetition rates (at 100 μm/s scan velocity). The damage threshold of the pure monomer is plotted as gray area in all panels. The solid red lines are fits to the experimental data, taking into account various contributions. The contributions to the exposure dose returned by the fitting routine are plotted vs. repetition rate in the small panels below the main plots. The dashed lines in the main panels are guides to the eye corresponding to Eq. (2) for different values of $N$. 
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Table 2. Excited-state energies and ionization potentials of the molecules under investigation determined numerically using the OVGF method. The corresponding number of excitation photons (1.55eV) with the same energy is also given.

<table>
<thead>
<tr>
<th>Substance</th>
<th>$S_0-S_1$ energy (eV)</th>
<th>Ionization energy (eV)</th>
<th>Photons corresponding</th>
<th>Photons corresponding</th>
</tr>
</thead>
<tbody>
<tr>
<td>PETA</td>
<td>4.8</td>
<td>10.7</td>
<td>3.1</td>
<td>6.9</td>
</tr>
<tr>
<td>Irgacure 369</td>
<td>3.9</td>
<td>7.9</td>
<td>2.5</td>
<td>5.1</td>
</tr>
<tr>
<td>Irgacure 819</td>
<td>3.3</td>
<td>8.7</td>
<td>2.1</td>
<td>5.6</td>
</tr>
<tr>
<td>DETC</td>
<td>3.1</td>
<td>7.9</td>
<td>2</td>
<td>5.1</td>
</tr>
</tbody>
</table>

photoionization of the monomer molecule (compare Table 2). The fit (red line in Fig. 2) nicely reproduces the experimental data. The contributions of the two channels to the total exposure dose are calculated from the fit coefficients $a_N$ as $D_{ac}/D_{acc} = R \cdot a_N \cdot E_p^N$ and plotted in the small panels below the main graphs. The main contribution stems from a highly non-linear process with $N = 7$, clearly incompatible with the picture of two-photon absorption. Although we do not claim to fully understand or model the photoresist system, this $N = 7$ process appears consistent with a multi-photon photoionization of the monomer molecules creating the initiating species.

3.1.2. Photoresists B and C

For the common sensitized photoresists B and C, we use a fit using the relations $D_{acc} = a_2 \cdot E_p^2 + a_5 \cdot E_p^5$ (resist B) and $D_{acc} = a_2 \cdot E_p^2 + a_6 \cdot E_p^6$ (resist C). The contributions correspond to a two-photon excitation and a multi-photon photoionization of the initiator molecules (see Table 2). The absorption found for the pure monomer is probably also present in this case. However, we find that omitting the monomer contribution does not alter the outcome of the fits significantly.

For high repetition rates between 100kHz and 80MHz, the $N = 2$ process is clearly dominating, consistent with the classical picture of a two-photon absorption mechanism. For repetition rates below 10kHz, a process of higher non-linearity becomes dominant. This observation is consistent with a photoionization of the photoinitiator molecules dominating over the two-photon absorption channel.

It should be noted that the high non-linearity at low repetition rates could also have different reasons. For example, this behavior could be caused by the complex polymerization chemistry that we have neglected so far: In the extreme case of low repetition rates and high pulse energies, the dynamics of the polymerization reaction changes considerably. A first laser pulse generates a large amount of primary radicals. These mobile molecules recombine quickly to some extent and only the remaining radicals initiate the polymerization. The radicals generated by a second laser pulse do not only recombine with each other, but also terminate the propagating polymer chains initiated by the first laser pulse. It is often assumed, that chain-chain termination between two pulses is low and that nearly every chain propagates from one laser pulse until the arrival of the next laser pulse. (This assumption is the basis of the pulsed-laser-polymerization technique used to determine propagation constants of monomer molecules [24].) However, the primary radicals remaining after the recombination phase initiate the same number of propagating chains that have been terminated previously. Hence, the number of propagating chains is not influenced by the second laser pulse. Accordingly, for fixed pulse energy and exposure time, the polymer conversion would become independent of the repetition rate. In our evaluation, this extreme case would correspond to $N = \text{inf}$. The increased non-linearity in our experimental data may thus be the very beginning of a transition towards this regime.
On the other hand, for very high pulse energies, the fraction of primary radicals that remains after the initial fast recombination phase becomes independent of the actual pulse energy, because the fast bimolecular recombination continues until the concentration is decreased to a certain value. However, this effect would lead to an effectively decreased non-linearity, just opposite to our experimental observation experimental observation.

Another explanation for the higher non-linearity might be that the photoinitiator molecules are excited to higher singlet states via excited-state absorption. These states may possess a higher yield for radical generation or generate radicals that are more reactive towards the monomer.

Concerning heat-accumulation, we do not find a characteristic change that has been reported to be at around 200kHz [9] or 1MHz [14] in our data. Moreover, we find no region where the polymerization threshold fits the $N = 1$ dependence that was predicted as a sign for avalanche ionization [9] (see gray dashed line in Fig. 2).

3.1.3. Photoresists D

Photoresist D is based on the DETC photoinitiator which can also be used for stimulated-emission depletion lithography beyond the diffraction limit [10, 25]. Interestingly, we do not find the anticipated $N = 2$ behavior for any repetition rate regime. Instead, the polymerization threshold can in principle fitted with $N = 3$ over nearly the entire repetition-rate range. As two photons should be sufficient to drive the $S_0-S_1$ transition, this behavior is unexpected and subject to future investigations. A fit using the relation $D_{\text{acc}} = a_3 \cdot E_p^3 + a_6 \cdot E_p^6$ reveals that in addition to the apparent three-photon absorption a higher-order process contributes significantly at low repetition rates. Again, this process is compatible with a multi-photon photoionization of the photoinitiator molecule. However, no $N = 1$ dependence and no onset of heat accumulation is observed.

3.1.4. Comparison to literature two-photon absorption cross-sections

As the photoresists B and C show the $N = 2$ behavior expected for two-photon absorption (2PA), we want to compare our results to 2PA cross-sections known from the literature [26]. The photoinitiators Irgacure 369 and 819 have peak 2PA cross-sections of $\sigma_{2PA,\text{peak}} = 27\,\text{GM}$ and $\sigma_{2PA,\text{peak}} \leq 5\,\text{GM}$, respectively [26]. Assuming for these molecules that the 2PA spectrum has the same shape as the one-photon absorption (1PA) spectrum [26], we can estimate the 2PA cross-section at 800 nm wavelength to be $\sigma_{2PA,800\text{nm}} = \sigma_{2PA,\text{peak}} \cdot \frac{\sigma_{1PA,400\text{nm}}}{\sigma_{1PA,\text{peak}}} = 0.27\,\text{GM}$ and $\sigma_{2PA,800\text{nm}} \leq 0.375\,\text{GM}$. Besides the similar value of $\sigma_{2PA,800\text{nm}}$, also the molar concentrations in photoresists B and C are similar ($6.4 \times 10^{-2} \text{ mol L}^{-1}$ and $5.6 \times 10^{-2} \text{ mol L}^{-1}$, corresponding on average to one molecule in every $3\,\text{nm} \times 3\,\text{nm} \times 3\,\text{nm}$ cube). Assuming that for both molecules the radical generation yield and radical reactivity is comparably high, the experimentally determined similar sensitivities of photoresists B and C is reasonable.

For photoresist C, the scaling does not follow the anticipated $N = 2$ behavior. Hence, there is no point in relating the sensitivity to a 2PA coefficient of DETC.

Finally, we briefly estimate the number of absorption events using these coefficients. To estimate the absorption probability, we start with

$$\frac{d\Phi}{dz} = -\sigma_{2PA} \cdot c_N \cdot \Phi^2,$$

where $\Phi$ is the photon flux and $c_N$ is the number of photoinitiator molecules per volume [27]. We derive the probability for a molecule to be excited via 2PA during a single laser pulse to be

$$p_{\text{abs}} = 0.5 \cdot \frac{-\sigma_{2PA} \cdot E_p^2}{\tau \cdot A_{\text{focus}}^2 \cdot (\hbar \omega)^2}.$$
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where $E_p$ is the excitation pulse energy, $\tau$ is the pulse duration, $A_{\text{focus}}$ is the lateral area of the focal intensity distribution, and $\hbar \omega$ is the photon energy. In the following estimation, we assume a circular top-hat beam profile with area $A_{\text{focus}} = \pi \cdot (165 \text{nm})^2$, a top-hat temporal pulse shape with duration $\tau = 200 \text{fs}$, and a writing velocity of $100 \mu \text{m/s}$ corresponding to 3.3 ms exposure time.

At a repetition rate $R = 80 \text{MHz}$, every molecule is exposed to 264000 pulses during the exposure time. At the determined threshold pulse-energy of $E_p = 0.023 \text{nJ}$, every molecule is excited with a probability of $p_{\text{abs}} \approx 0.008\%$ per pulse and is hence expected to get excited 21 times during the exposure time (assuming immediate decay to the ground-state). For the rather low repetition rate $R = 128 \text{kHz}$, every molecule is exposed to only 422 pulses. Here, with $E_p = 0.41 \text{nJ}$, we get $p_{\text{abs}} \approx 2.52\%$ and 11 excitations per exposure time. Clearly, for these repetition rates the absorption induced by a single pulse is far from saturation. Moreover, even with decent radical-generation quantum-yields on the order of 10%, we can assume that a substantial portion ($\approx 70\%$) of the photoinitiator molecules generates a radical during the exposure time. In contrast to previous considerations [8, 9], these numbers affirm that two-photon excitation and chemical bond breaking are sufficient to explain the polymerization initiation at high repetition rates.

3.2. Damage threshold

There exists another threshold energy beyond which no controlled polymerization can be achieved but rather micro-explosions do occur. While the polymerization threshold is well reproducible within few percent of pulse energy, the damage threshold is harder to determine. These micro-explosions might be seeded by microscopic impurities of the photoresist that may efficiently absorb the laser light via one-photon absorption. At high repetition rates, such erratically occurring explosions usually grow bigger and bigger very fast as consecutive laser pulses seem to further heat these regions. For low repetition rates, the micro-explosions seeded by few laser pulses tend to recover instead of escalating. The resulting polymer structure is damaged, yet not completely destroyed (it may exhibit holes from the bubbles generated during the micro-explosions as shown in [8]).

The damage-threshold pulse-energies determined during the writing process are plotted as black stars in Fig. 2. For the pure monomer, the explosion threshold at low repetition rates follows an $N = 7$ behavior, just like the polymerization threshold. This indicates that not a single laser pulse leads to the explosion, but that some kind of accumulation is present. Otherwise, the damage-threshold pulse-energy should be independent of the repetition rate. For repetition rates between $R = 128 \text{kHz}$ and $R = 512 \text{kHz}$ a transition-like behavior is observed that might be related to the onset of heat accumulation (like previously suggested for the polymerization process [9]). For even higher repetition rates, a behavior similar to that at low repetition rates is observed, yet at a lower pulse-energy level – possibly due to the amplification through heat accumulation.

Interestingly, the explosion thresholds of the sensitized photoresists B–D closely follow that of the monomer, plotted as gray area in all panels of Fig. 2. Hence, the addition of photoinitiator significantly lowers the polymerization threshold, but hardly lowers the damage threshold. The damage threshold appears to be dominated by the monomer properties.

3.3. Dynamic Range

As a consequence of the last observation, sensitized photoresists will in general possess a larger processing window of pulse energies between polymerization and damage. We characterize this window by the “dynamic range” that we calculate as $E_{\text{damage}}/E_{\text{th}} - 1$. In Fig. 3, we plot the dynamic range in percent extracted from the above data.
As mentioned previously, resist A (the pure monomer) can only be structured with small repetition rates. Hence, the dynamic range is undefined above $R = 128\text{kHz}$. The remaining photoresists B–D have a reasonable dynamic range for both high and low repetition rates. For intermediate rates around $R = 1\text{MHz}$, the dynamic range is lowered for all photoresists. This is due to the low monomer-explosion threshold in this region, possibly due to the onset of heat accumulation in the damage process. Among the examined resists, the DETC-based photoresist D has the highest dynamic range in this critical repetition-rate range. The practical consequences for DLW in the $R = 1\text{MHz}$ regime will be pointed out in Section 5.

4. Polymer linewidths

4.1. Linewidth considerations

As mentioned in Section 1, it seems to be common practice to measure the resulting polymer linewidths in DLW at different writing pulse-energies. We want to show that these investigations do not reveal anything about the nature of the absorption process – at least within the simple model that we use in this paper and that we think is implicitly used by many other authors in the community. For convenience, we consider the exposure dose of a single laser pulse that is absorbed by a non-linear $N$-photon-absorption process. Moreover, we restrict ourselves to a single lateral spatial direction $x$. The exposure dose distribution then reads:

$$D(x) \propto \int_{\text{pulse}} \text{d}t I(x,t)^N = (I_0 \cdot f(x))^N \int_{\text{pulse}} \text{d}t g(t)^N.$$  \hspace{1cm} (6)

Here, $I(x,t) = I_0 \cdot f(x) \cdot g(t)$ is the intensity distribution in the laser focus during the pulse, $I_0$ is the peak intensity, and $f(x)$ and $g(t)$ are unit-less functions of the spatial and temporal pulse profiles ranging between 0 and 1. The integration over the temporal profile yields a factor that we name $c_N$ and therefore the dose becomes

$$D(x) \propto (I_0 \cdot f(x))^N \cdot c_N.$$  \hspace{1cm} (7)

For a Gaussian spatial intensity profile $f(x)$ with a spatial FWHM of $\sqrt{2\ln(2)w_0}$, the exposure dose reads

---

Fig. 3. Dynamic range of the different photoresists as a function of repetition rate $R$ calculated from the data shown in Fig. 2.
\[ D(x) \propto \left( I_0 e^{-\frac{2x^2}{w_0^2}} \right)^N \cdot c_N. \]  

Now we set this expression equal to the threshold exposure-dose \( D_{th} \). Using the relation in Eq. (7), the threshold dose can be translated to a threshold intensity: \( D_{th} \propto I_{th}^N \cdot c_N \). This means that \( I_{th} \) is the peak intensity that locally leads to the threshold exposure-dose via \( N \)-photon absorption. From \( D_{th} = D(x) \) we get

\[ I_{th}^N \cdot c_N = \left( \frac{I_0}{I_{th}} \right)^{\frac{2x^2}{w_0^2}} \cdot c_N. \]  

Solving for \( 2x \) gives the diameter of the region that exceeds the threshold:

\[ \text{Linewidth}(I_0) = 2x = \frac{w_0}{2} \sqrt{2 \ln \left( \frac{I_0}{I_{th}} \right)}. \]  

If we now experimentally examine the dependence of the linewidth on the pulse energy and leave all other parameters constant (writing velocity, pulse duration, repetition rate, focus diameter), we actually vary \( I_0 \). As we can see in Eq. (10), the shape of the corresponding function does depend on the known focal width \( w_0 \) and the usually unknown threshold intensity \( I_{th} \). The shape does not depend on \( N \). In particular, the peak intensity \( I_0 \) does not enter as \( I_0^N \) as one could have expected [28].

The fact that a pure laser-power sweep should not give information about the absorption/initiation process is neither restricted to absorption processes of the form \( I(x,t)^N \), nor to Gaussian spatial intensity profiles. We can use a generic absorption process with the absorption rate \( h(I) \) that shall be monotonically increasing with \( I \). The general intensity profile is described by \( I(x,t) = I_0 \cdot f(x) \cdot g(t) \). The exposure dose and threshold equation now read:

\[ D(x) \propto \int_{\text{pulse}} dt \ h(I(x,t)) = \int_{\text{pulse}} dt \ h(I_0 f(x) g(t)) \]  

\[ \int_{\text{pulse}} dt \ h(I_{th} g(t)) = \int_{\text{pulse}} dt \ h(I_0 f(x) g(t)) \]

For a given \( g(t) \) and a monotonically increasing \( h(I) \), we can simplify this expression to

\[ I_{th} = I_0 f(x) \]  

and deduce a linewidth of

\[ \text{Linewidth}(I_0) = 2x = 2 \cdot f^{-1}(I_{th}/I_0), \]  

where \( f^{-1} \) is the inverse function of \( f(x) \). Again, the shape of the diameter function is only influenced by the spatial intensity profile \( f(x) \). The nature of the absorption process (included in \( h(I) \)) does not enter.

### 4.2. Linewidth measurements

We experimentally examine the width of the resulting polymer lines for the different photoreists and repetition rates. We restrict ourselves to three repetition rates representing the three regimes found in Fig. 3: a low \( (R = 4\, \text{kHz}) \), a medium \( (R = 1\, \text{MHz}) \), and a high repetition rate \( (R = 80\, \text{MHz}) \). We write a test pattern directly at the substrate-photoreist interface and afterwards characterize the developed samples with a scanning electron microscope (SEM). We
believe that using lines attached to the substrate is a more reliable method than using lines inside the resist volume spanned between massive polymer supports [9, 17, 29]. Such lines tend to shrink significantly and their final extend may in some cases be dominated by shrinkage [29]. As the shrinkage depends on the degree of conversion of the polymer lines, which in turn depends on the exposure dose, such measurements of linewidth vs. pulse-energy may be corrupted. In contrast, lines rigidly attached to the substrate surface show low shrinkage and allow for less disturbed measurements.

However, an accurate and reproducible finding of the glass-photoresist interface is necessary for this method. Therefore, the sample tilt with respect to the lateral x-y scanning plane is measured and compensated for. Moreover, every pattern is repeated for different z-positions (within ±150 nm from the nominal position) and the “optimal” z-position (that neither exhibits lines fallen over nor lines with a seemingly increased threshold) are used for the evaluation.

Finally, the linewidths are then manually extracted from high-resolution SEM images. The resulting linewidths vs. pulse energies are plotted in Fig. 4 as blue dots.

As explained in Section 4, we expect the form of the linewidth-vs.-energy curve not to depend on the nature of the non-linear process. Therefore, we fit all experimental data sets according to Eq. (10). For \( w_0 \), we use a common value of 314.2 nm for all fits. The corresponding FWHM of the focal intensity distribution (370 nm) is slightly larger than the value we measure (360 nm) when characterizing the focus by a gold-bead scanning method (see, e.g., Ref. [21]). As expected, despite the seemingly different absorption mechanisms ranging between \( N = 2 \) and \( N = 7 \), all data are fitted nicely up to linewidths of around 450 nm. Larger linewidths show some deviations from the above simple threshold model. This can be partially explained by the actual focal shape that also differs from an ideal Gaussian for larger distances from the optical axis.

In direct comparison to Ref. [9], we do indeed find a roughly linear scaling for photoresist B at high repetition rates (photoresist B uses the same photoinitiator as Ref. [9]). However, we do not see any difference between very high and very low repetition rates. Therefore, the proposed sign for a transition from heat-accumulation-free to heat-accumulation-dominated polymerization at around 200 kHz can not be found in our resist system and for our femtosecond-pulse system. One should note, however, that we use a liquid monomer instead of the gel-like monomer in [9]. The potentially different thermal conductances of the photoresists and the different pulse durations may cause this discrepancy.

The minimum achievable linewidth seems to be smallest for the unsensitized photoresist A (in agreement to earlier observations [8]). For all other resists and repetition rates, no clear trend is visible. Equation 10 does not predict a minimum linewidth as it assumes a perfectly sharp threshold. A microscopic treatment, using modeling as a percolation problem, reveals that for common experimental parameters feature sizes below 100 nm lead to strongly increased fluctuations of the feature size and the feature position [30], resulting in a blurred effective threshold. Therefore, the linewidth is likely limited by the contrast between the threshold exposure-dose and the peak exposure-dose in the center of the focal spot. When aiming for small features, this contrast is reduced. As a result, the polymerized feature shows low conversion, weak mechanical stability, and low reproducibility. It is important to note that - in sharp contrast to the linewidth scaling - this exposure-dose contrast is indeed influenced by the non-linearity of the photoresist response: The higher the non-linearity, the sharper is the exposure dose profile and the higher is the exposure-dose contrast for a given feature-size. This explains why the unsensitized photoresist enables somewhat smaller feature sizes.
5. **3D Resolution**

We have seen in the previous Section that the attainable minimum linewidth and the functional dependence on the pulse energy do not change when changing the repetition rate – despite the different effective non-linearities. In sharp contrast, the resolution – which is defined by the smallest attainable period or distance between multiple exposed features – is expected to change [11]. The higher the non-linearity, the higher the resolution should be.

In order to study the 3D resolution of the different photoresists and different repetition rates,
we fabricate several series of woodpile photonic crystals with different lattice constants and writing pulse-energies (see Fig. 5). The data can be directly compared to earlier studies on diffraction-unlimited DLW [10]. The woodpiles have a footprint of 20\( \mu \text{m} \times 20\mu \text{m} \) and lateral rod spacings between \( a = 450\text{nm} \) and \( a = 300\text{nm} \). The pulse energy is increased along the horizontal direction of the image in steps of 1\%. The writing velocity is chosen as 100\( \mu \text{m/s} \). The axial period – which is actually the limiting one in terms of resolution [10] – is \( c = \sqrt{2} a s \), where \( s = 1.28 \) is a shrinkage pre-compensation factor. We chose the same three representative repetition rates as in the previous section.

We calculate the critical axial rod separation according to a multi-photon adopted Sparrow criterion using the approximation formula given in [11]:

\[
\Delta z_{\text{min}} = \frac{\lambda \text{AR}}{2\text{NA}\sqrt{N}} = \frac{3}{4} c, \tag{15}
\]

where \( \lambda = 800\text{nm} \) is the exposure wavelength, \( \text{AR} = 2.5 \) is the aspect ratio (i.e., the ratio between voxel height and width), \( \text{NA} = 1.4 \) is the numerical aperture of the objective lens, and \( N \) is the order of the multi-photon-absorption process.

Along the lines of Ref. [10] and for a woodpile photonic crystal, this corresponds to a minimum lateral rod spacing

\[
a_{\text{min}} = 2 \frac{\lambda \text{AR}}{3s\text{NA}\sqrt{2N}}. \tag{16}
\]

To compare the experimental results to our resolution expectation, we estimate the non-linearity \( N \) for all writing conditions using the local slopes of the curves in Fig. 2 together with Eq. (2). The evaluation of Eq. (16) then yields the critical \( a_{\text{min}} \)-values that we put along-side with the experimentally found \( a_{\exp} \) in Table 3. Clearly, for larger \( N \)-values we expect smaller \( a_{\text{min}} \)-values and, hence, higher resolution.

Reflection-mode optical micrographs of the final structures are depicted in Fig. 5. We want to emphasize that all structures were fabricated on a single glass substrate with four resist droplets. In this way, all samples share the same setup, laser alignment, power calibration, and development process and a maximum comparability is guaranteed. Moreover, the entire sample was fabricated a second time with very similar outcome so that we can be sure that the below observations are not statistical in nature. The achievable resolutions judged by the occurrence of Bragg-reflection colors are summarized in Table 3. As described in [10], very small structures showing Bragg-reflection colors have \( a = 300\text{nm} \). This value was so far only achieved using the super-resolution approach presented in [10] but is easily explained by the high non-linearity the photoresist shows in this repetition-rate region (\( N = 7 \), compare Fig. 2 and Tab. 3).

For photoresist A (i.e., pure PETA monomer), only low-repetition rate structuring was successful, while at higher repetition rates pronounced micro-explosions occurred. The smallest structures showing Bragg-reflection colors have \( a = 300\text{nm} \). This value was so far only achieved using the super-resolution approach presented in [10] but is easily explained by the high non-linearity the photoresist shows in this repetition-rate region (\( N = 7 \), compare Fig. 2 and Tab. 3).

For photoresist B containing Irgacure 369 as photoinitiator, structuring was successful for \( R = 80\text{MHz} \) and \( R = 4\text{kHz} \). At the intermediate repetition rate \( R = 1\text{MHz} \), structuring was prevented by micro-explosions. Note that according to Fig. 3 the dynamic range for \( R = 1\text{MHz} \) should be higher than the corresponding dynamic range of the pure monomer at low repetition rates. However, when aiming for a woodpile structure, many densely packed exposures increase the risk for micro-explosions. As mentioned in Section 3, these explosions have a catastrophic impact at high repetition rates, while they are rather forgiving at low repetition rates. This explains why structuring is possible for photoresist A at \( R = 4\text{kHz} \) – despite the smaller dynamic
Table 3. Summary of the 3D resolution tests: Achievable minimum lateral rod spacing \(a_{\text{exp}}\) of woodpile photonic crystals. The non-linearity \(N\) together with the anticipated minimum rod spacing \(a_{\text{min}}\) according to the multi-photon Sparrow criterion (Eq. (16)).

<table>
<thead>
<tr>
<th>(a)</th>
<th>(R = 4 \text{ kHz})</th>
<th>(R = 1 \text{ MHz})</th>
<th>(R = 80 \text{ MHz})</th>
</tr>
</thead>
<tbody>
<tr>
<td>Resist A (PETA)</td>
<td>300 nm</td>
<td>350 nm</td>
<td>400 nm</td>
</tr>
<tr>
<td>Resist B (Irg. 369)</td>
<td>300 nm</td>
<td>350 nm</td>
<td>400 nm</td>
</tr>
<tr>
<td>Resist C (Irg. 819)</td>
<td>300 nm</td>
<td>350 nm</td>
<td>400 nm</td>
</tr>
<tr>
<td>Resist D (DETC)</td>
<td>300 nm</td>
<td>350 nm</td>
<td>400 nm</td>
</tr>
</tbody>
</table>

Fig. 5. Optical micrographs (reflection mode) of woodpile photonic crystals with different lateral rod spacings \(a\). The axial layer separation is scaled accordingly. The results for different photoresists and repetition rates can be compared. Missing fields are due to micro-explosions having prevented successful fabrication. The rod distance \(a\) is decreased along the vertical direction as indicated. In the horizontal direction, the exposure pulse energy is increased from left to right in relative steps of 1%.

As predicted by the threshold data, the resolution at repetition rate \(R = 4 \text{ kHz}\) is significantly higher than for \(R = 80 \text{ MHz}\). The achievable rod distances (see Table 3) are in reasonable agreement with the values predicted by the multi-photon Sparrow criterion.

For photoresist C containing Irgacure 819 as photoinitiator, the overall behavior is very similar to photoresist B. The overall quality seems somewhat better than for photoresist B. For the low repetition rate \(R = 4 \text{ kHz}\), higher resolution is observed compared to photoresist B. This is consistent with the stronger non-linearity and matches the predicted values (Fig. 3).

For photoresist D containing DETC as photoinitiator, structuring is also possible for the intermediate repetition rate \(R = 1 \text{ MHz}\), although the fabrication window is also very narrow. For the high and low repetition rates, the quality is roughly equal, which is consistent with the nearly constant non-linearity for all repetition rates (see constant slope for photoresist D).
in Fig. 2). At high repetition rates, DETC offers higher resolution than the other photoresists under investigation, consistent with the higher non-linearity \(N = 3\) compared to \(N = 2\).

6. Conclusion

We have conducted systematic DLW experiments with different repetition rates. We find that for common sensitized photoresists based on Irgacure photoinitiators, the polymerization is clearly induced by two-photon absorption at high repetition rates. The observed threshold-scaling is perfectly described by this mechanism for all repetition rates above 100kHz. An estimate of the two-photon absorption rates based on literature cross-section values further affirms this finding. For low repetition rates, the process appears to be more non-linear. This observation is consistent with a photoionization mechanism at low repetition rates. For the polymerization, we find that heat accumulation is not evident from our data. For the damage mechanism, however, a transition consistent with heat accumulation is found. In this region around 1 MHz repetition rate, micro-explosions are most pronounced and the fabrication window is smallest. Hence, this repetition-rate range should be avoided.

We expect and experimentally verify that the dependence of the resulting polymer linewidth on the writing pulse-energy is independent of the non-linearity of the absorption/initiation process. We find no influence of the repetition rate on the linewidth scale, despite the large repetition-rate interval we have examined. Hence, the significance of corresponding examinations in previous publications appears questionable.

Moreover, we find that high-resolution patterning is possible with the unsensitized monomer as photoresist for low repetition rates only. For common sensitized photoresists (photoresists B and C), low repetition rates yield higher resolution than high repetition rates. At high repetition rates, the photoresist sensitized with the uncommon photoinitiator DETC offers the best resolution in the test field. The resolutions for all conditions are reasonably predicted by the multi-photon Sparrow criterion introduced previously [11]. The largest deviation is found for the pure monomer which should offer even higher resolution according to the formula. This may be an indication that the resolution of this photoresist is actually limited by effects like diffusion and not by optics. We find that increasing the photoresist sensitivity does not increase the resolution (contradicting Ref. [6]) but only increases the dynamic range. For low repetition rates, the sensitization even decreases the resolution, as it decreases the non-linearity of the process towards \(N = 2\).

Finally, the data of this paper covering repetition rates over nearly five orders of magnitude should provide valuable guidance to experimentalists and engineers regarding the design and scaling of future DLW systems at uncommon repetition rates.
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