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Abstract. In September/October 2009, six European ground-erage of the aircraft profiles can lead to a bias in the cal-
based Fourier Transform Spectrometers (FTS) of the Totalbration factor. This bias can be compensated with a new
Carbon Column Observation Network (TCCON) were cal- iterative approach that we developed. Using this improved
ibrated for the first time using aircraft measurements. Themethod, we derived a significantly lower calibration factor
campaign was part of the Infrastructure for Measurement ofof 0.974+ 0.002 1 0). This corresponds to a correction of
the European Carbon Cycle (IMECC) project. all TCCON CH; measurements by roughty7 ppb.

During this campaign, altitude profiles of several trace
gases and meteorological parameters were taken close to the
FTS sites (typically within 1-2 km distance for flight alti-
tudes below 5000 m). Profiles of GOCH;, CO and HO 1 Introduction
were measured continuously,®, Hy, and Sk were later )
derived from flask measurements. The aircraft data had a verlhe Total Carbon Column Observation Network (TCCON)
tical coverage ranging from approximately 300 to 13 000 m,is a worldwide network of ground-based Fourier Transform

corresponding te-80% of the total atmospheric column seen SPectrometers (FTS). It currently consists of 18 sites that
by the FTS. provide a validation source for satellite measurements like

This study summarizes the calibration results for,CH the Greenhouse Gas Observing Satellite (GOSAIkota

The resulting calibration factor of 0.9780.002 ¢-10) from  €tal, 2009 Morino et al, 2010 and the upcoming Orbiting
the IMECC campaign agreed very well with the results thatCarbon Observatory 2 (OCO-Zirisp et al, 2004. Unlike
Wunch et al.(2010 had derived for TCCON instruments surface measurements, the FTS data can be used directly for
in North America, Australia, New Zealand, and Japan usingthe validation of satellite measurements since both methods
similar methods. By combining our results with the data of Provide total column abundances.
Wunch et al(2010), the uncertainty of the calibration factor ~ TCCON also complements the in-situ measurement net-
could be reduced by a factor of three (compared to using onlyVork by delivering column-averaged dry-air mole fractions
IMECC or onlyWunch et al(2010 data). (henceforth abbreviated as “cDMF”) of different species like

A careful analysis of the calibration method used by €Oz or CHa. By convention, the cDMF of a gas G is written

Wunch et al(2010 revealed that the incomplete vertical cov- @S X (Wunch et al. 201]). In contrast to the ground-based
in-situ network, total column measurements are not limited
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to the atmospheric boundary layer and are thus less sensi- Airborne in-situ measurements deliver vertical profile in-

tive to local sources and sinks and details of vertical transformation of one or more species (see S&twith a high

port (Gerbig et al. 2008. However, the reduced sensitivity vertical resolution. However, with standard jet aircraft, the

of total column measurements to local influences makes theertical coverage is typically limited to about 80 % of the to-

identification of seasonal and latitudinal variations @foX  tal column.

and Xcn, challenging. The aircraft data can thus only deliver a partial column.
FTS spectral data deliver total-columns for the individual For the calibration, the aircraft profile has to be extended to

species. The cDMF of the target species is then calculated bgn artificial aircraft total column (see Seét2).

dividing the total column value by the dry-air total column  This article discusses the results of thenX calibration

using the @ column as a proxy as described Washen-  with airborne in-situ measurements. In general, the same

felder et al.(2003. The vertical coverage of this type of methods used bWunch et al.(2010 and Messerschmidt

measurement spans the whole atmosphere from the radiatiagt al. (2011 (for Xco,) were applied to the ¥4, retrievals.

source (sun) to the spectrometer (surface). In addition, it investigates improvements of the calibration
All members of the TCCON community use the same soft-method used byWunch et al(2010 that avoid biases caused

ware GFIT to retrieve cDMF from their spectra. The whole by the limited aircraft vertical coverage.

software package including GFIT and other tools is called

GGG. GFIT is a nonlinear least-squares fitting algorithm i

which computes column abundances from the solar absorp? 1he IMECC campaign

tion spectra. The GFIT algor!thm scgles an a-priori profile toThe first airborne campaign to calibrate FTS sites in Europe

generate the best spectral fit, and integrates the scaled pro-

le 1 compute thecotmn abundnasioeh e ol 2010, 19 AL 0 DHESLRLLe o Meswenent o e
Therefore, the results of the GFIT retrieval contain no infor- P y ' 9

mation about the vertical distribution of the species. Initiative within the European Union’s 6th Framework Pro-

In-situ measurements and FTS measurements rely on gifdramme. Its main purpose was the calibration of five Eu-

: e L .ropean TCCON sites and one mobile TCCON instrument
ferent basic principles. The in-situ measurements are ulti-

mately based on gravimetric or manometric standads-( (G'?\i\?:lE(i[riL 22#%.'(:(30,\' FTS sites (@dns and Bialystok)
gokencky et al.2005 while the FTS measurements rely on P Y

. oo . were co-located with tall tower stations. Figurshows the
spectroscopic parameters like line strength from spectral Imer.

e . ve European TCCON sites, the mobile FTS in Jena, Ger-
catalogs. Spectroscopic line parameters like line-strength an ; . .
: ; R N many, the airbase in Hohn, Germany, and the flight tracks of
line-width typically have uncertainties in the order of a few . )
A . the IMECC campaign. Three other European TCCON sites
percent while in-situ measurements are typically accurate t

0.1 % or better. Biases in the spectroscopic data would therg-SOdankyh’ Izdfia, Ny-Alesund) could not be reached by the

fore limit the absolute accuracy of the TCCON total column aircraft durmg_ this campaign.
. The campaign took place between 28 September and 9 Oc-
measurements tel % compared to a precision ef0.25 % . -
tober 2009. The aircraft used was a Learjet 35A, operated by
for Xco, (Wunch et al. 2011).

This discrepancy between precision and accuracy is aC_Enwscope/GfD. The in-situ profiles were taken near the FTS

knowledged by introducing a calibration factpr between sites in the form of spirals from the maximum flight altitude
9 y Introc 9 . L of ~13 000 m down to~300 m (see Fig and3). The dis-
total column and in-situ measurements. This calibration fac-

tor is expected to be close to but not exactly one. In principle tance between aircraft and FTS site depended mostly on al-
b y NP P'€yitude and limitations imposed by air traffic control. Above

this calibration factor may consist of a method-_dependent‘SOOOm flight altitude, the distance was typically in the range
part (for example spectroscopic data) and an instrument-

dependent pariVunch et al(2010 show that there exists a of tens .Of km._B_eIow 3000m flight altitude, th_e distance
i e . o . was typically within 1-2 km. The notable exception was the
species-specific uniform calibration factor for the calibrated

FTS systems and assume that the cause for differences bg_roﬂle at_KarIsruhe, which was taken during a Iandlng ata
A . . . nearby airport (43km away). The Supplement contains all

tween in-situ and FTS measurements is based in uncertain.

. o . light tracks.

ties of the spectroscopic line list that is used for the FTS data Eiaht fliahts took place over four davs with a total of

retrieval. Thus, it is highly likely that those species-specific 9 9 P y

: Lo ; 20 flight hours. During this time, 16 vertical profiles over
uniform calibration factors apply to all FTS instruments of : .
TCCON the European TCCON sites were sampled at different solar

Calibration of the TCCON results against the in-situ mea-Zenlth angles (.SZA)' The ovgrall distance flown during the
. . i IMECC campaign was approximately 12 000 km. The details
surements is especially important when TCCON results are . . :
. N o ; of the overflights are listed in Tablie

used for source/sink estimations with inverse modelling. The
results of the inverse models are very sensitive even to small

biases in the datd&R@ayner and O’Brien2001).
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Fig. 1. FTS locations and aircraft flight tracks of the IMECC cam- Latitude [°]

paign. The aircraft was stationed at a military airbase near Hohn in

. i the individual FTS sites are I'stecf ] . .
northern Germany. Details about the individu I ! tion. This figure shows the overflight JE-OF2a. The black triangle

ig. 2. A typical aircraft profile with spiral close to the FTS loca-

i lel. -
in Table symbols the location of the FTS. The colors of the dots symbolize
the distance of the aircraft to the FTS, the grey dots are a projection
. . of the flight path on the ground. The corresponding aircraft data are
2.1 FTSinstruments and sites shown in Fig 3.

During the campaign, the FTS sites were operated by the in-
dividual working groups that are responsible for each site.
Three sites were operated by the Institute of Environmen-ion was performed by replacing the sample gas with air from
tal Physics (IUP), Bremen, Germany; one site by IMK- a working tank for thirty seconds. The air from that tank was
ASF, Karlsruhe Institute of Technology (KIT), Karlsruhe, traceable to the WMO-2004 CO scaNdyvelli et al, 2003.
Germany; one by IMK-IFU (KIT), Garmisch-Partenkirchen, Each calibration was followed by a thirty-second zero gas
Germany; and one by the Max Planck Institute for Biogeo- measurement. By accounting for instrument drift in span and
chemistry (MPI-BGC), Jena, Germany. With one exceptionzero, an accuracy of better that2 ppb could be achieved.
(Karlsruhe) the FTS instruments at these sites were Bruker The other species were measured with a cavity ringdown
IFS 125/HR spectrometers operating strictly according to thespectroscopy (CRDS) instrument (Picarro Inc., Santa Clara,
TCCON data protocol(2019. Each instrument had an In- CA, USA), the same type as the one describe€hgn et al.
dium Gallium Arsenide (InGaAs) and a Silicon-diode de- (2010. The accuracy was better tha.1 ppm for CQ and
tector that covered a total spectral range of at least 4000 ta-2 ppb for CH,. The H,O abundance used to correct the
15000 cn! at a spectral resolution of 0.02 crhor better. aircraft profiles for dry air to derive cDMFs was measured
The Karlsruhe FTS was of the same type and had thewith a precision of better thar-25 ppm, and an accuracy
same resolution. However, it also did measurements in thef about 1.5 % (calibrated against a dew point mirror in the
mid-infrared region and therefore had a limited bandwidth range of 0.7—3.0 %, sé&finderlich et al, 2010. The CRDS
of 5490 to 11 090 cm! for the TCCON measurements. Due analyzer for CQ, CH4, and HO was only calibrated against
to this limited bandwidth, the HF correction described in MPI-BGC ambient air standards before and after the cam-
Sect.3.6 could not be applied to the Karlsruhe data. Oth- paign. Chen et al.(2010 had demonstrated that the €O
erwise, the data processing was identical to that of the othemeasurements of a CRDS analyzer of the same type were sta-
FTS instruments. ble over a two-week campaign in Brazil. Based on those re-
The instrumental settings used during the campaign andgults, we did not employ any in-flight calibrations during the
a detailed description of the different sites can be found inIMECC campaign. No significant drift was detected within

Messerschmidt et a{2011, their Table 2). the precision of the Ciimeasurements of the CRDS ana-
lyzer (0.6 ppb) for the range of 1880—2200 ppb. The MPI-
2.2 Aircraft in-situ instrumentation BGC standards for CHwere traceable to the WMO-2004

CHjy scale Dlugokencky et al.2005.
During the whole campaign, outside air was sampled through In addition to the continuous in-situ measurements, flasks
an inlet in the aircraft cabin. This air was continuously ana-were filled with air samples from an additional inlet. Up to
lyzed for the abundances of GOCH,, H2O, and CO with a  eight flasks per profile were taken at different altitude levels.
time resolution of about three seconds. After the campaign, the concentrations of £and its iso-
Carbon monoxide was measured with an Aero-Laser 5002opes, CH, N2O, CO, H, and Sk in the flasks were mea-
(Gerbig et al, 1999. Every ten minutes, an in-flight calibra- sured at MPI-BGC'’s gas analysis lab. The results were used

www.atmos-chem-phys.net/12/8763/2012/ Atmos. Chem. Phys., 12, 8855 2012
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Table 1.The FTS stations of the IMECC campaign with the site IDs (as inEidocation, date and time of the overflight, solar zenith angle
(SZA) during the overflight, and the profile code used throughout the text.

ID Location Latitude Longitude Time SZA Code
[°N] [°E] utcel [0l
BI Bialystok, 53.23 23.03 30 Sep 2009
Poland 09:39 56.7 BI-OFla
10:04 56.2 BI-OF1b
13:48 71.2 BI-OF2a
14:10 74.0 BI-OF2b
OR Orleans, 47.97 2.13 2 Oct 2009
France 06:36 83.4 OR-OFla
07:02 79.3 OR-OF1b
10:35 53.6 OR-OF2a
10:57 525 OR-OF2b
KA Karlsruhe, 49.08 8.43 2 Oct 2009
Germany 09:31 57.4 KA-OFla
GM Garmisch- 47.48 11.06 5 Oct 2009
Partenkirchen, 08:47 60.4 GM-OFla
Germany
JE Jena, 50.91 11.57 5 Oct 2009
Germany 07:56 68.4 JE-OFla
08:08 67.0 JE-OF1b
9 Oct 2009
10:12 58.2 JE-OF2a
10:35 57.6 JE-OF2b
BR Bremen, 53.10 8.85 5 Oct 2009
Germany 11:29 58.1 BR-OFla
9 Oct 2009
10:52 59.6 BR-OF2a
Aicraft data for overflight JE-OF2a
Temperature profile Pot. temperature profile Humidity profile CHy, profile
§ | § | § § | .
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Fig. 3. CHg4, HoO and temperature data from aircraft in-situ measurements obtained during the overflight JE-OF2a. The potential temperature
was calculated from the temperature and pressure profile. The dashed line illustrates the calculated boundary layer height. At the time of the
overflight the boundary layer height at Jena was approximately 1700 m.
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Table 2. Uncertainties related to different parts of the total column that was derived from the aircraft measurments. The main contributions
come from the extrapolation to the surface, the aircraft data and the extension of the column to the stratosphere. They are listed as individua
uncertaintyup, contribution to the total column uncertainty, and relative contribution to the total aircrafg), error in %.

‘ Mean uncertainties for ‘

Overflight Surface Extrapolation Aircraft Data Stratospheric Extension | Total [ppb]
up [ppb]  wut[ppb]  [%] | uplppb] ut[ppb]  [%] | uplppb] wut[ppb]  [%]
BI-OF1la 4.39 0.10 5.35 0.38 0.28 7.51 15.69 3.27 87.14 4.02
BI-OF1b 3.34 0.20 1.81 0.37 0.24 432| 16.53 5.29 93.87 6.08
BI-OF2a 5.63 0.37 6.16 0.26 0.16 2.63| 16.42 5.50 91.21 5.30
BI-OF2b 4.06 0.27 6.29 0.32 0.22 5.15 15.84 3.78 88.56| 3.56
BR-OF1la 22.74 1.13 30.62 0.31 0.25 6.72| 15.01 2.31 62.65 3.55
BR-OF2a 3.49 0.21 7.67 0.34 0.27 10.02f 14.98 2.21 82.32 2.64
GM-OF1la 8.61 0.74 20.46) 0.24 0.18 4.93 15.22 2.70 74.6] 3.66
JE-OFla 9.38 0.71 19.32 0.32 0.24 6.52 15.43 2.73 74.16 3.64
JE-OF1b 7.35 0.52 7.74 0.36 0.20 3.03 16.72 5.99 89.23 6.87
JE-OF2a 3.32 0.18 6.18 0.30 0.23 7.86 15.37 2.55 85.96| 3.10
JE-OF2b 5.34 0.19 6.30 0.31 0.25 8.31| 15.37 2.55 85.40 3.11
KA-OF1la 7.51 0.46 0.51 0.46 0.27 3.59 17.14 7.15 95.91 7.49
OR-OFla 7.06 0.08 11.70 0.41 0.30 7.69 15.42 3.61 80.61 2.69
OR-OF1b 1.08 0.18 1.19 0.40 0.21 3.10 16.50 6.25 95.70 5.09
OR-OF2b 3.86 0.04 3.99 0.48 0.29 4.55 16.67 5.75 91.46| 6.88
average \ 6.26 0.35 8.75 \ 0.36 0.24 5.88 \ 15.89 4.05 85.3& 4.50

to assure the quality of the continuous measurements. Su@mn SZA-dependent averaging kernel and scaled with a re-
plemental meteorological data (air temperature, pressure antdieval scaling factor to perform a spectral fit of the measured

relative humidity) were also recorded. spectral data.
Detailed information about the aircraft instrumentation _ o
and in-situ data can be foundMesserschmidt et a(2011). 3.2 GFIT retrieval uncertainties

The uncertainties of the GFIT retrieval are a combination
3 FTS data processing of statistical errors (measurement noise) and systematic ar-

tifacts (e.g. errors/omissions in the spectroscopy, the model-
To ensure a uniform processing of the FTS data obtainedng of the instrument response, and pointing-induced solar
within the IMECC campaign, all spectra of the participating line shifts) {Wunch et al.2011). The uncertainty estimation
sites were processed in Jena using identical software and set-the GFIT error — is a standard product of the GFIT soft-
tings. For the analysis of the spectral data the TCCON stanware. The main components of the GFIT error are from in-
dard retrieval software GFITWunch et al. 2011 was used  strument alignment errors, nonlinearities of the spectral con-
with the same settings as usedfifunch et al(2010. In par-  tinuum, and a-priori profile uncertaintié&unch et al(2011,
ticular, the same spectral line list (included in GGG releasetheir Appendix B) provide a complete error budget.

2010-10-06) was used throughout the study.
3.3 Coincidence criteria for aircraft and FTS

3.1 GFIT a-priori profiles measurements

The GFIT a-priori profiles are based on MKIV balloon pro- For the derivation of the calibration factgrobviously a data
files and profiles obtained from the Atmospheric Chemistrypoint consisting of an aircraft value and an FTS value for
Experiment (ACE-FTS) on-board SCISAT-1 — both mea- each overflight is needed. The aircraft value was calculated
sured in the 30—40N latitude range from 2003 to 2007. With by integrating the extended aircraft column. All spectral data
the help of auxiliary data specific to the location and time within a time window of+30 min around the spectrum clos-
of the FTS measurement (air temperature (AT), geopotentiaest to the aircraft overflight were chosen.

height (GH), specific humidity (SH), and tropopause pres-

sure (TP) from the NCEP databagalnay et al,. 1996 they

are converted to a local a-priori profile for each day. Within

the GFIT analysis this local a-priori profile is weighted with

www.atmos-chem-phys.net/12/8763/2012/ Atmos. Chem. Phys., 12, 8855 2012
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3.4 RedUCing the effects of C|Oudy conditions at the FTS A-priori correction for overflight BI-OF2a applying the HF correlation
sites HF concentration [ppt]

0 500 1000 1500
| |

The weather situation during the IMECC campaign was
not optimal for FTS measurements. Although the flights
were scheduled using forecast products and satellite imagery
many sites suffered from cloudy sky conditions during the
overflights. Simply removing cloud-affected spectra was not
an option as this would have reduced the number of spectra tc
zero for many FTS sites. However, the effects of solar inten-
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sity variations (SIV) from clouds on the interferograms can i i o e il \
be corrected with the SIV-correction procedure described by = ‘ % HF aspriorl profle
Keppel-Aleks et al(2007) (a standard TCCON procedure). 0 500 1000 1500

The applied SIV correction with GFIT default values re- CH, conentration [ppb

duced the scatter significantly: from a standard deviation of

4.2 ppb without SIV correction to 1.3 ppb with SIV correc- Fig- 4. The effect of applying the CiHF-correlation to the Ch
tion. The error bars of early-morning measurements WhichGFlT a-priori profile shown for the example of the overflight BI-
were often affected by clouds were reduced. The ratio ofO F2a.

mean error with SIV correction to mean error without SIV

correction was 0.68 for spectra obtained before 06:30 UTC. 1o apply this correction, the results of a GFITyXre-
Some data points that appeared as outliers without SIV cortrieval for the individual site were used to calculate an al-
rection could be better retrieved (some however with largetitude shift for the CH a-priori profiles (see Figd). The
error bars). modified GFIT a-priori profiles were used for a re-analysis of
all IMECC spectral data with the exception of the Karlsruhe
instrument. Due to the different detector setup of this instru-
I5nent (see Sec®), the signal-to-noise ratio at 4038 cihwas
(got sufficient to apply the HF correction.

In general, the effect of the HF correction on theRy

3.5 Pre- and post-processing

All available spectra were processed with the standard IP
software that converts interferograms to spectra (standar
TCCON procedure). Besides the SIV correction (describedcalibration coefficient was small and well within the error
above) that is part of IPP, no additional pre-screening wasbars
applied. '
After processing, all spectra with a GFIT error (see
Sect.3.2) larger than 10 ppb were excluded. For all remain- 4 pata analysis
ing spectra spectra that matched the coincidence criterion for
an overflight (see Secs.3) the median value of the derived Data analysis was performed separately fepXand XcH, -
XcH, data points was calculated. This value represented th&his section describes the results of thenX calibration.
FTS data point for calibration. The results of the ¥o, calibration can be found iMesser-
Retrieval biases due to laser sampling errors, so-callegchmidt et al(2011).
ghosts Messerschmidt et al2011), could not be corrected.
The empirical correction procedure as appliedMgsser- 4.1 Method of intercomparison of two different

schmidt et al(2011) had been established forc¥, but not measurement principles
for Xch,.-
N As pointed out in Sectl, in-situ and FTS data cannot be
3.6 Correction of GFIT a-priori CH 4 profiles via HF compared directly. The aircraft profile has a high vertical res-
correlation olution but it covers only a part of the total column that is

observed by the FTS. Since the FTS total column cannot be
As indicated byWunch et al.(2010, for a more precise re- reduced to the partial column measured by the aircraft, the
trieval of Xch, the estimated tropopause heights of the GFIT aircraft profile has to be extended to an artificial aircraft total
a-priori CHy profiles have to be corrected. This was done column (see Sect.2).
by using the correlation of methane and hydrofluoric acid Rodgers and Connof2003 developed a method that
(HF) that was observed blyuo et al. (1999 and Washen-  allows the intercomparison of two different measurement
felder et al.(2003. The CH;-HF-correlation is based on the methods where one has a much higher resolution than the
assumption of complete absence of HF in the tropospherenther. This method is adapted for the intercomparison of air-
XuEe was retrieved near 4038 cth craft and FTS data after vertical integratiovinch et al,

201qQ their Eqg. 3):

Atmos. Chem. Phys., 12, 87638775 2012 www.atmos-chem-phys.net/12/8763/2012/
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Fig.5). The a-priori profile was then weighted with the GFIT
R . averaging kernel and scaled by the retrieval scaling factor
Cs=ycata (xn—yxa) (1) for the individual overflight (see Seet.1). The error of the
stratospheric mixing ratio was estimated conservatively as
1% of the scaled and weighted a-priori. This corresponds
to the shifting of the profile by 1 km up and down performed
by Wunch et al(2010. An overview of the individual uncer-
tainties of the extrapolation to the ground, the stratospheric
extension by using the GFIT a-priori and the aircraft data
can be found in Tabl@. The extended aircraft columns were
then used to calculate the aircraft-derived cDMF needed for

Eq. ().

with ¢s: the retrieved cDMF derived from airborne measure-
ments,y: the FTS retrieval scaling factar,: the FTS a-priori
cDMF, a: a vector containing the FTS dry pressure-weighted
column averaging kernekp: the extended aircraft profile,
andxz: the FTS a-priori profile. The profile vectoxs, and
xaas well as the column-averaged DMfsandc, have units
of umol mot1. The scaling factoy is dimensionless. Please
note thaty is an internal variable of the GFIT retrieval and
not the calibration factor that was mentioned in Séct.
As pointed out bywunch et al(2010, for a GFIT scaling
retrieval the averaging kernels are calculated for the scaled
solution mole fraction profile. Thus the linearization point of 5 Reasults of the Y, calibration
the Taylor expansion producing EQ) (s y x5 and notx,. N
Wunch et al(2010 used the method dodgers and Con-
nor (2003 for the analysis of earlier calibration campaigns.
The derivation of the equation of the aircraft-derivednX
has been described MWunch et al(201Q their Eq. 7):

5.1 Calibration factor between aircraft and FTS
instruments

In a first step, the results of the GFIT retrievals with standard

papriori [aircraft _,, apriori a-priori _profile_s - rathe_r t_han with extended aircraft profiles
&= CHy CHa,ak CHa,ak ) — were investigated. Similar #@/unch et al (2010 the data
Cdry air Cdry air points were fitted with an error-weighted least-squares fit as

published inYork et al.(2004) to derive the calibration factor
with ¢s: Xcn, derived from airborne measuremenys,the Ystg- IN agreement with the previous investigatiorvdfinch
FTS retrieval scaling factofqry ajr: the total column of dry et al. (2010, an artificial calibration point at the origin was

air, Fé&riori: the total vertical column of C Féiﬁir%flt(: the added (D. Wunch, personal communication, 2010).

column-averaging-kernel-weighted vertical column of the The fit of the IMECC campaign data produces a calibra-

aircraft, andr &' : the column-averaging-kernel-weighted tion factor of g = 0.978+0.002 (£10). Although derived
4 with GFIT standard a-priori profiles, it is already similar to

vertical a-priori. . :
The presented method extends the aircraft profile to a tot€ results of the earlier campaigWiinch et al. 2010. To

tal column as described in Sed.2 It then uses the FTS b(_a able to compare the results of the IMECC campaign data
cDMFs, the GFIT a-priori profiles, the retrieval scaling fac- With the data otunch et al(2010, however, the GFIT re-
tor, and the GFIT averaging kernels to retrieve the cDME trieval was repeated using the extended aircraft profile from
of this extended aircraft column. This result is finally used S€Ct-4-2 as the a-priori profile for the GFIT retrieval. The
to calculate the calibration factor for the FTS measurementglifférent a-priori has minor effects &2 ppb on the retrieval

(see Sect.1). for the individu_al sites. This is of the same order of magni-
tude as the typical GFIT error forgf,. Figure6 shows the
4.2 Aircraft total column extension results of the fit for this procedure (continous line). The re-

sulting calibration factoi)ajrcrast = 0.978+ 0.002 is exactly
In most cases the aircraft data were limited to an altitudethe same agig and it is also identical to the one derived by
range from approximately 300 to 13000 m. To compare theWunch et al(2010.
aircraft data with the FTS data, this partial column had to be Inthe next step, thé&/unch et al(2010 data were added to
extended both to the surface and to the top of the atmospher¢he dataset and the fitting procedure was repeated (see dashed
For the FTS sites Oghns and Bialystok, ground-based line in Fig.6) to derive a calibration factap, . for all sites
in-situ data from the co-located tall-tower stations Trainou (IMECC +Wunch et al.). As a result, the calibration factor
(TRN) and Bialystok (BIK), respectively, were used to ex- does not change, but the uncertainty is reduced-88 %
tend the aircraft data to the ground. For the other sites the valffrom +0.00205 to+0.00066).
ues measured at the lowermost altitude by the aircraft were To illustrate the quality of the fit, the residuals
linearly extrapolated to the surface. The uncertainty was esti{cDMFg7s — ¥ -wCDMFgircraf) for all calibration points are
mated conservatively using the variance of the lowest aircrafshown in Fig.7. For overflights with a larger error bar, the
data. residuals indicate a tendency to a slightly higher calibration
For the stratospheric part of the column the GFIT a-priori factor than the one derived Wunch et al(2010. However,
profile multiplied by the retrieval scaling factor was used (seemost of the calibration points include the calibration factor
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Aircraft column composition for JE-OF1b IMECC campaign total column Xcp, calibration curve with AC as a-priori
@ o i
R 101
— y=(0.978 +/- 0.002 )x
0 o | --- y=(0.978+-0.001)x
o - - 84
o 5 2 + Waunch et al. data
o o « JE-OF1ah
o =}
- S JE-OF2a/b
% BI-OF1a/b
g « Bl-OF2ab
—_ o I 7o) b5 -
£ 9 ) N F § o | * OROFtab P A
= . Aircraft data i = Z £ * OROF2ab : 7
e R : : i ® < BR-OF1a
5 GFIT weighted prior v‘ - S < | BRioEs
2 5 —— Integrated profile ‘: £ 3 KA-OF1a
o 1= . 1 . -
e o Uncertainty i g GM-OF1a
1 = =}
] © o |
1 [} ~
| -2 E T
| N (%)
S ! £
© 1
|
!
' -
| o
=3 | 7 2
o b= 4
9 ‘ = O T T T T

' 1650 1700 1750 1800
1000 1200 1400 1600 1800 2000

Aircraft Total column Xy, concentration [ppb]

CH, concentration [ppb]
‘ Fig. 6. Calibration factor of CH for all data includingNVunch et al.

Fig. 5. Example for the extension of aircraft data to a total col- (2010 data derived from the GFIT retrieval with aircraft profiles
umn (JE-OF1b). The black line is the extended aircraft profile @ a-priori. The black continous line represents the fit for calibra-
xh. The green partial column represents the aircraft in-situ datation factor yaircrast derived for the IMECC data. The dark-orange
This column was extended by the weighted GFIT a-priori in the dashed line represents the fit for calibration fagtpryy for all sites
stratosphere. The lower part was extended to the ground by addinf MECC +Wunch et al.). Both fits are nearly identical.
ground-based in-situ data where available. Otherwise the profile

was extrapolated to the surface. The gray area represents the un-

. . . Residuals to th libration factor (FTS - 0.978*Aircraft
certainty of the extended parts. The red line represents the weightec SRS g

GFIT a-priori profile. @ + JE-OFta
o JE-OF1b

o JE-OF2a

« JE-OF2b

Bome

within their error bars and have their median well within the g * | | * BLOF2a
same range as the data fraffunch et al(2010 (+10 ppb). i t ‘ } . %Eégib
-3 | pstinstion

5.2 Influence of the individual overflights of the IMECC e | ‘r BR-OF1a

KA-OF1a

‘ ‘ ‘ ‘ ‘ ‘ ‘ * BR-OF2a
* GM-OF1a

sites on the calibration factor

* Wunch et al. data

As discussed before, uncertainties in the spectroscopy would
lead to a network-wide calibration factor. However, it could Fig. 7. Residuals (cDMErs — -wCDMFjircraft) calculated for
not be excluded that the calibration factor could also contair!! c@libration points using aircraft profiles as a-priori for the GFIT
station-dependent components even though none were ideﬁgtrieval. The error bars are the squared sum of the FTS and the
tified by Wunch et al(2010 or Messerschmidt et a{2017). aircraft errors.

To test the hypothesis that only a single network-wide cal-
ibration factor is needed for each FTS site, each overfligh
was analyzed separately. Terk et al. (2004 fitting pro-
cedure was used to derive a separate calibration factor for
each individual overflight and one based on all other over-
flights. Figure8 shows an overlap of the error bars with the
calibration factor for 11 of 16 overflights. This corresponds
to 68.8 % and confirms expectations fot-o error bars.

%.3 Influence of the amount of aircraft data on the
calibration points

An important factor for the calculation of the calibration fac-
tor is the vertical coverage of aircraft data in the artificial
aircraft total column as shown in Sedt2 The less aircraft
information available, the more the a-priori has to be used to
fill the profile.

To illustrate the effect of the vertical coverage of aircraft
data in the aircraft total column, a sensitivity test was per-
formed. The vertical coverage of aircraft data was artificially
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Influence of single overflights on the calibration factor this individual calibration point closer to 0.978. The residual
S | P —— of JE-OF1b, however, is larger and the calibration factor for
° individual overfight this individual calibration point is further away from 0.978
S ESER (see Fig8).

a JE-OF2a
o s JE-OF2b
e 1 BI-OF1a

% | 14 . Brora . _ -

2 o | } S oo 6 An improved approach to determine the calibration

g2 \ ' - OROFza factor

3 oo e e o 1 " BROF e

8] [ I BR-OF2a ) . . .
2 ‘  Ghiorta The previous results have shown that the calibration points
° 3 Gorependhy vallaalin from aircraft profiles with less vertical coverage are biased
o - Factor derived fram IMECC towards one. This is caused by the extrapolation of the air-
Y and Wunch et al. data

craft profiles with the GFIT a-priori.
A simplified example can illustrate the problem. Fig@re

Fig. 8.Influence of the individual overflights of the IMECC sites on shows two measurements on an artificial pressure level. Mea-

the calibration factor. For this study, the calibration factor for each i ts th led ETS . fil hich
individual overflight and the artificial calibration point in the origin surementl represents the scale a-priori profile (which,

were derived (full and empty dots). An additional calibration factor if integrated, is equal to the FTS cDMF) and covers the com-

was calculated for the corresponding remaining overflights and thél€te pressure range (total column). Measureniznepre-
artificial calibration point in the origin (full and empty triangles). Sents the aircraft profile and covers the lower 50 % of the

The error bars of the overflights JE-OF1a, JE-OF1b, BI-OF2b, OR-pressure range (partial column). Measuremengd B are

OF1la and BR-OF2a do not overlap with the respective calibrationconstant 4 = 1, B = 3). The true calibration factopyye =

factors derived from the overflights over the corresponding remain-1/3 is known in this example.

ing sites. Following the procedure dfMunch et al(2010, measure-

mentB is extrapolated to the full total column by using mea-

surementA. This leads to an integrated profile f& and

a calibration factor that is biased towards ofjg,(= 1/2).
erefore, the extrapolation of the aircraft profile with the

FTS a-priori generally leads to a bias of the calibration fac-

calibration point (FTS-to-aircraft ratio) was re-calculated. tor towards one. The magnitude of this bias depends on the

The results show the expected behavior of an increasing ET amount of aircraft data and the difference of the calibration

. o . actor from one.
to-aircraft ratio with the decrease of the vertical coverage of . . . .
. . A possible solution for this problem is to extrapolate mea-
aircraft data (see Fid.1a).

: . . ._surementB with a calibration-factor-corrected measurement
In an extreme scenario of no aircraft data, the profile 'S A to derive the true calibration factor. To be able to do this
identical to the scaled a-priori. For EdL)(in Sect.4.1 the ' '

consequences are that the calibration factor becomes 1. Wit?aﬁ}cﬁ?;[[?giuon factor has then to be derived in an iterative

fewer aircraft measurements, one is left to rely more upon a- . o :
L . . ~ Following this principle, the aircraft column has to be ex-
priori knowledge about the calibration factor. In other words: X o T
trapolated with a calibration-factor-corrected GFIT a-priori

the less aircraft information contributes to the extended air-_ .. .
. profile (see Figl10). The approach oRodgers and Connor
craft total column, the more the extended aircraft column . - )
(2003 (see Eq1) is modified to:

tends towards the GFIT a-priori. In the extreme case of no
vertical coverage, the buest guess for the calibration factor ¢, - YXa
derived from this profile would bé = 1 (no information). Cs = Vn ta <xh RS )
Having these results in mind when looking at the individ-
ual aircraft profiles in Sec#.2, it is obvious that one can with ¢g: the retrieved cDMF of the aircraff;: the FTS re-
expect different behavior of different overflights due to the trieval scaling factorg,: the FTS a-priori cDMFa: a vector
vertical coverage of aircraft data. containing the FTS dry pressure-weighted column averaging
A good example are the first two overflights over Jena.kernel,xy: the extended aircraft profiles: the FTS a-priori
Overflight JE-OF1a has a maximum flight altitude of 13 km, profile, andy,: the iteratively-derived calibration factor.
overflight JE-OF1b of approximately 8 km. Due to the time  Starting with an initial calibration factafg = 1, Eq. @) is
difference between overflight and first spectrum, for theseidentical to Eq. {). The calibration points are calculated and
calibration points exactly the same FTS data are used. Théhe fitting procedure (see Sebtl) is applied. This leads to a
aircraft data are similar as well. Hence, the difference in thenew calibration factog/; = st = 0.978 which is the same
residuals in Fig.7 for these two calibration points is most as the one determined with the originglnch et al.(2010
likely due two the different amount of aircraft data. The approach. The procedure is then repeated until the factor con-
residual of JE-OF1la is smaller and the calibration factor forverges to the final valué,,. Since the a-priori profile only

reduced to data measured below a certain pressure value. T
remaining part of the column was filled with the scaled and
averaging-kernel-weighted a-priori (see Sdcp). Then the

©)
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Bias example for two artificial measurements Aircraft column composition for JE-OF1b (iterative)
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_ _ o _ Fig. 10. Example for the extension of aircraft data to a total col-
Fig. 9. lllustration of the bias introduced by the extrapolation of ymn (JE-OF1b) using an a-priori profile scaled with an iteratively-

measuremenB to a total column using data of measuremént  derived calibration factor (blue line). The other colored lines are the
The integrated profile leads to a calibration value of 2, while the same as in Figb.

true value should be 3.

has a small influence on the GFIT retrieval (see S&d), In other words: the calibration factar is retrieved from
the GFIT retrieval with aj,,-corrected aircraft profile as a- all profiles, not from a single one. The iterative approach
priori for each iteration step was not performed for this study.avoids biases caused by profiles that contain less vertical in-
Figure 11 illustrates the effect of the iterative approach. formation than others. In the extreme case of a profile with
One profile (OR-OF2a) was artificially reduced in altitude zero vertical coverage (no information) the calibration fac-
coverage. Then the analysis of Se&3 was repeated. The tor would be determined from the other profiles only. In the
more the vertical coverage was reduced, the more the FTSeriginal Wunch et al(2010 approach, this zero-information
to-aircraft ratio derived from this profile was biased towards profile would have biased the whole calibration faatoto-
one (see Figlla) while the FTS-to-aircraft ratios derived wards one.
from the other profiles remained unchanged. The calibration Of course this does not imply thét could be derived with
factor ¢ was then calculated from the unbiased as well asthe same accuracy if all aircraft profiles had reduced or — in
the biased FTS-to-aircraft ratios. Effectively, the bias in thethe extreme case — zero vertical coverage. Profiles with high
altitude-coverage-reduced FTS-to-aircraft ratio would lead tovertical coverage are needed to compensate for profiles with
a (smaller) bias of the calibration factgrtowards one. The low vertical coverage. The difference is that with the iterative
effective bias ofy depends on the weight of the biased pro- approach missing altitude information in some of the profiles
file relative to the other profiles. is ignored as much as possible instead of biagingpwards
Figurel1b shows how this bias can be compensated by theone.
iterative approach. In the iterative approach, the best guess By using this iterative approach, the calibration points of
for the calibration factot in the case of missing information the individual overflights showed roughly the same scatter
is not one but rather the value from the previous iteration.and residuals (see Fig.2, lower part) as in the approach
Therefore, the FTS-to-aircraft ratio for the altitude-coverage-of Wunch et al.(2010 (compare Figs6 and7). The stan-
reduced profile (after several iterations) is not biased towardslard deviation for both residual calculations was the same
one any more. Instead, the FTS-to-aircraft ratio of this profile(6 ppb). However, temporally close overflights (BI-OF2a/b,
stays near the value determined by the other profiles — eve@R-OF1a/b) with different maximum flight altitudes were
if the altitude coverage is reduced to zero. Thus the bias ohow more consistent. The influence of the vertical coverage
the calibration factofy can also be avoided. of the aircraft data was reduced to a minimum.
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a) Influence of amount of aircraft data on FTS/Aircraft ratio for OR-OF2a IMECC campaign Xcy, calibration curve (iterative)
A FTS/Aircratt ratio for OR-OF2a
) Calibration factor from York et al. fit
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Fig. 11. lllustration of the effect of limited aircraft altitude cover- < 1 > OR-OFzb
. . . . -OF1a
age on the calibration factor illustraded for the example of overflight ! : BROFza
. . .. . . -OF1a
OR-OF2a. The red triangle is the (original) FTS-to-aircraft ratio for S + GM-OF1a

this overflight while the blue line is the calibration factor determined

from all sites (includingVunch et al (2019 data). Then the vert- Fig. 12. Upper part: calibration factor derived by an iterative cal-

cgl coverage of the proflle.|5' reduced by only including data POINIS ¢\ jation for the IMECC campaign data. Lower part: corresponding
with pressurep above a minimum pressuignin (p > pmin)- The residuals

black dots show the effect of this reduced vertical coverage on the

FTS-to-aircraft ratio for this profile. The error bars are a combina-

tion of FTS and aircraft error and increase with reduced vertical

coverage(a) Standard method according Wunch et al.(2010: 7 Conclusions

with fewer aircraft data the FTS-to-aircraft ratio for this profile ap-

proaches one (which would lead to a bias in the calibration factor).ysing the same method ®¢unch et al(2010), the results of
(b) New iterative method: the reduced vertical coverage does notne MECC aircraft campaign confirmed the earlier calibra-
lead to a significant bias any more. tion factor for Xcp,. When the results dunch et al(2010
and the IMECC campaign were combined, the uncertainty of
the fit of the calibration factor could be reduced b8 %
(see Table8). It seems to be most likely that this factor is a
uniform calibration factor for the whole TCCON network.

The resulting calibration factor for the IMECC campaign
dataset),, = 0.9744+0.002 (*10) (see Fig.12, upper part)
was significantly different from the one derived by the

method ofWunch et al (2010. The difference of 0.004 be- _ HOWeVer, further investigation of the method Wiunch
tweeny andy, corresponds to a7 ppb offset for the et al.(2010 shows that stratospheric extrapolation of the air-
FTS CD;\-/TE/S " craft data is sensitive to the vertical coverage of the aircraft

data and introduces a bias of the calibration factor. A uniform
vertical coverage of the aircraft data is, unfortunately, not al-
ways possible. Besides that, the uncertainties of the strato-
spheric part lead to significant uncertainties for the aircraft
Xch, and generate-85 % of the total error budget. A bet-
ter knowledge about the stratospheric distribution of,@
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Table 3. Results of the IMECC campaign. Not/unch et al(2010 derived a value ofy = 0.978+ 0.002.

Calibration A-priori Dataset Value Fiterror Species

factor profile 1o) uncertainty ¢20)

Ystd standard IMECC 0.978 +£0.0021 +7 ppb

GFIT
Yaircraft ext. aircraft IMECC 0.978 +0.0021 +7 ppb
Yi+wW ext. aircraft IMECC 0.978 +£0.0007 +2.3ppb
+Wunch et al.

[/ ext. aircraft IMECC 0.974 +0.0020 +7 ppb

WMO recommendation for in-situ measurements +2 ppb

needed to be able to reduce these errors and thus improve tieknowledgementsie would like to thank many people who
calibration procedure. have contributed to this study: the members of the IMECC air-
An iterative determination of the calibration factor craft campaign team: Martin Hertel, Stephan Baum, Armin Jor-
presents a possible solution for the problem of different ver-dan, Bert Steinberg, Katinka Petersen, Benjamin Sampson,
tical coverage of the aircraft data and removes the bias reShristof Petri, leda Pscheidt, Francois Truongnke Xueref-Remy,
sulting from the stratospheric extrapolation. The improvedKrZysztof Katrynski, Rolf Maser, Harald Franke, Christoph Klaus,
iterative method produced a slightly smaller calibration fac- D.leter Schell, Svend Engemann. _ _
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