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1

Introduction

1.1 Reaction-diffusion systems

The main topic of this thesis are parabolic differential equations of the form

∂ui

∂t
= di∆ui + fi(x, u1, . . . , un) (i = 1, . . . , n). (1.1)

Systems (1.1) are called reaction-diffusion systems and have a wide range of appli-

cations in chemistry, physics, biology, ecology and geology. They serve as a typical

mathematical model for many processes which are time and space dependent. Here

the unknown functions u1, . . . , un could, for example, represent the densities of in-

teracting populations or the concentrations of chemical reactants. The functions

f1, . . . , fn, which are in many cases nonlinear, describe the reaction between the par-

ticipants. The diffusion terms di∆ui reflect the distribution in space. In this thesis

we are going to focus on models with positive diffusion coefficients di, i = 1, . . . , n.

The processes, which are described by the systems (1.1), usually take place in

some confined area (e.g. biotop). Hence, we postulate the differential equations (1.1)

for all (x, t) ∈ Ω× (0,∞), where Ω is a bounded domain in Rm. In our investigations

we consider the case m = 1, that is we set Ω = (0, l) to be a bounded interval. In
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addition, we impose either Dirichlet or Neumann boundary conditions at (0, t) and

at (l, t) for all t ∈ (0,∞) and consider an initial condition at the moment t = 0.

The mathematical theory, which underlies reaction-diffusion processes, is a widely

developed and fundamental field in the area of partial differential equations. The

main focus of the investigations in this field lies on the existence of the solution, its

structure, stability, local and global behaviour. For that purpose many qualitative

techniques and approaches have been developed, among them semigroup methods

and variational methods.

In our work we introduce an alternative approach to the field of reaction-diffusion

equations. It combines the techniques of analysis with numerical computations and

is known as “computer-assisted proofs”. It is in the nature of computer-assisted

methods that the verification of some assumptions, which are problematic to treat

analytically, is left to the computer.

The main focus of our thesis lies on the investigation of the properties of station-

ary solutions ū to (1.1). Using some particular examples, we intend to answer the

questions of its existence and stability. Moreover, granted that the stationary solu-

tion is stable, we propose a method for the quantification of its domain of attraction.

The methods developed in this thesis are applied to some particular examples

which we have picked from different areas of biology. We are going to consider the

following models

1. the Schnakenberg model which describes the pattern formation in developmen-

tal biology;

2. a predator-prey model. This model simulates the interaction between two

different species, one of which predates on the other;

3. the spruce budworm model which demonstrates the distribution of the pest

insect spruce budworm and is important for pest control strategies;
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4. a competition model, where the interaction of two different species, this time

on the basis of competition, is observed.

In the next section we provide a brief description of the examples above, accentuating

on their biological background.

1.2 Examples

1.2.1 Turing instability

The concept of Turing instability is an important concept in the field of pattern

formation. It explains the property of some reaction-diffusion systems to exhibit

stationary solutions which are heterogeneous in space. This heterogeneity, given

that the observed solution is stable, corresponds to the final pattern. Basically,

according to Turing [59], the pattern is caused by those modes of the solution which

are stable without diffusion, but became unstable after diffusion is introduced into

the system. This idea of Turing has been quite innovative, since before establishing

this concept, diffusion had been understood by scientists only as a smoothing factor.

Let us consider a system of the form





ut(x, t) = Duxx(x, t) + F (u(x, t)), t > 0, x ∈ [0, l],

∂u(0, t)

∂ν
=
∂u(l, t)

∂ν
= 0, t ≥ 0,

u(x, 0) = u0(x), x ∈ [0, l],

(1.2)

where D = diag(d1, d2) is a matrix with positive diagonal elements and F : R2 → R2

is the nonlinear reaction term. For convenience we denote the elements of the vector

F as F = (f, g)T . The system above incorporates the Neumann boundary condition,

to be understood as a no flux condition. If, for example, the interaction between

two species is under consideration, then the no flux condition means that no single
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animal leaves the observed habitat. Additionally, there exists no external influence

on the resulting solutions.

In the following we present a brief description of the notion of the Turing insta-

bility. For more details please refer to [19, 37].

Let u∗ be a spatially homogeneous equilibrium of system (1.2), that is F (u∗) = 0.

In particular, due to Turing, we are interested in the case where u∗ is stable in the

absence of diffusion, i.e. u∗ is a stable solution of the ordinary differential system,

ut(x, t) = F (u(x, t)), (1.3)

associated with (1.2). Let us set w = u− u∗. It is easy to see that the linearisation

of (1.2) about u = u∗ results in





wt(x, t) = Dwxx(x, t) + JFw(x, t), t > 0, x ∈ [0, l],

∂w(0, t)

∂ν
=
∂w(l, t)

∂ν
= 0, t ≥ 0,

w(x, 0) = w0(x), x ∈ [0, l],

(1.4)

where JF is a 2 × 2 Jacobian matrix defined as

JF =

(
fu1 fu2

gu1 gu2

)∣∣∣∣
(u∗

1,u∗
2)

. (1.5)

In the following we will establish some particular conditions for the elements of the

Jacobian JF , which will be the reason for an inhomogeneous equilibrium to bifurcate

from u∗ as either the width l or the diffusion coefficients d1, d2 are varied.

Let (φj , λj) denote the jth eigenpair of the second order derivative operator, de-

fined on [0, l], with no-flux boundary conditions. Thus, (φj, λj) =

(
cos

(
jπx

l

)
,
j2π2

l2

)

j = 0, 1, 2, . . . . By the separation of the variables technique, we obtain the solutions
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of (1.4) of the form

w(x, t) =

∞∑

j=0

φj(x)sj(t), (1.6)

where sj(t) ∈ R2. Substituting (1.6) into (1.4) and equating the coefficients of each

φj we have

dsj(t)

dt
= Cjsj(t), (1.7)

where Cj is the matrix

Cj = JF − λjD. (1.8)

We investigate the stability of the trivial solution w = 0 by examining the behaviour

of the eigenvalues of the matrices Cj . Suppose that each Cj has two eigenvalues

with negative real part. This means that sj(t) decays to zero as t → ∞ and hence

the trivial solution w = 0 is asymptotically stable. Now if any Cj has an eigenvalue

with positive real part, then |sj | can grow exponentially, thus causing w to grow as

well. Hence the trivial solution w = 0 will be unstable to any spatial perturbations

which are not orthogonal to φj. Now let the parameter l (or d1 and d2) be chosen

so that some Cj has an eigenvalue with zero real part. Then, as l (or d1 and d2) is

varied locally, the stability of w = 0 may switch. This change of the stability reflects

a bifurcation of some inhomogeneous equilibrium from the trivial solution u = u∗

for (1.2). This conclusion follows after the application of the Lyapunov-Schmidt

bifurcation method to the problem (1.2). We omit to go into many details on this

approach and for more thorough description we refer to [19, 52]. Here we simply note

that if Cj has an eigenvalue with zero real part, then some non-trivial equilibrium

for (1.2) will bifurcate from u = u∗. The eigenvalues, σ, of Cj satisfy

σ2 + (λj(d1 + d2) − (fu1 + gu2))σ + h(λj) = 0, (1.9)
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with

h(λ) = λ2d1d2 − (d1gu2 + d2fu1)λ+ fu1gu2 − fu2gu1. (1.10)

Here and in the following all the partial derivatives are evaluated at u∗, unless stated

otherwise. In case j = 0 the eigenvalues of C0 satisfy

σ2 − (fu1 + gu2)σ + fu1gu2 − fu2gu1 = 0. (1.11)

Since u∗ is a stable solution of (1.3) by hypothesis, the spectrum of C0 belongs to

the left half of the complex plane. Hence we have

fu1 + gu2 < 0, (1.12)

fu1gu2 − fu2gu1 > 0. (1.13)

The roots σ1, σ2 of (1.9) are given by

σ1,2(λ) =
−(λ(d1 + d2) − (fu1 + gu2)) ±

√
(λ(d1 + d2) − (fu1 + gu2))

2 − 4h(λ)

2
.

From (1.12) and the positivity of λ, d1, and d2 follows that Cj will have an eigenvalue

with zero real part, if h(λj) = 0. This is a necessary condition for the change of the

stability (and bifurcation). For the fixed eigenvalue λj the condition h(λj) = 0 could

be represented as a neutral stability curve in the (d1, d2) plane. If the parameters

d1, d2 are varied, then we will observe the growth of small perturbations in the

solution of (1.4) every time one of these neutral stability curves is crossed. For more

details please refer to [19].

Now let us fix the diffusion coefficients d1, d2 and allow the width of the interval

l (and thus the eigenvalues λj) to vary. Let us consider (1.10). It is easy to see, that

as λ → ∞, we have h > 0. Furthermore, (1.13) implies that h(0) > 0. Hence the

function h posseses two positive real roots λ±, which are then given by

λ± =
(d1gu2 + d2fu1) ±

√
(d1gu2 + d2fu1)

2 − 4d1d2(fu1gu2 − fu2gu1)

2d1d2
,
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if and only if the following two conditions are satisfied

d1gu2 + d2fu1 > 0, (1.14)

(d1gu2 + d2fu1)
2

4d1d2
> fu1gu2 − fu2gu1 . (1.15)

Note that in the case of the equal diffusion coefficients, that is when d1 = d2, the

conditions (1.12) and (1.14) contradict each other and therefore no Turing instabil-

ity could be observed. Furthermore, from (1.12) and (1.14) one obtains one more

necessary condition for the Turing instability: the components fu1 and gu2 should

have opposite signs.

Going back to the matrix Cj it is easy to see that Cj will have an eigenvalue σ,

which belongs to the right-hand side of the complex plane, if and only if λj ∈ (λ−, λ+)

(which is equivalent to h(λj) < 0). The interval (λ−, λ+) is the instability region for

the eigenvalues λj . If λj ∈ (λ−, λ+) then the trivial solution u = u∗ becomes unstable

in the jth eigenmode. In addition, observe that from λj =
j2π2

l2
follows that the width

l of the given interval should be large enough in order to surely incorporate some

unstable modes.

Further we wish to comment that when d1, d2 and the kinetics parameters are

varied the unstable window of eigenvalues is varied as well: it could be pushed around,

shrinked or enlarged.

We finish our discussion of Turing instability by collecting the conditions (1.12)

to (1.15), which one has to impose on the elements of the Jacobian matrix JF in order

to generate the spatial pattern. For more detailed analysis of the Turing instability

please refer to [19, 37].

1.2.2 Schnakenberg model

The Schnakenberg model has been introduced in 1979 as the simplest model which

describes the formation of pattern in developmental biology. The ideas of the mor-
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phogen prepattern theory became the main motivation for this model. This theory

has been developed by Wolpert [62] in 1969 and it introduces the concept of po-

sitional information. According to Wolpert [62], pattern evolves as a result of the

reaction of the cells to certain chemical concentrations or morphogens. Embryonic

cells are able to “read out” the positional information from the existing morphogen

map (prepattern) and differentiate themselves or migrate accordingly. Thus, as soon

as the morphogen map is established, the pattern formation process continues au-

tomatically. The morphogen map could be seen as the result of the reaction of

morphogens with each other combined with their diffusion throughout the medium.

The dimensionless Schnakenberg model, postulated on an interval Ω = (0, l), has

the form





u1t(x, t) = u1xx(x, t) + γ (a− u1(x, t) + u2
1(x, t)u2(x, t)) , t > 0, x ∈ [0, l],

u2t(x, t) = du2xx(x, t) + γ (b− u2
1(x, t)u2(x, t)) , t > 0, x ∈ [0, l],

∂u(0, t)

∂ν
=
∂u(l, t)

∂ν
= 0, t ≥ 0,

u(x, 0) = u0(x), x ∈ [0, l],

where a, b, d, γ are some positive constants. The Schnakenberg model describes

the mechanism of the reaction between different morphogens, which is called the

activator-inhibitor mechanism. Here one of the morphogens u1 represents the activa-

tor, which is autocatalytic, and the other one, u2, is the inhibitor. The autocatalytic

property of u1 is reflected in the term u2
1u2. For more details we refer to [37].

It is easy to see that the only spatially homogeneous equilibrium has the form

u∗1 = a + b,

u∗2 =
b

(a + b)2
.

(1.16)
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Thus, the conditions (1.12) to (1.15) read

0 < b− a < (a+ b)3, (1.17)

(a+ b)2 > 0, (1.18)

d(b− a) > (a+ b)3, (1.19)

(
d(b− a) − (a+ b)3

)2
> 4d(a+ b)4. (1.20)

The inequalities above define the (a, b, d) parameter space, which is called pattern

formation or Turing space. As it was already mentioned above, condition (1.17)

together with (1.19) implies d > 1. Therefore, in order for the pattern to emerge,

the inhibitor should diffuse faster than the activator.

Now let us discuss the parameters a, b, d, satisfying conditions (1.17) to (1.20).

In order to determine those parameters, one can express (1.12) to (1.15) in the terms

of the parameter u∗1. After that, by letting u∗1 to take on a range of positive values,

one can calculate the corresponding ranges for a and b, for a given value of d.

From (1.16) we have

b = u∗1 − a,

u∗2 =
u∗1 − a

(u∗1)
2
.

(1.21)

Next, using (1.21), we express the elements of the Jacobian matrix in the terms of u∗1

and, by analysing the conditions (1.12) to (1.15), arrive at the following boundary

curves

a >
1

2
u∗1
(
1 − (u∗1)

2)
, b =

1

2
u∗1
(
1 + (u∗1)

2)
,

a <
1

2
u∗1

(
1 − 2u∗1√

d
− (u∗1)

2

d

)
, b =

1

2
u∗1

(
1 +

2u∗1√
d

+
(u∗1)

2

d

)
.

(1.22)

For more details please refer to [37]. As one can see at d = 1 the curves in (1.22)

contradict each other and hence the Turing space is empty. By letting d take on
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values greater than 1, we observe that above some crtitical value of d a Turing space

starts to grow. We denote this value as dc and obtain it from (1.22) by determining

the d such that both curves give a = 0 at b = 1. We obtain d = dc = 3 + 2
√

2 and at

this value two inequalities in (1.22) are no longer contradictory. The Turing space

lies between the two curves in (1.22). Note that only due to the relatively simple

form of the Schnakenberg nonlinearity, it is possible to carry out the analysis above.

For more complicated forms of the nonlinear terms, one has to apply some other

methods, mostly numerical computations.

As we have mentioned above, for the spatial pattern to occur, the width l of the

observed interval is important, namely, l should be sufficiently large in order to surely

incorporate some unstable modes of the solution. Thus, by picking an appropriate

constellation of the parameters a, b, d, and posing the problem in a sufficiently large

interval, one achieves the desired pattern structure at the end.

In our numerical simulations we set a = 0.1, b = 0.9, d = 10, γ = 1, l = 5.

The computed approximate stationary solution components ω1 and ω2 are shown on

Figure 1.1.
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Figure 1.1: Approximate stationary solution of the Schnakenberg model which
correspond to the parameter constellation a = 0.1, b = 0.9, d = 10, γ = 1, l = 5.
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1.2.3 Predator-prey model

Another model, which exhibits the pattern behaviour in accordance with the Turing

instability concept, is the predator-prey model. The pattern in the context of this

model should be understood as the fluctuation of the densities of the predator and

prey, which interact in some bounded domain. In our thesis we consider the predator-

prey model, formulated on the interval Ω = (0, l).

We consider the following reaction-diffusion system





u1t(x, t) = d1u1xx(x, t) + (h1(u1(x, t)) − u2(x, t))u1(x, t), t > 0, x ∈ [0, l],

u2t(x, t) = d2u2xx(x, t) + au2(x, t)(u1(x, t) − h2(u2(x, t))), t > 0, x ∈ [0, l],

∂u(0, t)

∂ν
=
∂u(l, t)

∂ν
= 0, t ≥ 0,

u(x, 0) = u0(x), x ∈ [0, l],

where the functions h1 and h2 have the form

h1(s) = ε1

(
γ1 + γ2s− s2

)
,

h2(s) = 1 + ε2s,

and d1, d2, a, ε1, ε2, γ1, γ2 are some positive constants.

The model above describes e.g. the interaction between two different types of

plankton: phytoplankton (prey) and zooplankton (predator). It has been observed

that in some cases plankton displays spatial heterogeneity, which was called patch-

iness. For the purpose of the investigation of that phenomenon Steele [54] in 1974

has suggested this predator-prey model. Here the u1, u2 components represent the

densities of phytoplankton and zooplankton respectively.

Following the results of Mimura and Murray [35], we have chosen the following

constellation of the parameters:

a = 1, d1 = 0.0125, d2 = 1, ε1 =
1

9
, ε2 =

2

5
, γ1 = 35, γ2 = 16, l = 1. (1.23)
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This constellation satisfies conditions (1.12) to (1.15). Note that the condition that

d1 is essentially smaller than d2, and both d1 and d2 are sufficiently small is important

for the generation of pattern. For more detailed analysis of the model above we refer

to [35].

The result of our numerical simulations is shown on the Figure 1.2.
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Figure 1.2: Approximate stationary solution of predator-prey model which corre-
spond to the parameter constellation in (1.23).

1.2.4 Spruce budworm model

Spruce budworm (Choristoneura fumiferana) is a serious pest which is mostly ob-

served in eastern Canada and northern Minnesota. This caterpillar (or moth) pre-

dates on coniferous trees and, in large numbers, is capable of damaging and killing

the host. The only natural enemies of the spruce budworm are birds, which also eat

other insects. Over the last century canadians have observed that every 30-40 years

a sudden outbreak of the spruce budworm takes place. The outbreak may last for

several years. During this time a large amount of trees are defoliated, and the forest

industry, as well as the dependent communities, suffer great losses.

In 1978 Ludwig et al. [31] have proposed a model which simulates the interaction

between spruce budworm and forest. Since the life-span of the tree is significantly

larger than that of the spruce budworm, the forest variables were treated as con-
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stants. Thus, the model has become a single-species model. In dimensionless form,

formulated on the interval Ω = (0, l), it reads





ut(x, t) = duxx(x, t) + ru(x, t)

(
1 − u(x, t)

q

)
− u2(x, t)

1 + u2(x, t)
, t > 0, x ∈ [0, l],

u(0, t) = u(l, t) = 0, t ≥ 0,

u(x, 0) = u0(x), x ∈ [0, l].

Here the positive parameter r is directly proportional to the linear birth rate and

is inversely proportional to the intensity of predation. The positive parameter q is

proportional to the carrying capacity, which is related to the density of the foliage

available on the trees. Term − u2(x,t)
1+u2(x,t)

reflects the predation by birds and has a

sigmoid character. The qualitative form of the predation term implies the existence

of an approximate threshold value for the population of spruce budworm. When the

population is small, the predation is moderate, when it exceeds the threshold value,

the predation is “ switched on”.

It is easy to see that the steady state solutions are the solutions of

f(s) = rs

(
1 − s

q

)
− s2

1 + s2
= 0.

Clearly, s = 0, is one of these solutions. The other solutions, if they exist, satisfy

r

(
1 − s

q

)
=

s

1 + s2
. (1.24)

The equation above can be solved explicitly or graphically. We omit the detailed

discussion of the solution to (1.24) and refer to [36] for more information. Here we

simply note, that there exists a domain in the r, q parameter space, where three

roots of (1.24) exist. The boundary curves of that domain for some positive a are

given by

r(a) =
2a3

(a2 + 1)2 , q(a) =
2a3

a2 − 1
. (1.25)
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One can obtain the rigorous explanation for the sudden outbreaks in the spruce

budworm population by analysing the behaviour of the model as the parameters r

and q change. In particular, one says that the spruce budworm model exhibits a

hysterisis effect: when r and q change to some new values the system changes as

well, but as r and q change back to the old values, the system does not retrace its

steps in reverse. This effect is then reflected in the sudden jumps of the population

levels from the smallest stable equilibrium to the largest stable equilibrium and vice

versa (see [36]). The largest stable equilibrium is called an outbreak equilibrium.

Now let us comment on the spatial patterning of the spruce budworm. For that

purpose we examine the trivial steady state solution u = 0. The linearisation of the

given problem about u = 0 results in





ut(x, t) = duxx(x, t) + ru(x, t), t > 0, x ∈ [0, l],

u(0, t) = u(l, t) = 0, t ≥ 0,

u(x, 0) = u0(x), x ∈ [0, l].

(1.26)

Let M be a number such that u(x, 0) ≤M, ∀x ∈ (0, l), and let û(x, t) be a solution

of




ut(x, t) = duxx(x, t) + ru(x, t), t > 0, x ∈ [0, l],

u(0, t) = u(l, t) = 0, t ≥ 0,

u(x, 0) = M, x ∈ [0, l].

(1.27)

The Fourier analysis shows that

û(x, t) =
4M

π

∞∑

j=0

1

2j + 1
e

„

r−d
(2j+1)2π2

l2

«

t
sin

(
(2j + 1)πx

l

)
. (1.28)

Application of the comparison principle to the problems (1.26) and (1.27) results in

0 ≤ u(x, t) ≤ û(x, t), ∀x ∈ (0, l), t ≥ 0. (1.29)
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From (1.28) we see that if l < π

√
d
r
, then û decays exponentially to zero as t → ∞,

and, due to (1.29), so is u. Therefore we conclude, that if l < π
√

d
r

then

lim
t→∞

u(x, t) = 0, ∀x ∈ (0, l),

and no spatial structure occurs. Therefore, similar to the previous results, when the

interval width is not large enough the pattern will not occur.

There is one more interesting relation between the size of the interval and the

behaviour of the solution. Namely, it is possible to establish a correspondence be-

tween the maximum value of the solution um and the length l of the interval. The

numerical evaluation of that correspondence, which was performed by Ludwig et. al

[31], has shown that there exists a critical domain size l0, above which the maxi-

mum population can achieve the outbreak state. In particular, if l < l0, then the

outbreak of the spruce budworm population is not possible. The value of l0 could be

approximately obtained by analytical means (see [37]).

In our numerical simulations we set in (1.25) a = 1.5, which has produced the

values r = 0.6391 and q = 5.4. In addition we choose d = 3. In order for pattern

to emerge it is essential to choose l > π

√
d
r

= 6.8068. On the other hand, for

the purpose of avoiding the sudden outbreak, we have chosen some l < l0. The

analytical approximation to the value l0 has resulted in l0 ≈ 57.5552. The result of

our numerical simulations with l = 12 is illustrated on Figure 1.3.

1.2.5 Competition model

The interaction of species, which are forced to coexist and have similar preferences in

resources, is described by competition models. The model we are going to consider

in our work is based on the interaction between grey and red squirrels in Britain. In

the beginning of the 20th century North American grey squirrels have been imported
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Figure 1.3: An approximate stationary solution of the spruce budworm model.

into various sites in Britain. They have managed to successfully spread through

the country, forcing the red indigenous squirrel to drive off. Okubo et al. [39]

investigated this displacement and proposed a competition model. In dimensionless

form, formulated on the interval Ω = (0, l), this model reads





u1t(x, t) = u1xx(x, t) + u1(x, t)(1 − u1(x, t) − a12u2(x, t)), t > 0, x ∈ [0, l],

u2t(x, t) = du2xx(x, t) + αu2(x, t)(1 − u2(x, t) − a21u1(x, t)), t > 0, x ∈ [0, l],

∂u(0, t)

∂ν
=
∂u(l, t)

∂ν
= 0, t ≥ 0,

u(x, 0) = u0(x), x ∈ [0, l].

Here u1, u2 represent the densities of the grey and red squirrels respectively. The

dimensionless parameter α denotes the ratio between the net birth rates of grey and

red squirrels. If α > 1, the net birth rate of the grey squirrels is higher than the

net birth rate of the red squirrels. The coefficient d stands for the ratio between

the diffusion coefficients. In particular, d > 1 implies the faster diffusion of the

red squirrel. The parameters a12 and a21 measure the competitive effect of the red

squirrel on the grey and vice versa.

In the absence of diffusion the above system has four homogeneous steady states,
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which are given by

ū1 = 0, ū2 = 0; (1.30)

ū1 = 1, ū2 = 0; (1.31)

ū1 = 0, ū2 = 1; (1.32)

ū1 =
1 − a12

1 − a12a21
, ū2 =

1 − a21

1 − a12a21
. (1.33)

The latter steady state exists only when a12a21 6= 1. The stability or instability,

respectively, of the steady states is easy to verify with the standard methods. We

obtain that the state (0, 0) is unstable. For the states (1.31) to (1.33) we will distin-

guish between following cases

(i) a12 < 1, a21 < 1,

(ii) a12 > 1, a21 > 1,

(iii) a12 < 1, a21 > 1,

(iv) a12 > 1, a21 < 1.

Note that in cases (iii) and (iv) the steady state (1.33) does not belong to the positive

quadrant and therefore is not relevant for the biological interpretation. We obtain

that

(i) (1.31) and (1.32) are unstable, (1.33) is stable,

(ii) (1.31) and (1.32) are stable, (1.33) is a saddle point,

(iii) (1.31) is stable and (1.32) is unstable,

(iv) (1.31) is unstable and (1.32) is stable.
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The cases (i) to (iv) are shown in Figure 1.4. In case (i), that is, when the impact

of the species on each other is small, the steady state (1.33) is stable and the species

coexist. Cases (ii) to (iv) illustrate the competitive exclusion principle: two different

species cannot coexist and one of them eventually disappears. In case (ii) there are

two stable solutions: (1, 0) and (0, 1). The matter of which population will ultimately

win depends on the initial condition: if the initial condition starts in the area I, then

the population u2 will die out and if it starts in the area II, then the population u1

will extinct (see [36]).
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Figure 1.4: Schematic phase trajectories near the steady states for the competition
dynamics.

For our further investigations we will be interested in the constant stationary

solution which correponds to case (i) ( even though it does not reflect the real inter-

action between grey and red squirrels). For more details on the competition models

we refer to [36, 37].
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1.3 Contents and scope of the thesis

As it was already mentioned above, the main subject of investigations in this thesis

are stationary solutions ū to problem (1.1). In particular, we are interested in the

results on their existence, stability, and - in the case of the stability - in the size of

their domain of attraction.

Due to the complex structure of the reaction-diffusion systems (1.1), it is usually

impossible to calculate non-constant stationary solutions ū in closed form. This is

certainly the case with the Schnakenberg, predator-prey, and spruce budworm mod-

els. The question of existence of solutions to problems of the above type has been a

subject of investigation of many scientists for many years. Concerning the examples,

which are under consideration in our thesis, one can find many papers devoted to the

pattern formation phenomenon, and various discussions of the numerical and analyt-

ical aspects of the models above. For example in [3] by using the homotopy analysis

method, based on the fractional order differential equations, author constructs an

approximate analytical solution to the Schnakenberg problem. In [51] a numerical

method for the solution of the pattern formation models (and specifically for the

Schnakenberg model) is proposed. In [7] one can find the examination, along with

the numerical approximations, of some certain type of the travelling wave solutions

of the spruce budworm model. Some numerical aspects of the modelling the spruce

budworm problem are discussed in [55]. A theoretical analysis of the pattern forma-

tion, along with the computation of numerical approximations for the predator-prey

model can be found in [29, 33, 35]. In [38] the pattern formation phenomenon is

discussed. Most of the results about numerical investigations of these examples do

not go beyond the computed approximation ω. Therefore, some rigorous quantita-

tive results on the exact stationary solution are desirable. In our thesis we want to

apply computer-assisted techniques, which can ensure the existence of a stationary
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solution ū in some explicitly known neighbourhood of a numerical approximation ω.

In particular, we are intending to use the computer-assisted enclosure methods,

which were developed for elliptic boundary value problems by Plum [5, 41, 42, 43,

45, 46], to the stationary formulation of (1.1). In the course of the implementation of

the methods above, the given problem is transformed in such a way, that it becomes

suitable for the application of a fixed-point theorem. As a result a constant α such

that

‖ū− ω‖∞ ≤ α (1.34)

is obtained. The existence of the solution is shown simultaneously. Since some of the

conditions needed for the fixed-point theorem are verified numerically, this method

is referred to as computer-assisted method.

Furthermore we will be concerned with stability properties of the enclosed sta-

tionary solution ū. For the stability investigations we consider a linearisation of

problem (1.1) at ū, which we denote as Lū (rigorous definition of Lū will be given

later). In our thesis the operator Lū will play an important role. In particular, by

establishing the sectoriality of this operator we will be able to verify the stability of

ū and compute an upper bound to its domain of attraction. The notion of sectori-

ality has its roots in semigroup theory and defines those classes of linear operators,

which have a bounded resolvent and the spectrum of which can be included into

some certain sector. The sectoriality of Lū will be established with the help of the

computer-assisted methods. Of a special help for us at this point will be the method

of eigenvalue exclosure, which provides a proof for a non-existence of eigenvalues

on a local basis. This method is especially useful in those cases when the operator

Lū has complex eigenvalues. By eigenvalue exclosure, combined with some certain

analytic estimations, we will be able to obtain an upper bound to the norm of the

resolvent operator of Lū and show that its spectrum is contained in a sector, which
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has an opening to the right of some angle ζ ∈
(
0, π

2

)
and a cusp at some real point z.

The methods, which we propose in our thesis provide us with the explicit values for

this constants ζ and z. Note, in particular, that if z is positive, then the stationary

solution ū is stable. In addition, we will be paying attention to the special case of a

self-adjoint operator Lū. Although the eigenvalue exclosure method can be applied in

this case as well, one may follow more direct approach which requires less numerical

effort. Namely, as opposed to the excluding of eigenvalues, in the self-adjoint case it

is possible to compute enclosure intervals for eigenvalues by means of some known

variational method for computing eigenvalue bounds.

Finally, while examining the stability properties of stationary solutions, we have

developed approaches for the quantification of theirs domains of attraction. In our in-

vestigations we apply some results from semigroup theory. In particular, estimations

of the form
∥∥e−tLū

∥∥
L(X)

≤ Ce−zt, (1.35)

are essential. As a result we obtain the estimation of the domain of attraction in the

following sense: we compute some value δ0 such that

if ‖u0 − ū‖∞ ≤ δ0 then lim
t→∞

‖u(t) − ū‖∞ = 0. (1.36)

The quantification of the attraction section opens an opportunity for the investigation

of the long-time behaviour of a time-depedent solution. In particular, since the

system (1.1) is autonomous, one observes, that if for some fixed time T > 0 the

solution of (1.1) is contained in the neighbourhood of ū of the size δ0, then the

conclusion (1.36) is valid, and the solution converges to the stationary solution ū.

The time T , which satisfies the above condition, can be found with the help of the

computer-assisted enclosure methods for the time-dependent problems. This is the

subject of further research.

21



The constant δ0, which we have computed for the Schnakenberg and predator-prey

models, turned out to be relatively small. The reasons for this lie in the theoretical

methods, which are used for the determination of the constant C from (1.35). In this

cases, the semigroup approach, which is sufficient for many qualitative purposes, has

proved to be not efficient enough for explicit estimations.

When the operator Lū is self-adjoint, it is possible to obtain the domain of at-

traction, using eigenfunctions series expansion techniques. In this thesis we propose

two different approaches for the quantification of the domain of attraction in case of

self-adjoint Lū. In the basis of this approaches lie explicit embedding estimations of

C[0, l] →֒ H1(0, l). As a result the estimations similar to (1.36) are obtained. The

computed constants δ0 are now significantly better, compared to the cases discussed

above. In the view of the improvement in the attractor’s size, we have also estab-

lished some certain classes of problems with non-self-adjoint linearisations, attractor

of which can nevertheless be obtained by methods developed for the self-adjoint

linearisations, after applying some symmetrisation technique.

Finally, before concluding this section, we wish to remark on the recent work of

Cai [8]. In her work the author has considered the Schnakenberg problem, modelled

on a two-dimensional domain. Similar to our results, the author was able to prove

the existence and stability of some particular stationary solution, and has quantified

its attractor. The corresponding value for δ0 was quite small as well. In our thesis we

investigate some other examples and extend our research to models and stationary

solutions with self-adjoint linearisation. As we have already mentioned above, the

results on the domain of attraction for these models are significantly better.

This thesis is organised as follows. In Chapter 2 we present some preliminary re-

sults, which we apply in the course of the thesis. In Chapter 3 we discuss computer-

assisted methods for the enclosure of stationary solutions. In Chapter 4 we study

the operator Lū and show its sectoriality. In Chapter 5 we investigate the stability
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properties of stationary solutions and obtain their domains of attraction. In Chap-

ter 6 we present a brief description of variational methods for computing eigenvalue

bounds and develop them in the framework of the given problems. In Chapter 7 we

report on the results. The description of the corresponding numerical procedures is

presented in Appendix A.

1.4 Notations

We denote by N, R, and C the natural1, real, and complex numbers respectively.

For n ∈ N we denote by Rn the n-dimensional euclidean space, endowed with the

norm |y|2 =

(
n∑

i=1

y2
i

) 1
2

. yT = (y1, . . . , yn) corresponds to the transpose of y ∈ Rn.

For the matrix A ∈ Cn×n we denote by A∗ its adjoint and by |A|2 =
√
λmax (A∗A)

its euclidean norm.

For the diagonal matrix D = diag(d1, . . . , dn) we denote dmin := min
j=1,...,n

dj and

dmax := max
j=1,...,n

dj .

The identity matrix (operator) is addressed as I.

For z ∈ R and R > 0 we denote by B(z, R) the ball with center in z and radius

R. BC(z, R) is to be understood as the complement to B(z, R).

We denote by L(X, Y ) the space of continuous linear operators between the Ba-

nach spaces X and Y . We set L(X,X) = L(X).

The Lebesque spaces Lp(0, l), 1 ≤ p ≤ ∞ are endowed with the norms

‖f‖Lp(0,l) =

(∫ l

0

|f(x)|p dx
)1/p

,

‖f‖∞ = ess sup
x∈(0,l)

|f(x)|.

1 in particular, 0 /∈ N

23



We write ‖f‖p for ‖f‖Lp(0,l). In addition, we denote by 〈·, ·〉2 the scalar product in

L2(0, l).

The Sobolev spaces W k,p(0, l), where k is any positive integer and 1 ≤ p ≤ ∞,

consist of all the functions f ∈ Lp(0, l), which admit weak derivatives Dαf for |α| ≤ k

belonging to Lp(0, l). The norm on W k,p(0, l) is defined as

‖f‖W k,p(0,l) =
∑

|α|≤k

‖Dαf‖p .

When p = 2, we write Hk(0, l) for W k,p(0, l).

We denote by C[0, l] the Banach space of continuous complex-valued functions on

[0, l], endowed with the maximum norm ‖·‖∞. If k ∈ N, Ck[0, l] is the Banach space of

k-times continuously differentiable complex-valued functions on [0, l], endowed with

the norm

‖f‖Ck[0,l] =
∑

|α|≤k

‖Dαf‖∞ .

Let I ⊂ R be a compact interval and X be a Banach space. We consider the func-

tional spaces B(I;X), C(I;X), consisting respectively of the bounded, continuous

functions f : I 7→ X. B(I;X) is endowed with the sup norm

‖f‖B(I;X) = sup
t∈I

‖f(t)‖X .

We set also

Cb(I;X) = B(I;X) ∩ C(I;X), ‖f‖C(I;X) = ‖f‖B(I;X) .

The Banach spaces of Hölder continuous functions Cα(I;X) (α ∈ (0, 1)), are defined

by

Cα(I;X) ={f ∈ Cb(I;X) : [f ]Cα(I;X) = sup
t,s∈I, s<t

‖f(t) − f(s)‖X

(t− s)α
< +∞},

‖f‖Cα(I;X) = ‖f‖∞ + [f ]Cα(I;X).
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We denote the corresponding spaces of Rn-valued functions by an upper index n. For

example we write Ln
2 (0, l) or Cn[0, l]. The corresponding maximum and L2 norms

have the form

‖f‖∞ = max
i=1,...,n

ess sup
x∈(0,l)

|fi(x)|,

‖f‖2 =

(∫ l

0

fT (x)f̄(x)dx

) 1
2

.
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2

Preliminaries

The main subject of this thesis is the reaction-diffusion system of the form





ut(x, t) = Duxx(x, t) + F (u(x, t)), t > 0, x ∈ [0, l],

Bp[u(·, t)](0) = Bp[u(·, t)](l) = 0, t ≥ 0,

u(x, 0) = u0(x), x ∈ [0, l].

(2.1)

In the system above u : [0, l] × [0,∞) → Rn is the unknown, D = diag(d1, . . . , dn),

with di > 0 is the matrix of diffusion coefficients, F : Rn → Rn is a given nonlinear

function modelling reactions, u0 : [0, l] → R
n is a continuous function of initial

conditions. The operator Bp, (p = 0, 1) is the formal linear operator of boundary

conditions with

B0[u(·, t)](x) = u(x, t),

B1[u(·, t)](x) =

(
∂u(·, t)
∂ν

)
(x).

(2.2)

26



Throughout this work we assume that the components of the vector F = (F1, . . . , Fn)
T

and the elements of its Jacobian matrix

Fy :=

(
∂Fi

∂yj

)

i,j=1,...,n

(2.3)

are all continuous functions. We write Fy(u(x, t)), if the Jacobian is evaluated at a

function u(x, t).

This chapter is devoted to some preliminary results needed in the sequel. In

particular, we introduce facts from the theory of analytic semigroups, theory of un-

bounded self-adjoint operators and derive the explicit estimations of the embedding

Cn[0, l] →֒ Hn
1 (0, l).

2.1 Some preliminaries on analytic semigroups

The methods of semigroups provide an elegant and comprehensive approach to the

field of abstract time-dependent problems. Our main concern in this subsection will

be a special class of semigroups, namely analytic semigroups. Below we introduce

several classical results from that field, which are going to be useful in our work.

We omit the detailed description of these results. For a more thorough overview on

analytic semigroups please refer to [10, 11, 21, 30, 32, 63].

2.1.1 Sectorial operators. Analytic semigroups

We start with the following

Definition 2.1. Any real number θ satisfying z = reiθ for some positive real r is

called an argument of a complex number z and is an angle made by z with the positive

x-axis. The particular argument of z lying in the range −π < θ ≤ π is called the

principal argument of z and is denoted by arg(z).
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Definition 2.2. Let X be a Banach space. Let T : D(T ) ⊂ X → X be a linear

operator. The resolvent set ρ(T ) and the spectrum σ(T ) of T are defined by

ρ(T ) = {λ ∈ C : ∃(T − λI)−1 ∈ L(X)}, σ(T ) = C \ ρ(T ).

The complex numbers λ ∈ ρ(T ) such that T − λI is not one-to-one are called eigen-

values. If λ ∈ ρ(T ), we set

(T − λI)−1 = R(λ, T ).

R(λ, T ) is called resolvent operator or simply resolvent.

Definition 2.3. Let X be a Banach space. We say that a linear operator T : D(T ) ⊂

X → X is sectorial if there are constants a ∈ R, θ ∈
(π

2
, π
)
, M > 0 such that





(i) ρ(T ) ⊃ Sθ,a := {λ ∈ C : λ 6= a, |arg(λ− a)| < θ},

(ii) ‖R(λ, T )‖L(X) ≤
M

|λ− a| , λ ∈ Sθ,a.

(2.4)

For every t > 0 the properties of a sectorial operator T allow us to define the

operator exponential etT by means of a Dunford-Taylor integral as

etT :=
1

2πi

∫

γr,η+a

etλR(λ, T ) dλ, t > 0, (2.5)

where r > 0, η ∈
(π

2
, θ
)

and γr,η is the curve

γr,η := {λ ∈ C : |argλ| = η, |λ| ≥ r} ∪ {λ ∈ C : |argλ| ≤ η, |λ| = r}, (2.6)

oriented counterclockwise. Hence γr,η + a is given by

γr,η+a = {λ ∈ C : |arg(λ−a)| = η, |λ−a| ≥ r}∪{λ ∈ C : |arg(λ−a)| ≤ η, |λ−a| = r}.
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Lemma 2.4. [30, Lemma 1.3.2, p. 11] If T is a sectorial operator, the integral in

(2.5) is well-defined, and it is independent of r > 0 and η ∈
(π

2
, θ
)
.

Let us additionaly set

e0Tx = x, x ∈ X (2.7)

and introduce the following

Definition 2.5. Let T be a sectorial operator. The function from [0,∞) → L(X),

t 7→ etT is called the analytic semigroup generated by T (in X).

We continue with

Proposition 2.6. [32, Proposition 2.1.1, Proposition 2.1.4]

(i) etTx ∈ D(T ) for each t > 0, x ∈ X.

(ii) For every x ∈ X and t ≥ 0, the integral
∫ t

0
esTxds belongs to D(T ).

Below we would like to introduce one property of the analytic semigroup, which

will be essential for the estimation of the domain of attraction.

Lemma 2.7. Let T be a sectorial operator and let etT be given by (2.5). Let a be

the number introduced in (2.4). Then the following statement holds.

∥∥etT
∥∥
L(X)

≤ Ceta, t > 0 (2.8)

for some positive constant C.

Proof. Let us introduce the shifted operator T̃ := T − aE. Then ρ(T̃ ) contains the

sector Sθ,0 with θ ∈
(π

2
, π
)

and R(λ, T̃ ) = R(λ+ a, T ), so that

∥∥∥λR(λ, T̃ )
∥∥∥
L(X)

≤ M, λ ∈ Sθ,0. (2.9)
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From definition (2.5) follows that

et eT = etT e−at. (2.10)

Let us choose η ∈
(π

2
, θ
)
, r > 0 and consider

∥∥∥et eT
∥∥∥
L(X)

=

∥∥∥∥∥
1

2πi

∫

γr,η

etλR(λ, T̃ ) dλ

∥∥∥∥∥
L(X)

.

Let us make a substitution λt = ξ. Then, due to Lemma 2.4, for t > 0 we have

et eT =
1

2πi

∫

γrt,η

eξR

(
ξ

t
, T̃

)
dξ

t
=

1

2πi

∫

γr,η

eξR

(
ξ

t
, T̃

)
dξ

t
.

After obvious parametrisation of γr,η, we arrive at

et eT =
1

2πi

(∫ +∞

r

eρeiη

R

(
ρeiη

t
, T̃

)
eiη

t
dρ−

∫ +∞

r

eρe−iη

R

(
ρe−iη

t
, T̃

)
e−iη

t
dρ

+

∫ η

−η

ereiα

R

(
reiα

t
, T̃

)
ireiαdα

t

)
.

From (2.9) follows

∥∥∥et eT
∥∥∥
L(X)

≤ M

2π

(
2

∫ +∞

r

1

ρ
eρ cos ηdρ+

∫ η

−η

er cos αdα

)
.

Setting

C :=
M

2π

(
2

∫ +∞

r

1

ρ
eρ cos ηdρ+

∫ η

−η

er cos αdα

)
(2.11)

and taking into account (2.10), we obtain the desired estimation.

2.1.2 Cauchy problem. Mild solutions

Let us introduce the following
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Definition 2.8. Given three Banach spaces Z ⊂ Y ⊂ X (with continuous embed-

dings) and given α ∈ (0, 1), we say that Y is of class Jα between X and Z if there is

C > 0 such that

‖y‖Y ≤ C ‖y‖α
Z ‖y‖1−α

X , y ∈ Z. (2.12)

Let T : D(T ) ⊂ X → X be a sectorial operator. Let Xα denote a space of class

Jα between X and D(T ). We consider the initial value problem





u′(t) = Tu(t) +H(u(t)), t > 0,

u(0) = u0,

(2.13)

where u0 ∈ Xα and H : Xα → X is a continuous function. In addition for every

R > 0 there is K > 0 such that

‖H(x) −H(y)‖X ≤ K ‖x− y‖Xα
, x, y ∈ B(0, R) ⊂ Xα. (2.14)

Let us introduce the following

Definition 2.9. We say that a function u defined in an interval I = [0, τ) or I =

[0, τ ] is a mild solution of problem (2.13) if u ∈ (C \ {0};Xα) and it satisfies

u(t) = etTu0 +

∫ t

0

e(t−s)TH(u(s))ds, t ∈ I. (2.15)

Due to the embeddings D(T ) ⊂ Xα ⊂ X it follows that t 7→ etT is analytic in

(0,+∞) with values in L(Xα). In order to avoid blowing up of
∥∥etT

∥∥
L(Xα)

as t → 0

[32], we make the following assumption

lim sup
t→0

∥∥etT
∥∥
L(Xα)

< +∞. (2.16)

Therefore
∥∥etT

∥∥
L(Xα)

is bounded on every compact interval contained in [0,+∞).

For our further investigations we will need the following
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Theorem 2.10. [30, Theorem 6.3.2, p. 91] The following statements hold.

(a) If u, v ∈ Cb((0, τ ];Xα) are mild solutions of (2.13) for some τ ∈ (0,∞), then

u ≡ v.

(b) For every ũ ∈ Xα there exist r, δ > 0 such that if ‖u0 − ũ‖Xα
≤ r prob-

lem (2.13) has a mild solution u ∈ Cb((0, δ];Xα). The function u belongs to

C([0, δ];Xα) if and only if u0 ∈ D(T )
Xα

:= closure of D(T ) in Xα.

In addition, let us set





tmax = sup{τ > 0 : problem (2.13) has a mild solution uτ in [0, τ ]},

u(t) = uτ (t), if t ≤ τ.

(2.17)

u(t) is called the maximally defined solution. Due to Theorem 2.10(a), u is well

defined in the interval

I :=
⋃

{[0, τ ] : problem (2.13) has a mild solution uτ in [0, τ ]} (2.18)

and we have tmax = sup I. Of course tmax and I may depend on u0. We suppress this

dependency for now and write tmax and I unless otherwise needed.

The following lemma will be useful for the global existence result.

Lemma 2.11. [32, Lemma 7.1.1, p.257] Let f ∈ Cb((0, τ);X), τ ∈ (0,∞), and set

Γ(t) =

∫ t

0

e(t−s)T f(s)ds, 0 ≤ t ≤ τ.

If 0 < α < 1, then Γ ∈ C1−α([0, τ ];Xα), and there is C > 0, not depending on τ and

f , such that

‖Γ‖C1−α([0,τ ];Xα) ≤ C sup
t∈(0,τ)

‖f(t)‖X .
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Let us now introduce a result, concerning existence in the large of the solution of

(2.13).

Theorem 2.12. Let the function t 7→ ‖u(t)‖Xα
be bounded on I. Then tmax = ∞.

Thus the mild solution of problem (2.13) exists for all t > 0.

Proof. Assume by contradiction that tmax < ∞. By Theorem 2.10 there exists a

mild solution u ∈ Cb((0, tmax);Xα). In the following we would like to show that u

can be continuously extended to t = tmax. Mild solution u is given by

u(t) = etTu0 +

∫ t

0

e(t−s)TH(u(s))ds, t ∈ (0, tmax). (2.19)

Since t 7→ ‖u(t)‖Xα
is bounded, then t 7→ H(u(t)) is bounded and continuous with

values inX in the interval (0, tmax). By Lemma 2.11 the expression
∫ t

0
e(t−s)TH(u(s))ds

belongs to C1−α([0, tmax];Xα). In addition, observe that t 7→ etTu0 is well-defined

and analytic on (0,+∞). Summing up, we find that u belongs to Cθ((0, tmax];Xα)

with θ ∈ (0, 1). Thus u is a uniformly continuous function on (0, tmax] and

u(tmax) = etmaxTu0 +

∫ tmax

0

e(tmax−s)TH(u(s))ds.

Indeed, let (tn)n∈N be a sequence in (0, tmax), which converges to tmax. Due to the uni-

form continuity of u we have lim
n→∞

u(tn) = u(tmax). In addition, due to the continuity

of function H , we conclude that lim
tn→tmax

H(u(tn)) = H(u(tmax)).

By Proposition 2.6, u(tmax) ∈ D(T ) ⊂ D(T )
Xα

. Thus, u is a mild solution of

(2.13) on (0, tmax]. By Theorem 2.10, the problem

w′(t) = Tw(t) +H(w(t)), t ≥ tmax, w(tmax) = u(tmax)

has a unique mild solution w ∈ C([tmax, tmax + δ];Xα) for some δ > 0. Now let us
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introduce a function

û(t) =

{
u(t), t ∈ (0, tmax),

w(t), t ∈ [tmax, tmax + δ].
(2.20)

For t ∈ (0, tmax) the function û satisfies

û(t) = u(t) = etTu0 +

∫ t

0

e(t−s)TH(û(s))ds.

For t ∈ [tmax, tmax + δ], taking into account that u(tmax) satisfies (2.19), we have

û(t) = w(t) = e(t−tmax)Tu(tmax) +

∫ t

tmax

e(t−s)TH(w(s))ds

= e(t−tmax)T

(
etmaxTu0 +

∫ tmax

0

e(tmax−s)TH(û(s))ds

)

+

∫ t

tmax

e(t−s)TH(û(s))ds

= etTu0 +

∫ t

0

e(t−s)TH(û(s))ds.

Thus, û ∈ Cb((0, tmax + δ];Xα) is a unique mild solution of problem (2.13). This is

a contradiction with the definition of tmax. Therefore, tmax = ∞.

Remark 2.13. The result of Theorem 2.12 is used to prove existence in the large

when we have an a priori estimate on the norm of u(t). We will be able to obtain

this estimate later, during the estimation of the domain of attraction.

2.2 Self-adjoint operators

All results in this section were taken from [27].

Definition 2.14. Let H be a Hilbert space. A densely defined operator on H is a

pair (D(T ), T ), where D(T ) ⊂ H is a dense subspace of H, and T : D(T ) → H is a

linear map.
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Definition 2.15. Let H be a Hilbert space. If (D(T ), T ) is a densely defined operator

on H, and D1 ⊂ D(T ) is a subspace of D(T ) which is still dense in H, we call

(D1, T |D1) the restriction of the operator (D(T ), T ) to D1. An extension of a densely

defined operator (D(T ), T ) is a densely defined (D1, T1) such that D(T ) ⊂ D1 and

(D(T ), T ) is the restriction of (D1, T1) to D(T ).

If (D1, T1) is the restriction of (D2, T2) to D1, one may write T1 = T2|D1 or

T1 ⊂ T2.

Definition 2.16. Let H be a Hilbert space and (D(T ), T ) be densely defined on H.

The graph Γ(T ) of (D(T ), T ) is the linear subspace

Γ(T ) = {(v, w) ∈ H ×H : v ∈ D(T ) and w = T (v)} (2.21)

of H ×H.

Definition 2.17. The densely defined operator (D(T ), T ) is said to be closed if Γ(T )

is closed in H ×H when the latter is seen as a Hilbert space with the inner product

〈(v1, w1), (v2, w2)〉H×H = 〈v1, v2〉H + 〈w1, w2〉H . (2.22)

The operator is said to be closable if there exists a closed extension of T .

Definition 2.18. Let H be a Hilbert space and (D(T ), T ) be densely defined on H.

The domain of the adjoint D(T ∗) is defined to be the set of all w ∈ H such that the

linear map

f ∗
w :

{
D(T ) → C,

v 7→ 〈Tv, w〉 (2.23)

is continuous, i.e., those w such that, equivalently, f ∗
w extends uniquely to linear

functional f ∗
w ∈ H ′, or there exists a constant C ≥ 0 with

|〈Tv, w〉| ≤ C ‖v‖ , ∀v ∈ D(T ). (2.24)
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The adjoint is the linear map

T ∗ :

{
D(T ∗) → H

w 7→ the unique vector T ∗ w such that f ∗
w(v) = 〈v, T ∗w〉, (2.25)

where the existence of the vector is given by the Riesz Representation Theorem for

Hilbert spaces.

Finally, we introduce

Definition 2.19. Let H be a Hilbert space and (D(T ), T ) be a densely deifned clos-

able operator.

(1) The operator (D(T ), T ) is symmetric or Hermitian if it is closable and T ⊂ T ∗,

i.e., equivalently, if

〈Tv, w〉 = 〈v, Tw〉, ∀v, w ∈ D(T ). (2.26)

(2) The operator (D(T ), T ) is self-adjoint if it is closable and T = T ∗, i.e., if it is

symmetric and in addition D(T ∗) = D(T ).

In our further investigations we will use the following perturbation result.

Lemma 2.20. [27, Lemma 4.26, p. 66] Let H be a Hilbert space and let (D(T ), T )

be a densely defined closable operator with the adjoint (D(T ∗), T ∗) which is densely

defined as well. Then for any S ∈ L(H) the operator (D(T ), S + T ) is closable and

its adjoint is given by (D(T ∗), S∗ + T ∗).

2.3 Embedding estimations

Let us introduce the following two lemmata, which could be considered as an explicit

version of the embedding: Hn
1 (0, l) →֒ Cn[0, l].
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Lemma 2.21. For all ϕ ∈ Hn
1 (0, l) the estimation

‖ϕ‖2
∞ ≤ C0 ‖ϕ‖2

2 + C1 ‖ϕ′‖2
2 (2.27)

holds with




C0 = ρ+
1

l
,

C1 =
1

ρ

(2.28)

for any ρ > 0.

Proof. For ϕ ∈ Hn
1 (0, l), x ∈ [0, l] and j = 1, . . . , n we have

x|ϕj(x)|2 =

∫ x

0

d

dy
(y|ϕj(y)|2) dy

≤
∫ x

0

|ϕj(y)|2 dy + 2

∫ l

0

y|ϕj(y)||ϕ′
j(y)| dy,

and likewise

(l − x)|ϕj(x)|2 = −
∫ l

x

d

dy

(
(l − y)|ϕj(y)|2

)
dy

≤
∫ l

x

|ϕj(y)|2 dy + 2

∫ l

0

(l − y)|ϕj(y)||ϕ′
j(y)| dy.

Adding both inequalities, we obtain for all x ∈ [0, l] and j = 1, . . . , n

l|ϕj(x)|2 ≤
∫ l

0

|ϕj(y)|2 dy + 2l

∫ l

0

|ϕj(y)||ϕ′
j(y)| dy.

After application of Young’s inequality with ρ > 0, we obtain

|ϕj(x)|2 ≤
(

1

l
+ ρ

)
‖ϕj‖2

2 +
1

ρ
‖ϕ′

j‖2
2.

Since for a ∈ Hn
1 (0, l)

‖aj‖2
2 ≤

n∑

i=1

‖ai‖2
2 = ‖a‖2

2 (2.29)
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holds, we obtain ∀x ∈ (0, l) and ∀j = 1, . . . , n

|ϕj(x)|2 ≤
(

1

l
+ ρ

)
‖ϕ‖2

2 +
1

ρ
‖ϕ′‖2

2.

Hence it follows

‖ϕ‖2
∞ ≤

(
1

l
+ ρ

)
‖ϕ‖2

2 +
1

ρ
‖ϕ′‖2

2.

The proof of the lemma is complete.

We will comment on the appropriate choice of the parameter ρ later.

Remark 2.22. Note, that Lemma 2.21 holds for all ϕ ∈ Hn
1 (0, l) without any bound-

ary conditions. As a matter of fact, when Dirichlet boundary conditions are imposed,

it is possible to obtain better embedding constants.

Lemma 2.23 (Dirichlet boundary conditions). For ϕ ∈ (H1
0 (0, l))n the estimate

‖ϕ‖2
∞ ≤ C0 ‖ϕ‖2

2 + C1‖ϕ′‖2
2 (2.30)

holds with 


C0 = 0,

C1 =
l

4
,

(2.31)

and also with



C0 =

ρ

2
,

C1 =
1

2ρ

(2.32)

for any ρ > 0.

Proof. For ϕ ∈ (H1
0 (0, l))n, x ∈ [0, l] and j = 1, . . . , n we have

|ϕj(x)| ≤
∫ x

0

|ϕ′
j(y)|dy,

|ϕj(x)| ≤
∫ l

x

|ϕ′
j(y)|dy.
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Adding both expressions and applying Cauchy-Schwarz inequality, we obtain

|ϕj(x)|2 ≤
l

4

∥∥ϕ′
j

∥∥2

2
.

Hence from (2.29) estimation (2.30) with C0, C1 as in (2.31) follows.

For the second estimation we proceed as follows.

|ϕj(x)|2 =

∫ x

0

d

dy
|ϕj(y)|2dy ≤ 2

∫ x

0

|ϕj(y)||ϕ′
j(y)|dy

and

|ϕj(x)|2 =

∫ l

x

d

dy
|ϕj(y)|2dy ≤ 2

∫ l

x

|ϕj(y)||ϕ′
j(y)|dy.

Addition of these inequalities and application of Young’s inequality with ρ > 0 results

in

|ϕj(x)|2 ≤
∫ l

0

|ϕj(y)||ϕ′
j(y)|dy

≤ ρ

2

∫ l

0

|ϕj(y)|2 dy +
1

2ρ

∫ l

0

∣∣ϕ′
j(y)

∣∣2 dy

=
ρ

2
‖ϕj‖2

2 +
1

2ρ

∥∥ϕ′
j

∥∥2

2
.

Hence from (2.29) estimation (2.30) with C0, C1 as in (2.32) follows.

39



3

Enclosure of stationary solutions

In this chapter we are going to describe a computer-assisted method which provides

the existence and enclosure results for a stationary solution of the reaction-diffusion

system of the form





ut(x, t) = Duxx(x, t) + F (u(x, t)), t > 0, x ∈ [0, l],

Bp[u(·, t)](0) = Bp[u(·, t)](l) = 0, t ≥ 0,

u(x, 0) = u0(x), x ∈ [0, l].

(3.1)

Let ū denote a stationary solution of (3.1). System (3.1) in its stationary formulation

reads




−Dū′′(x) − F (ū(x)) = 0, x ∈ [0, l],

Bp[ū](0) = Bp[ū](l) = 0.
(3.2)

Let HB
2 (0, l) := {ϕ ∈ Hn

2 (0, l) : Bp[ϕ](0) = Bp[ϕ](l) = 0} and let ω ∈ HB
2 (0, l) denote

a numerical approximation to ū. We aim at the existence and enclosure results in

the following sense: we want to derive a constant α, such that a stationary solution
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ū satisfying

‖ū− ω‖∞ ≤ α (3.3)

exists. In other words we are looking for some “sufficiently small” and explicitly

described neighbourhood of ω which contains ū. The estimation (3.3), as well as the

existence of ū will follow after the application of the Schauder’s fixed point theorem

to a suitable formulation of (3.2). In order to obtain this formulation we will have

to verify some certain conditions with the help of the computer.

3.1 Some preliminary facts and notations

Let us introduce a notation

Cω(x) := −Fy(ω(x)), x ∈ [0, l]. (3.4)

Throughout this chapter we make the following assumption:

(G0) there exists a monotonically non-decreasing function G : [0,+∞) → [0,+∞)

such that





|F (y + ω(x)) − F (ω(x)) + Cω(x)y|2 ≤ G(|y|2), y ∈ Rn, x ∈ [0, l],

with G(h) = o(h) as h→ 0 + .

(3.5)

Let us introduce an operator F : Cn[0, l] → Ln
2 (0, l) as

(F(ϕ))(x) := F (ϕ(x)), x ∈ [0, l]. (3.6)

We want to show that

Lemma 3.1. The operator F : Cn[0, l] → Ln
2 (0, l) is Fréchet differentiable at ω.

Proof. In order to show the assertion we introduce an operator Cω : Cn[0, l] →

Ln
2 (0, l) as

(Cωϕ)(x) := Cω(x)ϕ(x), x ∈ [0, l] (3.7)
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and note that for any y ∈ Rn the inequality

max
j=1,...,n

|yj| ≤ |y|2 ≤
√
n max

j=1,...,n
|yj| (3.8)

holds.

By assumption (G0) for all ε > 0 there exists δ > 0 such that for any ϕ ∈ Cn[0, l],

satisfying |ϕ(x)|2 ≤ δ ∀x ∈ [0, l] follows

‖F(ϕ+ ω) − F(ω) + Cωϕ‖2 =

√∫ l

0

|F (ϕ(x) + ω(x)) − F (ω(x)) + Cω(x)ϕ(x)|22dx

(3.5)

≤
√∫ l

0

G2(|ϕ(x)|2)dx

(3.5)

≤ ε

√∫ l

0

|ϕ(x)|22dx = ε ‖ϕ‖2 ≤ ε
√
l ‖ϕ‖∞ .

Taking into account (3.8) we obtain the following assertion: for all ε > 0 there exists

δ > 0 such that for any ϕ ∈ Cn[0, l], satisfying ‖ϕ‖∞ ≤ δ√
n

we have

‖F(ϕ+ ω) − F(ω) + Cωϕ‖2 ≤ ε
√
l ‖ϕ‖∞ .

Thus F : Cn[0, l] → Ln
2 (0, l) is Fréchet differentiable at ω with Fréchet derivative

given by

(F′(ω)[ϕ])(x) = −(Cωϕ)(x) = −Cω(x)ϕ(x) = Fy(ω(x))ϕ(x), x ∈ [0, l]. (3.9)

Next let us introduce a function g : Cn[0, l] × Cn[0, l] → Ln
2 (0, l) as

g(ϕ, ω) := F(ϕ+ ω) − F(ω) + Cωϕ. (3.10)

We will need the following result
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Lemma 3.2. Let α > 0. For any ϕ ∈ Cn[0, l], satisfying ‖ϕ‖∞ ≤ α we have

‖g(ϕ, ω)‖2 ≤
√
lG(α

√
n). (3.11)

Proof. Let α > 0 and let ϕ ∈ Cn[0, l] satisfy ‖ϕ‖∞ ≤ α. Then according to (3.8)

we have |ϕ(x)|2 ≤ α
√
n for all x ∈ [0, l]. From (3.5) and the monotonicity of the

function G follows

|g(ϕ(x), ω(x))|2 ≤ G(|ϕ(x)|2) ≤ G(α
√
n), x ∈ [0, l].

Consequently,

‖g(ϕ, ω)‖2 =

√∫ l

0

|g(ϕ(x), ω(x))|22dx ≤
√
lG(α

√
n).

Next we introduce an operator A : Dp(A) → Ln
2 (0, l) as

Dp(A) = HB
2 (0, l) =





Hn
2 (0, l) ∩ (H1

0 (0, l))
n
, if p = 0,

{ϕ ∈ Hn
2 (0, l) : ϕ′(0) = ϕ′(l) = 0}, if p = 1,

Aϕ := Dϕ′′.

(3.12)

Finally, given that F is Fréchet differentiable at ω, we introduce a linear operator

Lω : Dp(Lω) → Ln
2 (0, l), which denotes the operator obtained by the linearisation of

problem (3.2) at ω. Thus, Lω is defined via

Dp(Lω) = HB
2 (0, l), Lωϕ := −Aϕ + Cωϕ. (3.13)

3.2 Existence and enclosure theorem

At first we would like to show several preliminary results. We start with
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Proposition 3.3. The embedding E : Hn
2 (0, l) →֒ Cn[0, l] is compact.

Proof. The assertion of the proposition follows from the Rellich-Kondrachov theorem

[2, Theorem 6.2, p. 144].

In our next result we will be using the embedding I ∈ L(Cn[0, l], Ln
2 (0, l)).

Proposition 3.4. Let A : HB
2 (0, l) → Ln

2 (0, l) be the operator introduced in (3.12).

Then the operator −A+ IE : HB
2 (0, l) → Ln

2 (0, l) is one-to-one and onto.

Proof. For v ∈ HB
2 (0, l), r ∈ Ln

2 (0, l) consider a boundary value problem of the form

−Av + IEv = r. (3.14)

Note that problem (3.14) is a system of linear ordinary differential equations of second

order with constant coefficients. The existence of the unique solution v follows after

the application of the standard methods from the theory of ordinary differential

equations (see uniqueness and existence Theorem [61, Theorem I, p. 169]).

Corollary 3.5. Let A : HB
2 (0, l) → Ln

2 (0, l) be the operator introduced in (3.12).

Then the following implication is satisfied for every ξ ∈ L(Cn[0, l], Ln
2 (0, l)):

If − A+ ξE : HB
2 (0, l) → Ln

2 (0, l) is one-to-one, then it is also onto,

and (−A+ ξE)−1 ∈ L(Ln
2 (0, l), HB

2 (0, l)).
(3.15)

Proof. Consider for v ∈ HB
2 (0, l) and r ∈ Ln

2 (0, l) the boundary value problem

−Av + ξEv = r. (3.16)

According to Proposition 3.4 the operator −A + IE : HB
2 (0, l) → Ln

2 (0, l) is

one-to-one and onto. Let us introduce an operator K : HB
2 (0, l) → HB

2 (0, l) and a

44



function s ∈ HB
2 (0, l) as

K := (−A+ IE)−1(IE − ξE),

s := (−A+ IE)−1r.

It is easy to see that the boundary value problem (3.16) is equivalent to

v = Kv + s. (3.17)

Let us consider the operator K. Since −A + IE is one-to-one and onto, the Open

Mapping Theorem implies that (−A + IE)−1 : Ln
2 (0, l) → HB

2 (0, l) is bounded. In

addition, the embedding E : Hn
2 (0, l) →֒ Cn[0, l] is compact. Thus K : HB

2 (0, l) →

HB
2 (0, l) is compact as well. By assumption −A + ξE is one-to-one. Therefore

the homogeneous problem (3.16), and hence also the homogeneous problem (3.17),

has only the trivial solution. An application of the Fredholm’s Alternative to (3.17)

results in the existence of a unique solution v ∈ HB
2 (0, l) for every r ∈ Ln

2 (0, l). Hence

(−A + ξE)−1 : Ln
2 (0, l) → HB

2 (0, l) exists and, due to Open Mapping Theorem, is

bounded.

Finally let us introduce the existence and enclosure theorem, which was developed

by Plum.

Theorem 3.6. Let ω be an approximate solution of a boundary value problem (3.2).

Let Lω : HB
2 (0, l) → Ln

2 (0, l) be given by (3.13). Suppose that positive constants δ,

K are known such that

‖−Aω − F(ω)‖2 ≤ δ, (3.18)

‖u‖∞ ≤ K ‖Lωu‖2 ∀u ∈ HB
2 (0, l). (3.19)

In addition, let there exist a monotonically non-decreasing function G : [0,+∞) →

[0,+∞), satisfying (3.5). If

δ ≤ α

K
−
√
lG(α

√
n) (3.20)
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holds for some α ≥ 0, then there exists a solution ū ∈ Cn
2 [0, l] to problem (3.2)

satisfying

‖ū− ω‖∞ ≤ α. (3.21)

Proof. Let us set u = ū− ω and denote

d[ω] := −Aω − F(ω). (3.22)

Consider the boundary value problem

Lωu− g(u, ω) = −d[ω] on (0, l), Bp[u](0) = Bp[u](l) = 0. (3.23)

In the following we are going to show that a solution u ∈ HB
2 (0, l) of (3.23) exists and

satisfies ‖u‖∞ ≤ α. If this is the case then ū := u+ω is a solution of (3.2), satisfying

(3.21). The required smoothness of ū will eventually follow from the differential

equation (3.2).

From (3.19) follows that Lω = −A + Cω is one-to-one on HB
2 (0, l). In ad-

dition, by Lemma 3.1 the operator Cω is the Fréchet derivative of F and Cω ∈

L(Cn[0, l], Ln
2 (0, l)). Hence the application of Corollary 3.5 to the operator Lω results

in the existence of a bounded operator L−1
ω : Ln

2 (0, l) → HB
2 (0, l). Therefore, taking

into account the compactness of the embedding E : Hn
2 (0, l) →֒ Cn[0, l], boundedness

of L−1
ω , and continuity of g, we may represent (3.23) as

u = −L−1
ω (d[ω] − g(u, ω)) =: Tu, (3.24)

where T : Cn[0, l] → Cn[0, l] is a continuous and compact operator. The existence of

a fixed point u ∈ Cn[0, l] of problem (3.24) would follow from the Schauder’s fixed-

point theorem if we would be able to find a closed, convex, bounded set U , such that

TU ⊂ U . Let us set

U := {u ∈ Cn[0, l] : ‖u‖∞ ≤ α}. (3.25)
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Note that Tu ∈ HB
2 (0, l). Since G satisfies (3.5), by Lemma 3.2 g(u, ω) satisfies

(3.11). From (3.19), (3.24), (3.18), and (3.11) follows

‖Tu‖∞ ≤ K ‖LωTu‖2 = K ‖d[ω] − g(u, ω)‖2 ≤ K(δ +
√
lG(α

√
n)).

The operator T maps the set U from (3.25) onto itself, if

K(δ +
√
lG(α

√
n)) ≤ α,

which is equivalent to

δ ≤ α

K
−

√
lG(α

√
n).

Hence, if the inequality above holds true, then due to Schauder’s fixed point theorem

a fixed point u ∈ Cn[0, l], satisfying ‖u‖∞ ≤ α, of problem (3.24) exists. Therefore

u ∈ HB
2 (0, l) is a solution of (3.23). Consequently, ū ∈ HB

2 (0, l) is a solution of (3.2)

satisfying ‖ū− ω‖∞ ≤ α. The smoothness of ū follows from the differential equation

(3.2). The proof of the theorem is complete.

In order to obtain the enclosure interval for the stationary solution ū, we need to

1. find a constant δ satisfying (3.18),

2. find a constant K satisfying (3.19),

3. find a monotonically non-decreasing function G satisfying (3.5).

In the next section we are going to present a method which provides us with

the constant K. It is obvious, that for condition (3.20) to hold, the defect bound δ

should be sufficiently small. Thus, a highly accurate numerical approximation ω is

required. The accuracy of ω can be achieved with the help of the Newton algorithm.

We comment on the computation of the highly accurate numerical solution ω, as well

as on the computation of the corresponding defect bound δ in the Appendix A.

In Section 3.4 we discuss the computation of constant α satisfying (3.20). We

report on the function G in Chapter 7.
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3.3 Computation of constant K

In this section we describe the calculation of constant K satisfying (3.19). For that

purpose we are going to use the estimations of the embedding Hn
1 (0, l) →֒ Cn[0, l],

which were presented in Lemma 2.21 and Lemma 2.23 in Chapter 2. Recall that for

u ∈ Hn
1 (0, l) we have

‖u‖2
∞ ≤ C0 ‖u‖2

2 + C1 ‖u′‖2
2 , (3.26)

with constants C0 and C1 being chosen as in (2.28) or as in (2.31) (specifically for

the Dirichlet boundary conditions).

For the computation of the constant K we consider the weak form of the eigen-

value problem for L∗
ωLω:

u ∈ HB
2 (0, l), 〈Lωu, Lωv〉2 = λ (β 〈u, v〉2 + 〈u′, v′〉2) ∀v ∈ HB

2 (0, l), (3.27)

where β > 0 is a fixed constant. For simplicity in the following we are going to use

the notation

M(u, v) := 〈Lωu, Lωv〉2 ,

N(u, v) := β 〈u, v〉2 + 〈u′, v′〉2 .

It is easy to see that the bilinear forms M and N are positive definite self-adjoint

forms on the spaceHB
2 (0, l) andN is bounded. Therefore problem (3.27) is equivalent

to an eigenvalue problem for a self-adjoint operator in HB
2 (0, l) and the usual spectral

terms are well-defined for this problem.2

The variational characterization of the smallest eigenvalue λ1 of problem (3.27)

gives

λ1 ≤
〈Lωu, Lωu〉2

β〈u, u〉2 + 〈u′, u′〉2
∀u ∈ HB

2 (0, l) \ {0}.

2 We will discuss the spectral properties of self-adjoint operator L∗

ω
Lω in Remark 4.11. In partic-

ular, the existence of the orthonormal basis of eigenfunctions follows from the compactness of the
resolvent of the self-adjoint operator under consideration.
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Hence, if we can compute some λ satisfying

0 < λ ≤ λ1, (3.28)

we obtain

(β ‖u‖2
2 + ‖u′‖2

2) ≤
1

λ
‖Lωu‖2

2 ∀u ∈ HB
2 (0, l). (3.29)

Next, we introduce the following

Proposition 3.7. If λ satisfies (3.28), then (3.19) is satisfied with

K =

√
1

λ
max

{
C0

β
, C1

}
. (3.30)

Proof. Starting with

‖u‖2
∞ ≤ C0

β
β ‖u‖2

2 + C1 ‖u′‖2
2

and using (3.29), we obtain

‖u‖∞ ≤
√

max

{
C0

β
, C1

}√
β ‖u‖2

2 + ‖u′‖2
2

≤
√

1

λ
max

{
C0

β
, C1

}
‖Lωu‖2 = K ‖Lωu‖2

Hence, the proof is complete.

In case when Neumann boundary conditions are imposed, the constants C0 and

C1 should be chosen as in (2.28). Thus, K becomes a function of ρ. Observe that we

will have more chances to satisfy inequality (3.20), if constant K is small. Therefore,

it makes sense to choose ρ such that

max

{
1

β

(
ρ+

1

l

)
,
1

ρ

}
→ min . (3.31)
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The choice of the positive constant β is made in such a way that K is as small as

possible. We accomplish this task by making several tests with the different values

of β. Note that λ depends on β.

3.3.1 Alternative approach for self-adjoint Lω

In this section we are going to operate under the assumtion that

(A) The operator Lω is self-adjoint in Ln
2 (0, l) and its resolvent is compact.

The fact that this is true will be shown later in Proposition 4.10. In that case one may

follow a different approach for computation of the constant K. The main advantage

of this approach, compared to the method described above, is that it requires less

numerical effort.

Let us assume, that the constants K0 > 0 and K1 > 0 satisfying the inequalities

‖u‖2 ≤ K0 ‖Lωu‖2 , u ∈ HB
2 (0, l), (3.32)

‖u′‖2 ≤ K1 ‖Lωu‖2 , u ∈ HB
2 (0, l) (3.33)

are known. It is easy to see that (3.26) combined with (3.32) and (3.33) yields in

K =
√
C0K

2
0 + C1K

2
1 . (3.34)

Let us assume at the moment, that the value of constant K0 is known. Then we

obtain the constant K1 as it is described in the following lemma, which for n = 1

can be found in [42, Theorem 2, p. 44].

Lemma 3.8. Let (3.32) hold with some constant K0, and let c be defined as

c = min
x∈[0,l]

λmin(Cω(x)). (3.35)
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Then (3.33) holds with

K1 :=





√
1

dmin
K0(1 − cK0), if cK0 ≤ 1

2
,

1

2
√
cdmin

, otherwise.

(3.36)

Proof. Let u ∈ HB
2 (0, l), u 6≡ 0. From (3.32) follows the injectivity of Lω and

therefore Lωu 6≡ 0. We have

〈Lωu, u〉2 = −
∫ l

0

u′′(x)TDu(x)dx+

∫ l

0

u(x)TCω(x)Tu(x)dx

=

∫ l

0

u′(x)TDu′(x)dx+

∫ l

0

u(x)TCω(x)Tu(x)dx

≥ dmin ‖u′‖2
2 + c ‖u‖2

2 . (3.37)

On the other hand the application of the Cauchy-Schwarz inequality results in

〈Lωu, u〉2 ≤ ‖u‖2 ‖Lωu‖2 . (3.38)

Combining (3.37) and (3.38), we obtain

‖u′‖2
2 ≤

1

dmin

(
‖u‖2 ‖Lωu‖2 − c ‖u‖2

2

)
. (3.39)

Let us set µ =
‖u‖2

‖Lωu‖2

. From (3.32) follows µ ≤ K0. Expression (3.39) reads

‖u′‖2
2 ≤

1

dmin
µ(1 − cµ) ‖Lωu‖2

2 . (3.40)

Observe that a function f(µ) = −cµ2 + µ achieves its maximum at µ∗ =
1

2c
. Hence

if µ∗ ≥ K0 then we set µ = K0 in (3.40). Otherwise we have

‖u′‖2
2 ≤

1

dmin

f(µ∗) ‖Lωu‖2
2 =

1

4cdmin

‖Lωu‖2
2 .

The proof of lemma is complete.
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Now let us discuss the computation of the constant K0. We consider the eigen-

value problem of the form

u ∈ HB
2 (0, l), Lωu = λu; on [0, l]. (3.41)

Since Lω is self-adjoint in Ln
2 (0, l) and its resolvent is compact (according to Assump-

tion (A)), there exists a system of eigenfunctions of (3.41), which is orthonormal and

complete with respect to 〈·, ·〉2. The spectrum of Lω consist only of the eigenvalues,

which are real and converge to infinity. If

0 < λ ≤ min{|λ| : λ eigenvalue of (3.41)}, (3.42)

then by the eigenfunctions expansion we obtain

‖u‖2 ≤
1

λ
‖Lωu‖2 .

Thus, (3.32) is satisfied with

K0 =
1

λ
.

3.3.2 Additional comments

Note, that for the computation of the constant K a positive lower bound λ, defined

as in (3.28) or as in (3.42) respectively, should be determined.

At first, observe that the positivity of λ implies that the operator Lω is one-to-

one. The converse is also true. Therefore during the computation of λ the injectivity

of Lω, which is essential for the fixed point theorem, will be proven. In addition, let

us consider the approach described in Section 3.3.1. As we will see later in Chapter 4,

the eigenvalue problem (3.41) is the same eigenvalue problem, which occurs in the

course of the verification of the stability of ū. Thus, since we are looking for stable

ū we are interested in cases where the eigenvalues of (3.41) are positive.
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Finally let us remark that due to the self-adjointness of (3.27) and (3.41) the

variational methods for computing eigenvalue bounds will be applied for computing

eigenvalue bounds. These methods will be presented in Chapter 6.

3.4 Enclosure statement

Having a monotonically nondecreasing function G satisfying (3.5) at hand, we insure

the enclosure inequality by proceeding as follows:

1. We approximately solve the equation

δ =
α̃

K
−
√
lG(α̃

√
n)

looking for α̃ with the help of the Newton algorithm. Thus, we set as starting

value α̃0 = 0 and proceed as:

• f(α̃k) = δ − α̃k

K
+
√
lG(α̃k

√
n),

• α̃k+1 = α̃k −
f(α̃k)

f ′(α̃k)
, (k = 0, . . . , k0).

Here k0 is the index at which the iteration should be stopped.

2. We set α := 1.01 α̃ and check the inequality (3.20) using interval arithmetic.
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4

Operator Lū

The main objective of this chapter is an operator Lū : Dp(Lū) → Ln
2 (0, l) (p = 0, 1)

defined as

Dp(Lū) = HB
2 (0, l) =





Hn
2 (0, l) ∩ (H1

0 (0, l))
n
, if p = 0,

{ϕ ∈ Hn
2 (0, l) : ϕ′(0) = ϕ′(l) = 0}, if p = 1,

Lūϕ = −Dϕ′′ + Cūϕ,

(4.1)

where

(Cūϕ)(x) := Cū(x)ϕ(x) = −Fy(ū(x)), x ∈ [0, l]. (4.2)

Our main task will be to show that −Lū is a sectorial operator, i.e. it satisfies the

conditions of Definition 2.3. For the reason of convenience let us reproduce them

here. We want to show that there are constants a ∈ R, θ ∈
(π

2
, π
)
, M > 0 such

that




(i) ρ(−Lū) ⊃ Sθ,a := {λ ∈ C : λ 6= a, |arg(λ− a)| < θ},

(ii) ‖R(λ,−Lū)‖L(Ln
2 (0,l)) ≤

M

|λ− a| , λ ∈ Sθ,a.

54



As we will see later the sectoriality of −Lū, and, specifically, the fact that −Lū

generates an analytic semigroup e−tLū , will be essential for the quantification of the

domain of attraction of ū and establishing the global existence of a solution of (2.1).

The required properties (i) and (ii) will be shown to some certain extent by

computer assistance. We will proceed as follows. At first, by analytic estimations

we will obtain properties (i) and (ii) outside some bounded domain on the complex

plane. Inside this domain the investigation will be reduced to the determination of

those local areas, where no eigenvalues of Lū can lie. We will accomplish this task

by implementing a numerical method, called the eigenvalue exclosure method. In

particular, we will introduce some auxiliary self-adjoint eigenvalue problem and will

compute the eigenvalue bounds to the eigenvalues of this problem with the help of

some known variational methods. In addition, during this process, we will be able

to obtain the estimation of the reslovent as in (ii). This approach will be especially

helpful in the case when the spectrum of Lū contains complex eigenvalues.

In the particular case of the self-adjoint Lū, its sectoriality can be shown by

making use of the spectral properties of the self-adjoint operators. We discuss this

approach in Section 4.2.

4.1 Sectoriality of −Lū

Let us introduce for z ∈ R and ζ ∈
(
0,
π

2

)
a sector

Ŝζ,z := {λ ∈ C : |arg(λ− z)| ≤ ζ}. (4.3)

In addition, recall that for z ∈ R, R > 0 we denote B(z, R) to be a ball of radius r

with center in z.

As it was already mentioned above, we prove the sectoriality of −Lū in two

steps. At first, by performing certain estimations of terms involved into the resolvent

equation, we will show properties (i) and (ii) for all such λ, which belong to the
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complement of the sector Ŝζ,z and lie outside the circle B(z, R). Thus in the first

step the domain ŜC
ζ,z ∩ BC(z, R) is under consideration. In the second step we will

show that properties (i) and (ii) are satisfied for all such λ, which are still in the

complement of the sector Ŝζ,z, but lie inside the circle B(z, R). This will be done

with the help of the eigenvalue exclosure procedure.

4.1.1 Estimation in ŜC
ζ,z ∩ BC(z, R)

Let us assume that for z ∈ R a constant Kz is known, such that

‖Cū − z‖L(Ln
2 (0,l)) ≤ Kz. (4.4)

Note that we understand Cū − z in the following sense

((Cū − z)ϕ)(x) := Cū(x)ϕ(x) − zIϕ(x), x ∈ [0, l].

Details on the computation of Kz will be given down below.

We continue with the following

Theorem 4.1. Let Lū : HB
2 (0, l) → Ln

2 (0, l) be the linear operator, introduced in

(4.1), and let z ∈ R and ζ ∈
(
0,
π

2

)
. Then the estimation

‖R(λ, Lū)‖L(Ln
2 (0,l)) ≤

M̃

|λ− z| , ∀λ ∈ ŜC
ζ,z ∩ BC(z, R) (4.5)

holds true. Here

M̃ =
R

R sin(ζ) −Kz

, (4.6)

where Kz as in (4.4) and

R >
Kz

sin(ζ)
. (4.7)
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Proof. Let λ ∈ C. For ϕ ∈ HB
2 (0, l) and f ∈ Ln

2 (0, l) consider the differential

equation

Lūϕ− λϕ = f, (4.8)

which is equivalent to

−Aϕ + (z − λ)ϕ+ (Cū − z)ϕ = f. (4.9)

Recall that the operator A is defined by (3.12). Let us consider the operator −A+z.

Depending on conditions, imposed on the boundary, the operator −A + z has the

eigenvalues λp
j,k ∈ R, j = 1, 2, . . . , n, which are given by

λ
p
j,k(−A + z) =





dj
π2k2

l2
+ z, if p = 0,

dj
π2(k − 1)2

l2
+ z, if p = 1,

k ∈ N.

In both cases it follows that the spectrum of −A + z is included in a sector Ŝζ,z.

Therefore the operator (−A+ z − λ)−1 exists for all λ ∈ ŜC
ζ,z.

After regrouping the terms in (4.9), for all λ ∈ ŜC
ζ,z we obtain

ϕ = (−A + z − λ)−1
f − (−A + z − λ)−1 (Cū − z)ϕ.

Thus, if the following condition is satisfied

if λ ∈ ŜC
ζ,z is such that

∥∥(−A+ z − λ)−1
∥∥
L(Ln

2 (0,l))
<

1

Kz
, (4.10)

then ‖ϕ‖2 can be estimated from above as

‖ϕ‖2 ≤
‖(−A + z − λ)−1‖L(Ln

2 (0,l))

1 − ‖(−A + z − λ)−1‖L(Ln
2 (0,l))Kz

‖f‖2 .

Consequently, for λ, which satisfy (4.10), follows that λ ∈ ρ(Lū) and

‖R(λ, Lū)‖L(Ln
2 (0,l)) ≤

‖(−A + z − λ)−1‖L(Ln
2 (0,l))

1 − ‖(−A + z − λ)−1‖L(Ln
2 (0,l))Kz

. (4.11)

57



We proceed with the estimation of ‖(−A+ z − λ)−1‖L(Ln
2 (0,l)). After a straightfor-

ward computation, taking into the account the imposed boundary conditions (either

Dirichlet or Neumann), for ϕ ∈ HB
2 (0, l) we obtain

‖−Aϕ + zϕ− λϕ‖2
2 =

n∑

j=1

∥∥−djϕ
′′
j + zϕj − λϕj

∥∥2

2

=
n∑

j=1

(∥∥−djϕ
′′
j + zϕj − Reλϕj

∥∥2

2
+ (Imλ)2 ‖ϕj‖2

2

)
. (4.12)

Let us introduce the following two domains

Ω1 := {λ ∈ C : 0 < Reλ− z ≤ cot(ζ)|Imλ|}, (4.13)

Ω2 := {λ ∈ C : Reλ ≤ z}. (4.14)

We have ŜC
ζ,z = Ω1 ∪ Ω2.

For λ ∈ Ω1 the following estimation holds

|λ− z| =
√

|Reλ− z|2 + |Imλ|2 ≤ 1

sin(ζ)
|Imλ|.

Hence, from (4.12) for λ ∈ Ω1 we obtain

∥∥−djϕ
′′
j + zϕj − λϕj

∥∥2

2
≥ (Imλ)2 ‖ϕj‖2

2

≥ sin2(ζ)|λ− z|2 ‖ϕj‖2
2 . (4.15)

Let us consider λ ∈ Ω2. Since Reλ − z ≤ 0 and taking into account the boundary

conditions, we obtain

∥∥−djϕ
′′
j + zϕj − Reλϕj

∥∥2

2
=
∥∥−djϕ

′′
j

∥∥2

2
− 2(Reλ− z)dj

∥∥ϕ′
j

∥∥2

2
+ (Reλ− z)2 ‖ϕj‖2

2

≥(Reλ− z)2 ‖ϕj‖2
2 .

Hence, from (4.12) for λ ∈ Ω2 follows

∥∥−djϕ
′′
j + zϕj − λϕj

∥∥2

2
≥ |λ− z|2 ‖ϕj‖2

2 . (4.16)
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Gathering together (4.15), (4.16), and (4.12), we arrive at

‖−Aϕ + zϕ− λϕ‖2 ≥
{

sin(ζ) |λ− z| ‖ϕ‖2 , if λ ∈ Ω1,

|λ− z| ‖ϕ‖2 , if λ ∈ Ω2.

Therefore we have

∥∥(−A+ z − λ)−1
∥∥
L(Ln

2 (0,l))
≤





1

sin(ζ)

|λ− z| , if λ ∈ Ω1,

1

|λ− z| , if λ ∈ Ω2.

(4.17)

On the other hand, in order for the estimation (4.11) to hold, condition (4.10)

should be satisfied. Combining (4.17) and (4.10) together, we obtain that (4.11)

holds if

|λ− z| >





Kz

sin(ζ)
, if λ ∈ Ω1,

Kz, if λ ∈ Ω2.

(4.18)

From (4.17) and (4.18) for all λ ∈ ŜC
ζ,z follows

∥∥(−A + z − λ)−1
∥∥
L(Ln

2 (0,l))
≤

1
sin(ζ)

|λ− z| , if |λ− z| > Kz

sin(ζ)
(4.19)

Let us choose R >
Kz

sin(ζ)
. Thus for λ ∈ ŜC

ζ,z ∩BC(z, R), using (4.11) and (4.19),

we proceed as follows

‖R(λ, Lū)‖2 ≤
1

sin(ζ)

|λ− z|
1

1 −
1

sin(ζ)

|λ−z|Kz

≤
1

sin(ζ)

|λ− z|
1

1 −
1

sin(ζ)

R
Kz

=
R

R sin(ζ) −Kz

1

|λ− z| .

We set M̃ :=
R

R sin(ζ) −Kz
and obtain the assertion of the theorem.

59



As one can see, Theorem 4.1 provides the estimation of the resolvent for those

λ ∈ ŜC
ζ,z, which lie outside the circle B(z, R), that is for λ ∈ ŜC

ζ,z ∩ BC(z, R). In

addition it follows that ρ(Lū) ⊃ ŜC
ζ,z ∩ BC(z, R). The domain ŜC

ζ,z ∩ B(z, R) is

considered in the next section.

4.1.2 Estimation in ŜC
ζ,z ∩ B(z, R). Exclosure of eigenvalues

The method of eigenvalues exclosure provides a proof of a non-existence of eigenvalues

on a local basis. Recall from Chapter 3 that ω denotes a numerical approximation

to ū and the operator Lω : Dp(Lω) → Ln
2 (0, l) is given by

Dp(Lω) := HB
2 (0, l), Lω := −A + Cω, (4.20)

with

(Cωϕ)(x) := Cω(x)ϕ(x), x ∈ [0, l].

In addition, let us introduce a notation

|Cω − Cū|Sp := max
x∈[0,l]

|Cω(x) − Cū(x)|2. (4.21)

We comment on the computation of |Cω − Cū|Sp later.

Now we continue with the following

Theorem 4.2. Let Lω : HB
2 (0, l) → Ln

2 (0, l) be the linear operator introduced in

(4.20). Let µ ∈ C be some given point in the complex plane. Assume that the bottom

eigenvalue of the eigenvalue problem

ϕ ∈ HB
2 (0, l), 〈(Lω − µ)ϕ, (Lω − µ)ψ〉2 = κ̃ 〈ϕ, ψ〉2 ,

∀ ψ ∈ HB
2 (0, l),

(4.22)

which we will denote as κ̃1, is positive. Then there exists no eigenvalue λ̃ of Lω in

the circle B(µ,
√
κ̃1).
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Proof. The assertion of the theorem follows from Poincaré’s min-max principle: for

κ̃1 the following estimate

κ̃1 ≤
〈(Lω − µ)ϕ, (Lω − µ)ϕ〉2

〈ϕ, ϕ〉2
=

|λ̃− µ|2 ‖ϕ‖2
2

‖ϕ‖2
2

= |λ̃− µ|2

holds true for any given eigenvalue λ̃ of Lω and eigenelement ϕ ∈ HB
2 (0, l). Hence

no eigenvalue λ̃ can lie inside the circle B(µ,
√
κ̃1).

Since we are interested in the eigenvalues λ of Lū a transition from Lω to Lū

should be made. For that purpose let us introduce the following

Theorem 4.3. Let Lū : HB
2 (0, l) → Ln

2 (0, l) be the linear operator introduced in

(4.1). Let µ ∈ C be some given point in the complex plane and κ̃1 be a positive lower

bound to the bottom eigenvalue of (4.22). Then if

|Cω − Cū|Sp <
√
κ̃1, (4.23)

there exists no eigenvalue λ of Lū in the circle B(µ,
√
κ1) with

κ1 := (
√
κ̃1 − |Cω − Cū|Sp)

2. (4.24)

Proof. Let ϕ ∈ HB
2 (0, l) be an eigenelement of Lω. From Poincaré’s min-max prin-

ciple follows:

‖ϕ‖2 ≤
1√
κ̃1

‖(Lω − µ)ϕ‖2 =
1√
κ̃1

‖(−A + Cω − µ)ϕ‖2

=
1√
κ̃1

‖(−A + Cū − µ+ Cω − Cū)ϕ‖2

≤ 1√
κ̃1

(‖(Lū − µ)ϕ‖2 + ‖(Cω − Cū)ϕ‖2)

≤ 1√
κ̃1

(‖(Lū − µ)ϕ‖2 + |Cω − Cū|Sp ‖ϕ‖2) .
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Consequently,

(
1 − 1√

κ̃1

|Cω − Cū|Sp

)
‖ϕ‖2 ≤

1√
κ̃1

‖(Lū − µ)ϕ‖2 .

Hence if

|Cω − Cū|Sp <
√
κ̃1

holds, then

‖ϕ‖2 ≤
1√

κ̃1 − |Cω − Cū|Sp

‖(Lū − µ)ϕ‖2 . (4.25)

With (4.24) the assertion of the theorem follows from Poincaré’s min-max principle.

Now we demonstrate how during the implementation of the eigenvalue exclosure

procedure an upper bound to ‖R(λ, Lū)‖L(Ln
2 [0,l]) can be gained.

Theorem 4.4. Let Lū, µ, κ1 be defined as above. Let 0 < ξ < 1. Then for every

λ ∈ B(µ, ξ
√
κ1) the estimation

‖R(λ, Lū)‖L(Ln
2 (0,l)) ≤

1

(1 − ξ)
√
κ1
. (4.26)

holds.

Proof. Let ϕ ∈ HB
2 (0, l) be an eigenelement of Lū. Then for any constant q ∈ C we

have

‖(Lū − (µ+ q))ϕ‖2 ≥ ‖(Lū − µ)ϕ‖2 − |q| ‖ϕ‖2 ≥ (
√
κ1 − |q|) ‖ϕ‖2 , (4.27)

where the last inequality follows from the definition of κ1 and Poincaré’s min-max

principle.

From (4.27) for ϕ 6≡ 0 and |q| < √
κ1 follows that

‖(Lū − (µ+ q))ϕ‖2 > 0.

62



Therefore, if |q| < √
κ1, the operator Lū − (µ + q) : HB

2 (0, l) → Ln
2 (0, l) is injective.

Now for ϕ ∈ HB
2 (0, l) and f ∈ Ln

2 (0, l) consider

(Lū − (µ+ q))ϕ = f. (4.28)

Since Lū − (µ + q) is injective, the Fredholm’s Alternative applied to (4.28) results

in the bijectivity of Lū − (µ+ q). Hence for |q| < √
κ1 and for all f ∈ Ln

2 (0, l) from

(4.27) we have

∥∥(Lū − (µ+ q))−1f
∥∥
L(Ln

2 (0,l))
≤ 1√

κ1 − |q| ‖f‖2 .

Consequently, we obtain

∥∥(Lū − (µ+ q))−1
∥∥
L(Ln

2 (0,l))
≤ 1√

κ1 − |q| .

Let us choose |q| ≤ ξ
√
κ1 with 0 < ξ < 1. Then for every λ ∈ B(µ, ξ

√
κ1) we obtain

the resolvent estimation as

‖R(λ, Lū)‖L(Ln
2 (0,l)) ≤

1

(1 − ξ)
√
κ1

.

Let us briefly sum up the eigenvalue exclosure process. We choose µ ∈ C such

that we suspect that no eigenvalue λ̃ of Lω lies near to µ. After that we compute the

positive lower bound κ̃1 to the bottom eigenvalue of the eigenvalue problem (4.22).

If condition (4.23) holds, then due to Theorem 4.3 we obtain a circle B(µ,
√
κ1),

with κ1 as in (4.24), which does not contain eigenvalues of Lū. In addition, due to

Theorem 4.4 in the circle B(µ, ξ
√
κ1) a resolvent estimation (4.26) is valid.

During the implementation of the eigenvalue exclosure method we cover the

bounded domain ŜC
ζ,z ∩ B(z, R) with a finite union of circles, each of which does
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not contain eigenvalues of Lū. Furthermore, we gather estimations for the resolvent

as in (4.26). Hence, for some i = 1, . . . , K, K > 0, we obtain

‖R(λ, Lū)‖L(Ln
2 (0,l)) ≤M i

IC :=
1

(1 − ξ)
√
κi

1

, ∀λ ∈ ŜC
ζ,z ∩B(z, R) ∩B

(
µi, ξ

√
κi

1

)

with

ŜC
ζ,z ∩ B(z, R) ⊂

K⋃

i=1

B

(
µi, ξ

√
κi

1

)
.

We denote the resulting vector of the resolvent estimations as MIC, that is

MIC =
(
M1

IC, . . . ,M
K
IC

)T
, (4.29)

and set

Mmax
IC := max

i=1,...,K
M i

IC. (4.30)

Therefore,

‖R(λ, Lū)‖L(Ln
2 (0,l)) ≤ Mmax

IC , ∀λ ∈ ŜC
ζ,z ∩ B(z, R). (4.31)

Now let us comment on the choice of the constant ξ.

Remark 4.5. Let ξ ∈ (0, 1). Observe that for λ ∈ ŜC
ζ,z ∩ B(z, R) ∩ B

(
µ, ξ

√
κ1

)
we

have

‖R(λ, Lū)‖L(Ln
2 (0,l)) ≤

1

(1 − ξ)
√
κ1

≤ |µ− z| + ξ
√
κ1

|λ− z|
1

(1 − ξ)
√
κ1
. (4.32)

Let us set M̂ :=
|µ− z| + ξ

√
κ1

(1 − ξ)
√
κ1

. Then we obtain

‖R(λ, Lū)‖L(Ln
2 (0,l)) ≤

M̂

|λ− z| , ∀λ ∈ ŜC
ζ,z ∩ B(z, R) ∩B (µ, ξ

√
κ1) .

Now let ξ converge to zero. Then constant M̂ converges to
|µ− z|√

κ1

whereas the

radius of the circle, in which the estimation of the resolvent is valid, converges to

zero. Hence there is no optimal choice for ξ. In our computations we set ξ = 1
2
.
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4.1.3 Final estimation of ‖R(λ, Lū)‖L(Ln
2 (0,l)). Sectoriality

Combination of (4.5) and (4.31) results in

‖R(λ, Lū)‖2 ≤





M̃

|λ− z| , ∀λ ∈ ŜC
ζ,z ∩ BC(z, R),

Mmax
IC , ∀λ ∈ ŜC

ζ,z ∩ B(z, R).

The estimation of the resolvent above is not exactly the “classical” estimation in the

sense of the property (ii) from Definition 2.3. Nevertheless, this estimation will be

quite useful for our further investigations on the domain of attraction. In particular,

starting with the problem

Lūϕ− λϕ = f,

with ϕ ∈ HB
2 (0, l) and f ∈ Ln

2 (0, l), we will use the following estimation

‖ϕ‖2 ≤





M̃

|λ− z| ‖f‖2 , ∀λ ∈ ŜC
ζ,z ∩ BC(z, R),

Mmax
IC ‖f‖2 , ∀λ ∈ ŜC

ζ,z ∩ B(z, R).

(4.33)

The application of (4.33) will be demonstrated in Chapter 5.

Now let us show the property (ii). We will follow the approach introduced in

(4.32). Namely, for each λ ∈ ŜC
ζ,z ∩B(z, R) ∩B

(
µi, ξ

√
κi

1

)
, i = 1, . . . , K we have

‖R(λ, Lū)‖L(Ln
2 (0,l)) ≤

M̂i

|λ− z| ,

with M̂i =
|µ− z| + ξ

√
κi

1

(1 − ξ)
√
κi

1

. Now set M̂max := max
i=1,...,K

M̂i. Thus we obtain

‖R(λ, Lū)‖2 ≤
M̂max

|λ− z| , ∀λ ∈ ŜC
ζ,z ∩B(z, R). (4.34)

Setting M := max{M̃, M̂max}, from (4.5) and (4.34) we have

‖R(λ, Lū)‖2 ≤
M

|λ− z| ∀λ ∈ ŜC
ζ,z. (4.35)
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In addition, by combination of the eigenvalue exclosure procedure with Theorem 4.1

we have shown that

ρ(Lū) ⊃ ŜC
ζ,z. (4.36)

Now let λ be an eigenvalue of Lū. Then −λ is an eigenvalue of −Lū and from

(4.36), (4.35) follows

(A) ρ(−Lū) ⊃ Sπ−ζ,−z for some z ∈ R and ζ ∈
(
0,
π

2

)
,

(B) ‖R(λ,−Lū)‖L(Ln
2 [0,l]) ≤

M

|λ+ z| , ∀λ ∈ Sπ−ζ,−z.

Therefore the properties (i) and (ii) are satisfied and the operator −Lū is sectorial

in Ln
2 (0, l).

4.1.4 Some additional remarks

To conclude this section, let us present the following remarks.

Remark 4.6. Let us discuss the computation of |Cω − Cū|Sp. Due to (4.21) and the

definition of the euclidean norm we obtain

|Cω − Cū|Sp = max
x∈[0,l]

√
λmax(Cω(x) − Cū(x))∗(Cω(x) − Cū(x)).

After some elementary transformations, the estimation of |Cω −Cū|Sp can be reduced

to the estimation of the expressions which contain only ‖ω‖∞ and ‖ū− ω‖∞. It is

possible to obtain the estimation of ‖ω‖∞, since the numerical approximation ω is

available. For the estimation of ‖ū− ω‖∞ we use (3.21).

Remark 4.7. Let us briefly discuss the calculation of Kz. At first, consider the

following estimation

‖(Cū − z)ϕ‖2 ≤ ‖(Cū − Cω + Cω − z)ϕ‖2

≤ ‖(Cū − Cω)ϕ‖2 + ‖(Cω − z)ϕ‖2

≤ (|Cū − Cω|Sp + |Cω − z|Sp) ‖ϕ‖2 ,
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where

|Cω − z|Sp = max
x∈[0,l]

√
λmax(Cω(x) − z)∗(Cω(x) − z).

Hence, we set

Kz := |Cū − Cω|Sp + |Cω − z|Sp. (4.37)

The term |Cω − z|Sp is given by

|Cω − z|Sp = max
x∈[0,l]

√
λmax(Cω(x) − z)∗(Cω(x) − z)

and can be reduced to the estimation of the expressions which contain only ‖ω‖∞.

Remark 4.8. As one can see the estimation (4.5) holds for all z ∈ R and ζ ∈
(
0,
π

2

)
.

Let us make the following observations concerning the choice of this constants.

1. Observe from Theorem 4.1 that the constant R - radius of the circle, outside

of which (by Theorem 4.1) no eigenvalue can lie, depends on z. Thus, if one

chooses constant z “close” to the spectrum or even “in” the spectrum of Lū,

the radius will increase in such a way that the circle B(z, R) will cover the

“critical” regions, where the eigenvalues may lie.

2. In our computations we proceed as follows. We compute approximate eigen-

values of the operator Lω and establish the sector Ŝζ̃,z̃, which contains these

eigenvalues. After that we set in Theorem 4.1 z = z̃ and ζ = ζ̃. Now, by The-

orem 4.1 we conclude that no eigenvalue of Lū can lie outside ŜC
ζ̃,z̃

∩BC(z̃, R̃),

where R̃ >
Kz̃

sin(ζ̃)
. The domain ŜC

ζ̃,z̃
∩ B(z̃, R̃) is now the domain where we

implement the eigenvalue exclosure process. After that implementation we es-

tablish values for z and ζ, such that ρ(Lū) ⊃ ŜC
ζ,z ∩B(z̃, R̃). Now we can apply

Theorem 4.1 again, this time with this new values for z and ζ. As a result we
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obtain the non-existence of eigenvalues in ŜC
ζ,z ∩ BC(z, R), combined with the

resolvent estimation (4.5).

4.2 Self-adjoint Lū

In this section we would like to discuss a particular case when the operator Lū :

HB
2 (0, l) → Ln

2 (0, l), introduced in (4.1) and given by

Lūϕ = −Dϕ′′ + Cūϕ,

is self-adjoint. In that case the results from the spectral theory for self-adjoint

operators can be employed. Therefore the sectoriality of the self-adjoint Lū can be

shown by a simpler method, than the approach that has been described above. In

addition, we will introduce a condition on the matrix Cū, which is equivalent to

the self-adjointness of Lū. This condition will be helpful for the determination of

those classes of problems, which can be treated by the methods we propose for the

self-adjoint operators.

4.2.1 Sectoriality of −Lū

At first we introduce

Lemma 4.9. The operator Lū : HB
2 (0, l) → Ln

2 (0, l) given by (4.1) is self-adjoint if

and only if

C∗
ū = Cū. (4.38)

Proof. At first observe that the operator A : HB
2 (0, l) → Ln

2 (0, l) given by Aϕ :=

−Dϕ′′ is self-adjoint. One can find a proof of this assertion, which is based on

the application of the Friedrichs extension procedure in e.g. [57, Proposition 2.1,

Proposition 2.2, p. 100-101]. Let us consider the operator Cū : Cn[0, l] → Ln
2 (0, l)

which is defined via

(Cūϕ)(x) := Cū(x)ϕ(x), x ∈ [0, l].
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For our further purposes we extend Cū to the whole Ln
2 (0, l). Thus, Cū : Ln

2 (0, l) →

Ln
2 (0, l). Observe, that (4.38) is equivalent to the symmetry of Cū. Therefore, (4.38)

implies self-adjointness of Cū and vice versa.

Now let us assume that C∗
ū = Cū. Since Cū ∈ L(Ln

2 (0, l), Ln
2 (0, l)) by Lemma 2.20

(with −A instead of T and Cū instead of S) the operator Lū = −A + Cū is closable

and its adjoint L∗
ū is given by L∗

ū = −A∗ + C∗
ū. Since −A and Cū are self-adjoint, Lū

is self-adjoint as well with Dp(L
∗
ū) = Dp(Lū) = HB

2 (0, l).

On the other hand, if Lū is self-adjoint then it is closable and Lū = L∗
ū. Again,

from the self-adjointness of −A follows that C∗
ū = Cū.

Let us introduce the following notation

λC
1 := min

x∈[0,l]
λmin(Cū(x)).

Now we investigate the spectrum of Lū. We consider an eigenvalue problem

Lūu = λu (0 ≤ x ≤ l), Bp[u](0) = Bp[u](l) = 0. (4.39)

We would like to show that

Proposition 4.10. There exists an orthonormal basis {ϕ̃k}∞k=1 of Ln
2 (0, l) of the

eigenfunctions of Lū such that

Lūϕ̃k = λkϕ̃k, k = 1, 2, . . . . (4.40)

The eigenvalue sequence λk → ∞, as k → ∞. Additionally, λk ∈ R, k ∈ N, and

λ1 ≤ λ2 ≤ . . . .

Proof. We start by introducing a positive constant σ such that

λC
1 + σ > 0. (4.41)

For u ∈ HB
2 (0, l) and r ∈ Ln

2 (0, l) consider the eigenvalue problem

(Lū + σI)u = r (0 ≤ x ≤ l), Bp[u](0) = Bp[u](l) = 0. (4.42)
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For u ∈ HB
2 (0, l), u 6≡ 0 we have

〈(Lū + σI)u, u〉2 = 〈−Du′′, u〉2 + 〈(Cū + σI)u, u〉2

= 〈Du′, u′〉2 + 〈(Cū + σI)u, u〉2

≥ dmin︸︷︷︸
>0

‖u′‖2
2 + (λC

1 + σ)︸ ︷︷ ︸
>0

‖u‖2
2 > 0.

Thus, the operator Lū + σI : HB
2 (0, l) → Ln

2 (0, l) is injective. Application of the

Fredholm’s Alternative to problem (4.42) results in the bijectivity of Lū + σI.

Further, the operator Lū + σI is bounded. Indeed, we have that

‖(Lū + σI)u‖2 = ‖−Du′′ + (Cū + σI)u‖2

≤ ‖−Du′′‖2 + ‖(Cū + σI)u‖2

≤ dmax ‖u‖Hn
2 (0,l) + max

x∈[0,l]
λmax(Cū(x) + σI) ‖u‖Hn

2 (0,l)

≤ max{dmax, max
x∈[0,l]

λmax(Cū(x) + σI)} ‖u‖Hn
2 (0,l) .

Due to the bijectivity and boundedness of Lū + σI, by Open Mapping Theorem

we conclude that the inverse operator (Lū + σI)−1 : Ln
2 (0, l) → HB

2 (0, l) is bounded.

Further, due to Rellich-Kondrachov Theorem [2, Theorem 6.2, p. 144] the embedding

E : Hn
2 (0, l) → Ln

2 (0, l) is compact. Therefore E(Lū + σI)−1 : Ln
2 (0, l) → Ln

2 (0, l) is

compact as well.

Moreover (Lū + σI)−1 is symmetric. Indeed, from the symmetry of Lū the sym-

metry of (Lū + σI) follows. Further let U, V ∈ Ln
2 (0, l) and consider

u := (Lū + σI)−1U ∈ HB
2 (0, l),

v := (Lū + σI)−1V ∈ HB
2 (0, l).

Then we have

〈(Lū + σI)−1U, V 〉2 = 〈u, (Lū + σI)v〉2 = 〈(Lū + σI)u, v〉2 = 〈U, (Lū + σI)−1V 〉2.
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Since (Lū +σI)−1 is symmetric, then E(Lū +σI)−1 : Ln
2 (0, l) → Ln

2 (0, l) is a compact

and symmetric operator. Moreover, E(Lū + σI)−1 is self-adjoint, since it is defined

on the whole space Ln
2 (0, l). Due to the spectral theorem for the compact and self-

adjoint operators [64, Theorem 1, p. 325] there exists an orthonormal basis (ϕ̃k)k∈N

of Ln
2 (0, l) of the eigenfunctions of E(Lū + σI)−1. The corresponding sequence of

eigenvalues (µk)k∈N is real and converges to 0. In addition, due to the injectivity of

E(Lū + σI)−1, we have µk 6= 0. Hence, for all k ∈ N we have

E(Lū + σI)−1ϕ̃k = µkϕ̃k,

and consequently,

(Lū + σI)ϕ̃k =
1

µk
ϕ̃k.

It follows that

Lūϕ̃k =

(
1

µk
− σ

)

︸ ︷︷ ︸
:=λk

ϕ̃k. (4.43)

Since µk → 0 for k → ∞, the sequence (λk)k∈N has no finite accumulation point.

Consequently, it can be considered as monotone non-decreasing. We have shown the

assertion.

Remark 4.11. As discussed in Chapter 3, Section 3.3 in case of the non-self-adjoint

operator Lū one proceeds with the enclosure of the stationary solution (and in par-

ticular with the calculation of constant K) by considering eigenvalue problem (3.27)

for the operator L∗
ūLū. Following the steps of the proof of Proposition 4.10 and tak-

ing L∗
ūLū instead of Lū and HB

4 (0, l) := {ϕ ∈ Hn
4 (0, l) : Bp[ϕ](0) = Bp[ϕ](l) = 0}

instead of HB
2 (0, l) one can show the compactness of the resolvent of the self-adjoint

operator L∗
ūLū and consequently conclude the existence of the orthonormal basis of

the eigenfunctions of L∗
ūLū as well as the existence of the non-decreasing sequence of

the eigenvalues of the correspondent eigenvalue problem.
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Now let us discuss the computation of the eigenvalues of Lū. In particular, we will

be interested in the lower bound to the spectrum of Lū. We introduce the following

Theorem 4.12. Let Lū and Lω be defined as in (4.1) and (3.13) respectively. Let

λ̃1 denote a positive lower bound to the bottom eigenvalue of the eigenvalue problem

ϕ ∈ HB
2 (0, l), 〈Lωϕ, ψ〉2 = λ̃ 〈ϕ, ψ〉2 , ∀ψ ∈ HB

2 (0, l).

If

|Cω − Cū|Sp < λ̃1,

then

λ1 ≥ λ̃1 − |Cω − Cū|Sp. (4.44)

Proof. Let ϕ ∈ HB
2 (0, l) be an eigenfunction of Lω. From Poincaré’s min-max prin-

ciple follows

〈ϕ, ϕ〉2 ≤
1

λ̃1

〈Lωϕ, ϕ〉2 =
1

λ̃1

〈−Dϕ′′ + Cωϕ− Cūϕ+ Cūϕ, ϕ〉2

=
1

λ̃1

(〈Lūϕ, ϕ〉2 + 〈(Cω − Cū)ϕ, ϕ〉2)

≤ 1

λ̃1

(
〈Lūϕ, ϕ〉2 + |Cω − Cū|Sp| ‖ϕ‖2

2

)
.

Thus, if

|Cω − Cū|Sp < λ̃1,

then

〈Lūϕ, ϕ〉2 ≥ (λ̃1 − |Cω − Cū|Sp) ‖ϕ‖2
2 .

The assertion of the theorem follows from Poincaré’s min-max principle.

Due to the self-adjointness of Lū, a lower bound of λ̃1 can be computed with

the help of the variational methods for the computation of eigenvalue bounds. We

present a detailed description of these methods in Chapter 6.
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In the following we assume that we were able to compute a constant z := λ̃1 −

|Cω − Cū|Sp - the lower bound to the spectrum of Lū. Thus for every eigenelement

ϕ ∈ HB
2 (0, l) we have

〈Lūϕ, ϕ〉2 ≥ z 〈ϕ, ϕ〉2 ,

and hence

〈−Lūϕ, ϕ〉2 ≤ −z 〈ϕ, ϕ〉2 . (4.45)

We want to show the following

Proposition 4.13. Let operator Lū : HB
2 (0, l) → Ln

2 (0, l) be the self-adjoint operator

defined above. Then −Lū is a sectorial operator with an arbitrary θ < π and a = −z,

where θ and a are the constants from Definition 2.3.

Proof. By Proposition 4.10 and definition of z we have ρ(−Lū) ⊃ Sθ,−z for an arbi-

trary θ < π.

Let us verify condition (2.4)(ii). From (4.45) follows

〈(−Lū + z)ϕ, ϕ〉2 ≤ 0. (4.46)

Let us denote L̃ := −Lū + z : HB
2 (0, l) → Ln

2 (0, l). Then we have that ρ(L̃) ⊃ Sθ,0.

Let λ ∈ Sθ,0. Then λ = ρeiθ with ρ > 0, −π < θ < π. For ϕ ∈ HB
2 (0, l) and

f ∈ Ln
2 (0, l) we consider

λϕ− L̃ϕ = f. (4.47)

Since λ ∈ Sθ,0 problem (4.47) has a unique solution ϕ = R(λ, L̃)f . Let us multiply

(4.47) by e
−iθ
2 and take the inner product with ϕ. We obtain

ρe
iθ
2 ‖ϕ‖2

2 − e
−iθ
2 〈L̃ϕ, ϕ〉2 = e

−iθ
2 〈f, ϕ〉2.

Taking the real part of the equation above, we get

ρ cos

(
θ

2

)
‖ϕ‖2

2 − cos

(
θ

2

)
〈L̃ϕ, ϕ〉2 = Re

(
e

−iθ
2 〈f, ϕ〉2

)
≤ ‖f‖2 ‖ϕ‖2 .
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Therefore, taking into account that cos

(
θ

2

)
> 0 and, by (4.46), 〈L̃ϕ, ϕ〉2 ≤ 0, we

obtain

‖ϕ‖2 ≤
1

ρ cos
(

θ
2

) ‖f‖2 =

1

cos
(

θ
2

)

|λ| ‖f‖2 .

Thus, for λ ∈ Sθ,0 we have

∥∥∥R(λ, L̃)
∥∥∥
L(Ln

2 (0,l))
≤ ML2

|λ| , with ML2 :=
1

cos
(

θ
2

) . (4.48)

Since R(λ, L̃) = R(λ− z,−Lū), we obtain

‖R(λ− z,−Lū)‖L(Ln
2 (0,l)) ≤

ML2

|λ| , for λ ∈ Sθ,0,

and consequently,

‖R(λ,−Lū)‖L(Ln
2 (0,l)) ≤

ML2

|λ+ z| , for λ ∈ Sθ,−z.

We have obtained the assertion.
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5

Domain of attraction

In this chapter we are going to consider a nonlinear system of parabolic differential

equations of the form





ut(x, t) = Duxx(x, t) + F (u(x, t)), t > 0, x ∈ [0, l],

Bp[u(·, t)](0) = Bp[u(·, t)](l) = 0, t ≥ 0,

u(x, 0) = u0(x), x ∈ [0, l]

(5.1)

from the point of view of stability. In Chapter 3 we have established the existence of

the stationary solution ū of (5.1) and found an explicitly described neighbourhood

of numerical approximation ω ∈ HB
2 (0, l), which contains ū. In Chapter 4 we inves-

tigated the operator Lū : HB
2 (0, l) → Ln

2 (0, l) and established its sectoriality. In this

chapter we show that if the lower bound to the spectrum of Lū is positive, then ū is

asymptotically stable and its domain of attraction can be quantified by the methods

we are going to propose in sequel.

Throughout this chapter we make the following assumption

(G) There exists a monotonically non-decreasing function G : [0,+∞) → [0,+∞)
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such that





|F (y + ū(x)) − F (ū(x)) + Cū(x)y|2 ≤ G(|y|2), y ∈ Rn, x ∈ [0, l]

with G(h) = o(h), h→ 0 + .

(5.2)

Thus, from (5.2) follows that for each ε > 0 there exist δ > 0 such that

|G(h)| ≤ ε|h|, for |h| < δ. (5.3)

For our further investigations the following remark will be important.

Remark 5.1. Consider (5.3). Note that if G is known, then a function δ : (0, ε0] →

(0,∞) satisfying

∀ε > 0 ∀|h| < δ(ε) |G(h)| ≤ ε|h| (5.4)

can be computed.

5.1 Basic framework

In the following we write system (5.1) as a Cauchy problem in some suitable Banach

space X. We wish to construct a proper framework, in which the existence of the

mild solutions to a Cauchy formulation of (5.1) can be established. For that purpose

let us recall the abstract setting to the Cauchy problem from Chapter 2. We have

considered three Banach spaces D(T ) ⊂ Xα ⊂ X, where Xα was the space of class

Jα between D(T ) and X. This is the kind of framework, which we are aiming at,

while considering problem (5.1). Let us introduce

Proposition 5.2. The space Cn[0, l] is of class J1/2 between Ln
2 (0, l) and H2

B(0, l).

Proof. We have thatH2
B(0, l) ⊂ Cn[0, l] ⊂ Ln

2 (0, l). Hence we will prove the assertion,

if we can find a positive constant C such that

‖ϕ‖∞ ≤ C ‖ϕ‖
1
2
H2

‖ϕ‖
1
2
2 , ϕ ∈ H2

B(0, l). (5.5)
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By partial integration, taking into account the conditions, imposed on the boundary

(Dirichlet or Neumann), we have

‖ϕ′‖2
2 =

∫ l

0

|ϕ′(x)|2dx = ϕ(x)Tϕ′(x)|l0︸ ︷︷ ︸
=0

−
∫ l

0

ϕ(x)Tϕ′′(x)dx ≤ ‖ϕ‖2 ‖ϕ′′‖2 . (5.6)

According to Lemma 2.21 and Lemma 2.23 the embedding estimation

‖ϕ‖2
∞ ≤ C0 ‖ϕ‖2

2 + C1 ‖ϕ′‖2
2 , (5.7)

with C0 and C1 given either by (2.28) or (2.31) (for Dirichlet boundary conditions)

holds. Inserting (5.6) into (5.7) we obtain

‖ϕ‖2
∞ ≤ C0 ‖ϕ‖2

2 + C1 ‖ϕ′‖2
2 ≤ C0 ‖ϕ‖2

2 + C1 ‖ϕ‖2 ‖ϕ′′‖2

= ‖ϕ‖2 (C0 ‖ϕ‖2 + C1 ‖ϕ′′‖2)

≤ ‖ϕ‖2

√
C2

0 + C2
1

√
‖ϕ‖2

2 + ‖ϕ′′‖2
2 ≤

√
C2

0 + C2
1 ‖ϕ‖2 ‖ϕ‖H2

.

Thus, we obtain

‖ϕ‖∞ ≤ C ‖ϕ‖
1
2
H2

‖ϕ‖
1
2
2 , ϕ ∈ H2

B(0, l),

with C := (C2
0 + C2

1)
1
4 . We have shown the assertion.

Taking into account Proposition 5.2, we make the following setting in the abstract

framework from Chapter 2: X = Ln
2 (0, l), Xα = Cn[0, l], and D(T ) = Dp(Lū) =

HB
2 (0, l), where Lū is the operator which was introduced in (4.1). Now we write

(5.1) as a Cauchy problem in Ln
2 (0, l). For that purpose we switch our viewpoint

and consider the function u = u(x, t) not as a function of x and t, but rather as a

mapping of t into the space Ln
2 (0, l) of functions in x. Thus, we introduce

u : [0,∞) → Ln
2 (0, l),

defined by

u(t)(x) := u(x, t) ∀x ∈ [0, l], t ≥ 0.
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Now (5.1) reads




u′(t) = Au(t) + F(u(t)), t > 0,

u(0) = u0.

(5.8)

At first, let us remark on the nature of u.

Remark 5.3. Here and in the following we regard the solutions of Cauchy problems

only as mild solutions. In particular, this implies that the time-derivative u′(t) (or

v′(t), which will appear later) has only symbolic character.

In (5.8) the operator A : Dp(A) → Cn[0, l] is the operator, which was introduced

in (3.12), that is

Dp(A) = HB
2 (0, l) =





Hn
2 (0, l) ∩ (H0

1 (0, l))n, if p = 0,

{ϕ ∈ Hn
2 (0, l) : ϕ′(0) = ϕ′(l) = 0}, if p = 1,

Aϕ = Dϕ′′

and the mapping

F : Cn[0, l] → Ln
2 (0, l)

is the mapping, which was defined via (3.6), i.e

(Fϕ)(x) := F (ϕ(x)), ∀x ∈ (0, l).

Now let us introduce a new unknown

v(t) = u(t) − ū,

with

v0 := u(0) − ū.

A stationary solution ū satisfies

Aū+ F(ū) = 0. (5.9)
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Substraction of (5.9) from (5.8) results in





v′(t) = −Lūv(t) + g(v(t), ū), t > 0,

v(0) = v0,

(5.10)

where the operator Lū : Dp(Lū) → Ln
2 (0, l) is the operator from (4.1). Thus,

Dp(Lū) = HB
2 (0, l), Lū = −A + Cū,

and a function g : Cn[0, l] × Cn[0, l] → Ln
2 (0, l) is given by

g(ϕ, ū) := F(ϕ+ ū) − F(ū) + Cūϕ. (5.11)

Let us list some properties of g. At first, we have g(0, ū) = 0. Next we show that

Lemma 5.4. For each ε > 0 there exist δ > 0 such that for any ϕ ∈ Cn[0, l]

satisfying ‖ϕ‖∞ ≤ δ√
n
, we have

‖g(ϕ, ū)‖∞ ≤ ε
√
n ‖ϕ‖∞ (5.12)

and

‖g(ϕ, ū)‖2 ≤ ε ‖ϕ‖2 . (5.13)

Proof. At first, note that for each y ∈ Rn

max
j=1,...,n

|yj| ≤ |y|2 ≤
√
n max

j=1,...,n
|yj| (5.14)

holds. Due to (3.6),(5.2), and (5.11) for any ϕ ∈ Cn[0, l] we have





|g(ϕ(x), ū(x))|2 ≤ G(|ϕ(x)|2), x ∈ [0, l]

with G(h) = o(h), as h→ 0 + .

(5.15)
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Thus, for each ε > 0 there exist δ > 0 such that for any ϕ ∈ Cn[0, l] satisfying

|ϕ(x)|2 ≤ δ ∀x ∈ [0, l], we have

‖g(ϕ, ū)‖∞
(5.14)

≤ max
x∈[0,l]

|g(ϕ(x), ū(x))|2

(5.15)

≤ max
x∈[0,l]

G(|ϕ(x)|2)
(5.15)

≤ ε max
x∈[0,l]

|ϕ(x)|2

(5.14)

≤ ε
√
n max

x∈[0,l]
max

j=1,...,n
|ϕj(x)| = ε

√
n ‖ϕ‖∞ , (5.16)

and

‖g(ϕ, ū)‖2 =

√∫ l

0

|g(ϕ(x), ū(x))|22dx
(5.15)

≤
√∫ l

0

G2(|ϕ(x)|2)dx

(5.15)

≤ ε

√∫ l

0

|ϕ(x)|22dx = ε ‖ϕ‖2 . (5.17)

Now, if ‖ϕ‖∞ ≤ δ√
n

, then, due to (5.14), |ϕ(x)|2 ≤ δ ∀x ∈ [0, l]. Hence the above

inequalities hold for all ϕ ∈ Cn[0, l] satisfying ‖ϕ‖∞ ≤ δ√
n

. We have shown the

assertion.

Next, having the local existence result in mind, let us impose one further as-

sumption on g. Namely, we assume that for each R > 0 there is K̃(R, ū) > 0 such

that

‖g(x, ū) − g(y, ū)‖2 ≤ K̃(R, ū) ‖x− y‖∞ , x, y ∈ B(0, R) ⊂ Cn[0, l], x 6= y. (5.18)

In the previous section we have shown that the operator −Lū is sectorial in Ln
2 (0, l).

Therefore, taking condition (5.18) also into account, we see that problem (5.10)

satisfies the assumptions made in subsection 2.1.2. Hence, by Theorem 2.10 if v0 ∈

Cn[0, l], there exists a mild solution v ∈ Cb(I, C
n[0, l]) to problem (5.10) such that

v(t) = e−tLūv0 +

∫ t

0

e−(t−s)Lūg(v(s), ū)ds, t ∈ I, (5.19)
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where I is given by (2.18).

We have established an appropriate framework for our further investigations on

the stability and the domain of attraction.

5.2 Strategy

In the following we are going to investigate the stability properties of the sta-

tionary solution ū. In particular, under some certain conditions we will establish

its asymptotic stability and will quantify its domain of attraction. Based on the

fact, that the function g(v, ū) is in general g(v, ū) = O(‖ϕ‖∞), but not necessarily

g(v, ū) = O(‖ϕ‖2), we will have to consider the semigroup e−tLū in the space Cn[0, l]

(and not in the space Ln
2 (0, l)). In particular, an upper estimation to

∥∥e−tS∥∥
L(Cn[0,l])

will be of importance for our stability investigations. Therefore, in the following we

will be concentrating our attention on the restriction of the operator Lū to the space

Cn[0, l], which will be addressed as S. We are going to show that −S is a sectorial

operator in Cn[0, l]. Thus, it generates an analytic semigroup and an estimation of
∥∥e−tS∥∥

L(Cn[0,l])
can be derived. Once the esimation of

∥∥e−tS∥∥
L(Cn[0,l])

is at hand, we

will proceed with the stability investigations by using property (5.12) of the function

g and Gronwall’s Lemma. As a result, we will establish that under some certain

conditions a stationary solution ū is asymptotically stable and the upper bound to

its domain of attraction is computable.

When the operator −Lū is self-adjoint a different approach for the above stability

investigations can be implemented. As a matter of fact it is possible to obtain

better results for the domain of attraction, using the technique of expansion into the

series of eigenfunctions of Lū, together with the explicit version of the embedding

Hn
1 (0, l) →֒ Cn[0, l]. In the following we are going to propose two different methods

for the verification of the stability and quantification of the domain of attraction in
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case of self-adjoint −Lū.

Having mentioned that the embedding estimations yield better results for the

domain of attraction, let us briefly discuss why they cannot be applied in the general

case, when the operator Lū is not necessarily self-adjoint. Let ϕ ∈ Hn
1 (0, l) and

consider the estimate

‖ϕ‖2
∞ ≤ C0 ‖ϕ‖2

2 + C1‖ϕ′‖2
2. (5.20)

As we will see later, for the stability investigations the upper bound to ‖ϕ‖∞ is

required. Thus, due to (5.20) an upper bound to ‖ϕ′‖2 is of interest. This bound

can be obtained as follows. By partial integration, we estimate

〈Lūϕ, ϕ〉2 ≥ dmin‖ϕ′‖2
2 + min

x∈[0,l]
λmin(C

T
ū + Cū)‖ϕ‖2

2.

On the other hand, by the Cauchy-Schwarz inequality we have

〈Lūϕ, ϕ〉2 ≤ ‖Lūϕ‖2‖ϕ‖2. (5.21)

Thus, if c := min
x∈[0,l]

λmin(C
T
ū + Cū) ≤ 0, we obtain

‖ϕ′‖2
2 ≤

1

dmin

(
‖Lūϕ‖2‖ϕ‖2 − c‖ϕ‖2

2

)
. (5.22)

As one can see from (5.22) the term ‖Lūϕ‖2 is now under consideration. In the

sequel this term gives rise to the term ‖Lūe
−tLū‖2, which can be estimated only as

‖Lūe
−tLū‖2 ≤ C

t
eat, for some constants C and a. Thus, it is not useful for the stability

investigations, since for t→ 0, ‖ϕ‖∞ will not be bounded. The reason for this result

lies in estimation (5.21), which is not quite optimal for our purposes. In case of the

self-adjoint Lū it is possible to avoid estimation (5.21) by using the eigenfunction

series expansion techniques.
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5.3 Results from Chapter 4

Recall from Chapter 4 that for z ∈ R and ζ ∈
(
0,
π

2

)
the sector Ŝζ,z is given by

Ŝζ,z := {λ ∈ C : |arg(λ− z)| ≤ ζ}. (5.23)

From now on we are going to assume that by the implementation of the methods,

which were presented in Chapter 4, namely, by the eigenvalue exclosure procedure

and Theorem 4.1 we have shown that the operator Lū satisfies

(A0) ρ(Lū) ⊃ ŜC
ζ,z for some given z ∈ R and ζ ∈

(
0,
π

2

)
.

In addition, estimation (4.33) holds.

5.4 Operator S

We introduce an operator S : Dp(S) ⊂ Cn[0, l] → Cn[0, l] as

Dp(S) = {ϕ ∈ Cn
2 [0, l] : Bp[ϕ](0) = Bp[ϕ](l) = 0},

Sϕ = Lūϕ.

(5.24)

Consequently, it follows

R(λ,S) = R(λ, Lū)|Cn[0,l]. (5.25)

In the following we intend to show that −S satisfies conditions (i) and (ii), listed in

Definition 2.3.

5.4.1 Resolvent set of S

Lemma 5.5. Let (A0) be satisfied. Then

ρ(S) ⊃ ŜC
ζ,z. (5.26)
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Proof. Let λ be an eigenvalue of S and let ϕ ∈ Dp(S) be a corresponding eigenele-

ment. From (5.24) follows

λϕ = Sϕ = Lūϕ.

Since Dp(S) ⊂ Dp(Lū) = HB
2 (0, l), then ϕ ∈ Dp(Lū) and λ is an eigenvalue of Lū as

well. Hence, the following implication holds true:

σ(S) ⊂ σ(Lū). (5.27)

From (5.27) and assumption (A0) follows that ρ(S) ⊃ ρ(Lū) ⊃ ŜC
ζ,z.

5.4.2 “New” differential equation

Let λ ∈ ŜC
ζ,z. For ϕ ∈ HB

2 (0, l) and f ∈ Cn[0, l] we consider a differential equation

Lūϕ− λϕ = f. (5.28)

In the view of assumption (A0) problem (5.28) has a unique solution

ϕ = R(λ, Lū)f.

Due to (5.25) we write

ϕ = R(λ, Lū)f = R(λ,S)f. (5.29)

Next, let us introduce a constant diagonal matrix C0 = diag(c01, . . . , c
0
n), with c0j ∈

R, (j = 1, . . . , n) and with the additional property

min
j=1,...,n

c0j = z, (5.30)

with z from (A0). In the sequel we will need the following notation

(C0ϕ)(x) := C0ϕ(x), x ∈ [0, l].

Now let us write differential equation (5.28) as

−Aϕ + C0ϕ− λϕ = f − (Cū − C0)ϕ
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and denote

f̃ := f − (Cū − C0)ϕ. (5.31)

We want to show the following

Proposition 5.6. For λ ∈ ŜC
ζ,z, ϕ ∈ HB

2 (0, l) and f̃ ∈ Cn[0, l] the differential

equation

−Aϕ + C0ϕ− λϕ = f̃ (5.32)

is uniquely solvable.

Proof. Observe that the inverse operator (−A+C0−λ)−1 exists for all λ ∈ ρ(−A+C0).

Since λ ∈ ŜC
ζ,z then (5.32) is uniquely solvable for all λ if

ŜC
ζ,z ⊂ ρ(−A + C0). (5.33)

The spectrum of the operator −A+ C0 with either Dirichlet or Neumann conditions,

imposed on the boundary, has the form

λ
p
j,k(−A + C0) =





dj
π2k2

l2
+ c0j , if p = 0,

dj
π2(k − 1)2

l2
+ c0j , if p = 1,

j = 1, . . . , n, k ∈ N.

By (5.30) condition (5.33) is satisfied. We have shown the assertion.

In the following, in order to obtain an upper bound to ‖R(λ,S)‖L(Cn[0,l]), we

will shift our focus from problem (5.28) to problem (5.32). Due to the simple form

of (5.32) it will be possible to write the solution of this problem using the Green’s

functions. Consequently we will apply the maximum norm to this solution and obtain

the desired results. During this process estimation (4.33) will be applied.
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5.4.3 Preliminary results

Before starting with the estimation of ‖R(λ,S)‖L(Cn[0,l]), let us show several auxiliary

results.

Lemma 5.7. For given λ ∈ ŜC
ζ,z let mj = µj + iνj be a complex number such that

m2
j =

λ− c0j

dj
(j = 1, . . . , n). (5.34)

Then

|νj | ≥ |mj | sin
(
ζ

2

)
. (5.35)

Proof. From

m2
j =

(
µ2

j − ν2
j

)
+ 2µjνji,

and (5.34) follows

Reλ− c0j = dj

(
µ2

j − ν2
j

)
, (5.36)

Imλ = 2djµjνj . (5.37)

For all λ ∈ ŜC
ζ,z we have

Reλ− z ≤ cot(ζ)|Imλ|. (5.38)

Hence, by (5.30) due to (5.38), we obtain

Reλ− c0j ≤ Reλ− z ≤ cot(ζ)|Imλ|. (5.39)

Inserting (5.36) and (5.37) into (5.39), we arrive at

µ2
j − ν2

j ≤ 2 cot(ζ)|µjνj |, (j = 1, . . . , n).

Solving the inequality above with respect to |νj |, we obtain

|νj| ≥
1 − cos(ζ)

sin(ζ)
|µj| = tan

(
ζ

2

)
|µj|.
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Thus,

|mj | =
√
|µj|2 + |νj |2 ≤ |νj|

√
1 + cot2

(
ζ

2

)
= |νj |

1

sin
(

ζ
2

) ,

with sin

(
ζ

2

)
> 0 for ζ ∈

(
0,
π

2

)
. Hence we have obtained the assertion of the

lemma.

Remark 5.8. Observe that mj from (5.34) satisfies

|mj| =

√
|λ− c0j |
dj

(j = 1, . . . , n). (5.40)

Proof. We show the assertion by a straightforward computation. Starting with the

system of equations




Reλ− c0j = dj

(
µ2

j − ν2
j

)
,

Imλ = 2djµjνj,

we derive

ν2
j =

|λ− c0j | − (Reλ− c0j )

2dj
,

µ2
j =

|λ− c0j | + (Reλ− c0j )

2dj
.

Hence the assertion follows.

We continue with

Lemma 5.9. Let λ ∈ ŜC
ζ,z. Then

|λ− c0j | ≥ |λ− z| sin(ζ). (5.41)
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Proof. Let us recall the definitions of the sets Ω1 and Ω2 from (4.13) and (4.14). For

convenience we reproduce them here again

Ω1 := {λ ∈ C : 0 < Reλ− z ≤ cot(ζ)|Imλ|},

Ω2 := {λ ∈ C : Reλ ≤ z}.

For all λ ∈ Ω1, taking into account that sin(ζ) > 0 for ζ ∈ (0, π
2
), we obtain

|λ− z| =
√

|Reλ− z|2 + |Imλ|2 ≤ |Imλ|
√

1 + cot(ζ)2 = |Imλ| 1

sin(ζ)
. (5.42)

Since c0j ∈ R it follows, that

|λ− c0j | ≥ |Imλ|. (5.43)

Combining (5.42) and (5.43), we obtain for all λ ∈ Ω1:

|λ− c0j | ≥ |λ− z| sin(ζ). (5.44)

For λ ∈ Ω2, by (5.30), we have

Reλ− c0j ≤ Reλ− z ≤ 0,

and therefore |Reλ− c0j |2 ≥ |Reλ− z|2. Consequently, for all λ ∈ Ω2 we obtain

|λ− c0j | =
√

|Reλ− c0j |2 + |Imλ|2 ≥
√
|Reλ− z|2 + |Imλ|2 = |λ− z|. (5.45)

From (5.44) and (5.45) for all λ ∈ ŜC
z,ζ we have

|λ− c0j | ≥ |λ− z| sin(ζ).

The proof of the lemma is complete.

Finally, we will need the following
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Lemma 5.10. Let q ∈ C, q = a + bi, a ∈ R, b ∈ R. Then for each y ∈ R the

following inequalities hold.

| sinh(by)| ≤ | sin(qy)| ≤ cosh(by),

| cos(qy)| ≤ cosh(by).

Proof. Let us start with

| sin(qy)| = | sin(ay + biy)| = | sin(ay) cosh(by) + i cos(ay) sinh(by)|

=

√
sin2(ay) cosh2(by) + cos2(ay) sinh2(by)

=





√
sin2(ay) + sinh2(by) ≥ | sinh(by)|,√
cosh2(by) − cos2(ay) ≤ cosh(by).

We continue with

| cos(qy)| = | cos(ay + biy)| = | cos(ay) cosh(by) − i sin(ay) sinh(by)|

=

√
cos2(ay) cosh2(by) + sin2(ay) sinh2(by)

=

√
cosh2(by) − sin2(ay) ≤ cosh(by).

5.4.4 Estimation of ‖R(λ,S)‖L(Cn[0,l])

At first, for convenience, let us reproduce here estimation (4.33). For ϕ ∈ HB
2 (0, l)

and f ∈ Ln
2 (0, l) we have

‖ϕ‖2 ≤





M̃

|λ− z| ‖f‖2 , ∀λ ∈ ŜC
ζ,z ∩ BC(z, R),

Mmax
IC ‖f‖2 , ∀λ ∈ ŜC

ζ,z ∩ B(z, R),

where M̃ , Mmax
IC and R are given by (4.6), (4.30), and (4.7) respectively. In the sequel

we will be using a notation

C̃ := Cū − C0. (5.46)
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In addition, for ζ ∈
(
0,
π

2

)
, a, b ∈ R such that ab > 0 and b 6= 0 let us introduce a

function P : R × R → R as

P (a, b) :=
√
ab sin(ζ) tanh

(√
a sin(ζ)

b
sin

(
ζ

2

)
l

)
. (5.47)

Now we have all necessary machinery in order to introduce the main result of this

section.

Theorem 5.11. Let S be the linear operator introduced in (5.24). Let M̃ , Mmax
IC

and R be given by (4.6), (4.30), and (4.7) respectively, and z, ζ be the constants

introduced in assumption (A0). Let us denote

M̂ :=
1

sin(ζ) sin
(

ζ
2

) ,

Q := max
j=1,...,n

√√√√
n∑

k=1

∥∥∥C̃jk

∥∥∥
2

2

P (R, dj)
.

Then the estimation

‖R(λ,S)‖L(Cn[0,l]) ≤
M∞

|λ− z| ∀λ ∈ ŜC
ζ,z (5.48)

holds with

M∞ = M̂ +
√
nlQmax

(
M̃, RMmax

IC

)
. (5.49)

Proof. For all ϕ ∈ HB
2 (0, l) and f̃ ∈ Cn[0, l] we consider the boundary value problem

(5.32):

−Aϕ + C0ϕ− λϕ = f̃ .

Rewriting the problem above componentwise, we obtain

djϕ
′′
j + (λ− c0j)ϕj = −f̃j , Bp[ϕj](0) = Bp[ϕj](l) = 0.
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For m2
j :=

λ− c0j

dj
(j = 1, . . . , n) the corresponding Green’s function is represented

by a diagonal matrix with elements Gp
j (x, y) of the form3

G
p
j(x, y) =





1

djmj sin(mjl)

{
sin(mj(l − y)) sin(mjx), x ≤ y,

sin(mj(l − x)) sin(mjy), x ≥ y,
if p = 0,

1

djmj sin(mjl)

{
cos(mj(l − y)) cos(mjx), x ≤ y,

cos(mj(l − x)) cos(mjy), x ≥ y,
if p = 1.

(5.50)

Hence, for all x ∈ [0, l], taking into account (5.31), a solution of (5.32) has the form

ϕ(x) =

∫ l

0

Gp(x, y)f̃(y)dy =

∫ l

0

Gp(x, y)f(y)dy −
∫ l

0

Gp(x, y)C̃(y)ϕ(y)dy.

Therefore for j = 1, . . . , n we obtain

ϕj(x) =

∫ l

0

G
p
j (x, y)fj(y)dy −

∫ l

0

G
p
j(x, y)

n∑

k=1

C̃jk(y)ϕk(y)dy.

Thus, it follows

|ϕj(x)| ≤
∣∣∣∣
∫ l

0

G
p
j (x, y)fj(y)dy

∣∣∣∣+
∣∣∣∣∣

∫ l

0

G
p
j (x, y)

n∑

k=1

C̃jk(y)ϕk(y)dy

∣∣∣∣∣ . (5.51)

For the convenience of the notation let us introduce for all j = 1, . . . , n:

T
p
1j

(x) :=

∣∣∣∣
∫ l

0

G
p
j (x, y)fj(y)dy

∣∣∣∣ ,

T
p
2j

(x) :=

∣∣∣∣∣

∫ l

0

G
p
j (x, y)

n∑

k=1

C̃jk(y)ϕk(y)dy

∣∣∣∣∣ .

Hence, from (5.51) follows

‖ϕ‖∞ ≤ max
x∈[0,l]

max
j=1,...,n

(
T

p
1j

(x) + T
p
2j

(x)
)

≤ max
x∈[0,l]

max
j=1,...,n

T
p
1j

(x) + max
x∈[0,l]

max
j=1,...,n

T
p
2j

(x). (5.52)

3 This is a standard result from the Green’s function theory. For more details see e.g. [34].
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We start with the estimation of max
x∈[0,l]

max
j=1,...,n

T
p
1j

(x).

T
p
1j

(x) ≤ max
y∈[0,l]

|fj(y)|
∫ l

0

∣∣Gp
j (x, y)

∣∣ dy

= max
y∈[0,l]

|fj(y)|
(∫ x

0

∣∣Gp
j(x, y)

∣∣ dy +

∫ l

x

∣∣Gp
j(x, y)

∣∣ dy
)
.

Due to (5.50) we obtain

T 0
1j

(x) ≤ max
y∈[0,l]

|fj(y)|
1

|djmj sin(mjl)|

(∫ x

0

|sin(mj(l − x)) sin(mjy)| dy

+

∫ l

x

|sin(mj(l − y)) sin(mjx)| dy
)
,

if p = 0 and

T 1
1j

(x) ≤ max
y∈[0,l]

|fj(y)|
1

|djmj sin(mjl)|

(∫ x

0

|cos(mj(l − x)) cos(mjy)| dy

+

∫ l

x

|cos(mj(l − y)) cos(mjx)| dy
)
,

if p = 1.

In the following we are going to use the results of Lemma 5.10, namely, for each

y ∈ [0, l] we estimate

|sin(mjy)| ≤ cosh(νjy),

|cos(mjy)| ≤ cosh(νjy),

|mj sin(mjy)| ≥ |mj | |sinh(νjy)| .
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Thus, for p = 0, 1 we obtain

T
p
1j

(x) ≤ max
y∈[0,l]

|fj(y)|
1

dj |mj | |sinh(νjl)|

(∫ x

0

cosh(νj(l − x)) cosh(νjy)dy

+

∫ l

x

cosh(νj(l − y)) cosh(νjx)dy

)

= max
y∈[0,l]

|fj(y)|
1

dj |mj | |sinh(νjl)|

(
1

νj
cosh(νj(l − x)) sinh(νjx)

+
1

νj
cosh(νjx) sinh(νj(l − x))

)

= max
y∈[0,l]

|fj(y)|
1

dj |mj | |sinh(νjl)|
sinh(νjl)

νj

= max
y∈[0,l]

|fj(y)|
1

dj |mj | |sinh(νjl)|
|sinh(νjl)|

|νj |
= max

y∈[0,l]
|fj(y)|

1

dj |mj | |νj |
.

After the consecutive application of Lemma 5.7, Remark 5.8, and Lemma 5.9 we

arrive at

1

dj |mj | |νj |
≤ 1

dj |mj |2 sin
(

ζ
2

) =
1∣∣λ− c0j
∣∣ sin

(
ζ
2

) ≤ 1

|λ− z| sin(ζ) sin
(

ζ
2

) .

Thus, ∀λ ∈ ŜC
ζ,z, x ∈ [0, l]

T
p
1j

(x) ≤ max
y∈[0,l]

|fj(y)|
1

|λ− z| sin(ζ) sin
(

ζ
2

)

and

max
j=1,...,n

max
x∈[0,l]

T
p
1j

(x) ≤ max
j=1,...,n

max
y∈[0,l]

|fj(y)|
1

|λ− z| sin(ζ) sin
(

ζ
2

)

=
1

|λ− z| sin(ζ) sin
(

ζ
2

) ‖f‖∞

=
M̂

|λ− z| ‖f‖∞ . (5.53)
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Now we continue with the estimation of max
x∈[0,l]

max
j=1,...,n

T
p
2j

(x). Using Hölder’s inequality,

we obtain

max
x∈[0,l]

max
j=1,...,n

T
p
2j

(x) ≤ max
x∈[0,l]

max
j=1,...,n

(
∥∥Gp

j (x, ·)
∥∥
∞

n∑

k=1

∥∥∥C̃jk

∥∥∥
2
‖ϕk‖2

)
, (5.54)

We continue as follows

∥∥Gp
j(x, ·)

∥∥
∞ = max

(
max
y∈[0,x]

∣∣Gp
j(x, y)

∣∣ , max
y∈[x,l]

∣∣Gp
j(x, y)

∣∣
)
.

Due to (5.50) and the results of Lemma 5.10, we have

max
y∈[0,x]

∣∣Gp
j (x, y)

∣∣ ≤ max
y∈[0,x]

cosh(νjy) cosh(νj(l − x))

dj |mj | |sinh(νjl)|
≤ cosh(νjx) cosh(νj(l − x))

dj |mj | |sinh(νjl)|
,

max
y∈[x,l]

∣∣Gp
j(x, y)

∣∣ ≤ max
y∈[x,l]

cosh(νjx) cosh(νj(l − y))

dj |mj | |sinh(νjl)|
≤ cosh(νjx) cosh(νj(l − x))

dj |mj | |sinh(νjl)|
.

Therefore,

max
x∈[0,l]

∥∥Gp
j (x, ·)

∥∥
∞ ≤ max

x∈[0,l]

cosh(νjx) cosh(νj(l − x))

dj |mj| |sinh(νjl)|
.

The function h(x) = cosh(νjx) cosh(νj(l − x)) is symmetric with respect to the axis

x = l
2

and on the interval [0, l] attains its maximum at x = 0 and x = l. Thus,

max
x∈[0,l]

∥∥Gp
j (x, ·)

∥∥
∞ ≤ cosh(νjl)

dj |mj | |sinh(νjl)|
=

1

dj |mj | tanh(|νj | l)
.

Applying again Remark 5.8 and Lemma 5.9, we arrive at

max
x∈[0,l]

∥∥Gp
j(x, ·)

∥∥
∞ ≤ 1

dj |mj| tanh
(
|mj | sin

(
ζ
2

)
l
)

=
1

√
dj

∣∣λ− c0j
∣∣ tanh

(√∣∣λ− c0j
∣∣

dj
sin
(

ζ
2

)
l

)

≤ 1

√
dj|λ− z| sin(ζ) tanh

(√
|λ− z| sin(ζ)

dj
sin
(

ζ
2

)
l

) . (5.55)
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We continue with the estimation of the term
n∑

k=1

∥∥∥C̃jk

∥∥∥
2
‖ϕk‖2. Applying the Cauchy-

Schwarz inequality in Rn, we obtain

n∑

k=1

∥∥∥C̃jk

∥∥∥
2
‖ϕk‖2 ≤

√√√√
n∑

k=1

∥∥∥C̃jk

∥∥∥
2

2

√√√√
n∑

k=1

‖ϕk‖2
2 =

√√√√
n∑

k=1

∥∥∥C̃jk

∥∥∥
2

2
‖ϕ‖2 . (5.56)

From (5.54), (5.55), and (5.56) follows

max
x∈[0,l]

max
j=1,...,n

T
p
2j

(x)

≤ max
j=1,...,n

√√√√
n∑

k=1

∥∥∥C̃jk

∥∥∥
2

2

√
dj|λ− z| sin(ζ) tanh

(√
|λ− z| sin(ζ)

dj

sin

(
ζ

2

)
l

) ‖ϕ‖2 . (5.57)

For λ ∈ ŜC
ζ,z, |λ− z| ≥ R follows

max
j=1,...,n

√√√√
n∑

k=1

∥∥∥C̃jk

∥∥∥
2

2

√
dj|λ− z| sin(ζ) tanh

(√
|λ− z| sin(ζ)

dj
sin

(
ζ

2

)
l

) ‖ϕ‖2

≤ max
j=1,...,n

√√√√
n∑

k=1

∥∥∥C̃jk

∥∥∥
2

2

√
djR sin(ζ) tanh

(√
R sin(ζ)

dj
sin

(
ζ

2

)
l

) ‖ϕ‖2

= max
j=1,...,n

√√√√
n∑

k=1

∥∥∥C̃jk

∥∥∥
2

2

P (R, dj)
‖ϕ‖2

= Q ‖ϕ‖2 .
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Thus, for λ ∈ ŜC
ζ,z, such that |λ− z| ≥ R, we have

max
x∈[0,l]

max
j=1,...,n

T
p
2j

(x) ≤ Q ‖ϕ‖2 . (5.58)

Let us introduce for x ∈ R a function

ψ̂(x) :=
tanh(x)

x
. (5.59)

It is easy to see that ψ̂(x) for x > 0 is a decreasing function. It converges to 0 as

x→ ∞ and converges to 1 as x → 0. Rewriting the expression in (5.57) in terms of

function ψ̂, we obtain

max
x∈[0,l]

max
j=1,...,n

T
p
2j

(x)

≤ max
j=1,...,n

√√√√
n∑

k=1

∥∥∥C̃jk

∥∥∥
2

2

√
dj|λ− z| sin(ζ)

√
|λ− z| sin(ζ)

dj
sin

(
ζ

2

)
lψ̂

(√
|λ− z| sin(ζ)

dj
sin
(

ζ
2

)
l

) ‖ϕ‖2

= max
j=1,...,n

√√√√
n∑

k=1

∥∥∥C̃jk

∥∥∥
2

2

|λ− z| sin(ζ) sin
(

ζ
2

)
lψ̂

(√
|λ− z| sin(ζ)

dj
sin
(

ζ
2

)
l

) ‖ϕ‖2 .

For λ ∈ ŜC
ζ,z, such that |λ− z| ≤ R we have

1

ψ̂

(√
|λ− z| sin(ζ)

dj
sin

(
ζ

2

)
l

) ≤ 1

ψ̂

(√
R sin(ζ)

dj
sin

(
ζ

2

)
l

) .
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Therefore

1

|λ− z| sin(ζ) sin
(

ζ
2

)
lψ̂

(√
|λ− z| sin(ζ)

dj

sin
(

ζ
2

)
l

)

≤ R

|λ− z|R sin(ζ) sin
(

ζ
2

)
lψ̂

(√
R sin(ζ)

dj

sin
(

ζ
2

)
l

)

=
R

|λ− z|
√
Rdj sin(ζ) tanh

(√
R sin(ζ)

dj
sin
(

ζ
2

)
l

) =
R

|λ− z|P (R, dj)
.

Thus, for λ ∈ ŜC
ζ,z, |λ− z| ≤ R, we obtain

max
x∈[0,l]

max
j=1,...,n

T
p
2j

(x) ≤ R

|λ− z| max
j=1,...,n

√√√√
n∑

k=1

∥∥∥C̃jk

∥∥∥
2

2

P (R, dj)
‖ϕ‖2

=
RQ

|λ− z| ‖ϕ‖2 (5.60)

Combining (5.58) and (5.60), we have

max
x∈[0,l]

max
j=1,...,n

T
p
2j

(x) ≤





Q ‖ϕ‖2 , ∀λ ∈ ŜC
ζ,z ∩ BC(z, R),

RQ

|λ− z| ‖ϕ‖2 , ∀λ ∈ ŜC
ζ,z ∩ B(z, R).

(5.61)

Application of (4.33) to (5.61) results in

max
x∈[0,l]

max
j=1,...,n

T
p
2j

(x) ≤





QM̃

|λ− z| ‖f‖2 , ∀λ ∈ ŜC
ζ,z ∩BC(z, R),

RQMmax
IC

|λ− z| ‖f‖2 , ∀λ ∈ ŜC
ζ,z ∩B(z, R).
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Since ‖f‖2 ≤
√
nl ‖f‖∞, we continue as

max
x∈[0,l]

max
j=1,...,n

T
p
2j

(x)

≤





QM̃
√
nl

|λ− z| ‖f‖∞ , ∀λ ∈ ŜC
ζ,z ∩ BC(z, R),

RQMmax
IC

√
nl

|λ− z| ‖f‖∞ , ∀λ ∈ ŜC
ζ,z ∩ B(z, R).

Hence for all λ ∈ ŜC
ζ,z we have

max
x∈[0,l]

max
j=1,...,n

T
p
2j

(x) ≤ Q
√
nlmax

(
M̃, RMmax

IC

) ‖f‖∞
|λ− z| . (5.62)

Finally, combining (5.52) with (5.53) and (5.62), we obtain

‖ϕ‖∞ ≤
(
M̂ + Q

√
nlmax

(
M̃, RMmax

IC

)) ‖f‖∞
|λ− z| .

From ϕ = R(λ,S)f and (5.49) the assertion of the theorem follows.

Remark 5.12. Let j∗ be chosen such that c0j∗ = min
j=1,...,n

c0j = z. As we will show later

for the stability of ū and the consequent quantification of its domain of attraction

the constant z should be positive. In the process of quantification of the domain

of attraction we aim at the largest possible upper bound to this domain. For that

purpose, as we will see later, the constant M∞ from (5.49) should be kept as small

as possible. Therefore, one can try to choose c0j , j 6= j∗ in such a way that the

expression

n∑

k=1

∥∥∥C̃jk

∥∥∥
2

2
does not result in a large value. In our computation we have

chosen c0j , j 6= j∗ to be the mean values of (Cū(x))jk over x ∈ [0, l].

5.4.5 Sectoriality of −S

Let λ be an eigenvalue of S. Then −λ is an eigenvalue of −S. Thus, from (5.26)

and (5.48) follows

98



(A) ρ(−S) ⊃ Sπ−ζ,−z for some given z ∈ R and ζ ∈
(
0,
π

2

)
,

(B) ‖R(λ,−S)‖L(Cn[0,l]) ≤ M∞
|λ+ z| ∀λ ∈ Sπ−ζ,−z, with the constant M∞ from

(5.49).

Therefore, the operator −S satisfies all of the requirements in (2.4) and is sectorial

in Cn[0, l]. We denote θ := π − ζ .

5.4.6 Computation of the constant C

Since −S is sectorial, then it generates an analytic semigroup e−tS and the estimation

∥∥e−tS∥∥
L(Cn[0,l])

≤ Ce−tz, t > 0, (5.63)

holds with constant C given by

C :=
M∞
2π

(
2

∫ +∞

r

1

ρ
eρ cos ηdρ+

∫ η

−η

er cos αdα

)
, η ∈

(π
2
, θ
)
, r > 0. (5.64)

Let us discuss computation of C. We introduce

Definition 5.13. The E1(x) function is defined by the integral

E1(x) =

∫ ∞

x

e−y

y
dy, x > 0.

We cannot compute the value of the first integral in (5.64) directly, therefore we

have to estimate it from above. Since cos(η) < 0 for η ∈
(π

2
, θ
)
, we can represent

the first integral in (5.64) as the E1 function of the positive real argument r| cos(η)|:
∫ +∞

r

1

ρ
eρ cos ηdρ =

∫ +∞

r

1

ρ
e−ρ| cos η|dρ

ρ̃=ρ| cos η|
=

∫ +∞

r| cos(η)|

| cos(η)|
ρ̃

e−ρ̃ dρ̃

| cos(η)|

=

∫ +∞

r| cos(η)|

1

ρ̃
e−ρ̃dρ̃ = E1(r| cos(η)|),
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which could be estimated from above by elementary functions (see [1]) as

E1(r| cos(η)|) < e−r| cos(η)| ln

(
1 +

1

r| cos(η)|

)
.

We obtain the value for the second integral in (5.64) by means of numerical integra-

tion. In particular, we apply the trapezoidal rule. Since cos(α) is an even function,

we have
∫ η

−η

er cos αdα = 2

∫ η

0

er cos αdα.

For any fixed positive r we set

fr(α) := er cos α. (5.65)

Let Nq denote the number of quadrature points α̃k =
ηk

Nq
, k = 0, . . . , Nq − 1. Then,

according to the trapezoidal rule, we have

∫ η

−η

er cos αdα = 2(Q(fr) + E(fr)), (5.66)

with

Q(fr) =
η

Nq

(
1

2
fr(α̃0) +

Nq−2∑

k=1

fr(α̃k) +
1

2
fr(α̃Nq−1)

)
,

|E(fr)| ≤
η3

12N2
q

‖f ′′
r ‖∞ .

By a straightforward computation we obtain

f ′′
r (α) = rer cos(α)(r sin2(α) − cos(α)),

and consequently,

‖f ′′
r ‖∞ ≤ err(r + 1).
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Choosing large enough Nq, we can make |E(fr)| sufficiently small. For the verified

results we perform our computations in interval arithmetic. Let us denote

I(fr) := 2(Q(fr) + E(fr)).

Hence, we arrive at the following inequality for C

C <
M∞
2π

(
2e−r| cos(η)| ln

(
1 +

1

r| cos(η)|

)
+ I(fr)

)
. (5.67)

Note that we may adjust the values for η and r as follows: for a fixed value of η we

find a numerical approximation r̃∗ for the value r∗ at which the expression on the

right of (5.67) has its minimum. Thus, we obtain the estimation of the semigroup as

∥∥e−tS∥∥
L(Cn[0,l])

≤ C∞e
−tz (5.68)

with C∞ given by

C∞ :=
M∞
2π

(
2e−r̃∗| cos(η)| ln

(
1 +

1

r̃∗| cos(η)|

)
+ I(fr̃∗)

)
. (5.69)

Now let us introduce the following remark.

Remark 5.14. In the course of our investigations with the hope of obtaining a better

result for the domain of attraction we have tried to implement a more direct approach

for the computation of the constant C. Let us briefly comment on this approach.

Let us go back to the proof of the Theorem 5.11 and repeat all the steps of the

proof up until the estimation (5.58). Further, let us denote

Q1(|λ− z|) = max
j=1,...,n

√√√√
n∑

k=1

∥∥∥C̃jk

∥∥∥
2

2

√
dj|λ− z| sin(ζ) tanh

(√
|λ−z| sin(ζ)

dj
sin
(

ζ
2

)
l
) . (5.70)
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Thus, we obtain

max
x∈[0,l]

max
j=1,...,n

T
p
2j

(x) ≤
{

Q ‖ϕ‖2 , ∀λ ∈ ŜC
ζ,z ∩ BC(z, R),

Q1(|λ− z|) ‖ϕ‖2 , ∀λ ∈ ŜC
ζ,z ∩ B(z, R).

Following the same strategy as earlier, we arrive at

max
x∈[0,l]

max
j=1,...,n

T
p
2j

(x) ≤





QM̃
√
nl

|λ− z| ‖f‖∞ , ∀λ ∈ ŜC
ζ,z ∩BC(z, R),

Q1(|λ− z|)Mmax
IC

√
nl ‖f‖∞ , ∀λ ∈ ŜC

ζ,z ∩B(z, R).

Hence, we have

‖R(λ,S)‖L(Cn[0,l]) ≤





(
M̂ + QM̃

√
nl
) 1

|λ− z| , ∀λ ∈ ŜC
ζ,z ∩BC(z, R),

M̂

|λ− z| + Q1(|λ− z|)Mmax
IC

√
nl, ∀λ ∈ ŜC

ζ,z ∩B(z, R).

Making the transition from S to −S, we arrive at

‖R(λ,−S)‖L(Cn[0,l])

≤





(
M̂ + QM̃

√
nl
) 1

|λ+ z| , ∀λ ∈ Sθ,−z ∩BC(−z, R),

M̂

|λ+ z| + Q1(|λ+ z|)Mmax
IC

√
nl, ∀λ ∈ Sθ,−z ∩B(−z, R).

(5.71)

The above estimation has enabled us to follow a more direct approch for the estimation

of constant C. The general idea was it to use the “non-classical” estimation (5.71) of

the resolvent operator directly in the definition of the semigroup (2.5) with the hope

of obtaining a better result for the constant C. Finally, we have arrived at

∥∥e−tS∥∥
L(Cn[0,l])

≤ 1

2π
F (r, t), t > 0,

with F (r, t) defined as

F (r, t) =

{(
M̂ + QM̃

√
nl
)(

2
∫∞

r
1
ρ
eρ cos(η)dρ+

∫ η

−η
er cos(α)dα

)
, if r > Rt,

F1(r, t), if r ≤ Rt,
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and the function F1(r, t) defined as

F1(r, t) :=2M̂

∫ Rt

r

1

ρ
eρ cos(η)dρ+ 2

√
nlQ2

∫ Rt

r

Mmax
IC eρ cos(η)

√
ρt sin(ζ)dmin tanh

(√
ρ sin(ζ)
dmint

sin
(

ζ
2

)
l
)dρ

+ 2
(
M̂ +

√
nlQM̃

)∫ ∞

Rt

1

ρ
eρ cos(η)dρ+ M̂

∫ η

−η

er cos(α)dα

+
√
nlQ2

Mmax
IC

√
r

√
t sin(ζ)dmin tanh

(√
r sin(ζ)
dmint

sin
(

ζ
2

)
l
)
∫ η

−η

er cos(α)dα,

where Q2 = max
j=1,...,n

√√√√
n∑

k=1

∥∥∥C̃jk

∥∥∥
2

2
. In order to obtain the value of C the estimation of

max
t

min
r
F (r, t) was required. This estimation did not result in a better value for the

constant C.

5.5 Domain of attraction

Consider problem (5.10). Recall from Chapter 2 that tmax is given by





tmax = sup{τ > 0 : problem (5.10) has a mild solution vτ in [0, τ ]},

v(t) = vτ (t), if t ≤ τ.

v is called a maximally defined solution on the interval I given by

I :=
⋃

{[0, τ ] : problem (5.10) has a mild solution uτ in [0, τ ]}

and we have tmax = sup I. Note that I and tmax depend on v0, i.e. I = I(v0) and

tmax = tmax(v0).

Finally, let us introduce

Ĉ∞ := max{C∞, 1}. (5.72)

Thus, by (5.68), it follows

∥∥e−tS∥∥
L(Cn[0,l])

≤ Ĉ∞e
−tz (5.73)
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Theorem 5.15. Let −S be the sectorial operator in Cn[0, l] introduced in (5.24) and

suppose that z, introduced in assumption (A0), satisfies z > 0. Let g : Cn[0, l] ×

Cn[0, l] → Ln
2 (0, l) satisfy (5.12). Then there exist δ0, Ĉ∞ > 0, and a < 0 such that

if v0 ∈ Cn[0, l], ‖v0‖∞ < δ0, we have tmax(v0) = ∞ and

‖v(t)‖∞ ≤ Ĉ∞e
at ‖v0‖∞ , t ≥ 0. (5.74)

The trivial solution of (5.10) is asymptotically stable.

Proof. Since −S is a sectorial operator, it generates an analytic semigroup e−tS . In

subsection 5.4.6 we have computed a positive constant C∞, and consequently (by

(5.73)), a positive constant Ĉ∞ such that

∥∥e−tS∥∥
L(Cn[0,l])

≤ Ĉ∞e
−tz, t > 0.

Let β > 0 be some small constant and let us set

ε = ε0 :=
z

√
n(1 + β)Ĉ∞

. (5.75)

Due to condition (5.12) there exists δ(ε0) with

‖g(v(t), ū)‖∞ ≤ ε0

√
n ‖v(t)‖∞ for v ∈ Cn[0, l], ‖v(t)‖∞ ≤ δ(ε0)√

n
and t ≥ 0. (5.76)

Now let v be a maximally defined solution of (5.10) on the interval I(v0), with v0

satisfying

‖v0‖∞ <
δ(ε0)√
nĈ∞

=: δ0. (5.77)

The mild solution v of (5.10) is given by

v(t) = e−tSv0 +

∫ t

0

e−(t−s)Sg(v(s), ū)ds, t ∈ I.
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After applying the ‖·‖∞ to the equation above, we obtain

‖v(t)‖∞ ≤
∥∥e−tSv0

∥∥
∞ +

∫ t

0

∥∥e−(t−s)Sg(v(s), ū)
∥∥
∞ ds, t ∈ I.

Using (5.73) and (2.7), we estimate

‖v(t)‖∞ ≤ Ĉ∞e
−tz ‖v0‖∞ +

∫ t

0

Ĉ∞e
−(t−s)z ‖g(v(s), ū)‖∞ ds, t ∈ I.

Using (5.76), we obtain

‖v(t)‖∞ ≤ Ĉ∞e
−tz ‖v0‖∞ +

∫ t

0

Ĉ∞e
−(t−s)zε0

√
n ‖v(s)‖∞ ds,

as long as ‖v(t)‖∞ ≤ δ(ε0)√
n
, t ∈ I.

Note that since Ĉ∞ ≥ 1, by (5.77) we have ‖v0‖∞ <
δ(ε0)√
nĈ∞

≤ δ(ε0)√
n

.

Let us set p(t) := etz ‖v(t)‖∞. Then the inequality above reads

p(t) ≤ Ĉ∞p(0) + Ĉ∞ε0

√
n

∫ t

0

p(s)ds, as long as ‖v(t)‖∞ ≤ δ(ε0)√
n
, t ∈ I. (5.78)

Gronwall’s Lemma applied to (5.78) implies

p(t) ≤ Ĉ∞e
Ĉ∞ε0

√
ntp(0), as long as ‖v(t)‖∞ ≤ δ(ε0)√

n
, t ∈ I,

and, consequently,

‖v(t)‖∞ ≤ Ĉ∞e
(Ĉ∞ε0

√
n−z)t ‖v0‖∞ , as long as ‖v(t)‖∞ ≤ δ(ε0)√

n
, t ∈ I. (5.79)

Inserting (5.75) into (5.79), we obtain

‖v(t)‖∞ ≤ Ĉ∞e
at ‖v0‖∞ , as long as ‖v(t)‖∞ ≤ δ(ε0)√

n
, t ∈ I, (5.80)
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with a := − βz
1+β

< 0.

Since ‖v0‖∞ <
δ(ε0)√
nĈ∞

(due to (5.77)) from (5.80) follows

‖v(t)‖∞ <
δ(ε0)√
n
, as long as ‖v(t)‖∞ ≤ δ(ε0)√

n
, t ∈ I, (5.81)

which implies (by continuity):

‖v(t)‖∞ ≤ Ĉ∞e
at ‖v0‖∞ for all t ∈ I. (5.82)

From (5.82) we see that ‖v(t)‖∞ <
δ(ε0)√
n

for all t ∈ I. Therefore, by Theorem 2.12

tmax(v0) = ∞. We have obtained the global existence of the mild solution v and the

estimation (5.82) holds for all t ≥ 0.

Remark 5.16. As we see from the proof of Theorem 5.15 the upper bound to the

domain of attraction is given by δ0 :=
δ(ε0)√
nĈ∞

. By Remark 5.1 if the function G

is known, the value for δ(ε0) can be computed from (5.4) by setting ε := ε0 =

z
√
n(1 + β)Ĉ∞

. Hence, having the computable constants Ĉ∞ and z at hand, we can

quantify the domain of attraction. Finally, we wish to remark that in our applications

C∞ is larger than 1, and therefore Ĉ∞ = C∞.

To conclude this section let us introduce the following remark, concerning the

eigenvalue exclosure method and the consequent choice of the constant z from (A0).

Remark 5.17. Let us consider δ0. We want the upper bound to the domain of at-

traction to be as large as possible. Therefore, it is desirable for the constant Ĉ∞,

and, consequently, for the constant M∞ to be as small as possible. Now let us recall

the eigenvalue exclosure method presented in Chapter 4: by choosing some appro-

priate point µ in the complex plane, it is possible to obtain the result on a local
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non-existence of the eigenvalues, as it was described in Theorem 4.2. During the

exclosure of eigenvalues one observes that as a parameter µ ∈ C approaches the spec-

trum of the operator Lū, the upper bounds to the norm of the resolvent operator from

(4.29), and consequently, the constant M∞, increase. Thus, in order to avoid the

unnecessarily large M∞, in the course of the eigenvalue exclosure one may consider

looking for some 0 < z∗ < z (given that (4.23) holds) such that

M∞(z∗) < M∞(z),

where under M∞(z) we formally understand the value of M∞ computed using z. In

the case of the Schnakenberg and predator-prey model we have found such z∗, which

has returned better results for the domain of attraction.

5.6 Self-adjoint Lū

In this section we consider a special case of the self-adjoint operator Lū and propose

two approaches for the quantification of the domain of attraction of ū. These ap-

proaches are based on the eigenfunction series expansions techniques and embedding

estimations of Hn
1 (0, l) →֒ Cn[0, l].

5.6.1 Models with self-adjoint linearisation

Before starting with the description of the approaches mentioned above, let us com-

ment on the classes of problems, which can be treated by these methods. At first

recall from Chapter 4, Lemma 4.9 that the operator Lū is self-adjoint, if and only if

the condition

C∗
ū = Cū (5.83)

is satisfied. It is obvious, that in case n = 1 and c11 ∈ R condition (5.83) auto-

matically holds. Hence, a single differential equation with real values is a problem
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with the self-adjoint linearisation. As an example of that case we consider the spruce

budworm model.

Our search for the system of the differential equations, which describes a real life

situation and satisfies the requirement (5.83) directly, was not quite successful. As a

matter of fact, for many reaction-diffusion systems, it is even essential for the non-

diagonal elements of Cū to have different signs (e.g. activator-inhibitor or predator-

prey mechanisms). But we were still able to specify special classes of problems, for

which the methods we are going to propose will be valid. We introduce them in the

following

Proposition 5.18. Let Cū ∈ Rn×n be a constant matrix. If the elements of Cū

satisfy the following conditions

1. For n = 2: the non-diagonal elements have the same sign

2. For n = 3:
cij

cji
> 0 (i, j = 1, . . . , 3) and c12c23c31 = c21c32c13

then there exists a constant diagonal matrix T ∈ Rn×n, n = 2, 3, such that the matrix

C̃ū = T−1CūT is symmetric.

Proof. After direct computation we obtain

c̃ij =
cijtj

ti
, i, j = 1, . . . , n,

where c̃ij , ti (i, j = 1, . . . , n) denote the elements of matrices C̃ū and T respectively.

Therefore the matrix C̃ū is symmetric if and only if

cijtj

ti
=
cjiti

tj
,

and hence, if and only if

ti

tj
=

√
cij

cji
, i, j = 1, . . . , n (5.84)
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holds. For n = 2 it immediately follows that in order for
t1

t2
to exist the non-diagonal

elements of matrix Cū must have the same sign and vice versa.

Let us consider the case when n = 3. From (5.84) follows

t1

t2
=

√
c12

c21
,

t3

t1
=

√
c31

c13
,

t2

t3
=

√
c23

c32
.

Above equations imply:
cij

cji
> 0 (i, j = 1, . . . , 3) and

1 =
t1t3t2

t2t1t3
=

√
c12c31c23

c21c13c32
. (5.85)

Thus, from (5.84) the conditions on Cū, which were listed in item 2 follow. Now let

cij

cji
> 0 (i, j = 1, . . . , 3) and

c12c23c31 = c21c32c13. (5.86)

Since
cij

cji
> 0 (i, j = 1, . . . , 3) from (5.86) we have

0 <
c12c23c31

c21c32c13
= 1. (5.87)

Consequently, we obtain
√
c12c23c31

c21c32c13
= 1 =

t1t2t3

t1t2t3
. (5.88)
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Finally, from (5.88) we choose

t1

t2
=

√
c12

c21
,

t3

t1
=

√
c31

c13
,

t2

t3
=

√
c23

c32
.

Thus, the assertion of the proposition follows.

In the proposition that follows we would like to demonstrate how the transfor-

mation T can be introduced into problem (5.10) in case when the corresponding

linearised operator Lū is non-self-adjoint. Clearly, after the transformation we will

be aiming at a self-adjoint L̃ū. Additionaly, in order to apply the methods we devel-

oped in the thesis, we need for a corresponding nonlinear part of the problem after

the transformation, which we will denote as g̃(w(t), ū),to be “small” for “small” w(t).

Hence, g̃(w(t), ū) must satisfy some conditions, which are similar to conditions (5.12)

and (5.13).

Proposition 5.19. Let us consider Cauchy problem (5.10). Suppose that ū is a

constant stationary solution of (5.10). Let the operator Lū : HB
2 (0, l) → Ln

2 (0, l)

which is given by

Lūϕ(x) = −Dϕ′′(x) + Cūϕ(x), x ∈ [0, l],

be non-self-adjoint with the constant matrix Cū, satisfying conditions of Proposi-

tion 5.18. Then (5.10) can be transformed into a Cauchy problem of the form





w′(t) = −L̃ūw(t) + g̃(w(t), ū), t > 0,

w(0) = w0,

(5.89)
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where the operator L̃ū : HB
2 (0, l) → Ln

2 (0, l) is self-adjoint and the nonlinearity g̃ :

Cn[0, l] × Cn[0, l] → Ln
2 (0, l) satisfies the following conditions: for each ε̄ > 0 there

exists δ̄ > 0 such that for any w(t) ∈ Cn[0, l] satisfying ‖w(t)‖∞ ≤ δ̄ follows

‖g̃(w(t), ū)‖∞ ≤ ε̄ ‖w(t)‖∞ (5.90)

and

‖g̃(w(t), ū)‖2 ≤ ε̄ ‖w(t)‖2 . (5.91)

Proof. Let us introduce the T -transformation from Proposition 5.18 into problem

(5.10). For this purpose we rewrite (5.10) as

v′(t) = Av(t) + F(v(t) + ū) − F(ū) (5.92)

and define

w(t) := T−1v(t). (5.93)

Applying T−1 from both sides of (5.92), we obtain

w′(t) = T−1Av(t) + T−1[F(v(t) + ū) − F(ū)]

= T−1ATw(t) + T−1[F(Tw(t) + ū) − F(ū)]

= Aw(t) − C̃ūw(t) + T−1[F(Tw(t) + ū) − F(ū)] + C̃ūw(t)

= −L̃ūw(t) + g̃(w(t), ū),

with

L̃ūw(t) := −Aw(t) + C̃ūw(t), (5.94)

g̃(w(t), ū) := T−1[F(Tw(t) + ū) − F(ū)] + C̃ūw(t). (5.95)

By Proposition 5.18 the matrix C̃ū is symmetric. Therefore, by Lemma 4.9 the

operator L̃ū is self-adjoint.

Let us show the properties (5.90) and (5.91). Observe that

T g̃(w(t), ū) = g(v(t), ū).
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Thus, we obtain

g̃(w(t), ū) = T−1g(v(t), ū). (5.96)

Recall that function g satisfies conditions (5.12) and (5.13). Thus, for each ε > 0

there exists δ > 0 such that for any v(t) ∈ Cn[0, l] satisfying ‖v(t)‖∞ ≤ δ√
n
, t ≥ 0

follows

‖g̃(w(t), ū)‖∞ =
∥∥T−1g(v(t), ū)

∥∥
∞

(5.12)

≤ ε
√
n
∥∥T−1

∥∥
∞ ‖v(t)‖∞

(5.93)

≤ ε
√
n
∥∥T−1

∥∥
∞ ‖T‖∞ ‖w(t)‖∞ ,

and

‖g̃(w(t), ū)‖2 =
∥∥T−1g(v(t), ū)

∥∥
2

(5.13)

≤ ε
∥∥T−1

∥∥
2
‖v(t)‖2

(5.93)

≤ ε
∥∥T−1

∥∥
2
‖T‖2 ‖w(t)‖2 .

Both inequalities above hold as long as ‖Tw(t)‖∞ = ‖v(t)‖∞ ≤ δ√
n
, t ≥ 0. Thus,

they hold for any w(t) ∈ Cn[0, l] such that ‖w(t)‖∞ ≤ ‖T‖−1
∞

δ√
n
, t ≥ 0. Now set

δ̄ = ‖T‖−1
∞

δ√
n

and set ε̄ as either ε̄ = ε
√
n ‖T−1‖∞ ‖T‖∞ for estimation (5.90), or

ε̄ = ε ‖T−1‖2 ‖T‖2 for estimation (5.91). We have shown the assertion.

Thus, we were able to transform the initial value problem (5.10), formulated for

the non-self-adjoint operator Lū, into the initial value problem (5.89), which corre-

sponds to the self-adjoint linearisation at ū and contains nonlinearity g̃, satisfying

conditions (5.90), (5.91).

As one can see the above transformation is valid only in the case, when matrix

Cū is a constant matrix, that is when the constant stationary solution ū is under

consideration. Thinking about the models of biological interaction, which could

serve as a good candidates for the above transformation, one can certainly point

out the symbiosis and competition models. In our work we apply our results to the

competition model.

Later we will comment on the possible extensions of the classes above.
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5.6.2 Preliminary results

Before starting with the formulation of the main results of this section, we need some

preliminary information.

Let {ϕ̃k}∞k=1 be an orthonormal basis of Ln
2 (0, l), where ϕ̃k is an eigenelement of

Lū, corresponding to the eigenvalue λk (see Proposition 4.10). A function f ∈ Ln
2 (0, l)

could be represented as

f =
∞∑

k=1

〈f, ϕ̃k〉2 ϕ̃k, (5.97)

where the series is convergent in Ln
2 (0, l). In addition,

‖f‖2
2 =

∞∑

k=1

| 〈f, ϕ̃k〉2 |2. (5.98)

Further, let us introduce a notation

HB
1 (0, l) =





(H1
0 (0, l))n, if p = 0,

Hn
1 (0, l), if p = 1.

(5.99)

Finally, recall from Chapter 4 that we use the notation λC
1 as

λC
1 := min

x∈[0,l]
λmin(Cū(x)),

and choose the positive constant σ so that

λC
1 + σ > 0. (5.100)

We continue with the following

Lemma 5.20. Let f ∈ HB
1 (0, l). Then for any constant σ satisfying (5.100), the

following identity holds

∫ l

0

(
f ′(x)TDf ′(x) + f(x)T (Cū(x)

T + σI)f(x)
)
dx =

∞∑

k=1

(λk +σ)| 〈f, ϕ̃k〉2 |2 (5.101)

113



Proof. Let g ∈ HB
2 (0, l) and f ∈ HB

1 (0, l). Partial integration, paying regard to the

boundary conditions, yields

〈(Lū + σI)g, f〉2 =

∫ l

0

(
−g′′(x)TDf(x) + g(x)T (Cū(x)

T + σI)f(x)
)
dx

=

∫ l

0

(
g′(x)TDf ′(x) + g(x)T (Cū(x)

T + σI)f(x)
)
dx.

On the other hand, using the representation (5.97), the self-adjointness of the oper-

ator Lū, and (4.40), we obtain

〈(Lū + σI)g, f〉2 =
∞∑

k=1

〈(Lū + σI)g, ϕ̃k〉2 〈f, ϕ̃k〉2

=

∞∑

k=1

〈g, (Lū + σI)ϕ̃k〉2 〈f, ϕ̃k〉2

=
∞∑

k=1

(λk + σ) 〈g, ϕ̃k〉2 〈f, ϕ̃k〉2.

Hence, for each g ∈ HB
2 (0, l) and f ∈ HB

1 (0, l) we have

∫ l

0

(
g′(x)TDf ′(x) + g(x)T (Cū(x)

T + σI)f(x)
)
dx

=
∞∑

k=1

(λk + σ) 〈g, ϕ̃k〉2 〈f, ϕ̃k〉2. (5.102)

Since HB
2 (0, l) is dense in HB

1 (0, l), we can choose a sequence (fn)n∈N ∈ HB
2 (0, l),

which converges to f ∈ HB
1 (0, l), as n→ ∞. Let us consider (5.102) with fn instead

of g. We obtain

∫ l

0

(
f ′

n(x)TDf ′(x) + fn(x)T (Cū(x)
T + σI)f(x)

)
dx

=

∞∑

k=1

(λk + σ) 〈fn, ϕ̃k〉2 〈f, ϕ̃k〉2. (5.103)
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Since fn → f in HB
1 (0, l) as n → ∞, the left-hand side of (5.103) converges to

∫ l

0

(
f ′(x)TDf ′(x) + f(x)T (Cū(x)

T + σI)f(x)
)
dx in HB

1 (0, l), as n→ ∞. Now let us

consider the right-hand side of (5.103).

At first, let us introduce for f, h ∈ HB
1 (0, l) the following norm (which is equiv-

alent to HB
1 (0, l) norm) and the scalar product:

|||f ||| :=

(∫ l

0

(
f ′(x)TDf ′(x) + f(x)T (Cū(x)

T + σI)f(x)
)
dx

) 1
2

,

〈〈f, h〉〉 :=

∫ l

0

(
f ′(x)TDh′(x) + f(x)T (Cū(x)

T + σI)h(x)
)
dx.

Now let us set

ψk :=
1√

λk + σ
ϕ̃k, k ∈ N.

The functions {ψk}k∈N build an orthonormal basis in (HB
1 (0, l), 〈〈·, ·〉〉). Indeed, for

all j, k ∈ N we have

〈〈ψk, ψj〉〉 =
1√

(λk + σ)(λj + σ)

∫ l

0

(
ϕ̃′

k(x)
TDϕ̃′

j(x) + ϕ̃k(x)
T (Cū(x)

T + σI)ϕ̃j(x)
)
dx

=
1√

(λk + σ)(λj + σ)
〈ϕ̃k, (Lū + σI)ϕ̃j〉2
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=
1√

(λk + σ)(λj + σ)
(λj + σ)〈ϕ̃k, ϕ̃j〉2

=

√
(λj + σ)

(λk + σ)
δkj = δkj. (5.104)

Further, the set {ψk}k∈N is complete in (HB
1 (0, l), 〈〈·, ·〉〉). Let v ∈ HB

1 (0, l), such

that v⊥〈〈·,·〉〉ψj , ∀j. Then we have

0 =〈〈v, ψj〉〉 =

∫ l

0

(
v′(x)TDψ′

j(x) + v(x)T (Cū(x)
T + σI)ψj(x)

)
dx

= 〈v, (Lū + σI)ψj〉2 = (λj + σ)〈v, ψj〉2 =
√
λj + σ〈v, ϕ̃j〉2.

Since the set {ϕ̃k}k∈N is complete in Ln
2 (0, l), it follows that v ≡ 0. Therefore,

{ψk}k∈N is the orthonormal basis of (HB
1 (0, l), 〈〈·, ·〉〉).

Thus, for each v ∈ HB
1 (0, l) we have

|||v|||2 =
∞∑

k=1

|〈〈v, ψk〉〉|2 =
∞∑

k=1

∣∣∣∣
∫ l

0

(
v′(x)TDψ′

k(x) + v(x)T (Cū(x)
T + σI)ψk(x)

)
dx

∣∣∣∣
2

=

∞∑

k=1

|〈v, (Lū + σI)ψk〉2|2 =

∞∑

k=1

∣∣∣
√
λk + σ〈v, ϕ̃k〉2

∣∣∣
2

=
∞∑

k=1

(λk + σ) |〈v, ϕ̃k〉2|2 (5.105)

Now let us go back to (5.103). By the Cauchy-Schwarz inequality and (5.105) we

estimate the following difference
∣∣∣∣∣

∞∑

k=1

(λk + σ)(〈fn, ϕ̃k〉2 − 〈f, ϕ̃k〉2)〈f, ϕ̃k〉2

∣∣∣∣∣

≤

√√√√
∞∑

k=1

(λk + σ)|〈fn − f, ϕ̃k〉2|2
√√√√

∞∑

k=1

(λk + σ)|〈f, ϕ̃k〉2|2

= |||fn − f ||| |||f |||. (5.106)
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As n → ∞ the difference fn − f → 0 in HB
1 (0, l), and therefore, due to the norm

equivalence, the right-hand side of (5.106) converges to zero. Thus, the right-hand

side of (5.103) converges to
∑∞

k=1(λk + σ)| 〈f, ϕ̃k〉2 |2, as n → ∞. Therefore, for

f ∈ HB
1 (0, l), we obtain

∫ l

0

(
f ′(x)TDf ′(x) + f(x)T (Cū(x)

T + σI)f(x)
)
dx =

∞∑

k=1

(λk + σ)| 〈f, ϕ̃k〉2 |2.

The proof of lemma is complete.

For simplicity, we denote

q(f) :=

(∫ l

0

(
f ′(x)TDf ′(x) + f(x)T (Cū(x)

T + σI)f(x)
)
dx

) 1
2

. (5.107)

Thus, by Lemma 5.20 we have

q(f) =

( ∞∑

k=1

(λk + σ)| 〈f, ϕ̃k〉2 |2
) 1

2

. (5.108)

For our further investigations the connection between ‖ϕ‖∞ and q(ϕ) will be impor-

tant. We continue with the following

Lemma 5.21. Let ϕ ∈ HB
1 (0, l). The inequality

‖ϕ‖∞ ≤
√

C1

dmin
q(ϕ) (5.109)

is satisfied with:

1.

C1 =
1

ρ
, ρ =

1

2l



√

1 +
4l2(λC

1 + σ)

dmin

− 1


 . (5.110)
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2. If ϕ ∈ (H1
0 (0, l))n, then

C1 =





l

4
, if dmin ≥ l2

4
(λC

1 + σ),√
dmin

2
√
λC

1 + σ
, otherwise.

(5.111)

Proof. At first, let us consider estimation (2.27) (or (2.30)) with C0, C1 chosen as in

(2.28) (or as in (2.32)). It follows

dmin ‖ϕ‖2
∞ ≤ dminC0 ‖ϕ‖2

2 + dminC1 ‖ϕ′‖2
2

= dminC0 ‖ϕ‖2
2 + dminC1 ‖ϕ′‖2

2

+ C1

(
λC

1 + σ
)
‖ϕ‖2

2 − C1

(
λC

1 + σ
)
‖ϕ‖2

2 .

Thus if

dminC0 − C1

(
λC

1 + σ
)

= 0, (5.112)

then

dmin ‖ϕ‖2
∞ ≤ dminC1 ‖ϕ′‖2

2 + C1

(
λC

1 + σ
)
‖ϕ‖2

2 ≤ C1q
2(ϕ).

Let us rewrite condition (5.112) with C0, C1 chosen as in (2.28). We obtain

dmin

(
ρ+

1

l

)
− 1

ρ

(
λC

1 + σ
)

=
dminρ

2 + 1
l
dminρ−

(
λC

1 + σ
)

ρ
= 0.

Solving the equation above with respect to ρ, we obtain

ρ =
1

2l



√

1 +
4l2(λC

1 + σ)

dmin

− 1


 .

Hence (5.109) holds with C1 as in (5.110). In order to obtain (5.111) we proceed the

similar way. Let us rewrite condition (5.112) with C0, C1 as in (2.32). We obtain

dmin
ρ

2
− 1

2ρ
(λC

1 + σ) = 0.
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Hence

ρ =

√
λC

1 + σ

dmin

and (5.109) is satisfied with C1 as in the second case of (5.111). Now let us consider

(2.30) with C0, C1 as in (2.31). It follows

dmin ‖ϕ‖2
∞ ≤ dminC1 ‖ϕ′‖2

2 ≤ C1q
2(ϕ).

Hence in that case (5.109) holds with C1 = l
4
. We obtain the estimation (5.111)

by distinguishing between the choices (2.31) and (2.32) with respect to the smaller

value of

√
C1

dmin

.

5.6.3 Computation of the constant CL2

In Chapter 4, Proposition 4.13 we have shown that the self-adjoint operator −Lū is

sectorial in Ln
2 (0, l). Therefore it generates an analytic semigroup e−tLū and there

exist C > 0 such that
∥∥e−tLū

∥∥
L(Ln

2 (0,l))
≤ Ce−tz,

where z is the constant from assumption (A0). Here we would like to briefly comment

on the computation of the constant C. As matter of fact, C will be computed exaclty

the same way as it was described in the subsection 5.4.6 for the general Lū. In

particular, we use (5.69). The only difference now is that in (5.69) instead of the

constant M∞ we use the constant ML2 , which was introduced in (4.48). Thus, we

obtain the following estimation

∥∥e−tLū
∥∥

2
≤ CL2e

−tz, (5.113)

with

CL2 :=
ML2

2π

(
2e−r̃∗| cos(η)| ln

(
1 +

1

r̃∗| cos(η)|

)
+ I(fr̃∗)

)
. (5.114)
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5.6.4 First result on the domain of attraction

Let us consider problem (5.10). As earlier, tmax(v0) and the time interval I(v0) are

given by (2.17) and (2.18) respectively. At first let us introduce one preliminary

result.

Proposition 5.22. Let Lū : HB
2 (0, l) → Ln

2 (0, l) be the sectorial operator introduced

in (4.1), and suppose that constant z, introduced in assumption (A0), satisfies z >

0. Let function g : Cn[0, l] × Cn[0, l] → Ln
2 (0, l) satisfy (5.13). Then there exist

δ1, CL2 > 0, and a < 0 such that if v(t) ∈ Cn[0, l], ‖v(t)‖∞ ≤ δ1, t ∈ I(v0), then we

have

‖v(t)‖2 ≤ CL2e
at ‖v0‖2 , t ∈ I(v0).

Proof. Let β be some small positive constant and let us set

ε = ε1 :=
z

(1 + β)CL2

, (5.115)

with CL2 from (5.113).

According to condition (5.13) there exists δ(ε1) with

‖g(v(t), ū)‖2 ≤ ε1 ‖v(t)‖2

for v ∈ Cn[0, l], ‖v(t)‖∞ ≤ δ(ε1)√
n

=: δ1 and t ≥ 0. (5.116)

The mild solution v of (5.10) is given by

v(t) = e−tLūv0 +

∫ t

0

e−(t−s)Lūg(v(s), ū)ds, t ∈ I.

Applying the ‖·‖2 to the equation above, we obtain

‖v(t)‖2 ≤
∥∥e−tLūv0

∥∥
2
+

∫ t

0

∥∥e−(t−s)Lūg(v(s), ū)
∥∥

2
ds, t ∈ I.
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Using (5.113) and (2.7), we have

‖v(t)‖2 ≤ CL2e
−tz ‖v0‖2 +

∫ t

0

CL2e
−(t−s)z ‖g(v(s), ū)‖2 ds, t ∈ I.

Using (5.116), we obtain

‖v(t)‖2 ≤ CL2e
−tz ‖v0‖2 +

∫ t

0

CL2e
−(t−s)zε1 ‖v(s)‖2 ds,

as long as ‖v(t)‖∞ ≤ δ1 t ∈ I.

Let us set p(t) := etz ‖v(t)‖2. Then the inequality above reads

p(t) ≤ CL2p(0) + CL2ε1

∫ t

0

p(s)ds, as long as ‖v(t)‖∞ ≤ δ1, t ∈ I. (5.117)

Gronwall’s inequality applied to (5.117) results in

p(t) ≤ CL2e
CL2

ε1tp(0), as long as ‖v(t)‖∞ ≤ δ1, t ∈ I,

and consequently,

‖v(t)‖2 ≤ CL2e
(CL2

ε1−z)t ‖v0‖2 , as long as ‖v(t)‖∞ ≤ δ1, t ∈ I. (5.118)

Inserting (5.115) into (5.118), we obtain

‖v(t)‖2 ≤ CL2e
at ‖v0‖2 , as long as ‖v(t)‖∞ ≤ δ1, t ∈ I,

with a = − βz
1+β

< 0. We have shown the assertion.

Remark 5.23. Observe that the result of Proposition 5.22 is valid for any (not

necessarily self-adjoint) operator, which is sectorial in Ln
2 (0, l).

For our following investigations we need to impose one further assumption on

function g : Cn[0, l]×Cn[0, l] → Ln
2 (0, l). From now on we are going to assume that

(HB
1 ) the function g is continuous in t with values inHB

1 (0, l), namely g ∈ C(I;HB
1 (0, l)).
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Now we introduce the first result on the domain of attraction

Theorem 5.24. Let Lū : HB
2 (0, l) → Ln

2 (0, l) be the sectorial operator introduced in

(4.1). Let Lū be self-adjoint and suppose that constant z, introduced in assumption

(A0), satisfies z > 0. Let function g : Cn[0, l] × Cn[0, l] → Ln
2 (0, l) satisfy (5.13).

Then there exist P, δ2 > 0 and a < 0 such that if v0 ∈ HB
1 (0, l), q(v0)+P ‖v0‖2 < δ2,

we have tmax(v0) = ∞ and

‖v(t)‖∞ ≤ Keat(q(v0) + P ‖v0‖2), t ≥ 0, (5.119)

where v(t) is a solution of (5.10). The trivial solution of (5.10) is asymptotically

stable.

Proof. Let β > 0 be some small constant and let us set

ε = ε1 :=
z

(1 + β)CL2

, (5.120)

with CL2 from (5.113).

Due to condition (5.13) there exist δ(ε1) with

‖g(v(t), ū)‖2 ≤ ε1 ‖v(t)‖2

for v ∈ Cn[0, l], ‖v(t)‖∞ ≤ δ(ε1)√
n

=: δ1 and t ≥ 0. (5.121)

Let σ be a positive constant satisfying (5.100). Let us set

P :=

√
2π

e

√
z + σ(1 + β). (5.122)

Now let v be a maximally defined mild solution of (5.10) on the interval I(v0),

satisfying

q(v0) + P ‖v0‖2 <
δ1
√
dmin√
C1

=: δ2, (5.123)
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where q is from (5.107) and C1 is the embedding constant from either (5.110) or

(5.111). Note that from Lemma 5.21 and (5.123) follows

‖v0‖∞ < δ1. (5.124)

The mild solution of (5.10) is given by

v(t) = e−tLūv0 +

∫ t

0

e−(t−s)Lūg(v(s), ū)ds, t ∈ I. (5.125)

Let us take the inner product with the eigenfunction ϕ̃k of the operator Lū. Due to

the self-adjointness of Lū and by Fubini’s theorem, we obtain

〈v(t), ϕ̃k〉2 =
〈
e−tLūv0, ϕ̃k

〉
2
+

∫ t

0

〈
e−(t−s)Lūg(v(s), ū), ϕ̃k

〉
2
ds

=
〈
v0, e

−tLūϕ̃k

〉
2
+

∫ t

0

〈
g(v(s), ū), e−(t−s)Lūϕ̃k

〉
2
ds

= e−λkt 〈v0, ϕ̃k〉2 +

∫ t

0

e−λk(t−s) 〈g(v(s), ū), ϕ̃k〉2 ds, t ∈ I.

From the definition of z follows 0 < z ≤ λk, k ∈ N. Now let us multiply the above

equation with
√
λk + σ, multiply the result with its adjoint, summ it for all k, take

the square root and apply Minkowski’s inequality. All these operations yield

( ∞∑

k=1

(λk + σ)| 〈v(t), ϕ̃k〉2 |2
) 1

2

≤
( ∞∑

k=1

(λk + σ)e−2λkt| 〈v0, ϕ̃k〉2 |2
) 1

2

+

( ∞∑

k=1

(λk + σ)

∣∣∣∣
(∫ t

0

e−λk(t−s) 〈g(v(s), ū), ϕ̃k〉2 ds
)∣∣∣∣

2
) 1

2

. (5.126)

Considering the last term of the inequality above, let us introduce a sequence

f(s) = (fk(s))k∈N
∈ l2
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with elements fk : I → R defined as

fk(s) :=
√
λk + σ e−λk(t−s) 〈g(v(s), ū), ϕ̃k〉2 . (5.127)

Let us at the moment make the following assumption

(⋆) f(s) is a Bochner integrable function.

If (⋆) is satisfied, then one can apply Bochner’s theorem (see Theorem 5.36 later) in

order to obtain

∥∥∥∥
(∫ t

0

fk(s)ds

)

k∈N

∥∥∥∥
l2

=

( ∞∑

k=1

(λk + σ)

∣∣∣∣
(∫ t

0

e−λk(t−s) 〈g(v(s), ū), ϕ̃k〉2 ds
)∣∣∣∣

2
) 1

2

≤
∫ t

0

‖(fk(s))k∈N‖l2
ds

=

∫ t

0

( ∞∑

k=1

(λk + σ)e−2λk(t−s)| 〈g(v(s), ū), ϕ̃k〉2 |2
) 1

2

ds.

(5.128)

Later in this subsection we present the notion of Bochner integrability and show that

assumption (⋆) is satisfied.

Inserting (5.128) into (5.126), we obtain

( ∞∑

k=1

(λk + σ)| 〈v(t), ϕ̃k〉2 |2
)1

2

≤
( ∞∑

k=1

(λk + σ)e−2λkt| 〈v0, ϕ̃k〉2 |2
)1

2

+

∫ t

0

( ∞∑

k=1

(λk + σ)e−2λk(t−s)| 〈g(v(s), ū), ϕ̃k〉2 |2
) 1

2

ds. (5.129)

Now let α be some given constant chosen in an interval

α ∈
(

2|a| + σ − λ1

σ + λ1
, 1

)
, (5.130)
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where a is the constant used in Proposition 5.22, that is a = − βz
1+β

. Let us represent

−2λk(t− s) as

−2λk(t− s) = −(1 − α)(λk + σ)(t− s) − (1 + α)(λk + σ)(t− s) + 2σ(t− s),

and denote

φ(λk + σ) := (λk + σ)e−(1−α)(λk+σ)(t−s).

Function φ(λk + σ) has its maximum at (λk + σ)∗ = 1
(1−α)(t−s)

. Thus, we have

φ(λk + σ) ≤ φ((λk + σ)∗) =
e−1

(1 − α)(t− s)
. (5.131)

Hence, using (5.131), we estimate the third term in (5.129) as

∫ t

0

( ∞∑

k=1

(λk + σ)e−2λk(t−s)| 〈g(v(s), ū), ϕ̃k〉2 |2
) 1

2

ds

=

∫ t

0

( ∞∑

k=1

(λk + σ)e−(1−α)(λk+σ)(t−s)−(1+α)(λk+σ)(t−s)+2σ(t−s)| 〈g(v(s), ū), ϕ̃k〉2 |2
) 1

2

ds

=

∫ t

0

( ∞∑

k=1

φ(λk + σ)e−(1+α)(λk+σ)(t−s)+2σ(t−s)| 〈g(v(s), ū), ϕ̃k〉2 |2
) 1

2

ds

≤
∫ t

0

( ∞∑

k=1

e−1

(1 − α)(t− s)
e−(1+α)(λk+σ)(t−s)+2σ(t−s)| 〈g(v(s), ū), ϕ̃k〉2 |2

) 1
2

ds

≤ e−
1
2√

1 − α

∫ t

0

1√
t− s

e
1
2
(−(1+α)(λ1+σ)(t−s)+2σ(t−s))

( ∞∑

k=1

| 〈g(v(s), ū), ϕ̃k〉2 |2
) 1

2

ds,

where in the last estimation we have used e−λkt ≤ e−λ1t.
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Further, taking into account (5.98) and (5.121), we obtain

e−
1
2√

1 − α

∫ t

0

1√
t− s

e
1
2
(−(1+α)(λ1+σ)(t−s)+2σ(t−s))

( ∞∑

k=1

| 〈g(v(s), ū), ϕ̃k〉2 |2
) 1

2

ds

=
e−

1
2√

1 − α

∫ t

0

1√
t− s

e
σ(1−α)−λ1(1+α)

2
(t−s) ‖g(v(s), ū)‖2 ds

≤ e−
1
2√

1 − α

∫ t

0

1√
t− s

e
σ(1−α)−λ1(1+α)

2
(t−s)ε1 ‖v(s)‖2 ds,

as long as ‖v(t)‖∞ ≤ δ1, t ∈ I. (5.132)

Let us define m := −σ(1−α)−λ1(1+α)
2

. Note that from (5.130) follows that m > 0.

Hence the last integral in (5.132) reads

∫ t

0

1√
t− s

e
σ(1−α)−λ1(1+α)

2
(t−s) ‖v(s)‖2 ds =

∫ t

0

e−m(t−s)

√
t− s

‖v(s)‖2 ds.

Combining the result above with Proposition 5.22, we continue as follows

e−
1
2√

1 − α
ε1

∫ t

0

1√
t− s

e−m(t−s) ‖v(s)‖2 ds

≤ e−
1
2√

1 − α
ε1CL2

∫ t

0

1√
t− s

e−m(t−s)eas ‖v0‖2 ds

≤ e−
1
2√

1 − α
ε1CL2e

−mt ‖v0‖2

∫ t

0

1√
t− s

e(m+a)s ds,

as long as ‖v(t)‖∞ ≤ δ1, t ∈ I. (5.133)

Let us consider
∫ t

0
1√
t−s

e(m+a)s ds. After introducing the substitution ν =
√
t− s,

we obtain
∫ t

0

e(m+a)s

√
t− s

ds = 2e(m+a)t

∫ √
t

0

e−(m+a)ν2

dν.

From (5.130) follows m+ a > 0. Indeed, since a = − βz
1+β

< 0, we have

m+ a = m− |a| =
1

2
(λ1 − σ + α(λ1 + σ)) − |a|

(5.130)
> 0.
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Therefore, we continue with estimation

2

∫ √
t

0

e−(m+a)ν2

dν ≤ 2

∫ ∞

0

e−(m+a)ν2

dν =

√
π

m+ a
. (5.134)

Combining all of the above, we arrive at

∫ t

0

( ∞∑

k=1

(λk + σ)e−2λk(t−s)| 〈g(v(s), ū), ϕ̃k〉2 |2
) 1

2

ds

≤ e−
1
2√

1 − α
ε1CL2 ‖v0‖2

√
π

m+ a
eat,

as long as ‖v(t)‖∞ ≤ δ1, t ∈ I.

Let us define

B(α) =

(
1

(1 − α)(m+ a)

) 1
2

and find B(α∗) = min
α∈

“

2|a|+σ−λ1
σ+λ1

,1
”

B(α). Some technical computations result in α∗ =

σ+|a|
σ+λ1

. Hence,

B(α∗) =

√
2(λ1 + σ)

λ1 − |a| .

It follows that

∫ t

0

( ∞∑

k=1

(λk + σ)e−2λk(t−s)| 〈g(v(s), ū), ϕ̃k〉2 |2
) 1

2

ds ≤
√

2π

e

√
λ1 + σ

λ1 − |a| ε1CL2e
at ‖v0‖2 ,

as long as ‖v(t)‖∞ ≤ δ1, t ∈ I. (5.135)

Inserting (5.135) into (5.129) and taking into account the fact that |a| < z ≤ λk, k ∈
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N, we obtain

( ∞∑

k=1

(λk + σ)| 〈v(t), ϕ̃k〉2 |2
) 1

2

≤
( ∞∑

k=1

(λk + σ)e−2λkt| 〈v0, ϕ̃k〉2 |2
) 1

2

+

√
2π

e

√
λ1 + σ

λ1 − |a| ε1CL2e
at ‖v0‖2

≤ eat

( ∞∑

k=1

(λk + σ)| 〈v0, ϕ̃k〉2 |2
) 1

2

+ Peat ‖v0‖2 ,

as long as ‖v(t)‖∞ ≤ δ1, t ∈ I,

with P =

√
2π

e

√
z + σ(1 + β) (recall also that ε1 satisfies (5.120)).

According to (5.108) the inequality above reads

q(v(t)) ≤ eat(q(v0) + P ‖v0‖2), as long as ‖v(t)‖∞ ≤ δ1, t ∈ I. (5.136)

Note that by (5.124) we have ‖v0‖∞ < δ1. By Lemma 5.21 we obtain

‖v(t)‖∞ ≤
√

C1

dmin

q(v(t)) ≤
√

C1

dmin

eat (q(v0) + P ‖v0‖2) ,

as long as ‖v(t)‖∞ ≤ δ1, t ∈ I. (5.137)

Since q(v0) + P ‖v0‖2 <
δ1
√

dmin√
C1

(by (5.123)), from (5.137) follows

‖v(t)‖∞ < δ1, as long as ‖v(t)‖∞ ≤ δ1,

which implies (by continuity):

‖v(t)‖∞ ≤
√

C1

dmin
eat (q(v0) + P ‖v0‖2) ∀t ∈ I. (5.138)

From (5.138) we see that the mapping t 7→ ‖v(t)‖∞ is bounded on I. By Theo-

rem 2.12 the mild solution v exists in the large and the estimation (5.138) holds for

all t ≥ 0. We have proven the assertion.

Remark 5.25. As one can see from the proof of Theorem 5.24 the upper bound to the

domain of attraction is given by δ2 :=
δ1
√
dmin√
C1

=
δ(ε1)

√
dmin√

C1n
. If the monotonically
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non-decreasing function G : [0,+∞) → [0,+∞) is khown, then the constant δ(ε1)

can be computed from (5.4) by setting ε = ε1 :=
z

CL2(1 + β)
. Hence, having the

computable constants CL2 and z and the monotonically non-decreasing function G at

hand, we can quantify the domain of attraction.

5.6.5 Second result on the domain of attraction

In order for the second approach to work we need to impose some further assumptions

on g.

Additional requirements on g

Recall that function g : Cn[0, l] × Cn[0, l] → Ln
2 (0, l) is given by

g(ϕ, ū) = F(ϕ+ ū) − F(ū) + Cūϕ

and satisfies assumptions (G), (HB
1 ) and (5.18). At first, observe, that from assump-

tion (G) follows that

(G1) There exists a monotonically non-decreasing function G1 : [0,+∞) → [0,+∞)

such that





|g(ϕ(x), ū(x))|22 ≤ G1(|ϕ(x)|2) for all x ∈ [0, l],

with G1(h) = o(h3), as h→ 0 + .

Now we list all the additional requirements we are going to impose on g:

(G2) There exist a monotonically non-decreasing function G2 : [0,+∞) → [0,+∞)

such that





|gϕ(ϕ(x), ū(x))|22 ≤ G2(|ϕ(x)|2) for all x ∈ [0, l],

with G2(h) = o(h), as h→ 0 + .
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(G3) There exist a monotonically non-decreasing function G3 : [0,+∞) → [0,+∞)

such that





|gū(ϕ(x), ū(x))|22 ≤ G3(|ϕ(x)|2) for all x ∈ [0, l],

with G3(h) = o(h3), as h→ 0 + .

From (G1), (G2), and (G3) follows that for any ε1, ε2, ε3 > 0 there exist δ > 0 such

that

∀|h| < δ |G1(h)| ≤ ε1|h|3, (5.139)

∀|h| < δ |G2(h)| ≤ ε2|h|, (5.140)

∀|h| < δ |G3(h)| ≤ ε3|h|3. (5.141)

As in the case with the general operator Lū, in order to compute an upper bound to

the domain of attraction we will need a result, which is similar to Remark 5.1. We

introduce the following

Remark 5.26. Let a1, a2, a3 > 0 be given. If the functions G1, G2, G3 are known,

then a function δ : [0, ε̂0) → (0,∞) satisfying

∀ε̂ > 0 ∀|h| < δ(ε̂) a1|G1(h)| + a2|G2(h)||h|2 + a3|G3(h)| ≤ ε̂|h|3 (5.142)

can be computed.

Now let us briefly comment on our intentions in the following. Observe, that

property (5.12) (or (5.13)) implies that function g(ϕ, ū) is “small” for “small” ϕ. In

the following we are going to establish the similar result. Namely, we will show that

after the application of q to g(ϕ, ū) and ϕ, given that g(ϕ, ū) satisfies (HB
1 ), (G1),

(G2), and (G3), the property above does not change. Thus, q(g(ϕ, ū)) will also be

“small” for “small” ϕ .

We continue with
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Lemma 5.27. [22] A Hermitian positive definite matrix B ∈ Cn×n has a unique

Hermitian positive definite square root.

Observe that since the positive constant σ satisfies (5.100), the matrix Cū + σI

is positive definite. Let us introduce

Lemma 5.28. Let the assumptions (G1), (G2), and (G3) be satisfied. Then for each

ε1, ε2, ε3 > 0 there exist δ > 0 such that for any ϕ ∈ Cn
1 [0, l] satisfying ‖ϕ‖∞ ≤ δ√

n

we have

g(ϕ(x), ū(x))T (Cū(x)
T + σI)g(ϕ(x), ū(x))

≤ ε1Ĉ(x)δ ϕ(x)T (Cū(x)
T + σI) ϕ(x), (5.143)

(gϕ(ϕ(x), ū(x))ϕ′(x))TDgϕ(ϕ(x), ū(x))ϕ′(x) ≤ ε2
dmax

dmin
δ (ϕ′(x))TD ϕ′(x), (5.144)

(gū(ϕ(x), ū(x))ū′(x))TDgū(ϕ(x), ū(x))ū′(x) ≤ ε3dmaxδ |ϕ(x)|22|ū′(x)|22, (5.145)

for all x ∈ [0, l], where Ĉ(x) :=
λmax(Cū(x) + σI)

λmin(Cū(x) + σI)
.

Proof. In the following for simplicity we write g, gϕ, gū instead of g(ϕ(x), ū(x)),

gϕ(ϕ(x), ū(x)), gū(ϕ(x), ū(x)) respectively. In addition, we drop letter x and address

matrix Cū(x)
T + σI as C.

Since C is a positive definite and Hermitian matrix, due to Lemma 5.27, it has

a Hermitian positive definite square root C
1
2 . Then by (G1) and, consequently, by

(5.139) for each ε1 > 0 there exists δ > 0 such that

gTCg = gTC
1
2 C

1
2g =

((
C

1
2

)T

g

)T ((
C

1
2

)T

g

)

=

∣∣∣∣
(
C

1
2

)T

g

∣∣∣∣
2

2

≤
∣∣∣∣
(
C

1
2

)T
∣∣∣∣
2

2

|g|22
(G1)

≤
∣∣∣∣
(
C

1
2

)T
∣∣∣∣
2

2

G1(|ϕ|2)

(5.139)

≤
∣∣∣∣
(
C

1
2

)T
∣∣∣∣
2

2

ε1|ϕ|22δ, if |ϕ|2 ≤ δ.
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Now let us introduce

z =
(
C

1
2

)T

ϕ.

Then

|z|22 = ϕTC ϕ, (5.146)

and

ϕ =
(
C− 1

2

)T

z. (5.147)

Using (5.146) and (5.147), we continue as follows: for each ε1 > 0 there exists δ > 0

such that

gTCg ≤
∣∣∣∣
(
C

1
2

)T
∣∣∣∣
2

2

ε1|ϕ|22δ =

∣∣∣∣
(
C

1
2

)T
∣∣∣∣
2

2

ε1

∣∣∣∣
(
C− 1

2

)T

z

∣∣∣∣
2

2

δ

≤
∣∣∣∣
(
C

1
2

)T
∣∣∣∣
2

2

∣∣∣∣
(
C− 1

2

)T
∣∣∣∣
2

2

ε1δ ϕ
TC ϕ, if |ϕ|2 ≤ δ. (5.148)

Using again the fact that C is a positive definite and Hermitian matrix, we obtain
∣∣∣∣
(
C

1
2

)T
∣∣∣∣
2

2

= λmax (C) ,

∣∣∣∣
(
C− 1

2

)T
∣∣∣∣
2

2

= λmax

(
C−1

)
=

1

λmin (C)
.

Setting in (5.148)

Ĉ(x) :=
λmax

(
Cū(x)

T + σI
)

λmin (Cū(x)T + σI)
=
λmax (Cū(x) + σI)

λmin (Cū(x) + σI)
, (5.149)

we obtain estimation (5.143).

Let us continue with the estimation (5.144). This time we set

z = D
1
2ϕ′.

Hence

|z|2 = (ϕ′)TDϕ′ (5.150)
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and

ϕ′ = D− 1
2z. (5.151)

We continue as follows: by (G2) and, consequently, by (5.140) for each ε2 > 0 there

exists δ > 0 such that

(gϕϕ
′)TD(gϕϕ

′) = (ϕ′)TgT
ϕDgϕϕ

′ (5.151)
= zT

(
D− 1

2gT
ϕD

1
2

)(
D

1
2gϕD

− 1
2

)
z

=
(
D

1
2 gϕD

− 1
2 z
)T (

D
1
2 gϕD

− 1
2 z
)

=
∣∣∣D 1

2 gϕD
− 1

2 z
∣∣∣
2

2

≤
∣∣∣D 1

2

∣∣∣
2

2

∣∣∣D− 1
2

∣∣∣
2

2
|gϕ|22|z|22

(G2)

≤
∣∣∣D 1

2

∣∣∣
2

2

∣∣∣D− 1
2

∣∣∣
2

2
G2(|ϕ|2)|z|22

(5.140)

≤
∣∣∣D 1

2

∣∣∣
2

2

∣∣∣D− 1
2

∣∣∣
2

2
ε2δ|z|22

(5.150)
=

∣∣∣D 1
2

∣∣∣
2

2

∣∣∣D− 1
2

∣∣∣
2

2
ε2δ (ϕ′)TDϕ′

= ε2
dmax

dmin
δ (ϕ′)TDϕ′, if |ϕ|2 ≤ δ.

We have obtained (5.144).

In order to obtain (5.145), we proceed as follows. By (G3) and consequently, by

(5.141) for each ε3 > 0 there exists δ > 0 such that

(gūū
′)TD(gūū

′) = (ū′)TgT
ūD

1
2D

1
2 (gūū

′) =
(
D

1
2gūū

′
)T (

D
1
2 gūū

′
)

=
∣∣∣D 1

2 gūū
′
∣∣∣
2

2

≤
∣∣∣D 1

2

∣∣∣
2

2
|gū|22|ū′|22

(G3)

≤
∣∣∣D 1

2

∣∣∣
2

2
G3(|ϕ|2)|ū′|22

(5.141)

≤
∣∣∣D 1

2

∣∣∣
2

2
ε3|ϕ|22δ|ū′|22

= ε3dmaxδ|ϕ|22|ū′|22, if |ϕ|2 ≤ δ.

Note that if ‖ϕ‖∞ ≤ δ√
n

then, due to (5.14), |ϕ(x)|2 ≤ δ for all x ∈ [0, l]. Hence all

the results above hold for ϕ ∈ Cn
1 [0, l] satisfying ‖ϕ‖∞ ≤ δ√

n
. The proof of lemma is

complete.

Now let us introduce several notations, which we will use in the sequel. We denote

the upper bound to ‖ū′‖2
2 as Ūx. Computation of Ūx is not difficult. Since ū is a
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stationary solution of (5.1), it follows

dmin ‖ū′‖2
2 ≤ 〈Dū′, ū′〉2 ≤ ‖F(ū)‖2 ‖ū‖2 ≤ (‖F(ū) − F(ω)‖2+‖F(ω)‖2)(‖ū− ω‖2+‖ω‖2)

where the terms ‖F(ū) − F(ω)‖2 and ‖ū− ω‖2 in the estimation above can be ob-

tained with the help of (3.21). Hence for some positive computable K̂ we have

(‖F(ū) − F(ω)‖2 + ‖F(ω)‖2)(‖ū− ω‖2 + ‖ω‖2) ≤ K̂

and set

‖ū′‖2
2 ≤ Ūx :=

1

dmin
K̂. (5.152)

In addition we denote

η := max
x∈[0,l]

Ĉ(x), (5.153)

Now we introduce

Lemma 5.29. Let the assumptions (G1), (G2), and (G3) be satisfied. Then for any

ε̃ > 0 there exists δ > 0 such that for any ϕ ∈ HB
1 (0, l), ‖ϕ‖∞ ≤ δ√

n
we have

q(g(ϕ, ū)) ≤ ε̃q(ϕ). (5.154)

Proof. According to (5.107) we have (note that g(ϕ, ū) ∈ HB
1 (0, l))

q2(g(ϕ, ū)) =

∫ l

0

gx(ϕ(x), ū(x))TDgx(ϕ(x), ū(x))dx

+

∫ l

0

g(ϕ(x), ū(x))T (Cū(x)
T + σI) g(ϕ(x), ū(x)) dx. (5.155)

Let us consider the expression gx(ϕ(x), ū(x)). We have

gx(ϕ(x), ū(x)) = gϕ(ϕ(x), ū(x))ϕ′(x) + gū(ϕ(x), ū(x))ū′(x).
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Each component (gx)j, (j = 1, . . . , n) of the vector gx(ϕ(x), ū(x)) can be estimated

with the help of Young’s inequality with ξ > 0 as

((gx)j)
2 =

(
n∑

i=1

(
∂gj

∂ϕi

(ϕ′)i +
∂gj

∂ūi

(ū′)i

))2

=

(
n∑

i=1

∂gj

∂ϕi

(ϕ′)i +
n∑

i=1

∂gj

∂ūi

(ū′)i

)2

=

(
n∑

i=1

∂gj

∂ϕi

(ϕ′)i

)2

+ 2

(
n∑

i=1

∂gj

∂ϕi

(ϕ′)i

)(
n∑

i=1

∂gj

∂ūi

(ū′)i

)
+

(
n∑

i=1

∂gj

∂ūi

(ū′)i

)2

≤ (1 + ξ)

(
n∑

i=1

∂gj

∂ϕi

(ϕ′)i

)2

+

(
1 +

1

ξ

)( n∑

i=1

∂gj

∂ūi

(ū′)i

)2

,

where
∂gj

∂ϕi
and

∂gj

∂ūi
denote the elements of matrices gϕ(ϕ(x), ū(x)) and gū(ϕ(x), ū(x))

and (ϕ′)i, (ū′)i are the elements of vectors ϕ′(x), ū′(x) respectively.

Further, let us consider the term gx(ϕ(x), ū(x))TDgx(ϕ(x), ū(x)). From the esti-

mation above follows

gx(ϕ(x), ū(x))TDgx(ϕ(x), ū(x))

=

n∑

j=1

dj((gx)j)
2

≤ (1 + ξ)

n∑

j=1


dj

(
n∑

i=1

∂gj

∂ϕi
(ϕ′)i

)2

 +

(
1 +

1

ξ

) n∑

j=1


dj

(
n∑

i=1

∂gj

∂ūi
(ū′)i

)2



= (1 + ξ)(gϕ(ϕ(x), ū(x))ϕ′(x))TD(gϕ(ϕ(x), ū(x))ϕ′(x))

+

(
1 +

1

ξ

)
(gū(ϕ(x), ū(x))ū′(x))TD(gū(ϕ(x), ū(x))ū′(x)). (5.156)

Since the assumptions (G1),(G2), and (G3) are satisfied, by Lemma 5.28 the estima-

tions (5.143), (5.144), and (5.145) hold. Thus, combining (5.144) and (5.145) with
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(5.156), we obtain that for each ε2, ε3 > 0 there exists δ > 0 such that

∫ l

0

gx(ϕ(x), ū(x))TDgx(ϕ(x), ū(x))dx

≤ (1 + ξ)ε2
dmax

dmin
δ

∫ l

0

ϕ′(x)TDϕ′(x)dx+

(
1 +

1

ξ

)
ε3dmaxδ

∫ l

0

|ū′(x)|2|ϕ(x)|2dx,

if ‖ϕ‖∞ ≤ δ√
n
. (5.157)

Further, by (5.143) we have: for each ε1 > 0 there exists δ > 0 such that

∫ l

0

g(ϕ(x), ū(x))T (Cū(x)
T + σI) g(ϕ(x), ū(x))dx

≤ ε1δ

∫ l

0

Ĉ(x)ϕ(x)T (Cū(x)
T + σI) ϕ(x)dx

≤ ε1δη

∫ l

0

ϕ(x)T (Cū(x)
T + σI) ϕ(x)dx, if ‖ϕ‖∞ ≤ δ√

n
, (5.158)

with η from (5.153). Combining (5.155), (5.157), and (5.158), we obtain: for each

ε1, ε2, ε3 > 0 there exists δ > 0 such that

q2(g(ϕ, ū)) ≤ (1 + ξ)ε2
dmax

dmin

δ

∫ l

0

ϕ′(x)TDϕ′(x)dx

+

(
1 +

1

ξ

)
ε3dmaxδ

∫ l

0

|ū′(x)|2|ϕ(x)|2dx

+ ε1δη

∫ l

0

ϕ(x)T (Cū(x)
T + σI) ϕ(x)dx

≤max

{
(1 + ξ)ε2

dmax

dmin
δ, ε1δη

}
q2(ϕ)

+

(
1 +

1

ξ

)
ε3dmaxδ

∫ l

0

|ū′(x)|2|ϕ(x)|2dx,

if ‖ϕ‖∞ ≤ δ√
n
. (5.159)
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Using (5.152) and (5.109), we estimate the last term in (5.159) as follows
∫ l

0

|ū′(x)|2|ϕ(x)|2dx ≤ Ūx ‖ϕ‖2
∞ ≤ Ūx

C1

dmin
q2(ϕ).

Inserting the last estimation into (5.159), we obtain: for each ε1, ε2, ε3 > 0 there

exists δ > 0 such that

q2(g(ϕ, ū)) ≤ max

{
(1 + ξ)ε2

dmax

dmin
, ε1η,

(
1 +

1

ξ

)
ε3dmax Ūx

C1

dmin

}
δq2(ϕ),

if ‖ϕ‖∞ ≤ δ√
n

(5.160)

Choose ξ =
ε3

ε2

ŪxC1, then

(1 + ξ)ε2
dmax

dmin
=

(
1 +

1

ξ

)
ε3dmaxŪx

C1

dmin
=
dmax

dmin
(ε2 + ε3ŪxC1).

Thus (5.160) reads: for each ε1, ε2, ε3 > 0 there exists δ > 0 such that

q2(g(ϕ, ū)) ≤ max

{
ε1η,

dmax

dmin

(ε2 + ε3ŪxC1)

}
δq2(ϕ)

≤
(
ηε1 +

dmax

dmin

ε2 +
dmax

dmin

ŪxC1ε3

)
δq2(ϕ), if ‖ϕ‖∞ ≤ δ√

n
.

With ε̃2 :=
(
ηε1 + dmax

dmin
ε2 + dmax

dmin
ŪxC1ε3

)
δ we obtain the assertion of the lemma.

Domain of attraction

Now we are ready to formulate

Theorem 5.30. Let Lū : HB
2 (0, l) → Ln

2 (0, l) be the sectorial operator introduced in

(4.1). Let Lū be self-adjoint and suppose that constant z, introduced in assumption

(A0), satisfies z > 0. Let function g : Cn[0, l] × Cn[0, l] → Ln
2 (0, l) satisfy (5.154).

Then there exist δ3, K > 0 and a < 0 such that if v0 ∈ HB
1 (0, l), q(v0) < δ3 then

tmax(v0) = ∞ and

‖v(t)‖∞ ≤ Keatq(v0), t ≥ 0, (5.161)
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where v(t) is a solution of (5.10). The trivial solution of (5.10) is asymptotically

stable.

Proof. Let β > 0 be some small constant. We set

ε̃ = ε̃0 :=
z

1 + β
. (5.162)

By property (5.154) there exists δ(ε̃0) > 0 such that

q(g(v(t), ū)) ≤ ε̃0q(v(t)), if ‖v(t)‖∞ ≤ δ(ε̃0)√
n
, ∀t ≥ 0. (5.163)

Now let v be a maximally defined mild solution of (5.10) on the interval I(v0), with

v0 satisfying

q(v0) <
δ(ε̃0)

√
dmin√

C1n
:= δ3, (5.164)

where q is from (5.107) and C1 is the embedding constant from either (5.110) or

(5.111). Note that from Lemma 5.21 and (5.164) follows

‖v0‖∞ <
δ(ε̃0)√
n
. (5.165)

The mild solution v to (5.10) is given by

v(t) = e−tLūv0 +

∫ t

0

e−(t−s)Lūg(v(s), ū)ds, t ∈ I

Now let us repeat the steps of the proof of Theorem 5.24 up until (5.129). Thus, we
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arrive at

( ∞∑

k=1

(λk + σ)| 〈v(t), ϕ̃k〉2 |2
) 1

2

≤
( ∞∑

k=1

(λk + σ)e−2λkt| 〈v0, ϕ̃k〉2 |2
) 1

2

+

∫ t

0

( ∞∑

k=1

(λk + σ)e−2λk(t−s)| 〈g(v(s), ū), ϕ̃k〉2 |2
) 1

2

ds, t ∈ I. (5.166)

Since λk ≥ z > 0 and using (5.108), we obtain

q(v(t)) ≤ e−ztq(v0) +

∫ t

0

e−z(t−s)q(g(v(s), ū))ds, t ∈ I.

Using (5.163), we have

q(v(t)) ≤ e−ztq(v0) + ε̃0

∫ t

0

e−z(t−s)q(v(s))ds,

as long as ‖v(t)‖∞ ≤ δ(ε̃0)√
n
, t ∈ I. (5.167)

Note that by (5.165) we have ‖v0‖∞ <
δ(ε̃0)√

n
.

Gronwall’s lemma applied to (5.167) yields

q(v(t)) ≤ e−(z−ε̃0)tq(v0), as long as ‖v(t)‖∞ ≤ δ(ε̃0)√
n
, t ∈ I.

From (5.109) follows

‖v(t)‖∞ ≤
√

C1

dmin
q(v(t)) ≤

√
C1

dmin
e−(z−ε̃0)tq(v0),

as long as ‖v(t)‖∞ ≤ δ(ε̃0)√
n
, t ∈ I. (5.168)
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Inserting (5.162) into (5.168), we obtain

‖v(t)‖∞ ≤
√

C1

dmin

eatq(v0), as long as ‖v(t)‖∞ ≤ δ(ε̃0)√
n
, t ∈ I, (5.169)

with a = − βz
1+β

< 0.

Now since q(v0) <
δ(ε̃0)

√
dmin√

C1n
(by (5.164)) from (5.169) follows

‖v(t)‖∞ <
δ(ε̃0)√
n
, as long as ‖v(t)‖∞ ≤ δ(ε̃0)√

n
t ∈ I,

which implies (by continuity):

‖v(t)‖∞ ≤ Keatq(v0) ∀t ∈ I, (5.170)

with K :=

√
C1

dmin
. We see from (5.170) that the mapping t 7→ ‖v(t)‖∞ is bounded

on I. By Theorem 2.12 we obtain the existence of the mild solution v in the large

and the estimation (5.170) holds for all t ≥ 0.

Remark 5.31. As one can see from the proof of Theorem 5.30 the upper bound to

the domain of attraction is given by δ3 =
δ(ε̃0)

√
dmin√

C1n
. Recalling Remark 5.26, we set

a1 = η, a2 =
dmax

dmin
, a3 =

dmax

dmin
ŪxC1, ε̂|h| = ε̃2

0 and compute δ(ε̃0) from (5.142).

5.6.6 Proof of assumption (⋆)

Now let us show that assumption (⋆) holds. For that purpose we will need some

results from measure theory. At first, let us introduce

Definition 5.32. Let (S,B, m) be a measure space, and f a mapping defined on S

with values in a Banach space X. f is called weakly measurable if, for any φ ∈ X∗,
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the numerical function φ(f(s)) = 〈f(s), φ〉 of s is measurable. f is said to be finitely-

valued if it is constant 6= 0 on each of a finite number of disjoint measurable sets Bj

with m(Bj) < ∞ and f(s) = 0 on S −
⋃

j

Bj. f is said to be strongly measurable if

there exists a sequence of finitely-valued functions convergent (in the norm of X) to

f(s) m-a.e. on S.

Definition 5.33. f is said to be separably-valued if its range {f(s); s ∈ S} is separa-

ble. It is m-almost-separably-valued if there exists a measurable set B0 of m-measure

zero such that {f(s); s ∈ S − B0} is separable.

Definition 5.34. A function f defined on a measure space (S,B, m) with values

in a Banach space X is said to be Bochner integrable, if there exists a sequence of

finitely-valued functions fn which converges to f m-a.e. in such a way that

lim
n→∞

∫

S

‖f(s) − fn(s)‖X m(ds) = 0.

Finally, we will need the following two theorems

Theorem 5.35. [64, Pettis Theorem, p. 131] f is strongly measurable if and only if

it is weakly measurable and m-almost separably valued.

Theorem 5.36. [12, Theorem 8, p. 650] A strongly measurable function f : [0, t] →

X is Bochner integrable if and only if s 7→ ‖f(s)‖X is integrable. In this case

∥∥∥∥
∫ t

0

f(s) ds

∥∥∥∥
X

≤
∫ t

0

‖f(s)‖X ds.

Now we introduce

Proposition 5.37. Let g ∈ C(I,HB
1 (0, l)). Let f(s) = (fk(s))k∈N with fk(s) given

by (5.127). Then
∥∥∥∥
∫ t

0

f(s) ds

∥∥∥∥
l2

≤
∫ t

0

‖f(s)‖l2
ds.
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Proof. According to Theorem 5.36 if we can show that

(1) f(s) is a strongly measurable function

(2)
∫ t

0
‖f(s)‖l2

ds <∞

then the assertion of the proposition would follow.

Let us start with assumption (1). Due to Theorem 5.35 if f is weakly measurable

and m-almost separably valued, then it is strongly measurable. The m-almost sep-

arability immediately follows from the fact that X = l2, which is a separable space.

Let us show that the first requirement of Theorem 5.35 holds as well. Recall that

every φ ∈ (l2)
∗ is of the form

φ : (l2)
∗ → R : (xk)k∈N 7→

∞∑

k=1

xkzk

for some z = (zk)k∈N ∈ l2. Then for all s ∈ [0, t] we have

φ(f(s)) =

∞∑

k=1

fk(s)zk.

Since (fk)k∈N ⊂ C[0, t], then φ(f) is measurable. Hence the first requirement of

Theorem 5.35 is satisfied. Thus f is strongly measurable.

We show assumption (2) as follows. Due to the positivity of the spectrum of Lū

we have

‖f(s)‖l2
=

( ∞∑

k=1

(λk + σ)e−2λk(t−s) |〈g(v(s), ū), ϕ̃k〉2|2
) 1

2

≤
( ∞∑

k=1

(λk + σ)| 〈g(v(s), ū), ϕ̃k〉2 |2
)1

2

.
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Since g ∈ C(I;HB
1 (0, l)) by Lemma 5.20 we obtain

∞∑

k=1

(λk + σ)| 〈g(v(s), ū), ϕ̃k〉2 |2

=

∫ l

0

gx(v(x, s), ū(x))
TDgx(v(x, s), ū(x))dx

+

∫ l

0

g(v(x, s), ū(x))T (Cū(x)
T + σI) g(v(x, s), ū(x)) dx

≤ dmax ‖gx(v(s), ū)‖2
2 + max

x∈[0,l]
λmax(Cū(x)

T + σI) ‖g(v(s), ū)‖2
2

≤ max{dmax, max
x∈[0,l]

λmax(Cū(x)
T + σI)}

︸ ︷︷ ︸
=:K̃

‖g(v(s), ū)‖2
Hn

1 (0,l) ,

and therefore
∫ t

0

‖f(s)‖l2
ds ≤

√
K̃

∫ t

0

‖g(v(s), ū)‖Hn
1 (0,l) ds.

Since g is continuous on I, its integral over [0, t] is finite and we have

∫ t

0

‖f(s)‖l2
ds <∞.

Hence the requirements of Theorem 5.36 are satisfied.

The proof of proposition is complete.

5.6.7 Outlook

In this subsection we would like to discuss whether it is possible to extend the classes

presented in Proposition 5.18.

We start with the general case, when the transformation matrix T ∈ R
n×n is not

diagonal. The matrix Cū ∈ Rn×n is still required to be constant at the moment.

After the transformation we arrive at the linearised operator of the form

L̃ūw(t) = −T−1DTwxx(t) + T−1CūTw(t).
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Our goal is to find conditions on the elements of the matrix Cū which provide the

symmetry of D̃ = T−1DT and C̃ū = T−1CūT . In the following let us denote the

elements of the inverse matrix T−1 as t−1
ij , i, j = 1, . . . , n. A straightforward compu-

tation shows that the symmetry requirement for D̃ and C̃ū results in the following

system of nonlinear equations





n∑

i=1

di

(
tikt

−1
li − tilt

−1
ki

)
= 0,

n∑

i,j=1

cji
(
tikt

−1
lj − tilt

−1
kj

)
= 0,

k, l = 1, . . . , n. (5.171)

It is easy to see that in case n = 2 system (5.171) reduces to the system




t11t21 + t12t22 = 0,
t211 + t212
t221 + t222

=
c12

c21
,

which results in the following elements of the matrix T :





t11 = ∓
√
c12

c21
t22,

t12 = ±
√
c12

c21
t21.

Hence, for n = 2, the conditions on the elements of matrix Cū remain the same as

it was stated in Proposition 5.18. In general case of n > 3 the situation becomes

more complicated, since it is hard to find an analytical solution of system (5.171).

Nevertheless, for some fixed values of cij and di it is possible to solve the nonlinear

system above with the help of the verified Newton computation (combined with

interval arithmetic). As a result one obtains an interval-valued transformation matrix

T and, consequently, an interval-valued matrix C̃ū. In that case for the further

investigations it would be advisable to use the midpoints of the elements of matrix

C̃ū. In addition, one would have to introduce a perturbation argument to this matrix.
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Now let us consider the case of a non-constant stationary solution ū and diagonal

matrix T . Notice that for the transformation T to work, T should be a constant

matrix. It is easy to see that when the stationary solution is not constant, then

condition (5.84) reads

ti

tj
=

√
cij(x)

cji(x)
, ∀x ∈ [0, l], ∀i, j = 1, . . . , n. (5.172)

Hence the transformation T is valid, if:

1. For n = 2: cij(x) 6= 0, ∀x ∈ [0, l], (i, j = 1, 2) and
c12(x)

c21(x)
= B, with B being

some positive constant.

2. For n = 3: cij(x) 6= 0, ∀x ∈ [0, l], (i, j = 1, 2, 3) and there exist positive

constants B1, B2, B3 such that for all x ∈ [0, l]

c12(x)

c21(x)
= B1,

c31(x)

c13(x)
= B2,

c23(x)

c32(x)
= B3,

with B1B2B3 = 1.

In case n = 2 the conditions above hold, for example, for the nonlinearity of the form

F (u1, u2) =




f1(u1) + b1u
q
1u

r
2 + c1

f2(u2) + b2u
q+1
1 ur−1

2 + c2


 ,

with b1, b2, r, q > 0, and C1-functions f1 and f2.

To conclude, we wish to remark that the results from this section could be extended to

a domain Ω ∈ Rm with m = 2, 3. In that case the “explicit” embedding estimations
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from Lemma 2.21 (or Lemma 2.23) should be changed appropriately. One can find

this estimations for the case of a single equation in [42, Corollary 1, p.42].
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6

Bounds for eigenvalues

Our main concern in this chapter will be a computation of verified bounds to N

smallest (with suitable N ∈ N) eigenvalues of some given eigenvalue problem. For

self-adjoint operators there are several approaches which aim at this purpose. Our

choice will be to use the Rayleigh-Ritz method for the computation of upper bounds

of eigenvalues, the right-definite Lehmann method and Lehmann-Goerisch method

for the computation of lower bounds, and the homotopy method, which will provide

us with some necessary a priori information. The main focus of this chapter is on

the application of these variational methods to particular eigenvalue problems, which

arise in the course of our investigations. Below we introduce a list of these problems.

For simplicity, we drop the index ω in the notation of the operator Lω. We consider:

1. Eigenvalue problem for computing the constant K:

u ∈ HB
2 (0, l), 〈Lu, Lv〉2 = λ (β 〈u, v〉2 + 〈u′, v′〉2) for all v ∈ HB

2 (0, l).

2. Eigenvalue problem which is under consideration during the eigenvalue exclo-

sure procedure:

u ∈ HB
2 (0, l), µ ∈ C, 〈(L− µ)u, (L− µ)v〉2 = λ 〈u, v〉2 for all v ∈ HB

2 (0, l).
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3. Eigenvalue problem which is associated with the self-adjoint L:

u ∈ HB
2 (0, l), Lu = λu. (6.1)

The eigenvalue problem above is under consideration for two purposes: com-

putation of the constant K and verification of the stability of a stationary

solution.

As one can see, the first two types of eigenvalue problems can be united into one

generic eigenvalue problem of the form

u ∈ HB
2 (0, l), 〈(L− ν)u, (L− ν)v〉2 = λ (β1 〈u, v〉2 + β2 〈u′, v′〉2)

for all v ∈ HB
2 (0, l)

(6.2)

The positive constants β1 and β2 and ν ∈ C are chosen as follows.

(β1, β2) =

{
(β, 1), for eigenvalue problem of type one,

(1, 0), for eigenvalue problem of type two,

ν =

{
0, for eigenvalue problem of type one,

µ, for eigenvalue problem of type two.

The main reason for this unification is to simplify the description of the application of

the variational methods to the problems above. This way we do not have to discuss

each problem separately, but merely change the settings for the parameters β1, β2

and ν. The eigenvalue problem of type three will be handled separetely.

This chapter is organised as follows: in the first section we present a general

outline of the variational methods. In the succeeding two sections we discuss the

application of these methods to eigenvalue problems (6.2) and (6.1).

6.1 Variational methods for computing eigenvalue bounds

Let M be a positive definite hermitian sesquilinear form defined on D(M) = H ,

where H is an infinite dimensional separable Hilbert space. Let N be a bounded
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positive definite hermitian sesquilinear form on H . We consider the following eigen-

value problem

M(u, v) = λN (u, v) for all v ∈ H. (6.3)

There exists a sequence of eigenvalues λk ∈ R, ∀k ∈ N such that

λ1 ≤ λ2 ≤ . . . ,

with λk → ∞ as k → ∞.

Below we introduce a sequence of theorems which we are going to apply in order

to compute upper and lower bounds of the first N eigenvalues of (6.3). One can

immediately see that the eigenvalue problem (6.2) is of type (6.3). The eigenvalue

problem (6.1) can be seen as a special case of (6.3) as well, since in practice one

would consider

M(u, v) = 〈Lu, v〉2 = 〈Du′, v′〉2 + 〈Cu, v〉2
N (u, v) = 〈u, v〉2 , (6.4)

with H = Dp(L) = HB
2 (0, l). We will avoid the detailed discussion of above theorems

and for more thorough overview we refer to, e.g., [44]. We start with the Rayleigh-

Ritz method for computing upper bounds of eigenvalues. This method is based on

the Poincaré min-max-principle and could be found in [49, Theorem 40.1 and Re-

marks 40.1, 40.2, 39.10].

Theorem 6.1 (Rayleigh-Ritz). Let ũ1, . . . , ũN ∈ H be linearly independent (approx-

imative eigenelements). Define the symmetric matrices

A0 = (M(ũi, ũj))i,j=1...N , (6.5)

A1 = (N (ũi, ũj))i,j=1...N . (6.6)

Let Λ1 ≤ · · · ≤ ΛN be the eigenvalues of

A0x = ΛA1x. (6.7)
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Then the following inequalities hold:

λk ≤ Λk for k = 1, . . . , N. (6.8)

By means of the Rayleigh-Ritz method we can compute approximations for the

eigenvalues and upper bounds to them. Since our aim is to obtain verified upper

bounds, we should perform the Rayleigh-Ritz method twice. During the first com-

putation the size of the matrix eigenvalue problem (6.7) is set toM such thatM > N ,

and the trial functions ũ1, . . . , ũM ∈ H are chosen to be some suitable ansatz func-

tions ϕ̃1, . . . , ϕ̃M ∈ H . After the eigenvalue problem (6.7) is solved by means of

some known numerical method (e.g. Cholesky method, QR-algorithm) the values

Λ1, . . . ,ΛM and the eigenvectors x(1), . . . , x(M) ∈ RM , satisfying (x(k))TA1x(l) = δkl,

(x(k))TA0x(l) = Λkδkl are obtained. The values Λ1, . . . ,ΛN should be the good ap-

proximations to the eigenvalues λ1, . . . , λN and the elements

ũnew
i :=

M∑

j=1

x
(i)
j ũj, (6.9)

approximate the eigenelements. After that we repeat the step above setting M = N

this time and taking ũnew
i , i = 1, . . . , N as trial functions. In order to avoid rounding

errors we perform this second computation using interval arithmetic.

In the following for simplicity we write ũi instead of ũnew
i .

Next, for computing the lower bounds to the eigenvalues we introduce the right-

definite Lehmann method for problem (6.4) and the Lehmann-Goerisch method for

problem (6.3). More details on these methods one can find in [15, 16, 17, 18, 28].

Theorem 6.2 (right-definite Lehmann method). Let ũ1, . . . , ũN be linearly inde-

pendent functions (approximative eigenelements) in H. And let ρ ∈ R exists such
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that: ΛN < ρ ≤ λN+1. Define the matrices

A0 =
(
〈Lũi, ũj〉2

)
i,j=1...N

,

A1 =
(
〈ũi, ũj〉2

)
i,j=1...N

,

A2 =
(
〈Lũi, Lũj〉2

)
i,j=1...N

.

Let τ1 ≤ τ2 ≤ · · · ≤ τN < 0 denote the negative eigenvalues of

(A0 − ρA1)x = τ (A2 − 2ρA0 + ρ2A1)x. (6.10)

Then

λk ≥ ρ+
1

τN+1−k
(k = 1, . . . , N). (6.11)

Let us point out that the eigenvalue bounds derived by the means of the right-

definite Lehmann method are optimal in the sense that no better bounds can be

computed based on the knowledge of ũ1, . . . , ũN and Lũ1, . . . , LũN .

We continue with lower bounds for problem (6.3). Let us introduce

Theorem 6.3 (Lehmann-Goerisch). Let ũ1, . . . , ũN be linearly independent functions

(approximative eigenelements) in H. And let ρ ∈ R exists such that: ΛN < ρ ≤ λN+1.

Let XG be some vector space, b some positive definite symmetric bilinear form on

XG, and T : H → XG be some linear operator such that

b(Tϕ, Tψ) = M(ϕ, ψ) for all ϕ, ψ ∈ H. (6.12)

Let w(1), . . . , w(N) ∈ XG satisfy

b(Tϕ,w(i)) = N (ϕ, ũi), (i = 1, . . . , N) for all ϕ ∈ H. (6.13)

Form the third matrix A2 := (b(w(i), w(j)))i,j=1,...,N and let τ1 ≤ · · · ≤ τN < 0 be the

eigenvalues of the matrix eigenvalue problem

(A0 − ρA1)x = τ (A0 − 2ρA1 + ρ2A2)x, (6.14)

151



where A0 and A1 are given by (6.5) and (6.6). Then,

λk ≥ ρ− ρ

1 − τN+1−k
(k = 1, . . . , N). (6.15)

We would like to make a following remark concerning the Lehmann-Goerisch

method.

Remark 6.4. The method of Lehmann-Goerisch is in fact an “improved” version of

the left-definite Lehmann method, earlier proposed by Lehmann. In the left-definite

Lehmann method the condition (6.13) is replaced by the condition:

M(ϕ, ŵ(i)) = N (ϕ, ũi), (i = 1, . . . , N) for all ϕ ∈ H (6.16)

and the matrix A2 is replaced by Â2 = M(ŵ(i), ŵ(j))i,j=1,...,N . For condition (6.16)

the explicite knowledge of ŵ(1), . . . , ŵ(N) is required. Since it is not always possible

to compute the values ŵ(1), . . . , ŵ(N) explicitly, the practical implementation of the

left-definite Lehmann method is rather difficult. However it is possible to overcome

this problem by introducing the “XGbT -concept” and replacing (6.16) by (6.13), as it

was done by Goerisch. The lower bounds of the Lehmann-Goerisch method are worse

(respectively not better) than the bounds of left-definite Lehmann method, but they

are computable.

It is intuitively clear that in order to make Lehmann-Goerisch’s bounds ‘close’ to

left-definite Lehmann methods bounds one should construct the matrices A2 and Â2

to be ‘similar’ to each other, i.e.:

b(w(i), w(j)) ≈ M(ŵ(i), ŵ(j)) (6.17)

From the view of (6.12) follows: w(i) ≈ T ŵ(i), (i = 1, . . . , N). So, if ũi, (i =

1, . . . , N) are good eigenelements approximations and λ̃i, (i = 1, . . . , N) are eigen-

value approximations, then (6.16) would provide: ŵ(i) ≈ 1

λ̃i

ũi, (i = 1, . . . , N), i.e.
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w(i) could be chosen as:

w(i) ≈ 1

λ̃i

T ũi, (i = 1, . . . , N), (6.18)

taking condition (6.13) also into account.

Notice that in both cases (right-definite Lehmann method and Lehmann-Goerisch

method) an a priori information about the lower bound ρ to the eigenvalue λN+1

is required. In order to satisfy this requirement we apply the method of homotopy

which is based on the comparison principle. The main idea of the homotopy method

is it to find a sequence of eigenvalue problems (EP )s, s ∈ [0, 1] which satisfies:

(H1) the eigenvalues (λ0
k)k∈N

of (EP )0 are computable in closed form (or at least

lower bounds to them are available),

(H2) λ0
k ≤ λt

k ≤ λs
k ≤ λ1

k for all k, 0 ≤ t ≤ s ≤ 1,

(H3) the eigenvalues (λ1
k)k∈N

are the eigenvalues of the given problem.

Starting at the known values of (λ0
k)k∈N

we go forward on s. Making usage of the

monotonicity property (H2), we transfer the known information about the sequence

(λ0
k)k∈N

onto the sequence (λs1

k )k∈N
, s1 > 0. Having the information for the sequence

(λs1

k )k∈N
, we repeat the step above, taking this time s1 instead of 0 and some s2 > s1

instead of s1. The algorithm continues until we arrive at the given problem. The

information which is transferred in the course of homotopy in our case is the value

for the lower bound ρ. We will give a detailed description of this process later.

If the spectrum of the given eigenvalue problem does not contain any clusters,

then the implementation of the homotopy process can be simplified, due to the

following

Corollary 6.5. [6, Corollary 1, p. 76] Let XG, b, T be defined as above. Let ũ ∈

H, ũ 6= 0 and w ∈ XG such that (6.13) holds (with w, ũ instead of w(i), ũi). Moreover,
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let ρ > 0 be chosen such that there are at most finitely many eigenvalues of (6.3)

below ρ, and

M(ũ, ũ)

N (ũ, ũ)
< ρ. (6.19)

Then, there is an eigenvalue λ of problem (6.3) satisfying

ρN (ũ, ũ) −M(ũ, ũ)

ρb(w,w) −N (ũ, ũ)
≤ λ < ρ. (6.20)

We conclude this section by presenting an outline of the homotopy method.

Let us begin with the general case, which includes the possibility of the clustered

eigenvalues. Suppose that

u ∈ H, Ms(u, v) = λ(s)N (u, v), for all v ∈ H, s ∈ [0, 1] (6.21)

is an eigenvalue sequence (EP )s, satisfying hypothesis (H1), (H2), and (H3). We

will be establishing this sequence later (see Section 6.2 and Section 6.3).

(1) We start with choosing Nh > N , where N denotes the number of eigenvalues

we wish to estimate, such that:

λ
(0)
Nh+1 > λ

(1)
N . (6.22)

This choice is always possible due to the fact that λ
(0)
Nh

→ ∞ as Nh → ∞.

Moreover, we assume that λ
(0)
Nh+1 and λ

(0)
Nh

are sufficiently separated from each

other. Condition (6.22) is easy to check since a lower bound λ
(0)
Nh+1 to λ

(0)
Nh+1

is available and the upper bound Λ
(1)
N to λ

(1)
N can be computed. Thus (6.22) is

satisfied if:

λ
(0)
Nh+1 > Λ

(1)
N . (6.23)

Since (λ
(0)
k )k∈N are explicitly known, λ

(0)
Nh+1 is easy to obtain. The upper bound

to λ
(1)
N is calculated with the Rayleigh-Ritz method.
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(2) In the next step we are looking for such s1 that:

λ
(s1)
Nh

< λ
(0)
Nh+1. (6.24)

We satisfy (6.24) using the same strategy as in the step (1), namely by testing:

Λ
(s1)
Nh

< λ
(0)
Nh+1. (6.25)

Here Λ
(s1)
Nh

denotes the upper bound to the eigenvalue λ
(s1)
Nh

, which one can

obtain by means of the Rayleigh-Ritz method. Observe that s1 exists due to

(H2) and the fact that λ
(0)
Nh+1 and λ

(0)
Nh

are sufficiently separated from each other.

We choose s1 so, that it is close to sup{s ∈ [0, 1] : Λ
(s1)
Nh

< λ
(0)
Nh+1}, i.e. the lower

bound to λ
(0)
Nh+1 and the upper bound to λ

(s1)
Nh

should almost ‘hit’ each other.

One can use the bisection method for the determination of s1.

Since (6.25) is satisfied, we proceed further with the calculation of a lower

bound λ
(s1)
Nh

to λ
(s1)
Nh

using the right-definite Lehmann method (or the Lehmann-

Goerisch) method. As it was already mentioned above, in order to use the

right-definite Lehmann (or the Lehmann-Goerisch) method we first need a

priori information about the lower bound ρ of the eigenvalue λ
(s1)
Nh+1. Since

the sequence (λ
(s)
k )k∈N is increasing in s and with regards to (6.25), the most

suitable choice for ρ which is available, is

ρ := λ
(0)
Nh+1. (6.26)

Having ρ, we can easily compute the lower bounds to λ
(s1)
k (k = 1, . . . , Nh).

(3) The next step we perform the same way as above, this time looking for s2 > s1,

such that:

λ
(s2)
Nh−1 < λ

(s1)
Nh
. (6.27)
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At first we consider the case when λ
(s1)
Nh−1 and λ

(s1)
Nh

are sufficiently separated

from each other. Condition (6.27) holds true, if:

Λ
(s2)
Nh−1 < λ

(s1)
Nh

, (6.28)

where Λ
(s2)
Nh−1 is calculated using the Rayleigh-Ritz method and λ

(s1)
Nh

is known

from the previous step. We choose s2 so, that it is close to sup{s ∈ (s1, 1] :

Λ
(s2)
Nh−1 < λ

(s1)
Nh

}. Next, we set ρ := λ
(s1)
Nh

and perform the computation of the

lower bounds to λ
(s2)
k (k = 1, . . . , Nh − 1).

Now suppose that the eigenvalues λ
(s1)
Nh−1 and λ

(s1)
Nh

belong to a cluster λ
(s1)
Nh−K1

, . . . λ
(s1)
Nh

.

In that case we choose s2 ∈ (s1, 1] so that it is close to sup{s ∈ (s1, 1] :

λ
(s2)
Nh−K1−1 < λ

(s1)
Nh−K1

} (observe that λ
(s1)
Nh−K1−1 and λ

(s1)
Nh−K1

are sufficiently sep-

arated from each other). After that we set ρ := λ
(s1)
Nh−K1

and proceed with the

right-definite Lehmann (or the Lehmann-Goerisch) method as usual, comput-

ing lower bounds to λ
(s2)
k , (k = 1, . . . , Nh −K − 1).

The algorithm continues as described in steps (2) and (3) until s = 1 or there are

no eigenvalues left any more. In the latter case, we should start the algorithm from

the beginning, taking some Ñh > Nh this time. Generally the starting value of Nh

should be large enough for us to expect that at s = 1 we will arrive at N eigenvalues.

Now let us consider the case when the given eigenvalue problem has no clustered

eigenvalues. In that case during the homotopy Corollary 6.5 will be used.

We consider the sequence of eigenvalue problems (6.21). We repeat the first step

of the homotopy as it was described for the general case. We proceed with the second

step as follows:
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(2) we look for some s1 > 0 such that

Ms1

(
ũ

(s1)
Nh
, ũ

(s1)
Nh

)

N
(
ũ

(s1)
Nh
, ũ

(s1)
Nh

) < λ
(0)
Nh+1. (6.29)

In particular, we choose s1 close to sup {s ∈ [0, 1] : (6.29) holds }. Due to Corol-

lary 6.5 we obtain that there exists an eigenvalue λ(s1) such that

ρ1 ≤ λ(s1) < λ
(0)
Nh+1, (6.30)

where ρ1 denotes the lower bound of the interval in (6.20). Observe that due to

the monotonicity condition (H2) we may expect that at most Nh eigenvalues

lie in the interval (0, λ
(0)
Nh+1) and therefore at most Nh − 1 eigenvalues belong

to (0, ρ1). Thus, assuming that λ
(s1)
Nh+1 and λ

(s1)
Nh

are sufficiently separated from

each other, we conclude that λ(s1) = λ
(s1)
Nh

.4

(3) Next, we look for s2 > s1 such that

Ms2

(
ũ

(s2)
Nh−1, ũ

(s2)
Nh−1

)

N
(
ũ

(s2)
Nh−1, ũ

(s2)
Nh−1

) < ρ1. (6.31)

Following the same strategy as in the step (2) we conclude the existence of an

eigenvalue λ
(s2)
Nh−1 in the interval [ρ2, ρ1), with ρ2 being the lower bound from

(6.20).

The algorithm continues until s = 1 or there are no eigenvalues left (in which case we

have to start the homotopy from the beginning, choosing this time some Ñh > Nh).

Let ρ̂ denote the lower bound of the interval in (6.20), which we have at hand when

4 This conclusion could be verified by the means of the Rayleigh-Ritz computation of Λ
(s1)
Nh

.
We choose to omit the implementation of this step due to the fact that the final Rayleigh-Ritz
computation at s = 1 will either show the conclusion above a posteriori or show that the homotopy
was not successful.
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we start the enclosure of n̂ ≥ N eigenvalues at s = 1. At that point we have to

perform the verified Rayleigh-Ritz computation in order to make sure that ρ̂ ≥ Λ
(1)
n̂ ,

which should be the case if our previous assumptions were correct. After that we

compute a lower bounds to λ
(1)
k (k = 1, . . . , n̂) as it was described in Theorem 6.2

(or Theorem 6.3).

6.2 Variational eigenvalue bounds for problem (6.2)

6.2.1 Sequence of eigenvalue problems for the homotopy

We consider the eigenvalue problem of the form (6.2). Recall that the linear operator

L is given by

Lu := −Du′′ + Cu, u ∈ HB
2 (0, l).

Here, D = diag(d1, . . . , dn) and

(Cu)(x) := C(x)u(x), x ∈ [0, l],

where C(x) is a n×n differentiable matrix. After a straightforward computation we

obtain

〈(L− ν)u, (L− ν)u〉2 = 〈−Du′′ + Cu− νu,−Du′′ + Cu− νu〉2
= 〈−Du′′,−Du′′〉2 + 〈Cu,−Du′′〉2 + 〈−Du′′, Cu〉2

+ 〈Cu, Cu〉2 − ν 〈u,−Du′′〉2 − ν̄ 〈−Du′′, u〉2
− ν 〈u, Cu〉2 − ν̄ 〈Cu, u〉2 + |ν|2 〈u, u〉2 . (6.32)

Let us consider the second and the third terms of the right-hand side of (6.32).

After partial integration, taking into account the boundary conditions (Dirichlet or
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Neumann), we obtain:

〈Cu,−Du′′〉2 = −
∫ l

0

u(x)TC(x)TDu′′(x) dx

= −u(x)TC(x)TDu′(x)
∣∣∣
l

0
+

∫ l

0

(
u(x)TC(x)T

)′
Du′(x) dx

=

∫ l

0

(u′(x))TC(x)TDu′(x) dx+

∫ l

0

u(x)T (C ′(x))
T
Du′(x) dx.

Likewise

〈−Du′′, Cu〉2 =

∫ l

0

(u′(x))TDC(x) u′(x) dx+

∫ l

0

(u′(x))TDC ′(x) u(x) dx.

Adding both expressions yields

〈Cu,−Du′′〉2 + 〈−Du′′, Cu〉2 =

∫ l

0

(u′(x))T
(
C(x)TD +DC(x)

)
u′(x) dx

+

∫ l

0

u(x)T (C ′(x))
T
Du′(x) dx

+

∫ l

0

(u′(x))TDC ′(x) u(x) dx. (6.33)

Since C(x)TD + DC(x) is a Hermitian matrix, we estimate the first term of (6.33)

as
∫ l

0

(u′(x))T
(
C(x)TD +DC(x)

)
u′(x) dx ≥ ζ‖u′‖2

2,

with ζ := min
x
λmin

(
C(x)TD +DC(x)

)
.

Let us set

B(x) := (C ′(x))
T
D

and denote

ξ :=
√

max
x∈[0,l]

λmax ((B(x))∗B(x)) = |B|Sp . (6.34)
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Observe that

λ ((B(x))∗B(x)) = λ (B(x) (B(x))∗) , ∀x ∈ [0, l]. (6.35)

We proceed as follows.
∣∣∣∣
∫ l

0

u(x)T (C ′(x))
T
Du′(x) dx

∣∣∣∣ ≤
∫ l

0

∣∣∣u(x)T (C ′(x))
T
Du′(x)

∣∣∣ dx

≤ max
x∈[0,l]

√
λmax ((B(x))∗B(x))

∫ l

0

∣∣∣u(x)Tu′(x)
∣∣∣ dx

≤ ξ‖u‖2‖u′‖2. (6.36)

In the last estimation the Cauchy-Schwarz inequality was used. Similarly, taking

into account (6.35), we obtain

∣∣∣∣
∫ l

0

(u′(x))TDC ′(x) u(x) dx

∣∣∣∣ ≤ ξ‖u‖2‖u′‖2. (6.37)

Combination of (6.36) and (6.37) results in

∫ l

0

u(x)T (C ′(x))
T
Du′(x) dx+

∫ l

0

(u′(x))TDC ′(x) u(x) dx ≥ −2ξ‖u‖2‖u′‖2.

Further, due to Young’s inequality with ρ > 0, we arrive at the following estimation

of (6.33)

〈Cu,−Du′′〉2 + 〈−Du′′, Cu〉2 ≥ (ζ − ξρ)‖u′‖2
2 −

ξ

ρ
‖u‖2

2 . (6.38)

Integration by parts for the terms five and six of the right-hand side of (6.32) yields

−ν 〈u,−Du′′〉2 − ν̄ 〈−Du′′, u〉2 = −2Re(ν)

∫ l

0

(u′(x))
T
Du′(x) dx

≥ −2Re(ν) d̃ ‖u′‖2
2 , (6.39)

with

d̃ =

{
dmax if Re(ν) > 0,

dmin otherwise.
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We continue with the estimation of the seventh and eighth terms of the right-hand

side of (6.32) as

−ν 〈u, Cu〉2 − ν̄ 〈Cu, u〉2 = −
∫ l

0

u(x)T
(
νC(x) + ν̄C(x)T

)
u(x) dx

≥ −εν ‖u‖2
2 , (6.40)

with εν := max
x

λmax

[
νC(x) + ν̄C(x)T

]
.

Finally, the fourth term of the right-hand side of (6.32) is estimated as:

〈Cu, Cu〉2 ≥ η 〈u, u〉2 , (6.41)

where η := min
x
λmin

(
C(x)TC(x)

)
.

Combining (6.38), (6.39), (6.40), and (6.41) with (6.32), we obtain

〈(L− ν)u, (L− ν)u〉2 ≥ 〈−Du′′,−Du′′〉2 +
(
ζ − 2Re(ν)d̃− ξρ

)
〈u′, u′〉2

+

(
η − ξ

ρ
− εν + |ν|2

)
〈u, u〉2 .

Finally, denoting

P1 := ζ − 2Re(ν)d̃ − ξρ,

P2 := η − ξ

ρ
− εν + |ν|2,

we arrive at

〈(L− ν)u, (L− ν)u〉2 ≥ 〈−Du′′,−Du′′〉2 + P1 〈u′, u′〉2 + P2 〈u, u〉2 . (6.42)

Let us introduce a sequence of eigenvalue problems (EP )s, s ∈ [0, 1] as

(EP )s : u ∈ HB
2 (0, l),

(1 − s) 〈−Du′′,−Dv′′〉2 + P1(1 − s) 〈u′, v′〉2 + P2(1 − s) 〈u, v〉2

+ s 〈(L− ν)u, (L− ν)v〉2 = λ(s) [β1 〈u, v〉2 + β2 〈u′, v′〉2] ,

for all v ∈ HB
2 (0, l), s ∈ [0, 1].
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For the reasons which will be explained later we would like to perform a spectral

shift σ > 0. Therefore, we consider the following sequence of eigenvalue problems

(EP )s : u ∈ HB
2 (0, l),

(1 − s) 〈−Du′′,−Dv′′〉2 + (P1(1 − s) + σβ2) 〈u′, v′〉2 + (P2(1 − s) + σβ1) 〈u, v〉2

+ s 〈(L− ν)u, (L− ν)v〉2 = λ
(s) [β1 〈u, v〉2 + β2 〈u′, v′〉2] ,

for all v ∈ HB
2 (0, l), s ∈ [0, 1], (6.43)

with λ
(s) = λ(s) + σ.

It is easy to see, that the problem (EP )1 is the given problem (6.2) (with the

shift σ). Thus the requirement (H3) is satisfied.

The base problem (EP )0 is given by

u ∈ HB
2 (0, l), 〈−Du′′,−Dv′′〉2 + (P1 + σβ2) 〈u′, v′〉2 + (P2 + σβ1) 〈u, v〉2

= λ
(0)[β1 〈u, v〉2 + β2 〈u′, v′〉2],

for all v ∈ HB
2 (0, l), (6.44)

In the next subsection we will show, that its eigenvalues can be computed in closed

form.

Now we would like to show that for each fixed k ∈ N the eigenvalues λ
(s)
k satisfy

property (H2), namely that they are monotonically non-decreasing with respect to

s. Let us define for u, v ∈ HB
2 (0, l) and s ∈ [0, 1] the bilinear form Bs[u, v] as

Bs[u, v] :=(1 − s) 〈−Du′′,−Dv′′〉2 + (P1(1 − s) + σβ2) 〈u′, v′〉2
+ (P2(1 − s) + σβ1) 〈u, v〉2 + s 〈(L− ν)u, (L− ν)v〉2 ,

and the inner product < ·, · > as

< u, v >:= β1 〈u, v〉2 + β2 〈u′, v′〉2 .

Let us consider for all u ∈ HB
2 (0, l), u 6= 0 the function

f(s, u) :=
Bs[u, u]

< u, u >
.
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After differentiating f(s, u) with respect to s, we obtain

fs(s, u) =
‖(L− ν)u‖2

2 − ‖Du′′‖2
2 − P‖u′‖2

2 − P ‖u‖2
2

β1 ‖u‖2
2 + β2‖u′‖2

2

.

From (6.42) follows fs(s, u) ≥ 0. Therefore, the function f(s, u) is a monotonically

non-decreasing function with respect to s and Poincaré’s min-max principle implies

that for each fixed k ∈ N, λ
(s)
k is monotonically non-decreasing with respect to s.

6.2.2 Eigenvalues of the base problem

In this subsection we are going to show, that the eigenvalue problem of the form (6.44)

satisfies requirement (H1). Since in our examples (Schnakenberg and predator-prey

model), eigenvalue problem of type (6.2) is postulated with the Neumann conditions

on the boundary, we would like to restrict our following investigations to case p = 1.

For convenience we introduce a notation

HN
2 (0, l) = {u ∈ Hn

2 (0, l) : u′(0) = u′(l) = 0}. (6.45)

Eigenvalue problem (6.44), taken without σ-shift, has the form

u ∈ HN
2 (0, l), 〈−Du′′,−Dv′′〉2 + P1 〈u′, v′〉2 + P2 〈u, v〉2 = λ(0) [β1 〈u, v〉2 + β2 〈u′, v′〉2] ,

for all v ∈ HN
2 (0, l). (6.46)

After partial integration of (6.46) we obtain

u ∈ HN
2 (0, l),

〈
D2 uiv, v

〉
2
− P1 〈u′′, v〉2 + P2 〈u, v〉2 = λ(0)[β1 〈u, v〉2 − β2 〈u′′, v〉2],

for all v ∈ HN
2 (0, l), (6.47)

with the additional condition on the boundary

u′′′(0) = u′′′(l) = 0.

Let us denote

X := {u ∈ HN
2 (0, l) : u′′′(0) = u′′′(l) = 0}. (6.48)
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Then, since HN
2 (0, l) is dense in Ln

2 (0, l), from (6.47) we obtain

u ∈ X , D2 uiv +
(
λ(0)β2 − P1

)
u′′ +

(
P2 − λ(0)β1

)
u = 0.

Let us rewrite the expression above componentwise:

uj ∈ X , d2
ju

iv
j +

(
λ

(0)
j β2 − P1

)
u′′j +

(
P2 − λ

(0)
j β1

)
uj = 0, ∀j = 1, . . . , n. (6.49)

In the following, without loss of generality, we omit writing indices j and (0). Let us

consider the characteristic polynom, corresponding to (6.49)

d2ξ4 + (λβ2 − P1)ξ
2 + (P2 − λβ1) = 0. (6.50)

Let us, for simplicity, denote

K1 := λβ2 − P1, (6.51)

K2 := P2 − λβ1. (6.52)

Setting ξ2 = t in (6.50) we obtain the quadratic equation

d2t2 +K1t+K2 = 0, (6.53)

solutions of which are given by

t1,2 =
−K1 ±

√
K2

1 − 4K2d2

2d2
. (6.54)

Thus, the roots of (6.50) are

ξ1,2 = ±
√
t1, ξ3,4 = ±

√
t2. (6.55)

Let us consider the case when t1 6= t2. From (6.54) we have

K2
1 6= 4K2d

2. (6.56)

Inserting (6.51) and (6.52) into (6.56) we obtain

λ2β2
2 − 2λ(β2P1 − 2d2β1) + (P 2

1 − 4d2P2) 6= 0.
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Hence condition (6.56) holds if and only if

D = d2β2
1 + β2

2P2 − P1β1β2 < 0. (6.57)

Now let us consider a system of the form

{e
√

t1x, e−
√

t1x, e
√

t2x, e−
√

t2x}. (6.58)

Computation of the Wronskian to the set in (6.58) yields 4
√
t1t2(t1 − t2). Thus if

4
√
t1t2(t1 − t2) 6= 0, (6.59)

then the functions in (6.58) are linearly independent and (6.58) is a fundamental

system. In addition, observe that since t1 6= t2 from (6.59) follows t1 6= 0, t2 6= 0. A

general solution now reads

u(x) = C1e
√

t1x + C2e
−√

t1x + C3e
√

t2x + C4e
−√

t2x, x ∈ [0, l].

Inserting the boundary conditions, we obtain

AC = 0, (6.60)

where

A =




√
t1 −√

t1
√
t2 −√

t2

√
t1e

√
t1l −√

t1e
−√

t1l
√
t2e

√
t2l −√

t2e
−√

t2l

t1
√
t1 −t1

√
t1 t2

√
t2 −t2

√
t2

t1
√
t1e

√
t1l −t1

√
t1e

−√
t1l t2

√
t2e

√
t2l −t2

√
t2e

−√
t2l




,

and C is the vector given by C = (C1, C2, C3, C4)
T . By a straightforward computa-

tion we obtain the following solutions to system (6.60):

either C1 = C2, C3 = C4 = 0 and sinh(
√
t1l) = 0,

or C1 = C2 = 0, C3 = C4 and sinh(
√
t2l) = 0.

(6.61)
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Therefore we have: either

√
t1 =

iπk

l
, k ∈ Z \ {0}, (6.62)

or

√
t2 =

iπk

l
, k ∈ Z \ {0}. (6.63)

Inserting (6.62) and (6.63) into (6.54), we obtain that either

√
K2

1 − 4K2d2 = −2d2π
2k2

l2
+K1, k ∈ Z \ {0}, (6.64)

or
√
K2

1 − 4K2d2 = 2d2π
2k2

l2
−K1, k ∈ Z \ {0}. (6.65)

Equation (6.64) has solutions if and only if −2d2 π2k2

l2
+K1 > 0. Inserting (6.51) and

(6.52) into (6.64), we obtain

λk =
d2 π4k4

l4
+ P1

π2k2

l2
+ P2

β2
π2k2

l2
+ β1

, if − 2d2π
2k2

l2
+K1 > 0, k ∈ Z \ {0}.

On the other hand, equation (6.65) has solutions if and only if 2d2 π2k2

l2
− K1 > 0.

Inserting (6.51) and (6.52) into (6.65), we obtain

λk =
d2 π4k4

l4
+ P1

π2k2

l2
+ P2

β2
π2k2

l2
+ β1

, if 2d2π
2k2

l2
−K1 > 0 k ∈ Z \ {0}.

Thus, combining both results together, we have

λk =
d2 π4k4

l4
+ P1

π2k2

l2
+ P2

β2
π2k2

l2
+ β1

, k ∈ Z \ {0}. (6.66)

In view of (6.61) the eigenfunctions corresponding to the eigenvalues (6.66) are given

by

ψk(x) = e
iπk

l
x, k ∈ Z \ {0}. (6.67)
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Clearly, set in (6.67) is orthogonal and complete in L2(0, l). Therefore, in case t1 6= t2

we have found all eigenvalues.

Now let us consider the case when t1 = t2. From (6.54) we see that t1 = t2 is

equivalent to

K2
1 = 4K2d

2. (6.68)

Since K1 ∈ R then K2 ≥ 0. Consequently, from (6.52),

λ ≤ P2

β1
. (6.69)

A fundamental system of solutions has the form

{e
√

t1x, xe
√

t1x, e−
√

t1x, xe−
√

t1x}. (6.70)

If t1 6= 0, then the functions in the set above are linearly independent. This condition

follows from the computation of Wronskian. A general solution reads

u(x) = C1e
√

t1x + C2xe
√

t1x + C3e
−
√

t1x + C4xe
−
√

t1x, x ∈ [0, l].

Inserting the boundary conditions, we arrive at the system

AC = 0, (6.71)

where

A =




√
t1 1 −√

t1 1

√
t1e

√
t1l (1 +

√
t1l)e

√
t1l −√

t1e
−√

t1l (1 −√
t1l)e

−√
t1l

t1
√
t1 3t1 −t1

√
t1 3t1

t1
√
t1e

√
t1l (3 +

√
t1l)t1e

√
t1l −t1

√
t1e

−
√

t1l (3 −√
t1l)t1e

−
√

t1l




and C = (C1, C2, C3, C4)
T . By a straightforward computation we obtain the following

solution to system (6.71)

C1 = C3, C2 = C4 = 0, and sinh(
√
t1l) = 0. (6.72)
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Hence, we have

sinh(
√
t1l) = 0,

and consequently,

√
t1 =

iπk

l
, k ∈ Z \ {0}. (6.73)

Inserting (6.54) into (6.73), and solving the resulting equation for λ, we obtain

λk =
2d2 π2k2

l2
+ P1

β2
, k ∈ Z \ {0}. (6.74)

We see from (6.74) that λk exists only if β2 6= 0. By (6.69) λk should satisfy

2d2 π2k2

l2
+ P1

β2

≤ P2

β1

, k ∈ Z \ {0},

which is equivalent to

2d2π
2k2

l2
β1 ≤ β2P2 − β1P1, k ∈ Z \ {0}. (6.75)

From (6.75) follows that

β2P2 − β1P1 ≥ 0. (6.76)

Hence, if β2 6= 0 and the condition above is satisfied, then solution (6.74) exists.

Now let us consider the case when β2 = 0. Then, by (6.51), we have K1 = −P1.

Then, inserting (6.54) into (6.73), we obtain P1 = −2d2 π2k2

l2
, k ∈ Z \ {0}, which is a

contradiction, since P1 is a fixed number.

Due to (6.72) the functions of the form (6.67) are the basis for the eigenspace,

corresponding to eigenvalue (6.74). As earlier it follows that we have found all

eigenspaces.
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Now let us consider condition (6.57). One can see that (6.76) and (6.57) comple-

ment each other. Therefore, gathering everything together, we obtain

λ
(0)
j,k =





2d2
j

π2k2

l2
+ P1

β2

, k ∈ Z \ {0}, if β2 6= 0, β2P2 − β1P1 ≥ 0,

d2
j

π4k4

l4
+ P1

π2k2

l2
+ P2

β2
π2k2

l2
+ β1

, k ∈ Z \ {0}, otherwise.

Consequently,

λ
(0)
j,k =





2d2
j

π2k2

l2
+ P1

β2
, k ∈ N, if β2 6= 0, β2P2 − β1P1 ≥ 0,

d2
j

π4k4

l4
+ P1

π2k2

l2
+ P2

β2
π2k2

l2
+ β1

, k ∈ N, otherwise.

(6.77)

Thus, eigenvalue problem (6.44) satisfies requirement (H1).

6.2.3 Lehmann-Goerisch method

In this subsection we are going to obtain the terms XG, b, T from Theorem 6.3. Let

us consider the eigenvalue problem (6.43) and set

Ms(u, v) :=(1 − s) 〈−Du′′,−Dv′′〉2 + (P1(1 − s) + σβ2) 〈u′, v′〉2
+ (P2(1 − s) + σβ1) 〈u, v〉2 + s 〈(L− ν)u, (L− ν)v〉2 ,

N (u, v) :=β1 〈u, v〉2 + β2 〈u′, v′〉2 .

As one can see the bilinear form Ms(u, v) is Hermitian. Moreover, for σ > 0 large

enough, it is also positive definite. N (u, v) is positive definite and Hermitian as

well. We proceed with introducing the “XGbT”-terms, which are required for the

Lehmann-Goerisch method.
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Define the vector space XG as

XG := Ln
2 (0, l) × Ln

2 (0, l) × Ln
2 (0, l) × Ln

2 (0, l), (6.78)

the positive definite Hermitian bilinear form bs as

bs







w1

w2

w3

w4


 ,




w̃1

w̃2

w̃3

w̃4





 =s 〈w1, w̃1〉2 + (1 − s) 〈w2, w̃2〉2 + (P1(1 − s) + σβ2) 〈w3, w̃3〉2

+ (P2(1 − s) + σβ1) 〈w4, w̃4〉2 (6.79)

and the linear operator T : HB
2 (0, l) → XG as

Tu :=




(L− ν)u
−Du′′
u′

u


 . (6.80)

Due to (6.79) and (6.80) condition (6.12) holds automatically. So, it is left to

find such w(1), . . . w(N) ∈ XG that

bs(Tϕ,w(i)) = N (ϕ, ũi), (i = 1, . . . , N) for all ϕ ∈ HB
2 (0, l). (6.81)

Let us rewrite condition (6.81) (taking ϕ = u) in our case

s
〈
(L− ν)u, w

(i)
1

〉
2
+ (1 − s)

〈
−Du′′, w(i)

2

〉
2
+ (P1(1 − s) + σβ2)

〈
u′, w

(i)
3

〉
2

+ (P2(1 − s) + σβ1)
〈
u, w

(i)
4

〉
2

= β1 〈u, ũi〉2 + β2 〈u′, ũ′i〉2

for all u ∈ HB
2 (0, l), s ∈ [0, 1], (i = 1, . . . , N). (6.82)

W.l.o.g. we omit writing index i in the future.

Let us choose w1, w2 ∈ Hn
2 (0, l), w3 ∈ Hn

1 (0, l), and w4 ∈ Ln
2 (0, l). Recall that we

consider two different types of eigenvalue problems: with either Dirichlet or Neumann
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boundary conditions. Hence, the integration of (6.82) by parts yields

s 〈u, (L− ν)∗w1〉2 + (1 − s) 〈u,−Dw′′
2〉2 − (P1(1 − s) + σβ2) 〈u, w′

3〉2 +

+ (P2(1 − s) + σβ1) 〈u, w4〉2 = β1 〈u, ũ〉2 − β2 〈u, ũ′′〉2

for all u ∈ HB
2 (0, l), s ∈ [0, 1], (6.83)

combined with the condition on the boundary. In case p = 0, we have

sw1(0) + (1 − s)w2(0) = sw1(l) + (1 − s)w2(l) = 0, (6.84)

and in case p = 1 the additional boundary condition reads

sDw′
1(0)+(1 − s)Dw′

2(0) + (P1(1 − s) + σβ2)w3(0)

= sDw′
1(l) + (1 − s)Dw′

2(l) + (P1(1 − s) + σβ2)w3(l) = 0. (6.85)

Since HB
2 (0, l) is dense in Ln

2 (0, l), we obtain

s(L− ν)∗w1 − (1− s)Dw′′
2 − (P1(1− s) + σβ2)w

′
3 + (P2(1− s) + σβ1)w4 = β1ũ−β2ũ

′′

(6.86)

Let λ̃
(s) be a good numerical approximation to λ

(s), and ũ a corresponding approx-

imative eigenelement. Now we have to make a choice for the vector w. According

to Remark 6.4, for the purpose of obtaining good bounds, we propose the following

setting

w ≈ 1

λ̃(s)
T (ũ) =

1

λ̃(s)




(L− ν)ũ
−Dũ′′
ũ′

ũ


 .

We choose the elements (w1, w2) as the approximations to

(
1

λ̃(s)
(L− ν)ũ,− 1

λ̃(s)
Dũ′′

)

in the following space

X̂ :=
{(

v1

v2

)
∈ Hn

2 (0, l) ×Hn
2 (0, l) : such that

condition (6.84) (p = 0) or condition (6.85) (p = 1) holds for all v1, v2

}
.
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Further we set

w3 :=
1

λ̃(s)
ũ′,

and satisfy (6.86), by solving (6.86) with respect to w4.

In our applications (Schnakenberg model with Neumann boundary conditions)

the approximative elements ũ are such, that condition (6.85) is automatically satis-

fied. Hence in that particular case we set:

w1 :=
1

λ̃(s)
(L− ν)ũ, (6.87)

w2 := − 1

λ̃(s)
Dũ′′, (6.88)

w3 :=
1

λ̃(s)
ũ′. (6.89)

So, it is left to find w4, such that (6.86) holds, i.e.

w4 =
1

P2(1 − s) + σβ1

{
β1ũ− β2ũ

′′ − s(L− ν)∗w1 + (1 − s)Dw′′
2

+ (P1(1 − s) + σβ2)w
′
3

}
. (6.90)

The expression above demonstrates again the necessity of σ-shift: if we set σ = 0,

then for s = 1 we obtain zero in the denominator.

Combining (6.90) with (6.87) to (6.89), we obtain by a straightforward calculation

ws
4i

=
1

P2(1 − s) + σβ1

(
Ms

0i
ũiv

i +Ms
1i
ũ′′i +Ms

2i
ũ′i +Ms

3i
ũi

)
, (6.91)
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where

Ms
0i

:= − 1

λ̃
(s)
i

D2,

Ms
1i

:=
1

λ̃
(s)
i

s ((C − νE)∗D +D (C − νE)) +
1

λ̃
(s)
i

(P1(1 − s) + σβ2)E − β2E,

Ms
2i

:=
2

λ̃
(s)
i

sDC ′,

Ms
3i

:= β1E +
1

λ̃
(s)
i

sDC ′′ − 1

λ̃
(s)
i

s [(C − νE)∗(C − νE)] .

The next step in the implemetation of the Lehmann-Goerisch method is the con-

struction of matrix As
2 := (bs(w(i), w(j)))i,j=1,...,N . Combining (6.79) with (6.87) to

(6.89) and (6.91), we obtain

As
2ij

:=s
1

λ̃
(s)
i λ̃

(s)
j

W1ij
+ (1 − s)

1

λ̃
(s)
i λ̃

(s)
j

W2ij
+ (P1(1 − s) + σβ2)

1

λ̃
(s)
i λ̃

(s)
j

W3ij

+ (P2(1 − s) + σβ1)W
s
4ij
, s ∈ [0, 1], (i, j = 1, . . . , N), (6.92)

where

W1ij
:= 〈(L− ν)ũi, (L− ν)ũj〉2

W2ij
:=
〈
−Dũ′′i ,−Dũ′′j

〉
2

W3ij
:=
〈
ũ′i, ũ

′
j

〉
2

W s
4ij

:=
1

(P2(1 − s) + σβ1)2

〈
Ms

0i
ũiv

i +Ms
1i
ũ′′i +Ms

2i
ũ′i +Ms

3i
ũi,

Ms
0j
ũiv

j +Ms
1j
ũ′′j +Ms

2j
ũ′j +Ms

3j
ũj

〉
2
.

6.3 Variational eigenvalue bounds for problem (6.1)

In this subsection we consider eigenvalue problem (6.1). This time L is a self-adjoint

operator in Ln
2 (0, l). We introduce the following
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Lemma 6.6. Let c be defined as

c := min
x
λmin(C(x)). (6.93)

Then the sequence of eigenvalue problems (EP )s, s ∈ [0, 1]:

u ∈ HB
2 (0, l), Lsu = −Du′′ + ((1 − s)c+ sC)u = λ(s)u (6.94)

satisfies conditions (H1),(H2), and (H3).

Proof. It is clear, that condition (H3) holds.

Let us consider condition (H1). Setting s = 0, we obtain the eigenvalue problem

u ∈ HB
2 (0, l), −Du′′ + cu = λ(0)u.

Hence, λ(0) are given by

λ
(0)
j,k = djχ

2
k + c, k ∈ N, j = 1, . . . , n, (6.95)

where

χ2
k =





π2k2

l2
, if p = 0,

π2(k − 1)2

l2
, if p = 1,

k ∈ N.

Therefore condition (H1) is satisfied.

We continue with condition (H3). For u ∈ HB
2 (0, l) consider

f(s, u) :=
〈Lsu, u〉2
〈u, u〉2

=
〈−Du′′, u〉2 + c 〈u, u〉2 + s 〈(C − c)u, u〉2

〈u, u〉2
.

Differentiating the expression above with respect to s, we obtain

fs(s, u) =
〈(C − c)u, u〉2

〈u, u〉2
. (6.96)

It is easy to see that, due to the choice of c, fs(s, u) ≥ 0. Hence, the condition (H2)

follows from the Poincaré’s min-max principle.
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In order to obtain the two-sided bounds for the eigenvalues of (6.1) we perform the

homotopy method as it was described above, applying Theorem 6.1 and Theorem 6.2

to problem (6.94).
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7

Results

In this chapter we are going to report on the results of the methods introduced

in the thesis. We apply these methods to the Schnakenberg, predator-prey, spruce

budworm and competition models.

7.1 Schnakenberg model

Recall that the dimensionless Schnakenberg model, postulated on an interval Ω =

(0, l), has the form





u1t(x, t) = u1xx(x, t) + γ (a− u1(x, t) + u2
1(x, t)u2(x, t)) , t > 0, x ∈ [0, l],

u2t(x, t) = du2xx(x, t) + γ (b− u2
1(x, t)u2(x, t)) , t > 0, x ∈ [0, l],

∂u(0, t)

∂ν
=
∂u(l, t)

∂ν
= 0, t ≥ 0,

u(x, 0) = u0(x), x ∈ [0, l].
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In our computations we set for all x ∈ [0, l]

u0
1(x) = u∗1 +

20∑

i=1

cos
(
(i− 1)

πx

l

)
,

u0
2(x) = u∗2 +

20∑

i=1

cos
(
(i− 1)

πx

l

)
,

where

u∗1 = a + b, (7.1)

u∗2 =
b

(a + b)2
. (7.2)

In addition, we choose the following constants of the pattern formation mode: a =

0.1, b = 0.9, γ = 1, d = 10 and l = 5.

7.1.1 The function G

Let u, v ∈ Rn. By a straightforward computation we obtain

g(u, v) = γ

(
q

−q

)
, q := u2

1u2 + 2u1u2v1 + u2
1v2.

Thus, we have

|g(u, v)|2 ≤
√

2γ
(
|u2

1u2| + 2|u1u2||v1| + |u2
1||v2|

)

≤
√

2γ

(
2

3
√

3
|u|2 + |v1| + |v2|

)
|u|22.

Therefore we set

G(h) =
√

2γ

(
2

3
√

3
h+ ‖v1‖∞ + ‖v2‖∞

)
h2. (7.3)

Note that for the enclosure of a stationary solution we take v ≡ ω. During the

stability investigation we set v ≡ ū and use estimation (3.3).
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7.1.2 Enclosure of the stationary solution

Recall that for the enclosure of the stationary solution the values for constants δ

and K satisfying (3.18), (3.19) are required. The function G is given by (7.3). Our

numerical simulations (which were performed using the interval arithmetic package

INTLAB[50]) has resulted in δ = 0.10930886 · 10−5. More details on that computation (as

well as on the computation of the highly accurate numerical approximation ω) one

can find in Appendix A.

Recall from Chapter 3, (3.30) that for computation of constant K we need to

compute λ, which is a a positive lower bound to the first eigenvalue of problem

(3.27), and choose (by trial) a positive constant β so that K is as small as possible.

In order to find λ we consider a shifted eigenvalue problem (6.43) and implement

the variational methods, described in Chapter 6. In particular, we implement the

homotopy algorithm.

We have started homotopy with 11 eigenvalues. At s = 1 we have arrived with 5

eigenvalues. In Table 7.1 the lower bounds for the eigenvalues arising in the course

of homotopy are presented. Here λ
(s)
n denotes the lower bound of the nth eigenvalue

of the shifted eigenvalue problem at the moment s. This bound has been computed

using interval arithmetic. Note that at the moment s = 0 the value for λ
(0)
n is known.

During the homotopy we have performed the Rayleigh-Ritz (by Theorem 6.1) and

Lehmann-Goerisch (by Theorem 6.3) computations to find the bounds for eigenval-

ues. As a result we have obtained the verified lower bound to the first eigenvalue,

which is given by (note, that the shift parameter σ = 49.2592) λ
(1)
1 = 0.0053. After

setting λ = λ
(1)
1 and β = 0.5 in (3.30) we have arrived at K = 18.5015

4.

Having computed the values for K and δ, we continued with the implementation

of the Newton algorithm for the determination of the value α as it was described in

Section 3.4. As a result we have obtained α = 0.25412056 · 10(−4)

178



Table 7.1: Lower bounds for eigenvalues in homotopy λ
(s)
n

H
H

H
H

H
H

n
s

0 0.5859 0.6695 0.8364 0.9637 0.9739 1

11 56.7842 - - - - - -
10 49.1950 56.7122 - - - - -
9 42.3611 54.1490 56.6958 - - - -
8 36.2623 48.9366 51.5077 56.6295 - - -
7 30.8614 44.4635 47.0737 52.2707 56.5443 - -
6 26.0837 40.6785 43.3575 48.6866 56.2229 56.5420 -
5 21.7623 37.4497 40.2644 47.6987 52.7354 53.0621 53.8903
4 18.2439 34.3653 37.4971 45.8536 50.0935 50.4356 51.3025
3 17.4968 30.4691 36.0373 43.6911 48.3697 48.7464 49.7261
2 11.9154 29.2870 33.6674 41.6204 47.5759 48.0888 49.6866
1 1.0000 23.8261 29.0595 39.4937 47.4399 48.0477 49.2645

7.1.3 Stability. Domain of attraction

For the discussion that follows let us remind that we use the notation

v(t) = u(t) − ū, t ≥ 0,

where ū is the stationary solution, the existence of which (including the error bound)

we have already established.

By Theorem 5.15 there exist δ0, Ĉ∞ > 0, such that if v0 ∈ Cn[0, l], ‖v0‖∞ < δ0,

we have tmax(v0) = ∞ and

‖v(t)‖∞ → 0, ∀t ≥ 0.

Here δ0, Ĉ∞ are given by

δ0 =
δ(ε0)√
2Ĉ∞

,

Ĉ∞ :=
M∞
2π

(
2e−r̃∗| cos(η)| ln

(
1 +

1

r̃∗| cos(η)|

)
+ I(fr̃∗)

)
.

At first we comment on the computation of the constant Ĉ∞. The major difficulty

here is to compute the constant M∞. We have accomplished this task with the help
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of Theorem 4.1, exclosure of eigenvalues, and Theorem 5.11. For the application of

Theorem 4.1 the values for constants z and ζ were required. Following the strategy

described in Remark 4.8, we have computed the approximate eigenvalues of the

operator Lω. This eigenvalues were included in the sector Ŝζ̃,z̃, where z̃ = 0.0865

and ζ̃ = 1.4487. Thus, in Theorem 4.1 we set z = z̃ and ζ = ζ̃ . Using the enclosure

constant α, we have obtained |Cū − Cω|Sp ≤ 0.19761599 · 10(−3). In addition, using (4.37),

we have computed Kz̃ = 5.3590
89. Thus, by Theorem 4.1 we have determined R̃ = 6

- the radius of the circle, outside of which (excluding the sector Ŝζ̃,z̃) no eigenvalues

could lie. In the next step we have performed the eigenvalue exclosure in the area

ŜC
ζ̃,z̃

∩ B(z̃, R̃). Figure 7.1 illustrates the process of the eigenvalues exclosure, where

the parameter µ was chosen in the area Ω̃µ = {µ ∈ ŜC
ζ̃,z̃

∩B(z̃, R̃) : Im(µ) ≥ 0}. It is

clear that the eigenvalues of Lū lie symmetric with the respect to the real axes. Here

−12 −10 −8 −6 −4 −2 0 2 4 6 8
−6

−4
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Figure 7.1: Eigenvalues exclosure for µ ∈ Ω̃µ

the green circles correspond to the area, where no eigenvalues exist. On Figure 7.2

and Figure 7.3 one may observe the enlarged picture of the “critical” regions, where

the eigenvalues may exist. As it was already mentioned before, the implementation
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of the eigenvalues exclosure is possible only as long as the condition (4.23) holds true.

In our numerical simulations we were able to exclude the eigenvalues of Lū in the

left-hand side of the complex plane, therefore proving the stability of the stationary

solution ū.
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Figure 7.2: Eigenvalues exclosure for µ ∈ Ω̃µ
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Figure 7.3: Eigenvalues exclosure for µ ∈ Ω̃µ
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Figure 7.4: Eigenvalues exclosure for µ ∈ Ωµ

In the next step we have chosen z = 0.01 and ζ = 1.5359 (see Remark 5.17).

The application of Theorem 4.1 has resulted in Kz = 5.3849
7, R = 6, and M̃ =

9.8118
09. Further, we continued with the eigenvalue exclosure in the area ŜC

ζ,z∩B(z, R),

collecting this time the estimations for the resolvent of Lū as in (4.26). Figure 7.4

illustrates the second eigenvalue exclosure process in Ωµ = {µ ∈ ŜC
ζ,z ∩ B(z, R) :

Im(µ) ≥ 0}. Here the yellow circles correspond to the area, where the estimation

for the resolvent has been conducted. After the implementation of the eigenvalues

exclosure we have obtained Mmax
IC = 32.92218950. Finally we have used (5.49), (5.69)

respectively in order to compute

M∞ = 8.11111042 · 102,

Ĉ∞ = 1.7758
42 · 103, with r = 0.6237

We have obtained the value for δ(ε0) from (5.4) by setting

ε0 =
z

(1 + β)Ĉ∞
√

2
= 0.3986

1 · 10(−5) with β = 10−15,
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and using (7.3). Finally, we computed

δ(ε0) = 0.1182
1 · 10(−5),

δ0 =
δ(ε0)

Ĉ∞
√

2
= 0.4709

4 · 10(−8).

Therefore we have obtained the following result

if ‖u0 − ū‖∞ ≤ 0.4709
4 · 10(−8) ⇒ lim

t→∞
‖u(t) − ū‖∞ = 0.

As one can see the upper bound to the domain of attraction is quite small. As

we have already mentioned earlier, the reason for this are the theoretical semigroup

estimations for computing constant C.

7.2 Predator-prey model

Recall from Chapter 1 that the predator-prey model has the form





u1t(x, t) = d1u1xx(x, t) + (h1(u1(x, t)) − u2(x, t))u1(x, t), t > 0, x ∈ [0, l],

u2t(x, t) = d2u2xx(x, t) + au2(x, t)(u1(x, t) − h2(u2(x, t))), t > 0, x ∈ [0, l],

∂u(0, t)

∂ν
=
∂u(l, t)

∂ν
= 0, t ≥ 0,

u(x, 0) = u0(x), x ∈ [0, l],

where the functions h1 and h2 are given by

h1(s) = ε1

(
γ1 + γ2s− s2

)
,

h2(s) = 1 + ε2s.

In our computations we have chosen the following pattern generating constellation

of the parameters:

a = 1, d1 = 0.0125, d2 = 1, ε1 =
1

9
, ε2 =

2

5
, γ1 = 35, γ2 = 16, l = 1.
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The initial conditions were set to

u0
1(x) = 5 +

20∑

i=1

cos
(
(i− 1)

πx

l

)
,

u0
2(x) = 10 +

20∑

i=1

cos
(
(i− 1)

πx

l

)
,

for all x ∈ [0, l].

Before starting with the further description let us point out that the computations

of the predator-prey model were implemented only on a partly verified basis. Namely,

the results presented in the following were obtained without the computation of the

lower bounds to the eigenvalues (only the upper bounds to the eigenvalues were

computed). Additionaly, the interval arithmetic methods were not applied.

7.2.1 The function G

Let u, v ∈ Rn. By a straightforward computation we obtain

g(u, v) =

(
ε1γ2u

2
1 − ε1u

3
1 − 3ε1u

2
1v1 − u1u2

au1u2 − aε2u
2
2

)
.

Estimation of the euclidean norm of g(u, v) results in

|g(u, v)|2 =

√
(ε1γ2u

2
1 − ε1u

3
1 − 3ε1u

2
1v1 − u1u2)

2
+ a2 (u1u2 − ε2u

2
2)

2

≤ ε1γ2|u1|2 + ε1|u1|3 + 3ε1|u1|2|v1| + |u1u2| + a|u1u2| + aε2|u2|2

≤ ε1γ2|u|22 + ε1|u|32 + 3ε1|u|22|v1| +
1

2
(1 + a)|u|22 + aε2|u|22.

Thus, we set

G(h) =

(
ε1γ2 + ε1h+ 3ε1 ‖v1‖∞ +

1

2
(1 + a) + aε2

)
h2. (7.4)

184



7.2.2 Enclosure of the stationary solution

As earlier we require constants δ and K, satisfying (3.18) and (3.19).

Our computations has resulted in the following bound for defect: δ = 2.4314 ·

10(−6). We give more details on the computation of δ and a highly accurate numerical

approximation ω in Appendix A.

For compuation of K we use again (3.30). The Rayleigh-Ritz computation for

λ, with β chosen as 100 in (3.27), has resulted in value λ = 9.5671 · 10−4. Inserting

this value into (3.30) we obtain K = 10.7228. We set v ≡ ω in (7.4) and by

Newton method described in Section 3.4 derive α = 2.6432 · 10(−5). Hence in the

α-neighbourhood of the numerical approximation ω a stationary solution ū exists.

7.2.3 Stability. Domain of attraction

Here we proceed the same way as it was described for the Schnakenberg model.

The computation of the approximate eigenvalues of the operator Lω has resulted

in z̃ = 0.5092 and ζ̃ = 1.2206. Based on the enclosure constant α, the value for

|Cū −Cω|Sp was computed and was bounded by 4.0786 ·10(−4). Hence, by Remark 4.8

we determine R̃ = 151 and perform the eigenvalue exclosure process in the area

SC
ζ̃,z̃

∩ B(z̃, R̃).

A first implementation of the eigenvalue exclosure process has resulted in the

non-existence of eigenvalues of Lū in the left-hand side of the complex plane. Hence

the stationary solution ū is stable. In the next step we have chosen z = 0.1 and

ζ = 1.4835. Theorem 4.1, applied to this new values of z and ζ , has resulted in

R = 145 and M̃ = 11.9230. After the implementation of the eigenvalue exclosure

in the area SC
ζ,z ∩ B(z, R), which this time was combined with the estimation of

the resolvent norm, we have obtained Mmax
IC = 5.5003. We use again (5.49), (5.69),
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(5.75), (7.4), (5.77) respectively in order to compute

M∞ = 4.8986 · 103,

Ĉ∞ = 8.219 · 103, with r = 0.634,

ε0 =
z

(1 + β)Ĉ∞
√

2
= 8.6034 · 10(−6), with β = 10−15,

δ(ε0) = 1.2811 · 10(−6)

δ0 =
δ(ε0)

Ĉ∞
√

2
= 1.1022 · 10(−10)

As one can see, for the same reason as in the case of the Schnakenberg model, the

result on the domain of attraction is quite small.

7.3 Spruce budworm model

In dimensionless form, formulated on the interval Ω = (0, l), the spruce budworm

model reads





ut(x, t) = duxx(x, t) + ru(x, t)

(
1 − u(x, t)

q

)
− u2(x, t)

1 + u2(x, t)
, t > 0, x ∈ [0, l],

u(0, t) = u(l, t) = 0, t ≥ 0,

u(x, 0) = u0(x), x ∈ [0, l].

For our computations we set r = 0.6391, q = 5.4, d = 3, and l = 12. In addition we

have

u0(x) = sin
(πx
l

)
+ sin

(
2πx

l

)
, x ∈ [0, l].

7.3.1 The function G

Let u, v ∈ R. By a straightforward computation we obtain

g(u, v) =

(
−r
q

+
3v2 + 2vu− 1

(1 + (u+ v)2) (1 + v2)2

)
u2. (7.5)
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Therefore we estimate

|g(u, v)| ≤
(
r

q
+ 3|v|2 + 2|v||u|+ 1

)
|u|2 (7.6)

and set

G(h) =

(
r

q
+ 3 ‖v‖2

∞ + 2 ‖v‖∞ h+ 1

)
h2. (7.7)

7.3.2 Enclosure of a stationary solution. Computation of the first eigenvalue

As in the cases with the Schnakenberg and predator-prey models, we need to deter-

mine the values of δ and K. Our numerical computations of the upper bound to the

defect has resulted in δ = 0.8718
6 ·10(−3). For detailed description of the computation

of δ and a highly accurate ω please refer to Appendix A.

In the case of the spruce budworm model the linear operator Lū is self-adjoint.

Hence we proceed as it was described in subsection 3.3.1. Recall that in order to

obtain the value for the constant K, the constant K0, which has to satisfy (3.32) and

is given by

K0 =
1

λ
, (7.8)

with λ defined as in (3.42), should be computed. In Table 7.2 we present the lower

bounds for the eigenvalues obtained in the course of the corresponding homotopy

process. At s = 0 we have started with 3 eigenvalues. At s = 1 we have arrived with

2 eigenvalues. We have computed the upper and lower bounds for these eigenvalues,

using Theorem 6.1 and Theorem 6.2. As one can see, due to the simple implemen-

tation of the homotopy (only one step), we have actually found the lower bound to

the first eigenvalue by means of comparison problems.

Inserting the value λ = λ
(1)
1 into (7.8) we have obtained K0 = 3.4439

8. By

Lemma 3.8 we have computed K1 = 1.9169
8. Next, inserting the embedding con-
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Table 7.2: Lower bounds for eigenvalues in homotopy

n λ(0)
n λ(1)

n

1 -0.4334 0.2904
2 0.1834 0.8347
3 1.2115 —

stants C0 and C1, corresponding to the Dirichlet boundary conditions, that is C0 =

0, C1 = l
4
, we obtain K from (3.34) as K = 3.3202

1.

Due to (7.7) and the above values of δ and K, the enclosure inequality (3.20) was

satisfied with α = 0.0032
1.

Having the value for α, we have estimated |Cū − Cω|Sp ≤ 0.0137
6. Thus, due to

(4.44), the first eigenvalue of Lū was bounded by

λ1 ≥ λ
(1)
1 − |Cū − Cω|Sp = 0.2768

7 =: z. (7.9)

7.3.3 Estimation of the attractor

Recall that in Chapter 5, in case of the self-adjoint Lū, we have presented two

approaches for the quantification of the domain of attraction. We start with the

description of the first approach. By Theorem 5.24, there exist constants P, δ2 > 0

such that if v0 ∈ HB
1 (0, l) satisfies q(v0) + P ‖v0‖2 < δ2, then we have tmax(v0) = ∞

and

lim
t→∞

‖v(t)‖∞ = 0.

Here δ2, P are given by

δ2 = δ(ε1)

√
d

C1
, (7.10)

P :=

√
2π

e

√
z + σ(1 + β). (7.11)

We compute δ(ε1) using (5.4). At first we set

ε := ε1 =
z

(1 + β)CL2

, (7.12)
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with z from (7.9). The constant CL2 is computed as it was described in subsec-

tion 5.6.3. This computation has resulted in CL2 = 1.2571
70. The constant β in (7.12)

should be small and positive. We set β = 10−15. Therefore, we obtain ε1 = 0.2202
1.

Having ε1 and function G from (7.7) at hand, we obtain δ(ε1) = 0.0974
3.

Now we are ready to compute δ2, which is the upper bound to the domain of

attraction. At first, let us comment on the embedding constant C1. Since the

Dirichlet conditions are imposed on the boundary, by Lemma 5.21 we use C1 as it is

given in (5.111). Thus, we consider the following values for C1

C1 =





l

4
, if d ≥ l2

4
(σ − r),√

d

2
√
σ − r

, otherwise,
(7.13)

with σ > r. Hence, for a given parameter constellation we distinguish between the

following values for σ:

(A) r < σ ≤ 4d

l2
+ r, which has resulted in σ ∈ (0.6391, 0.7224],

(B) σ >
4d

l2
+ r, which has resulted in σ > 0.7224.

Cases (A) and (B) correspond to the first and second lines in (7.13) respectively. In

Table 7.3 we present the results on the domain of attraction after the implementation

of the first approach.

Table 7.3: Domain of attraction computed by the first approach

σ δ2

Case (A) 0.0974
3

Case (B)
10 0.3170

69

100 0.5722
1

1000 1.0189
8
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Thus, for example, for σ = 10 from Table 7.3 we see that

if q(u0 − ū) + P ‖u0 − ū‖2 < 0.3170
69, then lim

t→∞
‖u(t) − ū‖∞ = 0. (7.14)

Notice that as σ grows, the upper bound to the domain of attraction grows as well.

On the other hand, the terms on the left-hand side in the estimation of the domain

of attraction, that is the constant P and the term Cū + σI, which is present in q,

grow as well.

Now let us continue with the description of the second approach. By Theo-

rem 5.30 there exist δ3 > 0 such that if v0 ∈ HB
1 (0, l), q(v0) < δ3 then tmax(v0) = ∞

and

lim
t→∞

‖v(t)‖∞ = 0. (7.15)

Here δ3 is given by

δ3 =
δ(ε̃0)

√
dmin√

C1n
. (7.16)

We compute δ3 as it was described in Remark 5.31. At first, we set

ε̃0 :=
z

1 + β
, (7.17)

with z from (7.9) and β = 10−15. We obtain ε̃0 = 0.2768
7. After that we determine

the mononically non-decreasing functions G1, G2, and G3 from (G1), (G2), and (G3).

Starting with (7.5), after lengthy computations, we have obtained

G1(h) =
h4

q2

5∑

n=1

C6−nh
(n−1), (7.18)

G2(h) =
h2

q2

9∑

n=1

K10−nh
(n−1), (7.19)

G3(h) = h4
7∑

n=1

P8−nh
(n−1), (7.20)

190



where the vectors C = (C1, . . . , C5)
T , K = (K1, . . . , K9)

T and P = (P1, . . . , P7)
T are

in fact various expressions depending on ‖ū‖∞. After the application of (3.3) with

α = 0.0032
1, we obtain

C =
(
1.3284

3, 17.6905
4, 76.6294

3, 162.7612
09, 136.7102

100

)T
,

K = 103 ·
(
0.0054

3, 0.0541
40, 0.2489

8, 0.7185
4, 1.4767

6, 2.2048
7, 2.3487

6, 1.7232
1, 0.6852

1

)T
,

P =
(
16.4649

8, 83.3822
20, 187.0193

89, 269.9849
4, 262.1286

80, 157.6562
59, 61.6843

1

)T
,

As soon as the functions G1, G2, and G3 are established we compute δ(ε̃0) from

(5.142) by setting a1 = η, a2 = d, a3 = dŪxC1, and ε̂|h| = ε̃2
0. In our computations

we have to distinguish between the different cases for the constant C1 again. In

Table 7.4 we present the results on the domain of attraction after the implementation

of the second method. From Table 7.4 one immediately sees that the upper bounds

Table 7.4: Domain of attraction computed by the second approach

σ δ3

Case (A)
0.65 0.0102

1

0.72 0.0175
4

Case (B)

10 0.0291
0

100 0.0303
2

1000 0.0306
5

to the domain of attraction are now smaller then the upper bounds, computed by

the first approach. Consider, for example, σ = 10. We have

if q(u0 − ū) ≤ 0.0291
0 then lim

t→∞
‖u(t) − ū‖∞ = 0. (7.21)

Observe that the results to the doamin of attraction are smaller in comparison to

the results obtained by the first approach. This is due to the presence of the term

P ‖u0 − ū‖2 in the first inequality of (7.14).
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7.4 Competition model

The competition model reads





u1t(x, t) = u1xx(x, t) + u1(x, t)(1 − u1(x, t) − a12u2(x, t)), t > 0, x ∈ [0, l],

u2t(x, t) = du2xx(x, t) + αu2(x, t)(1 − u2(x, t) − a21u1(x, t)), t > 0, x ∈ [0, l],

∂u(0, t)

∂ν
=
∂u(l, t)

∂ν
= 0, t ≥ 0,

u(x, 0) = u0(x), x ∈ [0, l],

where α, a12, a21 are some positive constants. The competition model is a model

with the non-self-adjoint operator Lū. On its example we would like to demon-

strate the application of the T-transformation, discussed in Lemma 5.18. Hence, we

consider the following constant stationary solution

ū1 =
1 − a12

1 − a12a21
, ū2 =

1 − a21

1 − a12a21
. (7.22)

Before starting with the quantification of the domain of attraction of the solution

above, let us introduce the following

Lemma 7.1. Let Cū ∈ R
n×n be a constant symmetric matrix. Let the operator

Lū : D1(Lū) → Ln
2 (0, l) be given by

D1(Lū) = {ϕ ∈ Hn
2 (0, l) : ϕ′(0) = ϕ′(l) = 0},

Lūϕ = −Aϕ + Cūϕ, (Cūϕ)(x) := Cūϕ(x), x ∈ [0, l],

D(A) = D1(Lū), Aϕ = Dϕ′′.

(7.23)

Let λ1(Lū) and λ1(Cū) denote the smallest eigenvalue of the operator Lū and the

matrix Cū respectively. Then we have

λ1(Lū) ≥ λ1(Cū). (7.24)
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Proof. Let ϕL
1 be the eigenfunction, corresponding to the first eigenvalue of Lū and

ϕA
1 be the eigenfunction, corresponding to the first eigenvalue of the operator −A.

Due to the self-adjointness of Lū we have

〈Lūϕ
L
1 , ϕ

A
1 〉2 = 〈ϕL

1 , Lūϕ
A
1 〉2 = 〈ϕL

1 ,−AϕA
1 + Cūϕ

A
1 〉2

On the other hand,

−AϕA
1 = λ1(−A)ϕA

1 = 0,

since the first eigenvalue of the second order derivative operator, defined on (0, l),

with Neumann boundary conditions is zero.

Thus, taking into account the self-adjointness of Cū, we obtain

〈Lūϕ
L
1 , ϕ

A
1 〉2 = 〈ϕL

1 , Cūϕ
A
1 〉2 = 〈Cūϕ

L
1 , ϕ

A
1 〉2.

Consequently, we have

Lūϕ
L
1 = Cūϕ

L
1 .

Therefore, we obtain

λ1(Lū)〈ϕL
1 , ϕ

L
1 〉2 = 〈Cūϕ

L
1 , ϕ

L
1 〉2 ≥ λmin(Cū)〈ϕL

1 , ϕ
L
1 〉2 = λ1(Cū)〈ϕL

1 , ϕ
L
1 〉2.

We have obtained the assertion.

Now let us return to the competition model. By a straightforward computation

we obtain its Jacobian matrix as

Cu =



−1 + 2u1 + a12u2 a12u1

αa21u2 α(−1 + 2u2 + a21u1)




Evaluating Cu at the constant stationary solution ū =

(
1 − a12

1 − a12a21

,
1 − a21

1 − a12a21

)T

,

we obtain

Cū =
1

1 − a12a21




1 − a12 a12(1 − a12)

αa21(1 − a21) α(1 − a21)


 .
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As one can see, if α 6= 1 and a12 6= a21, the matrix Cū is not symmetric. Following

the Proposition 5.18 we choose a12, a21 such that

a12(1 − a12)

αa21(1 − a21)
> 0

holds. Due to the positivity of a12 and a21 the condition above is satisfied if either

a12 < 1, a21 < 1 or a12 > 1, a21 > 1. In the following we will be investigating the

case when a12 < 1, a21 < 1.

Now let us introduce a T -transformation into the original problem. For that

purpose we set

t1 =
√
c12 =

√
a12(1 − a12)

1 − a12a21
,

t2 =
√
c21 =

√
αa21(1 − a21)

1 − a12a21

.

A straightforward computation results in

C̃ū = T−1CūT =




1 − a12

1 − a12a21

(αa12a21(1 − a12)(1 − a21))
1
2

1 − a12a21

(αa12a21(1 − a12)(1 − a21))
1
2

1 − a12a21

α(1 − a21)

1 − a12a21




with

λ1(C̃ū) =
1

2(1 − a12a21)

(
1 − a12 + α(1 − a21)

−
(
(1 − a12 + α(1 − a21))

2 − 4α(1 − a12a21)(1 − a12)(1 − a21)
) 1

2

)
.

(7.25)

Due to Lemma 7.1 we have λ1(L̃ū) ≥ λ1(C̃ū). From a12 < 1, a21 < 1 follows that

λ1(C̃ū) > 0. Therefore the stationary solution (7.22) is stable in the presence of

diffusion.
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Now we set w(t) = T−1v(t). Further, using (5.96), by a straightforward compu-

tation, we obtain

g̃(w, ū) = − 1√
1 − a12a21




√
a12(1 − a12)w

2
1 + a12

√
αa21(1 − a21)w1w2

α
(√

αa21(1 − a21)w
2
2 + a21

√
a12(1 − a12)w1w2

)


 .

Thus, after the application of T -transformation, we arrive at the following problem





w′(t) = −L̃ūw(t) + g̃(w(t), ū), t > 0,

w(0) = w0,

(7.26)

where the operator L̃ū : D1(Lū) → Ln
2 (0, l) is given by

L̃ūϕ = −Dϕ′′ + C̃ūϕ (7.27)

and is self-adjoint. Now we can apply Theorem 5.24 and Theorem 5.30 to problem

(7.26).

Starting with the nonlinearity g̃(w, ū) we have computed functions G, G1, and

G2 as follows

G(h) = Kh2,

G1(h) = K1h
4,

G2(h) = K2h
2,

with

K :=
1√

1 − a12a21

(
max

(√
a12(1 − a12), α

√
αa21(1 − a21)

)

+
1

2

√
αa12a21

(√
a12(1 − a12) +

√
αa21(1 − a21)

))
,
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K1 :=
1

1 − a12a21

(
1

2
max

(
a12(1 − a12), α

3a21(1 − a21)
)

+
3
√

3

8

√
αa12a21(1 − a12)(1 − a21)

(
a12 + α2a21

)

+
1

4
αa12a21(a12(1 − a21) + αa21(1 − a12))

)
,

K2 :=
1

1 − a12a21

(
4 max

(
a12(1 − a12), α

3a21(1 − a21)
)

+ 2
√
αa12a21(1 − a12)(1 − a21)

(
a12 + α2a21

)

+ αa12a21 (a12(1 − a21) + αa21(1 − a12))
)
.

By Theorem 5.24 there exist P, δ2 > 0 such that if w0 ∈ HB
2 (0, l), q(w0)+P ‖w0‖2 <

δ2, we have tmax(w0) = ∞ and

lim
t→∞

‖w(t)‖∞ = 0.

As earlier the constants δ2, P are given by

δ2 = δ(ε1)

√
d

2C1
, (7.28)

P :=

√
2π

e

√
z + σ(1 + β). (7.29)

We compute δ(ε1) using again (5.4). We set

ε := ε1 =
z

(1 + β)CL2

, (7.30)

with z = λ1(C̃ū) from (7.25) and CL2 computed as above. Since the Neumann

conditions are imposed on the boundary, we have chosen C1 as in (5.110), that is

C1 =
1

ρ
, ρ =

1

2l

(√
1 +

4l2(z + σ)

min(1, d)
− 1

)
. (7.31)
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Note that λC
1 = z in (5.110). Due to the positivity of z, we set σ = 0. Thus, having

δ(ε1) and C1 at hand we compute δ2 in (7.28).

In Table 7.5 we introduce the results on the domain of attraction for the different

constellation of the parameters (α, d, l, a12, a21).

Table 7.5: Domain of attraction computed by the first approach

α, d, l a12 a21 ū1 ū2 δ2

1, 1, 1 1
3

2
3

0.8571 0.4286 0.0966
5

2, 1, 1 1
3

2
3

0.8571 0.4286 0.0744
3

1, 2, 1 1
3

2
3

0.8571 0.4286 0.0966
5

1, 1, 2 1
3

2
3

0.8571 0.4286 0.1169
8

Let us take, e.g., the parameter constellation (α, d, l, a12, a21) =

(
1, 2, 1,

1

3
,
2

3

)
.

By Theorem 5.24 we obtain

if q(T−1(u0 − ū)) + P
∥∥T−1(u0 − ū)

∥∥
2
< 0.0966

5,

then tmax(u0) = ∞ and lim
t→∞

‖(u(t) − ū)‖∞ = 0,

where ū = (0.8571, 0.4286)T .

We proceed with the second approach as follows. By Theorem 5.30 there exists

δ3 > 0 such that if w0 ∈ HB
1 (0, l) with q(w0) < δ3 then tmax(w0) = ∞ and

‖w(t)‖∞ → 0.

We start by setting

ε̃0 =
z

1 + β
, (7.32)

with z from (7.25) and β = 10−15. After that, following Remark 5.31, we set in
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(5.142):

a1 = η =
λmax(C̃ū)

λmin(C̃ū)
,

a2 =
dmax

dmin

,

ε̂|h| = ε̃2
0 :=

(
z

1 + β

)2

.

Inserting the functions G1 and G2 into (5.142) we obtain δ(ε̃0) as

δ(ε̃0) =
z

(1 + β)
√
a1K1 + a2K2

, (7.33)

and finally compute δ3, which is given by

δ3 =
δ(ε̃0)

√
dmin√

2C1

. (7.34)

In Table 7.6 we present the results on the domain of attraction, computed by the sec-

ond approach. We used the same constellations of the parameters (α, d, l, a12, a21),

as in the case with the first approach. Let us again consider the constellation of the

Table 7.6: Domain of attraction computed by the second approach

α, d, l a12 a21 ū1 ū2 δ3

1, 1, 1 1
3

2
3

0.8571 0.4286 0.0548
7

2, 1, 1 1
3

2
3

0.8571 0.4286 0.0441
0

1, 2, 1 1
3

2
3

0.8571 0.4286 0.0444
3

1, 1, 2 1
3

2
3

0.8571 0.4286 0.0663
2

parameters (α, d, l, a12, a21) =

(
1, 2, 1,

1

3
,
2

3

)
. By Theorem 5.30 we have

if u0 ∈ HB
1 (0, l), q(T−1(u0 − ū)) ≤ 0.0444

3

then tmax(u0) = ∞ and ‖u(t) − ū‖∞ → 0,
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where ū = (0.8571, 0.4286)T .

Finally, let us briefly comment on the change of the upper bounds to the domain

of attraction with respect to the change in the parameters. In both tables, we

have examined the case, where the competitive effect of the grey squirrels is higher

than the competitive effect of the red squirrels. By changing the parameters of the

model for a fixed stationary solution, we have observed the changes in the domain

of attraction. As one can see the growth in l corresponds to the growth of both δ2

and δ3, whereas the growth in α causes the decade in both δ2 and δ3. When the

parameter d increases δ2 remains the same, while δ3 decreases, which is due to the

presence of d in δ(ε̃0).
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Appendix A

Numerical treatment

In the present chapter we comment on the numerical computations which were car-

ried out in the course of this thesis. Before starting with the actual description of the

numerical procedures, we would like to comment on the notations in this chapter.

Although we have to present the numerical algorithms for three different models, for

simplicity reasons we will use more general notations for the terms under consider-

ation. For example, we use the notation N for the number of the ansatz functions

in general, although this number is different for each model. When the distinguish-

ing between different problems is essential, we will comment on the corresponding

differences. In that case the k-index in the notation is used, with k = 1, 2, 3 for

Schnakenberg, predator-prey and spruce budworm models respectively.
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A.1 Ansatz space

We start with the definition of the ansatz functions for the problems above. Taking

into account the specifics of the given models, we introduce for all x ∈ [0, l]

φj(x) =

{
ϕ̃j(x) for k = 1, 2,

sin
(
jπ
x

l

)
, for k = 3

j = 1, . . . ,N,

with

ϕ̃2i−1(x) =

(
cos
(
(i− 1)πx

l

)

0

)
,

ϕ̃2i(x) =

(
0

cos
(
(i− 1)πx

l

)
)
, i = 1, . . . ,M + 1,

(A.1)

where M, N are some positive constants and N = 2(M + 1) in the case of the

Schnakenberg and predator-prey problems. In addition, let us denote

ϕi(x) = cos
(
(i− 1)

πx

l

)
, i = 1, . . . ,M + 1.

Thus, we perform all computations in the following ansatz space

V = span { φj(x), j = 1, . . . ,N} . (A.2)

It follows that the numerical approximation ω(x) is represented in the form

ω(x) =
N∑

j=1

αjφj(x) (A.3)

with αj being appropriate Fourier coefficients. In addition, let us introduce for

k = 1, 2 the following representation of the components ω1(x), ω2(x):

ω1(x) =
M+1∑

i=1

α2i−1ϕi(x), (A.4)

ω2(x) =
M+1∑

i=1

α2iϕi(x). (A.5)
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A.2 Newton algorithm

In order to obtain a sufficiently small bound δ from (3.18) we need to compute a

highly accurate numerical solution ω. We are going to carry out this step using

Newton’s algorithm. In the following, in order to avoid misunderstanding, we denote

the defect of numerical solution ω as d[ω].

Starting with some rough numerical approximation ω(0) we proceed with Newton’s

algorithm as follows:

• Lv(n) = −d[ω(n)]

• ω(n+1) := ω(n) + v(n)
(n = 0, 1, . . . , n0), v

(n) ∈ HB
2 (0, l). (A.6)

Here Lv(n) and d[ω(n)] are given by

Lv(n) = −D
(
v(n)
)′′

+ Cω(n)v(n), (A.7)

d[ω(n)] = −Dω(n) − F (ω(n)). (A.8)

We terminate the iteration at some index n0. There exist two possible reasons for

this: either the Fourier coefficients of the solution

v(n0)(x) =

N∑

j=1

β
(n0)
j φj(x) (A.9)

satisfy
∣∣∣β(n0)

j

∣∣∣ < ε, (A.10)

where ε is some given tolerance, or some maximal iteration number has been reached.

When k = 1, 2 in order to solve (A.6) we use a Galerkin method. In case k = 3

we find the solution of (A.6) with the help of the collocation procedure.

Newton-Galerkin method. Schnakenberg and predator-prey models. We start by multi-

plying the above system with the ansatz function ϕ̃j, and taking the scalar product
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in Ln
2 (0, l). We obtain

•
〈
Lv(n), ϕ̃j

〉
2

=
〈
−d
[
ω(n)

]
, ϕ̃j

〉
2
, j = 1, . . . ,N

• ω(n+1) := ω(n) + v(n)
(n = 0, 1, . . . , n0), v

(n) ∈ HB
2 (0, l).

Taking into account (A.7), (A.8), and (A.9), we write the Newton-Galerkin step as:

•
(
M1 +M

(n)
2

)
β(n) = M

(n)
3

• α(n+1) := α(n) + β(n)

(n = 0, 1, . . . , n0). (A.11)

The matrices M1,M
(n)
2 , and the vector M

(n)
3 are defined as follows:

M1ij
:= −〈Dϕ̃′′

i , ϕ̃j〉2 ,

M
(n)
2ij

:= 〈Cω(n)ϕ̃i, ϕ̃j〉2 ,

M
(n)
3j

:=
〈
−d
[
ω(n)

]
, ϕ̃j

〉
2
,

for i, j = 1, . . . ,N. The matrix M1 can be calculated explicitly and has the form

M1ij
=





d2
π2

2l

(
i

2
− 1

)2

, i = j and i is even,

d1
π2

2l

(
i− 1

2

)2

i = j and i is odd,

0, otherwise.

(A.12)

The matrix M
(n)
2 and the vector M

(n)
3 read:

M
(n)
2ij

=

∫ l

0

(
fn

1 (x) ϕ̃i,1(x) ϕ̃j,1(x) + fn
2 (x) ϕ̃i,2(x) ϕ̃j,1(x)

+ fn
3 (x) ϕ̃i,1(x) ϕ̃j,2(x) + fn

4 (x) ϕ̃i,2(x) ϕ̃j,2(x)
)
dx, (A.13)

M
(n)
3j

=

∫ l

0

(
hn

1 (x) ϕ̃j,1(x) + hn
2 (x) ϕ̃j,2(x)

+ hn
3 (x) ϕ̃j,1(x) + hn

4 (x) ϕ̃j,2(x)
)
dx, (A.14)
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where ϕ̃i,m(x), m = 1, 2 denotes either the first or the second component of ϕ̃i given

by (A.1), and the functions fn
p (x), hn

p (x), p = 1, . . . , 4 are given by

fn
1 (x) := γ

(
1 − 2ω

(n)
1 (x)ω

(n)
2 (x)

)
, (A.15)

fn
2 (x) := −γ

(
ω

(n)
1 (x)

)2

, (A.16)

fn
3 (x) := 2γω

(n)
1 (x)ω

(n)
2 (x), (A.17)

fn
4 (x) := γ

(
ω

(n)
1 (x)

)2

, (A.18)

hn
1 (x) :=

(
ω

(n)
1 (x)

)′′
, (A.19)

hn
2 (x) := d

(
ω

(n)
2 (x)

)′′
, (A.20)

hn
3 (x) := γ

(
a− ω

(n)
1 (x) +

(
ω

(n)
1 (x)

)2

ω
(n)
2 (x)

)
, (A.21)

hn
4 (x) := γ

(
b−

(
ω

(n)
1 (x)

)2

ω
(n)
2 (x)

)
, (A.22)

in case of the Schnakenberg nonlinearity, and by

fn
1 (x) :=

(
−ε1γ1 − 2ε1γ2ω

(n)
1 (x) + 3ε1

(
ω

(n)
1 (x)

)2

+ ω
(n)
2 (x)

)
, (A.23)

fn
2 (x) := ω

(n)
1 (x), (A.24)

fn
3 (x) := −aω(n)

2 (x), (A.25)

fn
4 (x) := a

(
2ε2ω

(n)
2 (x) − ω

(n)
1 (x) + 1

)
, (A.26)

hn
1 (x) := d

(
ω

(n)
1 (x)

)′′
, (A.27)

hn
2 (x) :=

(
ω

(n)
2 (x)

)′′
, (A.28)
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hn
3 (x) :=

(
ε1γ1ω

(n)
1 (x) + ε1γ2

(
ω

(n)
1 (x)

)2

− ε1

(
ω

(n)
1 (x)

)3

− ω
(n)
1 (x)ω

(n)
2 (x)

)
, (A.29)

hn
4 (x) := a

(
ω

(n)
1 (x)ω

(n)
2 (x) − ε2

(
ω

(n)
2 (x)

)2

− ω
(n)
2 (x)

)
, (A.30)

when the predator-prey model is under consideration.

It is easy to see that due to (A.1), (A.4) and (A.5) the computation of the elements

of M
(n)
2 and M

(n)
3 can be reduced to the computation of terms of the form

M+1∑

i1=1

α̃m(i1)

∫ l

0

ϕi1(x)ϕi(x)ϕj(x)dx,

M+1∑

i1=1

M+1∑

i2=1

α̃m(i1)α̃m(i2)

∫ l

0

ϕi1(x)ϕi2(x)ϕi(x)ϕj(x)dx,

M+1∑

i1=1

α̃m(i1)

∫ l

0

ϕi1(x)ϕj(x)dx,

M+1∑

i1=1

M+1∑

i2=1

α̃m(i1)α̃m(i2)

∫ l

0

ϕi1(x)ϕi2(x)ϕj(x)dx,

M+1∑

i1=1

M+1∑

i2=1

M+1∑

i3=1

α̃m(i1)α̃m(i2)α̃m(i3)

∫ l

0

ϕi1(x)ϕi2(x)ϕi3(x)ϕj(x)dx,

for i, j = 1, . . . ,N. In the integrals above, the index m(i) is given by either m(i) = 2i

or m(i) = 2i − 1, depending on the term, and α̃m(i) is given by either α̃m(i) = αm(i)

or α̃m(i) = (i− 1)2αm(i) (when the second derivative is under consideration).

It is possible to compute the integrals above in closed form with the help of the

formula (A.78), which we present later in this appendix.
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Thus, going back to (A.11) again, we approximately solve the corresponding

system with the help of Gauss algorithm. We continue the computation, until one

of the termination conditions is satisfied.

Newton collocation method. Spruce budworm model. We consider the Newton step

(A.6). We evaluate the function v(n) in the collocation points xm as follows

v(n)(xm) =
N∑

j=1

β
(n)
j sin

(
jπ
xm

l

)
, m = 1, . . .N. (A.31)

In particular, we choose the collocation points as

xm =
m

N + 1
l, m = 1, . . . ,N.

Evaluating the term d
[
ω(n)

]
and the term Lv(n) in xm, we obtain

(
d
[
ω(n)

])
(xm) =: dm

= − d
(
ω(n)

)′′
(xm) − rω(n)(xm)

(
1 − ω(n)(xm)

q

)
+

(
ω(n)(xm)

)2

1 + (ω(n)(xm))
2

(
L[v(n)]

)
(xm)

= − d
(
v(n)
)′′

(xm) +


−r + 2

r

q
ω(n)(xm) +

2ω(n)(xm)
(
1 + (ω(n)(xm))

2
)2


 v(n)(xm)

Let us denote the matrices S1, K(n), S2 as follows

S1
mj := sin

(
jπ

m

N + 1

)
,

K
(n)
mj :=





−r + 2
r

q
ω(n)(xm) +

2ω(n)(xm)
(
1 + (ω(n)(xm))

2
)2 , if m = j,

0, otherwise,

S2
mj :=




dj2 π

2

l2
if m = j,

0, otherwise,
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for all m, j = 1, . . . ,N. Then Newton step (A.6) reads

(S1S2 +K(n)S1)β(n) = −d, (A.32)

where β(n) = (β
(n)
1 , . . . , β

(n)
N

)T and d = (d1, . . . ,dN)T . We find β(n) from (A.32)

with the help of Gauss algorithm. Using (A.31) again, we can construct v(n) and

eventually obtain ω(n+1). The computation continues, until one of the termination

conditions is satisfied.

A.3 Calculation of the upper bound for defect

Our aim in this subsection is to find δ which satisfies (3.18). Having computed a

highly accurate solution ωk, k = 1, 2, 3, we may hope, that the upper bound for the

defect is sufficiently small in order to satisfy (3.20).

Let us at first derive the expression
∥∥d
[
ω(k)

]∥∥2

2
. After straightforward calcula-

tions we obtain

∥∥d
[
ω(1)

]∥∥2

2
=

∫ l

0

(
−
(
ω

(1)
1

)′′
− γ

(
a− ω

(1)
1 +

(
ω

(1)
1

)2

ω
(1)
2

))2

dx

+

∫ l

0

(
−d
(
ω

(1)
2

)′′
− γ

(
b−

(
ω

(1)
1

)2

ω
(1)
2

))2

dx, (A.33)

∥∥d
[
ω(2)

]∥∥2

2
=

∫ l

0

(
−d1

(
ω

(2)
1

)′′
+ ω

(2)
1

(
ω

(2)
2 − ε1

(
γ1 + γ2ω

(2)
1 −

(
ω

(2)
1

)2
)))2

dx

+

∫ l

0

(
−d2

(
ω

(2)
2

)′′
+ aω

(2)
2

(
1 + ε2ω

(2)
2 − ω

(2)
1

))2

dx, (A.34)

∥∥d
[
ω(3)

]∥∥2

2
=

∫ l

0

(
−d
(
ω(3)

)′′ − rω(3) +
r

q

(
ω(3)

)2
+

(
ω(3)

)2

1 + (ω(3))
2

)2

dx. (A.35)

Inserting (A.4) and (A.5) into (A.33) and (A.34) one can see that the computation

of
∥∥d
[
ω(k)

]∥∥2

2
k = 1, 2 could be reduced to the computation of the integrals of the
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form

M+1∑

i1=1

· · ·
M+1∑

ip=1

α̃m(i1) . . . α̃m(ip)

∫ l

0

ϕi1(x) . . . ϕip(x) dx, (A.36)

where α̃m(i) and m(i) are defined as in the previous section and p = 1, . . . , 6. For the

computation of the expression (A.36) in closed form we apply again (A.78).

We compute some of the terms of
∥∥d
[
ω(3)

]∥∥2

2
explicitly, using the sinus summa-

tion theorem and the orthogonal property of sin
(
iπ
x

l

)
. The rest terms are handled

with numerical integration methods. In particular, we approximate these terms with

the trapezoidal rule and bound the quadrature error rigorously. We comment on this

approach later, in section A.7

In (3.18) the safe bounds for defect are required. Hence, in order to pay regard

to rounding errors, we implement all calculations in interval arithmetic, using the

interval package INTLAB [50].

A.4 Rayleigh-Ritz Method

Recall that we need to find bounds for the eigenvalues of the problems (6.1) and (6.2).

In this subsection we comment on the appilcation of Theorem 6.1 in both cases. The

eigenvalue problems of the type (6.1) occur, when we consider the spruce budworm

model. For the Schnakenberg and predator-prey model the eigenvalue problems of

the type (6.2) are under consideration.

Problem of the form (6.2). Recall that we consider a sequence of eigenvalue problems

of the form

u ∈ HB
2 (0, l), Ms(u, v) = λ

(s)N (u, v) for all v ∈ HB
2 (0, l), s ∈ [0, 1], (A.37)
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where

Ms(u, v) := (1 − s)〈−Du′′,−Dv′′〉2 + (P1(1 − s) + σβ2)〈u′, v′〉2

+ (P2(1 − s) + σβ1)〈u, v〉2 + s〈(L− µ)u, (L− µ)v〉2,

N (u, v) := β1〈u, v〉2 + β2〈u′, v′〉2,

where the constants β1, β2, P, σ, µ depend on the model.

For some linearly independent ũ1, . . . , ũN ∈ HB
2 (0, l) we define

As
0 := (Ms(ũi, ũj))i,j=1,...,N ,

A1 := (N (ũi, ũj))i,j=1,...,N .

Therefore we can approximate eigenvalue problem (A.37) in the form required for

Theorem 6.1, namely

As
0x = λ̃

sA1x. (A.38)

In the first step, in order to obtain the required approximate eigenpairs, we take as

linearly independent trial functions the ansatz functions ϕ̃1, . . . , ϕ̃M and construct

M ×M matrices As
0 and A1, where M > N . The matrices As

0 and A1 read

As
0 = (1 − s)D∆ + (P (1 − s) + σβ2)G+ (P (1 − s) + σβ1)U + sL̃

A1 = β1U + β2G,

with

D∆ij := 〈−Dϕ̃′′
i ,−Dϕ̃′′

j 〉2

=





(d2)
2 π4

2l3
( i

2
− 1)4, i = j and i is even,

(d1)
2 π4

2l3

(
i−1
2

)4
, i = j and i is odd,

0, otherwise,

(A.39)
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Gij := 〈ϕ̃′
i, ϕ̃

′
j〉2 =





π2

2l
( i

2
− 1)2, i = j and i is even,

π2

2l

(
i−1
2

)2
, i = j and i is odd,

0, otherwise,

(A.40)

Uij :=





l, i = j = 1,
l
2
, i = j > 1,

0, otherwise.

(A.41)

The matrix L̃ reads

L̃ = (〈(L− µ)ϕ̃i, (L− µ)ϕ̃j〉2)i,j=1,...,M = L1 − µ (L2)
∗ − µ̄L2 + |µ|2U, (A.42)

with

L1 = (〈Lϕ̃i, Lϕ̃j〉2)i,j=1,...,M ,

L2 = (〈Lϕ̃i, ϕ̃j〉2)i,j=1,...,M .

By a straightforward calculation we obtain

L2 = M1 +M2,

where M1 and M2 are given by (A.12) and (A.13) respectively (taken without index

n). The matrix L1 takes the form

L1 = D∆ +M4 + (M4)
∗ +M5,

where the matrices M4 and M5 are defined as

M4 :=
(
〈Cϕ̃i,−Dϕ̃′′

j 〉2
)

i,j=1,...,M
,

M5 := (〈Cϕ̃i, Cϕ̃j〉2)i,j=1,...,M .

Note that the function ϕ̃′′
j has the form

ϕ̃′′
j =

{
−π2

l2

(
j
2
− 1
)2
ϕ̃j if j is even,

−π2

l2

(
j−1
2

)2
ϕ̃j if j is odd.
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A straightforward calculation for the elements of the matrices M4 and M5 yields

M4ij = −
∫ l

0

(
d1f1(x)ϕ̃i,1(x)ϕ̃

′′
j,1(x) + d1f2(x)ϕ̃i,2(x)ϕ̃

′′
j,1(x)

+ d2f3(x)ϕ̃i,1(x)ϕ̃
′′
j,2(x) + d2f4(x)ϕ̃i,2(x)ϕ̃

′′
j,2(x)

)
dx,

M5ij =

∫ l

0

( (
f 2

1 (x) + f 2
3 (x)

)
ϕ̃i,1(x)ϕ̃j,1(x) + (f1(x)f2(x) + f3(x)f4(x)) ϕ̃i,2(x)ϕ̃j,1(x)

+ (f1(x)f2(x) + f3(x)f4(x)) ϕ̃i,1(x)ϕ̃j,2(x)

+
(
f 2

2 (x) + f 2
4 (x)

)
ϕ̃i,2(x)ϕ̃j,2(x)

)
dx,

where the functions fi(x), i = 1, . . . , 4 are defined as in (A.15)-(A.18) for k = 1 and

as in (A.23) -(A.26) for k = 2. As before, the computation of the elements of the

matrices M4 and M5 can be reduced to the computation of the integrals of the form

M+1∑

i1=1

· · ·
M+1∑

ip=1

α̃m(i1) . . . α̃m(ip)

∫ l

0

ϕi1(x) . . . ϕip(x)ϕi(x)ϕj(x) dx,

(i, j = 1, . . . ,M), (A.43)

where p = 1, . . . , 4. We derive the values for integrals above with the help of (A.78).

After the matrices As
0 and A1 are constructed, we compuite the eigenvalues and

eigenvectors of the problem (A.38). As a result of our computation we obtain approx-

imations to eigenvalues λ̃
s
1, . . . , λ̃

s
M and the eigenvectors x(1), . . . , x(M). The required

approximate eigenelements are formed as

ũi =
M∑

j=1

x
(i)
j ϕ̃j, i = 1, . . . ,M. (A.44)

In the next step we construct the N ×N (with N < M) matrices Ãs
0 and Ã1, taking

as the trial functions in As
0 and A1 the eigenelements from (A.44). The elements of
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Ãs
0 and Ã1 have the form

Ã0
s

ij =
M∑

h=1

M∑

t=1

x
(i)
h x

(j)
t A0

s
ht,

Ã1ij =
M∑

h=1

M∑

t=1

x
(i)
h x

(j)
t A1ht.

This step is implemented using the interval arithmetic. In particular, for the evalu-

ation of the expressions in (A.43) we use the interval package C-XSC [26]. Thus, we

consider the eigenvalue problem

Ã0
s
x = λ̃

sÃ1x, (A.45)

where the matrices Ãs
0 and Ã1 are the matrices with interval entries. In case, when

the dimension of (A.45) is small (n = 1, 2) the enclosure for its eigenvalues can be

obtained rather directly. When n > 2 we use the following

Lemma A.1. [23] Let A,B ⊂ C
N×N be Hermitian matrices with interval entries, and

with B positive definite for all B ∈ B. For some fixed Hermitian A0 ∈ A,B0 ∈ B

let (λ̃k, x̃k) (k = 1, . . . , N) denote approximate eigenpairs of A0x = λB0x, with

x̃
∗
mB0x̃n ≈ δm,n.

Suppose that, for some r0, r1 > 0,

‖X∗
AX−X

∗
BXΛ‖∞ ≤ r0, ‖X∗

AX−E‖∞ ≤ r1, A ∈ A,B ∈ B,

where X = (x̃1, . . . , x̃N), Λ = (λ̃1, . . . , λ̃N). If r1 < 1, we have for all A ∈ A,B ∈ B

and all eigenvalues λ of Ax = λBx

λ ∈ ∪N
n=1B(λ̃n, r), where r =

r0

1 − r1
, and B(λ, r) = {z ∈ C : |z − λ| ≤ r}.

Moreover, each connected component of this union contains as many eigenvalues as

midpoints λ̃i
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After the application of Lemma A.1 we obtain the enclosures λ̃
s
i ∈ Λs

i (i =

1, . . . , N) for the first N eigenvalues of the problem (A.38). By Theorem 6.1 we

obtain

λ
s
i ≤ λ̃

s
i ≤ sup(Λs

i ), (i = 1, . . . , N).

Problem of the form (6.1). Spruce budworm model. We consider a sequence of eigen-

value problems of the form

u ∈ HB
2 (0, l), 〈Lsu, v〉2 = λ(s)〈u, v〉2 for all v ∈ HB

2 (0, l), s ∈ [0, 1], (A.46)

where the operator Ls is given by

Lsu = −du′′ + ((1 − s)c+ sc(x))u

with the function c(x) defined as

c(x) = −r + 2
r

q
ω(x) +

2ω(x)

(1 + ω2(x))2

and c denoting its lower bound. Let us denote

As
0 := (〈Lsũi, ũj〉2)i,j=1,...,M ,

A1 := (〈ũi, ũj〉2)i,j=1,...,M .

As in the case where k = 1, 2 we take as linearly independent trial functions ũi (i =

1, . . . ,M) the ansatz function φi = sin(iπ x
l
) (i = 1, . . .M) and consider the matrix

eigenvalue problem of the form

As
0x = λ̃sA1x.

A straightforward computation results in the following expressions for As
0 and A1

As
0 = D∆ + ((1 − s)c− sr)S + 2sM6,

A1 = S,
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where

D∆ij := 〈−dφ′′
i , φj〉2 =

{
di2

π

2l
, if i = j,

0, otherwise,
(A.47)

Sij := 〈φi, φj〉2 =





l

2
, if i = j,

0, otherwise,
(A.48)

and matrix M6 is given by

M6 =

(〈(
r

q
ω(x) +

ω(x)

(1 + ω2(x))2

)
φi, φj

〉

2

)

i,j=1,...,M

. (A.49)

We compute the elements of matrix M6 with the help of the trapezoidal rule. We

comment on this computation in Section A.7.

Repeating the same steps as in the case of the problem (6.2), we find the approx-

imate eigenpairs (λ̃s
i , ũi) with

ũi =
M∑

j=1

x
(i)
j φj, i = 1, . . . ,M (A.50)

and construct the “new” N×N interval matrices Ãs
0 and Ã1. For the verified solution

of the eigenvalue problem

Ãs
0x = λ̃sÃ1x

we use Lemma A.1. Finally we obtain λs
i ≤ λ̃s

i ≤ sup(Λs
i ), (i = 1, . . . , N), with Λs

i

being the enclosure intervals for λ̃s
i .

A.5 Calculation of the matrix A2

This section is devoted to the computation of the matrix As
2 for the Temple-Lehmann

(problem (6.1)) and Lehmann-Goerisch (problem (6.2)) methods.

214



Problem of the form (6.2). In this paragraph we are going to treat the Schnakenberg

and predator-prey models. Recall from Chapter 6 that the matrix As
2 has the form

As
2ij

:=s
1

λ̃s
i λ̃

s
j

W1ij
+ (1 − s)

1

λ̃s
i λ̃

s
j

W2ij
+ (P1(1 − s) + σβ2)

1

λ̃s
i λ̃

s
j

W3ij
+

+ (P2(1 − s) + σβ1)W
s
4ij
, i, j = 1, . . . , N, (A.51)

where λ̃
s
i , i = 1, . . . , N are the approximate eigenvalues. The matricesW1, W2, W3, W4

are defined as

W1 := (〈(L− ν)ũi, (L− ν)ũj〉2)i,j=1,...,N (A.52)

W2 :=
(
〈−Dũ′′i ,−Dũ′′j 〉2

)
i,j=1,...,N

(A.53)

W3 :=
(
〈ũ′i, ũ′j〉2

)
i,j=1,...,N

(A.54)

W s
4 :=

1

(P2(1 − s) + σβ1)2
(〈H(ũi),H(ũj)〉2)i,j=1,...,N , (A.55)

where the expression H(ũi) has the form:

H(ũi) = Ms
0i
ũi

iv +Ms
1i
ũ′′i +Ms

2i
ũ′i +Ms

3i
ũi. (A.56)

In (A.52) to (A.56) ũi is chosen as in (A.44). Hence the elements of matrices W1,

W2, and W3 can be represented as

W1ij
=

M∑

h=1

M∑

t=1

x
(i)
h x

(j)
t L̃ht

W2ij
=

M∑

h=1

M∑

t=1

x
(i)
h x

(j)
t D∆ht

W3ij
=

M∑

h=1

M∑

t=1

x
(i)
h x

(j)
t Ght

with L̃, D∆ and G as in (A.42), (A.39), and (A.40) respectively. Next we continue

with the computation of the matrix W s
4 . After a straightforward calculation we
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represent W s
4 as

W s
4 =

1

(P2(1 − s) + σβ1)2

16∑

m=1

Em,

where

E1
ij :=

∫ l

0

ũivT

i MT
0i
M 0j

¯̃uiv
j dx, (A.57)

E2
ij :=

∫ l

0

ũivT

i MT
0i
M 1j

¯̃u′′j dx, (A.58)

E3
ij :=

∫ l

0

ũivT

i MT
0i
M 2j

¯̃u′j dx, (A.59)

E4
ij :=

∫ l

0

ũivT

i MT
0i
M 3j

¯̃uj dx, (A.60)

E6
ij :=

∫ l

0

ũ
′′T

i MT
1i
M 1j

¯̃u
′′

j dx, (A.61)

E7
ij :=

∫ l

0

ũ
′′T

i MT
1i
M 2j

¯̃u
′

j dx, (A.62)

E8
ij :=

∫ l

0

ũ
′′T

i MT
1i
M 3j

¯̃uj dx, (A.63)

E11
ij :=

∫ l

0

ũ
′T

i M
T
2i
M 2j

¯̃u′j dx, (A.64)

E12
ij :=

∫ l

0

ũ
′T

i M
T
2i
M 3j

¯̃uj dx, (A.65)

E16
ij :=

∫ l

0

ũT
i M

T
3i
M3j

¯̃uj dx, (A.66)
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and

E5 =
(
E2
)∗
,

E9 =
(
E3
)∗
,

E10 =
(
E7
)∗
,

E13 =
(
E4
)∗
,

E14 =
(
E8
)∗
,

E15 =
(
E12
)∗
.

In the case of the Schnakenberg model, after straightforward computation we obtain,

for the matrices in (A.56),

Ms
0i

= − 1

λ̃s
i

(
1 0
0 d2

)
, (A.67)

Ms
1i

=

(
−β1 + 1

λ̃s
i

F s
1

1
λ̃s

i

sγF2

1
λ̃s

i

sγF2 −β1 + 1
λ̃s

i

F s
3

)
, (A.68)

Ms
2i

=
4

λ̃s
i

γs

(
−F4 −F5

dF4 dF5

)
, (A.69)

Ms
3i

=

(
β2 − 2

λ̃s
i

γsF6 − 1
λ̃s

i

sF8 − 2
λ̃s

i

γsF7 − 1
λ̃s

i

sF9

2
λ̃s

i

γsdF6 − 1
λ̃s

i

sF̄9 β2 + 2
λ̃s

i

γsdF7 − 1
λ̃s

i

sF10

)
, (A.70)

where

F s
1 := 2s (γ(1 − 2ω1ω2) − Re(ν)) + P (1 − s) + σβ1,

F2 := −ω2
1 + 2dω1ω2,

F s
3 := 2sd

(
γω2

1 −Re(ν)
)

+ P (1 − s) + σβ1,

F4 := ω′
1ω2 + ω1ω

′
2,

F5 := ω1ω
′
1,
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F6 := ω′′
1ω2 + 2ω′

1ω
′
2 + ω1ω

′′
2 ,

F7 := (ω′
1)

2
+ ω1ω

′′
1 ,

F8 := γ2
(
1 − 4ω1ω2 + 8ω2

1ω
2
2

)
− 2γRe(ν)(1 − 2ω1ω2) + |ν|2,

F9 := −γ2ω2
1 + 4γ2ω3

1ω2 + γν̄ω2
1 − 2µγω1ω2,

F10 := 2γ2ω4
1 − 2Re(ν)γω2

1 + |ν|2.

In the case of the predator-prey nonlinearity, we obtain

Ms
0i

= − 1

λ̃s
i

(
d2 0
0 1

)
, (A.71)

Ms
1i

=

(
−β1 + 1

λ̃s
i

Hs
1

1
λ̃s

i

sH2

1
λ̃s

i

sH2 −β1 + 1
λ̃s

i

Hs
3

)
, (A.72)

Ms
2i

=
2

λ̃s
i

s

(
H4 dω′

1

−aw′
2 H5

)
, (A.73)

Ms
3i

=

(
β2 + 1

λ̃s
i

sdH6 − 1
λ̃s

i

sH8
1

λ̃s
i

sdω′′
1 − 1

λ̃s
i

sH9

− 1
λ̃s

i

saω′′
2 − 1

λ̃s
i

sH̄9 β2 + 1
λ̃s

i

sH7 − 1
λ̃s

i

sH10

)
, (A.74)

where

Hs
1 := 2ds

(
−ε1γ1 − 2ε1γ2ω1 + 3ε1ω

2
1 + ω2 − Re(ν)

)
+ P (1 − s) + σβ1,

H2 := −aω2 + dω1,

Hs
3 := 2s (a (2ε2ω2 − ω1 + 1) − Re(ν)) + P (1 − s) + σβ1,

H4 := d (−2ε1γ2ω
′
1 + 6ε1ω1ω

′
1 + ω′

2) ,

H5 := a (2ε2ω
′
2 − ω′

1) ,

H6 := −2ε1γ2ω
′′
1 + 6ε1

(
(ω′

1)
2
+ ω1ω

′′
1

)
+ ω′′

2 ,

H7 := a (2ε2ω
′′
2 − ω′′

1) ,

H8 :=
∣∣−ε1γ1 − 2ε1γ2ω1 + 3ε1ω

2
1 + ω2 − ν

∣∣2 + a2ω2
2,
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H9 := ω1

(
−ε1γ1 − 2ε1γ2ω1 + 3ε1ω

2
1 + ω2 − ν̄

)
− aω2 (a (2ε2ω2 − ω1 + 1) − ν)

H10 := ω2
1 + |a(2ε2ω2 − ω1 + 1) − ν|2 .

Next, combining (A.57)-(A.66) with (A.67)-(A.70) or (A.71)-(A.74), we obtain ex-

pressions for Em, m = 1, . . . , 16 as a functions of ω1, ω2, and their derivatives up to

second order, and of both components of ũi, and their derivatives up to fourth order.

Representing ω1, ω2, ũi using (A.4),(A.5) and (A.44) respectively, we can rewrite

each Em, m = 1, . . . , 16 as a combination of integrals of the form

M+1∑

i1=1

· · ·
M+1∑

ip=1

M∑

h=1

M∑

t=1

α̃m(i1) . . . α̃m(ip)β
(i)
m(h)β

(j)
m(t)

∫ l

0

φ̃i1(x) . . . φ̃ip(x)φ̃h(x)φ̃t(x) dx,

where p = 1, . . . , 8, m(i) is defined as earlier, and α̃m(i), β
(i)
m(h) and φi are given by

α̃m(i) =





αm(i),

(i− 1)αm(i),

(i− 1)2αm(i),

β
(i)
m(h) =





x
(i)
m(h),

(h− 1)x
(i)
m(h),

(h− 1)2x
(i)
m(h),

φ̃i =

{
ϕi,

ϕ′
i.

The choice of α̃m(i), β
(i)
m(h) and φ̃i depends on the term under consideration. The

integrals above can be computed in closed form with the help of the formula (A.78).

For the verified computation of this integrals we use the interval package C-XSC [26].

Hence, we compute matrix W s
4 and consequently matrix As

2 in closed form.

Problems of form (6.1) We consider

A2
s
ij = 〈Lsũi, Lsũj〉2,

for all i, j = 1, . . . , N . Due to (A.50) elements of As
2 can be represented as

A2
s
ij =

M∑

h=1

M∑

t=1

x
(i)
h x

(j)
t 〈Lsφh, Lsφt〉2.
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Let us define the following matrices:

K1ht := 〈−dφ′′
h,−dφ′′

t 〉2 =




d2h2t2

π4

2l3
, if h = t,

0, otherwise,

D̃ht :=




dh2π

2

l2
, if h = t,

0, otherwise,

M7ht :=

〈(
r

q
ω(x) +

ω(x)

(1 + ω2(x))2

)
φh,

(
r

q
ω(x) +

ω(x)

(1 + ω2(x))2

)
φt

〉

2

.

Then, by a straightforward computation, we obtain

(〈Lsφh, Lsφt〉2)h,t=1,...,M = K1 + 2K2 +K3,

where K2 and K3 are given by

K2 = ((1 − s)c− rs)D∆ + 2sD̃M6,

K3 = ((1 − s)c− rs)2S + 4s((1 − s)c− rs)M6 + 4s2M7,

with S and M6 as in (A.48) and (A.49) respectively. We compute the elements of

matrix M7 with the help of the trapezoidal rule with verified quadrature error bound

(see Section A.7).

Final remarks In order to find the lower bounds to eigenvalues for problem (6.1) we

consider the following eigenvalue problem

(Ãs
0 − ρÃ1)x = τ (As

2 − 2ρÃs
0 + ρ2Ã1)x. (A.75)

In case of problem (6.2) we consider

(Ãs
0 − ρÃ1)x = κ (Ãs

0 − 2ρÃ1 + ρ2As
2)x. (A.76)
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The matrices in the problems above are the matrices with the interval entries. There-

fore, we find the enclosure intervals for their eigenvalues by application of Lemma A.1.

In case of (A.75) we compute the enclosures τi ∈ Ti and by Theorem 6.2 estimate

λi ≥ ρ+
1

τN+1−i

≥ ρ+
1

sup TN+1−i

(i = 1, . . . , N).

In case of (A.76) by Theorem 6.3 we have

λi ≥ ρ− ρ

1 − κN+1−i
≥ ρ− ρ

1 − supKN+1−i
(i = 1, . . . , N),

with κi ∈ Ki - the enclosure intervals computed by Lemma A.1.

A.6 Integral computation formula

In the course of our numerical computations we have to evaluate expressions of the

form

M̂∑

k,m=1

N̂∑

i1,i2,...,ip=1

αkβmγi1γi2 . . . γip

∫ l

0

ϕk(x)ϕm(x)ϕi1(x)ϕi2(x) . . . ϕip(x)dx, (A.77)

where ϕk(x) = cos((k − 1)πx
l
) and p runs from 1 to 8. Due to the orthogonality

property of the functions ϕk(x), the integral above can be computed in a closed

form. Direct numerical computation of (A.77) could last long, when the expression

above has a high order complexity. Observe, for example, p = 8 and M̂ = N̂ . Then

(A.77) would have O(N̂10) complexity. Thus, in order to reduce the computation
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time, we proceed as follows

M̂∑

k,m=1

N̂∑

i1,i2,...,ip=1

αkβmγi1γi2 . . . γip

∫ l

0

ϕk(x)ϕm(x)ϕi1(x)ϕi2(x) . . . ϕip(x)dx

=
l

2p+1

∑

τ,σ1,σ2,...,σp∈{−1,1}

M̂∑

k,m=1

N̂∑

i1,i2,...,ip=1

αkβmγi1γi2 . . . γipδ(k−1)+τ(m−1)+
Pp

µ=1 σµ(iµ−1)

=
l

2p+1

∑

τ,σ1,σ2,...,σp∈{−1,1}

2M̂−2∑

I=−(M̂−1)

h(N̂−1)∑

J=−h(N̂−1)

(p−h)(N̂−1)∑

K=−(p−h)(N̂−1)︸ ︷︷ ︸
with I+J+K=0




M̂∑

k,m=1
(k−1)+τ(m−1)=I

αkβm


 ·




N̂∑

i1,...,ih=1
Ph

µ=1 σµ(iµ−1)=J

γi1 . . . γih







N̂∑

ih+1,...,ip=1
Pp

µ=h+1 σµ(iµ−1)=K

γih+1
. . . γip


 , (A.78)

where h runs from 1 to p − 1. As one can see, the complexity of (A.77) is now

sufficiently reduced. Observe, for example, p = 8, h = 4, M̂ = N̂ . Then the

resulting expression would have O(N̂5) complexity. Notice that, with the purpose of

achieving fast computation, the value of h could be adjusted accordingly.

Thus, the intergral (A.77) is computed in a closed form and within a reasonable

amount of time.

A.7 Trapezoidal rule

As we have seen earlier, while considering the spruce budworm model, we approxi-

mate some of the arising integrals with the help of the trapezoidal rule. In general,

we have
∫ l

0

f(ω(x), φi(x), φj(x))dx = Q(f) + E(f), (A.79)

where under the expression f(ω(x), φi(x), φj(x)) we understand the type of the ex-

pressions, which we obtain while computing some parts of the defect and the elements
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of the matrices M6 and M7. In particular, f depends on the numerical approxima-

tion ω and in case of matrices M6 and M7 also on the ansatz functions φi(x). Let

Nq denote the number of quadrature points xk =
lk

Nq
, k = 0, . . . , Nq − 1. Then,

according to trapezoidal rule, we have

Q(f) =
l

Nq

(
1

2
f(x0) +

Nq−2∑

k=1

f(xk) +
1

2
f(xNq−1)

)
, (A.80)

|E(f)| ≤ l3

12N2
q

‖f ′′‖∞ . (A.81)

Let us comment on the computation of the term ‖f ′′‖∞. Estimation of
∥∥f ′′

∥∥
∞

reduces to the estimation of the maximum norm of the terms containing different

combinations of ω, the derivatives of ω up to fourth order, and the derivatives of φi

up to second order. Using the Taylor expansion, we obtain the following bounds

∥∥ω(j)
∥∥
∞ ≤ max

k=0,...,M
|ω(j)(ξk)| +

1

2M

∥∥ω(j+1)
∥∥
∞ , j = 1, . . . , 4. (A.82)

where M is an arbitrary number, ξk = lk
M

, k = 0, . . . ,M . Note, that we choose M

to be large, in order to keep the term ‖ωv‖∞ small. Since the numerical solution is

given by (A.3), we have

ωv(x) =
π5

l5

N∑

j=1

αjj
5 cos

(
j
πx

l

)
, x ∈ [0, l]. (A.83)

Since | cos
(
j πx

l

)
| ≤ 1 we obtain the following bound for ‖ωv‖∞

‖ωv‖∞ ≤ π5

l5

N∑

j=1

|αj|j5. (A.84)

Finally, Nq in (A.81) should be chosen large enough in order to keep |E(f)| small.

The verified computations were performed using the interval package INTLAB[50].
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[5] B.Breuer, M.Plum, and P.J.McKenna. Multiple solutions for a semilinear
boundary value problem: a computational multiplicity proof. Journal of Differ-
ential Equations, 195:243–269, 2003.

[6] B. Breuer, J. Horak, P. J. McKenna, and M. Plum. A computer-assited existence
and multiplicity proof for travelling waves in a nonlinearly supported beam.
Journal of Differential Equations, 224:60 – 97, 2006.
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