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Abstract

Molecular electronics requires both profound knowledge of a molecule’s structure
and functionality on a surface and controlled positioning between electrodes with
nanometer-sized gaps. This thesis reports on two steps towards realizing this goal.

In the first part of this work, a detailed scanning tunneling microscope (STM)
study of two variants of oligo(phenylene ethynylene) (OPE) molecules, i.e. molecu-
lar wires up to ~5nm in length, is presented. Self-assembled arrangements as well
as single molecules on a Au(111) single-crystal surface are analyzed. The shapes
of molecular orbitals are imaged and compared to density functional theory cal-
culations. Furthermore, hybridization effects of the molecular orbitals with the
conductive surface are discussed. Atomic-resolution images of both molecules, i.e.,
direct images of their chemical structure attainable only under special conditions
by an STM, are presented as well. The side groups of both molecules are found to
exhibit a conformational switching behavior, which is analyzed in detail.

In the second part, methods of fabricating carbon nanotube nanogap electrodes
as direct contacts to these molecules are explored. First, electron-beam-induced
oxidation is shown to produce nanogaps with a very low variance in size, albeit with
a typical gap size of ~ 20 nm - too large for a single molecular wire. Subsequently, the
milling of nanogaps with a typical size of only (2.84£0.6) nm by helium-ion sputtering
is presented, which is sufficiently small to contact single molecules. Finally, first
electrical measurements of OPE molecules deposited into these nanogaps are shown
and measurements discussed in light of the preceding STM analysis, spanning a
bridge between the two parts of this work.
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1 Introduction

The field of molecular electronics strives for a better understanding of the mech-
anism of electronic transport in molecules, in order to shrink down the individual
components of an integrated circuit to the size of a single molecule. To replace all
parts of integrated circuits, the complex three-dimensional interconnects between
their functional units need to be addressed as well. Initially made from aluminum,
the industry has switched to copper interconnects [4] because of their lower specific
resistance. For electronic circuits on a molecular scale, these bulk metal intercon-
nects need to be replaced by molecular wires. The term molecular wire thereby
denotes a discrete organic molecule, resembling a wire due to its rod-like structure
and because of its intended purpose of carrying an electric current. In the litera-
ture, several variants of conjugated aromatic molecules are discussed as molecular
wires [5].

The first experiment to measure a current through a single layer of organic
molecules only was performed on fatty acid monolayers [6]. Later it was discovered
that mechanically controlled break junctions [7] can be used to contact molecules.
Through thousands of cycles of breaking the contact and re-establishing it, conduc-
tance histograms of a selected molecule can be measured [8]. Because the junction
geometry and the coupling to the molecule change with each cycle, only such a
statistical analysis is possible.

The scanning tunneling microscope (STM), invented by Binnig and Rohrer at
IBM Research Zurich in 1979 [9, 10], is based on vacuum tunneling of electrons
between a sharp tip and a surface. It allows detailed imaging and furthermore
the analysis of the electronic properties of surfaces and the molecules on top of
them. Advances in the field have led to the development of instruments operating
at cryogenic temperatures in ultra-high vacuum (UHV), allowing detailed views of
single molecules in a virtually contamination-free environment.

This work sets out to span the bridge between a detailed STM analysis of an
organic molecular wire and direct electrical measurements on it by placing it into a
device geometry. To that end, a liquid-helium cooled UHV STM was used to study
two variants of oligo(phenylene ethynylene) (OPE) molecules, molecular wires up to
~bnm in length, on a Au(111) single-crystal surface. Self-assembled structures of
both molecules as well as single molecules were analyzed at sub-molecular resolution.
Direct images of the chemical structure of the molecules could be obtained at bias
voltages in the range of the HOMO-LUMO energy gap. Spectroscopic images of the
molecular orbitals and I-V spectra were recorded and compared to density functional



theory calculations. Furthermore, a conformational switching behavior of the side
groups of both molecules was discovered and analyzed in detail. Results of the STM
study are presented in Chapter 3.

Our efforts towards directly contacting the molecules by carbon nanotube nano-
gap electrodes is presented in Chapter 4. Carbon nanotubes can be thought of as
rolled-up sheets of sp>-hybridized carbon, with their electronic properties depending
on their roll-up vector. Recently, sorting methods were devised to separate metallic
from semiconducting and eventually even single chiralities of carbon nanotubes from
each other [11]. Because of their one-dimensionality and their excellent electronic
properties as compared to a thin strip of metal of the same dimensions, metallic
carbon nanotubes are ideal electrodes for experiments on single molecules [12]. Co-
valently bridged contacts [13] as well as m-orbital-mediated bond geometries have
been reported to successfully contact single molecules [14].

However, the fabrication of these electrodes typically involves either current-
induced oxidation or lithographic cutting with an oxygen plasma. Both methods
are difficult to implement and do not have a high yield of sufficiently small gaps [14,
15]. In the course of this work, two methods for the fabrication of nanogaps in
carbon nanotubes were explored, with the goal of contacting a single OPE molecule
by inserting it into a suitably-sized nanogap.

The first method is electron-beam-induced oxidation inside a scanning electron
microscope, using the electron beam of the instrument to induce oxidation at the
focal point. This technique is covered in Sec. 4.1. Nanogaps with an average size of
20nm were produced, which were still too large as electrodes for a single molecule.
However, helium-ion microscopes recently became available, which image surfaces
by scanning a focused helium-ion beam across it. These ions sputter material as
well, and through helium-ion sputtering it was possible to manufacture nanogaps
with a size of only 2.8 nm into single carbon nanotubes. This method is presented in
Sec. 4.2. The carbon nanotubes were embedded in a device geometry, allowing first
electrical measurements on single OPE molecules deposited into these nanogaps,
which are demonstrated and discussed in Chapter 5.

To first acquaint the reader with the historical and theoretical background of
the materials and methods used in this work, they are introduced in the following
chapter. This includes oligo(phenylene ethynylene) molecules, scanning tunneling
microscopy, density functional theory, carbon nanotubes, electron-beam-induced ox-
idation and helium-ion microscopy and sputtering.



2  Materials and Methods

2.1 Oligo(phenylene ethynylene)s

Historical Background

Oligo(phenylene ethynylene)s (OPEs) are conjugated organic oligomers of successive
groups of phenylene and ethynylene. For an explanation of the nomenclature, see
Fig. 2.1. OPEs have been discussed as potential molecular wires since the beginnings
of molecular electronics in the early nineties [16, 17]. Their electronic structure is
assumed to be a conjugated n-electron system along the axis of the molecule.

Interest in OPE molecules increased when Tour et al. reported on negative
differential resistance (NDR) of a self-assembled monolayer (SAM) of amino-nitro
substituted OPE molecules between two gold electrodes [18]. The NDR effect was
attributed to a reversible electrochemical redox reaction of the molecule [19]. The
synthetic chemistry to fabricate such molecular wires has been extensively reported
on by the same group [20], and their steady involvement in the field has led to
OPE wires being referred to as Tour wires. Chemically similar conjugated organic
oligomers, such as oligo(thiophene ethynylene)s and oligo(phenylene vinylene)s are
not the focus of this work, but nonetheless they shall be mentioned here as possible
alternatives to OPE molecules [5]. Compared to them, OPE molecules have the
advantage of a rigid backbone.

Conductivity of OPEs

Although proposed as replacements for wires between active components of future
electronics, surprisingly few is still known about the electronic properties of sin-
gle OPE molecules. To isolate single OPE molecules from each other, they were
embedded in SAMs of n-alkanethiolates on a gold surface. However, it could only

a) b) c)
R—{ )R R—=T R =
n

Figure 2.1: a) Phenylene group b) Ethynylene group c¢) n subunits of an oligo(phenylene
ethynylene) (OPE).
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be determined qualitatively that their conductivity is higher than that of the sur-
rounding alkanes of equal length [21, 22]|. Statistical methods such as mechanically-
controlled break junctions (MCBJs) [8] or scanning tunneling microscope break junc-
tions have since been relied on for conductance measurements of OPE molecules.
The results are often smeared out by effects of the molecular conformation on the
conductance [23], as the measurement presents only an average over all of them.

STM break-junction data of a three-subunit OPE between two gold contacts in
solution indicate a conductance of 13nS (corresponding to R ~77MSQ) [24]. The
addition of a nitro substituent in the central phenylene group reduced this to 6 nS
(R ~167MS2). The conductance of longer OPE molecules has only recently been
the focus of research. Wang et al. reported STM break-junction measurements
of the conductance of OPEs with up to seven phenylene groups and a length of
~bnm [25]. A transition in the transport mechanism from tunneling to hopping
transport was observed at an OPE length of =~ 2.75nm. Longer OPE molecules have
been synthesized with up to 16 subunits, but only optical spectroscopy of them was
reported [26].

STM studies of OPEs

Scanning probe studies of OPE molecules in the literature are limited to self-
assembled monolayers [21, 22, 27-31] and associated STM break-junction data,
with most studies focusing on rod-like structures. While U-shaped OPEs have been
synthesized as early as 2004 by Tour et al. [32], only recently the interest of the
scientific community in shape-persistent macrocycles has sparked further research
into complex geometries: Hoger et al. have extensively reported on the synthe-
sis and characterization of linear, kinked and shape-persistent macrocycles of OPE
variants [33-35] and analyzed their varying self-assembly behavior with an STM.
Scanning probe studies of single, isolated (i.e. not embedded in an organic SAM)
OPE molecules have not been reported so far.

Theoretical Studies of OPEs

First theoretical-chemistry studies on OPE molecules aimed at explaining the ob-
served NDR effect [36]. Density functional theory calculations of an OPE with
three phenylene groups and amino-nitro substituents on the central ring revealed
that the molecular orbitals change their localization upon charging the molecule.
In a later theoretical study the rotation of the phenyl rings to each other, i.e., the
molecular conformation, was confirmed to play a central role for the molecule’s con-
duction as well [37]. Recently, the same effect was found for biphenyl molecules
with a chemically fixed twist angle between the two phenyl rings in break junction
measurements [23, 38].

The reported forms of the lowest unoccupied molecular orbital (LUMO) and
highest occupied molecular orbital (HOMO) depend on the side chains of the central
subunits as well as on the torsion angle between them. For planar configurations
(torsion angle 0°) without substituents, delocalized orbitals are observed for both the
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LUMO and the HOMO [36]'. Further theoretical studies focused on the influence
of terminal atoms [40] and of various substituents and an external electric field [39].
All of these studies were performed on molecules containing at most three phenylene
groups in the gas phase. The influence of a surface or of hybridization with metallic
contacts is crucial with regards to possible applications as a molecular wire but has
not been considered in these calculations.

2.1.1 OPE-A and OPE-B

Recently, OPE molecules have been used to integrate functional molecular electron-
ics devices contacted by carbon nanotubes (CNTs): A CNT-molecule-CNT junction
was reported by Marquardt et al., where a central dye molecule, a naphtalene di-
imide chromophore, was extended on both sides by three-subunit OPEs serving as
conductive bridges [14]. On both of its ends the molecule possessed phenanthrene
anchor groups to allow -1 coupling to the sidewall of the CNT [41, 42]. The onset
of electroluminescence of the chromophore core was observed at bias voltages larger
than 4V.

In this work, we study two similar variants of OPE molecules. As we also aimed
for transport measurements of our molecules between carbon nanotube electrodes,
the phenanthrene anchor on each end was maintained. However, the chromophore
core was not inserted, as its steric alignment is believed to be perpendicular to the
OPE rods, possibly impeding STM measurements. Two planar OPE molecules, de-
picted in Fig. 2.2, were finally selected. The one with five subunits will be called
OPE-A throughout this work, while the other one will be referred to as OPE-B.
OPE-A consists of five phenylene-ethynylene subunits, while OPE-B consists of
two two-subunit OPEs joined in the center by a bi-ethynylene group. Two hexyl
chains are attached at the phenylene groups of each subunit to promote solubil-
ity in organic solvents. While OPE-A resembles a straight wire, the integration
of the bi-ethynylene group at its center makes OPE-B resemble a junction of two
shorter wires. In the future, a functional group could be integrated at its center
without much changing the wire’s structure. Both molecules were synthesized in
the group of Prof. Marcel Mayor at the University of Basel, by Dr. Thomas Eaton
and Dr. David Munoz Torres, by performing a series of acetylene protection and
deprotection steps, similar to the molecule used by Grunder et al. [43]. Full syn-
thetic details for OPE-A can be found in the supplementary material of [1]. OPE-A
(C130H1s8) and OPE-B (Cy12Hi30) possess molecular weights of 1720.65 g/mol and
1476.23 g/mol, respectively.

!Seminario et al. do not explicitly plot the HOMO but instead repeat the calculation with the
molecule in charge state @ = —2 (two electrons removed) and show the resulting LUMO. Because
the original LUMO was delocalized over the whole length of the molecule, this measure changes
the potential evenly and should yield almost the same orbital as the HOMO of the molecule in
neutral charge state (Q = 0). Indeed, the reported shapes are identical to the HOMO and LUMO
reported by Li et al. [39] for the neutral molecule in zero electric field.
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Figure 2.2: Structure of both oligo(phenylene ethynylene)s investigated in this work. a)
OPE-A: C130H158 (172065 g/mol) b) OPE-B: 0112H130 (147623 g/mol) The conjugated
backbone consists of a) five phenylene-ethynylene subunits b) two pairs of two phenylene-
ethynylene subunits connected by two ethynylene groups. At each end of both molecules,
phenanthrene anchor groups provide the possibility of n-n coupling to the sidewall of a
carbon nanotube. The hexyl chains on each side of a phenylene group promote solubility
in organic solvents.

Fluorescence Spectroscopy of OPE-A and OPE-B

A Varian Cary Eclipse Fluorescence Spectrophotometer was used to record fluo-
rescence maps of solutions of both molecules in dichloromethane. Monochromated
light with wavelengths from 250 nm to 600 nm was used to excite the molecules and
the resulting fluorescence signal was spectrally analyzed. The background signal
originating from the solvent was separately measured and subtracted from the data.

The fluorescence maps are shown in Fig. 2.3 and Fig. 2.4 for OPE-A and OPE-
B, respectively. Both molecules show several pronounced emission peaks, with an
onset around 420 nm. For OPE-A, a wider range of excitation wavelengths is able to
excite this emission from the molecule. Horizontal slices of the data, for excitation
wavelengths of 400nm for OPE-A and 425nm for OPE-B are shown in Fig. 2.5
and Fig. 2.6. In these spectra, four peaks were identified and fitted by Lorentzians.
Under the assumption that the highest-energy peak arises from an electron-hole
pair recombination between the HOMO and the LUMO level of the molecule, the
HOMO-LUMO gaps of both molecules were extracted. The further peaks may be
transitions between other levels of the molecule or phonon replica of the HOMO-
LUMO transition.

A HOMO-LUMO gap of 2.95eV (420nm) was found for OPE-A and 2.90eV
(427 nm) for OPE-B. Lu et al. have performed ultraviolet-visible spectrophotometry
on an OPE of similar length and report a value of ~3eV [25], in agreement with
the fluorescence data.



Chapter 2. Materials and Methods 9

600 450
= 550 =
S 400 =
£ 500 <
(@)} (@)
& G
E 450 e
P 350
= 400 =
C C
9 9
S 350 300 8
2 2
L 300 LU

250 250

300 400 500 600 700 425 475 525 575
Emission wavelength [nm] Emission wavelength [nm]
O (NE— | 1

Fluorescence intensity (a.u.)

Figure 2.3: Fluorescence map of OPE-A in dichloromethane. The molecule shows an
onset of emission at rougly 420 nm, with a wide range of excitation wavelengths able to
excite this transition.
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Figure 2.4: Fluorescence map of OPE-B in dichloromethane. Similar to OPE-A, an
onset of emission at rougly 420 nm is observed, but with a narrower excitation wavelength
window.
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Figure 2.5: Horizontal slice through the fluorescence map of OPE-A in Fig. 2.3 for an
excitation wavelength of 400 nm. Assuming the highest-energy transition arises from the
HOMO-LUMO gap, an energy gap of 2.95eV can be extracted from the data.
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Figure 2.6: Horizontal slice through the fluorescence map of OPE-B in Fig. 2.4 for an
excitation wavelength of 425 nm. Assuming the highest-energy transition arises from the
HOMO-LUMO gap, an energy gap of 2.90eV can be extracted from the data.
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2.2 Scanning Tunneling Microscopy

Historical and Theoretical Background

The scanning tunneling microscope (STM), as first demonstrated by Binnig and
Rohrer in 1979 [9, 10], is based on the vacuum tunneling of electrons between two
closely spaced electrodes. The theory of STM in this chapter is reproduced from
books by R. Wiesendanger [44] and D. Bonnell [45]. A voltage is applied between a
sharp metal tip and a conductive surface, which are scanned relative to each other
in close proximity. The resulting steady-state tunneling current I between these two
reservoirs can be described in the framework of J. Bardeen [46] by

I x Z/Oo (f(Ep—eV+e)— f(Er+e€)) prip( Ep+€) psample (Er —eV +€)| M, |*de (2.1)
pov TS0

where f denotes the Fermi distribution, Fr the Fermi level and pyp and psampre the
local density of states of the tip and sample, respectively. The matrix element M,
contains their wave function overlap:
h? -

M, = ~5 (Y. V¥, — ¥, Vyr)dS (2.2)
The expression is integrated over the surface region separating the two electrodes.
M,,,, thus depends on the geometry and the electronic properties of tip and sample.
At low temperatures the Fermi distributions can be replaced by step functions and,

using the transition probability T'(e,eV) = [M,,[* the integral written as:

. /Oev peampie( B — €V + €)puan(Ep + )T (e, eV )de (2.3)
Vacuum level 1 =
Pyp
S — o
—

Density of states

Figure 2.7: Tunneling between tip and sample with a positive bias voltage V probes
the unoccupied states of the sample, given that the density of states of the tip is flat.
Gsample and ¢y are the work functions of sample and tip, respectively. Electrons at the
Fermi level Fr contribute more strongly to the tunneling current than electrons at lower
energies.
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Under the assumption of a spherical s-type tip wave function, Tersoff and Hamann
evaluated the matrix element [47, 48] and found an exponential dependence of the
tunneling conductance on the distance between tip and sample. This exponential
dependence leads to the high resolution of the STM. Using the Wentzel-Kramers-
Brillouin (WKB) approximation, one can approximate the tunneling current through
a trapezoidal barrier with:

T =exp <—2d ;me \/¢Sample +2¢tip eV — 6) (2.4)

Here m, denotes the effective electron mass, d the distance between sample and tip,
and Gsample and ¢, the respective work functions. Assuming a constant distance
and a low bias voltage, so that the change in the transition probability is negligible,
one can see that the differential conductance is directly proportional to the local
density of states of the sample, given that the density of states of the tip is flat:

eV
I / prasmte (e — €V + €)de (2.5)
0
drl
K74 X Psample( EF — €V) (2.6)

The differential conductance can be normalized by the total conductivity to make
it less dependent on the exponential relation of the tunneling current to tip-sample
separation and bias voltage [49].

Realization of an STM

Binnig and Rohrer were awarded the Nobel prize in physics in 1986 for the con-
struction of the first scanning tunneling microscope, see Fig. 2.8 for a sketch of
their setup. Since then the basic principle has not changed. A sharp metal tip
is mounted on a XY Z-piezo scanner and brought close to a surface. A voltage is
applied between the tip and surface and the tunneling current between the two is
monitored.

In this work, two different operating modes of the STM are used:

e In constant-current mode a feedback loop controls the distance between
tip and sample via the Z-piezo voltage trying to keep the tunneling current
constant. This voltage signal corresponds to the apparent height of the surface
and is recorded at each pixel to generate an image of the surface.

e In constant-height mode the feedback loop is disabled. The tip is positioned
at a fixed distance from the surface and the tunneling current is recorded while
scanning the surface.
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CU |s

M

Figure 2.8: Sketch of Binnig and Rohrer’s scanning tunneling microscope. A control unit
(CU) applies a voltage Vi between tip and sample and measures the tunneling current Jr.
A feedback loop applies a voltage V}, on the Z-piezo Pz and tries to keep the tunneling
current constant. The surface is scanned by controlling the Px and Py-piezos. The Z-
piezo voltage can be interpreted as a height signal and is used to construct an image of
the surface. Reproduced from [10].

Typically, constant-height mode allows faster imaging, because the scan speed
does not have to accommodate for the regulation delay of the feedback loop. How-
ever, it can only be used on known ”flat” areas of a sample, because the tip must not
come too close to the surface or even crash into it. Drift and creep of the Z-piezo or
drift of the sample can also lead to the tip crashing into the surface, which must be
avoided. Hence, constant-current mode is typically used for “topographic” images.

For spectroscopic measurements, the tip is placed above a region of interest and
the feedback loop is disabled. Then, the voltage is ramped while the current [ is
recorded. The differential conductance dI/dV can be directly measured by a lock-
in amplifier (LIA): A small high-frequency modulation is added to the bias voltage,
with the frequency high enough to not disturb the normal current (I) measurement.
A LIA then multiplies the I signal with the original modulation and integrates
the resulting signal over a couple of cycles. When the phase shift between the
modulation of the original signal and the recovered signal is zero or 180 °, the output
signal is maximized and is proportional to the slope of the [ signal at a given bias
voltage. Components of the I signal that are out of phase or at other frequencies are
attenuated, which is why LIAs are known as phase-sensitive detectors. They allow
measurements in noisy environments because they are essentially band-pass filters
and only susceptible to noise around their oscillation frequency. Typical devices
contain an adjustable phase shifter for control of the phase delay of one of the
signals before multiplication.

STMs can operate in air or in vacuum. Typically, vacuum conditions are pre-
ferred, as surfaces accumulate dirt in atmospheric conditions or even oxidize immedi-
ately. Furthermore, vacuum systems allow measurements at cryogenic temperatures
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(avoiding condensation) as well as high temperatures (avoiding oxidation, if not of
the surface, then of surrounding materials).

In this work, a liquid-helium cooled STM in an ultra-high vacuum was used for
all measurements. The home-built STM was designed by Prof. Dr. Wulf Wulfhekel
and Dr. Maya Lukas and jointly assembled in our research group. As STM tips a
tungsten wire prepared by the method described in [50] was used.

2.2.1 Atomic Resolution Imaging

Since its invention, the STM has been capable of resolving surfaces at atomic resolu-
tion. However, atomic resolution imaging of individual adsorbed molecules seemed
to be out of reach, because the topographic contrast of the STM is based on the local
density of electronic states, i.e., the molecular orbitals, which need not be correlated
with a molecule’s chemical structure. Indeed, on conductive surfaces the molecular
orbitals can hybridize with the surface states and thus only a convolution of many
orbitals can be imaged, smearing out the details of individual orbitals. Repp et al.
showed in 2005 that a thin insulating layer, e.g., a few layers of NaCl on copper,
inhibit this hybridization and allow a clear image of the HOMO and the LUMO
of a pentacene molecule to be recorded [51]. Using this technique, the HOMO and
LUMO of naphthalocyanine and methylterrylenes molecules could be directly im-
aged [52, 53]. The lateral resolution of the images could be improved by modifying
the STM tip to end in a carbon monoxide molecule or an organic molecule itself [51,
54].

Recently, both non-contact atomic force microscopy (ncAFM) [55, 56] and scan-
ning tunneling hydrogen microscopy [57] (STHM) have been reported to achieve
atomic resolution of single organic molecules, i.e., direct images of the chemical
structure. In both cases a modification of the tip is critical: For ncAFM, a carbon
monoxide molecule is picked up, whereas for STHM a hydrogen atom is brought
between tip and molecule. The underlying contrast mechanism may be Pauli re-
pulsion in both cases [55, 58]. So far, STHM data has only been reported for
3,4,9,10-perylene-tetracarboxylic dianhydride (PTCDA) monolayers and pentacene
molecules on Au(111) [57-59]. For STHM on PTCDA, a favorable interaction of a
hydrogen atom at the apex of the STM tip with the molecule has been proposed as
the cause of the resolution enhancement [60].

2.2.2  The Au(111) Surface

To image molecules with an STM, they need to be placed on a conductive, atomically
clean and flat surface. Hence, for STM measurements at cryogenic temperatures, a
gold single crystal was used in this work. The surface had been cut perpendicular
to the (111)-direction to a precision better than 0.1°. The Au(111) surface exhibits
a surface reconstruction, in which the topmost layer is compressed to contain more
atoms per layer than the bulk material [61]. The 22 x v/3 unit cell contains 46 atoms,
which occupy 44 bulk-like positions [62, 63]. This leads to a varying stacking order
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Figure 2.9: A clean Au(111) surface. a) The size of the terraces depends mainly on
the miscut angle of the crystal and its preparation. b) Closer view of the herringbone
reconstruction. The transition region appears brighter than the small hep and larger fec
regions. Examples of “elbow” sites are indicated. Domains of the reconstruction meet at
an angle of 120°. ¢) Top view onto the first two layers of the Au(111) reconstruction. The
unit cell is indicated. Adapted from [67]. STM parameters: a) I = 50pA, V = 1.8V b)
I =200pA, V =15V.

from hexagonal close packing (hep) to face-centered cubic packing (fec) across the
surface, with transition regions in between.

Clean gold crystal surfaces can be prepared by several cycles of argon-ion sput-
tering and annealing at 500 °C in ultra-high vacuum [64, 65]. An STM image of such
a clean gold surface can be seen in Fig. 2.9. The size of the (111)-direction terraces
mainly depends on the miscut angle of the crystal and the preparation. The step
edges have a height of 2.35 A. A closer view of one terrace can be seen in Fig. 2.9b,
where the reconstruction is clearly visible. The bright lines are the transition re-
gions between fcc and hep stacking. The fcc regions are larger in size than the hep
regions [61]. Domains of the reconstruction have an angle of 120 ° to each other and
distribute the elastic stress evenly across the surface [62, 66]. This reconstruction is
known as the herringbone reconstruction because of its characteristic appearance.

Scanning tunneling spectroscopy [68] as well as potential landscape mapping [69]
agree on the electron binding energies of the gold surface: At the ”elbow” sites it
is weakest, followed by the fcc, then the hep, then the transition regions. We will
later see how this translates into preferred surface sites of adsorbed molecules.
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2.3 Density Functional Theory

The electronic structure of a quantum system is governed by the many-particle
Schrédinger equation. For an N-electron system in the Born-Oppenheimer approx-
imation, where the position of the positively charged nuclei are seen to be fixed, it
reads:

i(——vz)+ZVn+ZU 7)) | U= Ev (2.7)

1<)
e Y - N -
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T is the kinetic energy, V the potential of the positively charged nuclei and U the
electron-electron interaction energy. The wave function ¥ depends on 3NN spatial
coordinates, which causes the computational effort to increase quickly for systems
with many electrons. Density functional theory (DFT) is an alternative approach to
directly solving the Schrédinger equation to find the ground state of such a system.
The Nobel Prize in Chemistry 1998 was awarded to Walter Kohn and John Pople for
their work on DFT and computational methods in quantum chemistry. The theory
of DFT in this chapter is reproduced from Kohn’s Nobel lecture [70] and from a
review by K. Capelle [71]. DFT is based on the Hohenberg-Kohn theorem [72],
which states that the ground-state ¥y of an N-electron system can be described in
terms of its electron density ny(7):

no(7) = N / / / d*Nr U, (2.8)

The ground-state wave function hence becomes a functional of its electron density:

To find the ground state, its energy has to be minimized, given by:
Eo = <W[n0]|T +V U|\If[n0]> (2.10)

To do this, one solves for N non-interacting single-electron wave functions ¢;, satis-
fying the Kohn-Sham equations [73]:

(_ 27?; + %H(m) ¢i(T) = €ii(T) (2.11)

with the effective single-particle potential Vog given as:

V@ = V() + [ S 4300 4 Vi) (2.12)

7 — ]

These single-electron wave functions ¢;(7) are the orbitals that reproduce the total
electron density of the original many-body system:
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Vxc is called the exchange-correlation potential and includes all many-particle inter-
action effects. As the Kohn-Sham equations depend on the effective potential, which
in its turn depends on the electron density given by the solutions of the Kohn-Sham
equations, the equations are usually solved in an iterative, self-consistent manner.

With the exception of a free electron gas, typically the exact form of the exchange-
correlation potential is not known. However, established methods (functionals) exist
for approximating it, which reproduce the physical properties of various real-world
systems in calculations well. Local methods use only the electron density (e.g. Local
Density Approximation (LDA)), whereas gradient-corrected methods also depend
on its gradient (e.g. Generalized Gradient Approximation (GGA)). Exchange- and
correlation-energy functionals are typically named after their inventor(s). The two
functionals used in this work are:

e the BP86 (Becke-Perdew-1986) functional, which combines the gradient-
corrected exchange functional of Becke [74] with the gradient-corrected corre-
lation functional of Perdew [75].

e the BBLYP (Becke, three-parameter, Lee-Yang-Parr) [76] functional,
which is a so-called hybrid functional.

Hybrid functionals combine exchange energies which have been calculated in an
exact manner (Hartree-Fock energies, Fi¥) with exchange and correlation function-
als from other sources. The B3LYP functional combines the exchange functional
of Becke, E¢YA| with the correlation functional of Lee, Yang and Parr, ESS* [77].
The coefficients of the functionals are the three parameters:

ERINP — ELDA L0 o( EHF _ pLDAY L0 72( ESOA — EXPA)10.81(ESSA — EEPA) (2.14)

EEXPA and EEPA are local-density approximations of the exchange and correlation
functionals of Vosko, Wilk and Nusair [78].

Often, molecular orbitals are constructed from a linear combination of atomic or-
bitals in DF'T calculations. A basis set provides the parameters for the construction
of atomic orbitals of each element out of primitive Gaussian orbital functions:

ng,k = Naiy/zre P (2.15)

with 72 =2 + 3y + 22 (2.16)

Two different basis sets are used for the calculations in this work:
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e In the 6-31g™* [79] basis set, inner shell orbitals are constructed from a linear

combination of six primitive Gaussians. The two valence orbitals are formed by
a linear combination of three and one Gaussian orbitals, respectively, making
it a so-called split-valence basis set. The X-YZg(*) notation was introduced
by John Pople in 1971 [80]. The * indicates that a polarization function is
added to the valence orbitals, allowing for an angular dependence (except for
hydrogen atoms).

The def-SVP basis is a standard basis set in the DF'T community, defined for
most of the elements of the periodic table. Being a split-valence basis set with
polarization functions, it is similar to the 6-31g* basis set, however, it also
contains polarization functions for hydrogen atoms. The basis set parameters
were taken from Schéfer, Horn and Ahlrichs [81] for hydrogen and carbon, and
from Eichkorn, Weigend, Treutler and Ahlrichs [82] for gold.
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2.4 Carbon Nanotubes

Historical and Theoretical Background

Carbon nanotubes (CNTs) were discovered in 1991 by lijima in Japan [83]. They
can be regarded as a rolled-up graphene ribbon, which is a single layer of graphite.
Graphene was first hypothesized by Wallace in 1947 [84] and first observed by Hans-
Peter Bohm in 1962 [85]. Its full potential was only realized much later, when it
was rediscovered in 2004 by Geim and Novoselov [86]. Graphite layers are carbon
atoms arranged in a hexagonal ("honeycomb”) lattice. They can be described by a
two-atom basis and the lattice vectors

L G [ 3 L O (3
a1 =~ <\/§) and dy = 5 (_\/§>, (2.17)

with the carbon-carbon bond length a.. = 1.42 A. Carbon has four valence orbitals,
2s and 2pxy,. The orbitals in plane with the graphene layer are hybridized into
sp?-bonds. The p.-orbital remains perpendicular the graphene sheet. The atomic
structure of a single-walled nanotube (SWNT) can be fully described by a chiral
vector and its length. The chiral vector defines the roll-up direction of the graphene
sheet, and is therefore a linear combination of the graphene basis vectors:

Con = ndy + mas. (2.18)
The chiral vector runs along the circumference of a carbon nanotube, and its length
is related to the diameter of a tube by:

d

= Cal = \/§accx/n2—|—nm+m2. (2.19)
s T

One specific type of nanotube chirality is referred to by its (n,m) tupel. (n,0)
tubes are known as zig-zag tubes and (n,n) tubes as armchair tubes, because of the
resemblance of the shortest possible path following nearest-neighbor atoms along
the circumference. See Fig. 2.10 for a graphical representation of the chiral vector
on a sheet of graphene and atomic structures of a zig-zag, an armchair and a chiral
CNT.

To a first approximation, the electronic properties of CNTs can be derived from
the electronic properties of graphene. Fig. 2.11 shows the calculated band structure
of graphene from a tight-binding approach. The bonding and antibonding o-bands
are separated by a large energy gap and lie far away from the Fermi level. However,
the bonding and antibonding n-bands cross the Fermi level at the K-point. The
Fermi surface thus consists of the six K-points at the corners of the first Brillouin
zone, making Graphene a semimetal. The dispersion relation is linear around the
K-point, i.e. it forms a so-called Dirac cone because the charge carriers behave like
massless Dirac fermions. This leads to a number of interesting electronic and optical
properties, for a review, see e.g., Bonaccorso et al. [88].
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Figure 2.10: a) Illustration of the roll-up vector (chiral vector) of a (5,3) CNT. (n,m)
denotes multiples of the graphene basis vectors. The chiral angle 6 between éch and d is
also indicated. b) Atomic structure of a zig-zag (0 = 0), armchair(¢ = 30°) and a chiral
nanotube. Adapted from [87].
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Figure 2.11: a) Band structure of graphene. Bonding and antibonding o*-orbitals are
separated by a large energy gap. Bonding n- and antibonding n*-orbitals cross at the
K-point. Adapted from [87]. b) 3D view of the band structure, highlighting the Dirac
cone at a K-point. The dispersion relation is linear around this point. From [89].
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Figure 2.12: Graphene dispersion relation near the K-point overlaid with the allowed
states for a) a metallic carbon nanotube and b) a semiconducting carbon nanotube as
derived from the zone-folding model. Adapted from [87].

To derive the band structure of CNTs, the zone-folding approximation is used:
The allowed k-vectors along the circumference of the tube are confined and have to

fulfill the Bloch condition [87]:

Wi(7'+ Ca) = () = () (2:20)
& k- Cy =27l (2.21)

The projection of the allowed k-vectors for a CNT onto the Brillouin zone of
graphene gives the band structure as slices through the original graphene band
structure. If the K-points lie on one of these lines, the nanotube is metallic, oth-
erwise it is semiconducting. See Fig. 2.12 for this projection for a metallic and
a semiconducting CNT. If we insert the coordinates of one of the K-points into
Eq. 2.21, we get

2r 2
0, ——— | - (naj + may) = 2xl 2.22
(0.27-22) - (udi + may (222)
9
N g(n —m) = 27l (2.23)

This is fulfilled for n — m = 3[. Consequently, two thirds of all possible nanotubes
are semiconducting and one third is metallic. Common synthesis methods always
yield a mixture of different chiralities.

2.4.1 Synthesis of Carbon Nanotubes

Typical methods of carbon nanotube synthesis include chemical vapor deposition
and methods that rely on the sublimation of carbon atoms in an inert gas atmosphere
or in vacuum:
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e Chemical vapor deposition growth of carbon nanotubes is based on the
decomposition of a carbon precursor into nanotubes with the help of a cata-
lyst [90]. Typical metal catalysts are iron, nickel, cobalt or molybdenum and
the growth can happen either on a surface or in a gas atmosphere at temper-
atures <1000°C. A typical precursor gas is methane, but others can be used,
too.

e The high temperature of an arc discharge between two graphite electrodes in
an inert gas atmosphere can lead to the sublimation of graphite. The growth
of CNTs then starts at catalyst particles that were mixed into the graphite
electrodes [91].

e For pulsed laser vaporization [92], a graphite target with catalysts is hit
by an energetic laser pulse. Carbon sublimates and eventually forms carbon
nanotubes at catalyst particles. All reaction products are collected on a filter
paper downstream of an inert gas flow.

The choice of catalyst influences the growth speed, the required temperature and
the resulting diameter and length distributions of the carbon nanotubes. However,
not only single-walled carbon nanotubes are formed. Multi-walled tubes, fullerenes,
graphene flakes and amorphous carbon are produced as well and have to be removed.
For a detailed review of common synthesis techniques see [93].

2.4.2 Preparation of Nanotube Suspensions

For the fabrication of nanogaps by electron-beam-induced oxidation, the carbon
nanotube suspensions were prepared by Dr. Frank Hennrich. The CNTs were pro-
duced by pulsed laser vaporization (PLV) as described in the previous section. To
filter out amorphous carbon and other large impurities, the soot caught in the filter
paper was first washed in dimethylformamide three times and then centrifuged. The
supernatant was collected and the nanotubes were subsequently dispersed in water
by sonication in 1 weight/volume% (w/v %) sodium cholate and then sorted by col-
umn chromatography, by the method described in [11]. Fractions of metallic single-
walled carbon nanotubes (mSWNTSs) with a diameter distribution of (1.24+0.2) nm
and a length of (1 £0.5) um were selected.

The carbon nanotubes used for helium-ion sputtering of nanogaps were pre-
pared by Dr. Benjamin S. Flavel. CNT material from PLV was sorted by S-200 gel
filtration [94] and further purified by density-gradient ultracentrifugation (DGU).
Typically 10mg of raw CNT material was suspended in 15ml HoO with 1wt.%
of sodium dodecyl sulfate (SDS) using a tip sonicator (Bandelin, 200 W maximum
power, 20kHz, 100ms pulses) for 2h at ~20% power for an initial suspension.
During sonication the suspension was cooled by a 500 ml water bath. The resulting
dispersion was then centrifuged with ~100.000¢ for 1.5h and carefully decanted
from the pellet which was formed during centrifugation. The centrifuged CNT sus-
pension was used as the starting suspension for gel filtration fractionation. Gel
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filtration was performed in a glass column of 20 cm length and 2cm inner diame-
ter. After filling the glass column with the filtration medium, the gel was slightly
compressed to yield a final height of ~14cm. For the separation, ~10ml of the
initial suspension was applied to the top of the column and subsequently a solution
of 1wt. % SDS in HyO as eluant was pushed through the column with compressed
air by applying sufficient pressure to ensure a flow of &~ 1ml/min. After ~10ml
of this eluant had been added most of the mSWNTs had moved through the col-
umn, whereas the semiconducting CNTs remained trapped in the upper part of
the gel [94]. The mSWNTs were collected and used for DGU, to remove defected
mSWNTs and any additional carbonaceous species present. Ultracentrifugation was
performed in 20 wt.% iodixanol and 1 wt.% SDS in H,O. mSWNTs with a diameter
distribution of (1.2 + 0.2) nm were selected.

2.4.3 Dielectrophoresis of CNT's

Dielectrophoresis was first described in 1951 [95] and is the motion of a dielectric par-
ticle in an inhomogeneous electric field. It is based on induced multipolar moments
and hence does not require the particle to be charged. The magnitude of the force
depends on the size, shape and orientation of a particle, its dielectric environment
and its polarizability.

If a nanotube is considered as a rod-like particle, it will orient itself along the
field lines in a given inhomogeneous field because of the dielectrophoretic torque it
experiences. The time-averaged dielectrophoretic force perpendicular to these field
lines acting on a nanotube in suspension can be written as [96]:

*
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Here, [ is the length, d the diameter and L the depolarization factor of the nano-
tube. The latter is of the order of 107°. The term in brackets is called the
Clausius-Mossotti function and contains all frequency-dependent parts of the di-
electrophoretic force. € and ¢ are the complex permittivities of the nanotube and
the liquid, respectively:

% .01

€ = o1 — 1~ (2.25)
For metallic carbon nanotubes, the dielectric constant and the conductivity are
usually both higher than for the surrounding liquid. Hence, the tubes always expe-
rience a positive dielectrophoretic force, i.e. a force towards higher field strengths.
For semiconducting nanotubes, a cross-over in the force direction depending on the
frequency was found and dielectrophoresis was considered as a way of sorting nano-
tubes by electronic type [97]. Nowadays, other sorting methods have proven more
reliable and dielectrophoresis is mostly used as an assembly technique [98, 99], as it

is in this work, too.
An alternating electric field is applied between two electrodes and a drop of
nanotube solution is placed over them. Eventually, the nanotubes orient themselves
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Figure 2.13: Dielectrophoresis for CNT device assembly. A drop of CNT solution is
placed over electrodes which have an alternating electric field applied between them. Each
tube experiences forces due to its polarizability and orients itself along the field lines.
Metallic CN'Ts exhibit positive dielectrophoresis, meaning they will always be driven to-
wards higher fields, and hence are placed on top of the contacts.

in parallel to the electrodes and place themselves between them, if the dimensions
of the electrodes and the deposition parameters (voltage, frequency) are chosen
appropriately [100].

2.4.4 Electron-Beam Lithography

Electron-beam lithography (EBL) was used for the fabrication of metallic contacts
on several types of substrates. It is an established method and therefore it will be
described only shortly. An illustration of the processing steps is shown in Fig. 2.14.

A sample is first spin-coated with a suitable resist. Poly(methyl methacrylate)
(PMMA) is an industry standard and was used in different formulations. The desig-
nation PMMA 950K A4.5, e.g., indicates that polymer chains with an average weight
of 950 kDa are dissolved in anisol with a concentration of 4.5 weight /volume,%. The
weight (length) of the polymer chains influences the sensitivity, whereas the sol-
vent and concentration influence the layer thickness. If not specified otherwise,
PMMA 950K A4.5 was used. With a spin-coating speed of 5000 rpm, the resulting
film thickness is ~ 200 nm.

Photoresist layers are baked after spin-coating in a hot-air oven at 165°C for
30 min to facilitate crosslinking of the polymer and to evaporate any solvent residue.
For an electron exposure dose of ~ 360 uC/cm? at 30kV, PMMA is a positive resist,
i.e. its solubility in the developer increases with increasing dose. This means a
positive (not inverted) pattern of the desired structure has to be exposed. After
the exposure, a 1:3 mixture of methyl isobutyl ketone (MIBK) in isopropanol was
used for the development. Samples are submerged in the mixture for 30s, then
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a) Exposure b) Development c) Metal deposition d) Lift-off
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Figure 2.14: Process flow of electron-beam lithography. a) Electron-beam exposure of
the resist layer. Typically, one or two layers of poly(methyl methacrylate) (PMMA) were
used. b) Development of the resist in a 1:3 mixture of methyl isobutyl ketone (MIBK)
in isopropanol. Exposed parts of the resist are removed. ¢) Metal is sputtered onto the
sample, covering the resist and the exposed parts of the substrate. d) Acetone or n-
methyl-2-pyrrolidone (NMP) are used to strip the resist layer together with the unwanted

metal.

rinsed with isopropanol and blow-dried. The developer removes the exposed part
of the resist. Before further processing, samples are again baked in an oven for
30min at 90°C, to harden the photoresist and evaporate any solvent residue from
the development.

To fabricate metallic structures, the sample is then coated with the desired metal.
In our case, sputter deposition of metals is employed. In a vacuum chamber, an
argon plasma is ignited and acts on a metal target to eject atoms or clusters from
its surface, which are then deposited on the sample. This leads to a uniform metal
coverage of both the unexposed resist and the substrate surface. To finally lift off the
parts of the resist with the metal on top, acetone or n-methyl-2-pyrrolidone (NMP)
are used. Both can be heated up to 60° (acetone) or 100° (NMP) to increase their
effectiveness. When all undesired metal has come off the sample, it is again rinsed
with isopropanol and blow-dried.
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2.5 Electron-Beam-Induced Oxidation

Historical Background

Stewart noted in 1934 that metal surfaces inside vacuum tubes become discolored
after exposure to electron or ion beams [101]. They are eventually covered with a
carbon film, which is deposited from residual gas inside the vacuum tubes. To this
day, hydrocarbon deposition on samples under ion/electron bombardment is a con-
cern in electron microscopy. Christy published a quantitative analysis of the effect
in 1960 [102]: He found that the deposition rate of polymer films under electron
radiation in vacuum was proportional to the partial pressure of silicone pump oil in
the chamber and the beam current density. In 1976, the first deliberate use of such
a pattern as a mask for metal evaporation was reported [103], termed contamina-
tion lithography [104]. From then on, the advancements in charged particle beam
induced deposition and etching were driven by the needs of the growing semicon-
ductor industry. With the advent of focused ion-beam (FIB) instruments, valuable
photomasks could be analyzed and repaired in-situ [105]. While the ion beam allows
sputtering of material, the introduction of selected organometallic precursor gases
into the microscope chamber enables local deposition of material [106, 107]. On the
other hand, the introduction of reactive gases into the FIB chamber was found to in-
crease sputtering rates for some materials [108]. Nowadays, gas-assisted deposition
precursors and etching gases have been developed for many materials [109].

Deposition of material and etching activated by a charged-particle beam are
similar processes: In both cases a precursor molecule is introduced into a vacuum
chamber at a controlled rate. It covers the sample surface according to the Langmuir
adsorption equation:

aP
e =
1+ aP

(2.26)

© denotes the fractional coverage of the surface, P is the pressure and « a factor that
depends on the molecule’s sticking coefficient and the temperature. A higher sticking
coefficient leads to a higher surface coverage. A higher temperature typically leads
to an increase of desorption and hence lower surface coverage. A charged particle
then interacts with an adsorbed molecule. For deposition processes, the molecule
undergoes a dissociation into a volatile and a non-volatile product. Non-volatile
products remain on the surface and constitute the deposited material. Volatile
products desorb and are pumped from the chamber. An illustration of electron-
beam-induced etching is shown in Fig. 2.15. Reactive species are created by the
interaction of the adsorbed gas molecules with charged particles. These species then
react locally with the surface and form volatile compounds, which are eventually
pumped from the chamber after desorbing.
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Figure 2.15: Scheme of electron-beam-induced etching. Precursor molecules cover the
surface uniformly due to adsorption and thermal desorption. An electron beam activates
the molecules and reactive species then combine with surface molecules, forming volatile
compounds. These are eventually pumped from the system after desorption from the
surface.

2.5.1 The Electron Microscope

With the invention of the electron microscope in 1932 by Knoll and Ruska [110] and
subsequent refinements by von Ardenne [111], the interaction of charged particle
beams with matter and surfaces of different kinds was studied. Already in 1940
von Ardenne realized that an electron beam with an acceleration voltage in the
kilovolt range causes different kinds of low-energy electron radiation to leave a sur-
face. What he called "nutzbare Strahlung” (usable radiation), later became known
as type-1 secondary electrons (SE1). These are created by the primary beam at or
near its point of entry. In addition, elastic scattering in a sample causes backscat-
tered electrons (BSE) to escape the surface from a radius much larger than the SE1
electrons. Furthermore, backscattered electrons in turn create secondary electrons
when passing the surface, which are known as type-2 secondary electrons (SE2). Von
Ardenne called BSE and SE2 electrons ”schéidliche Strahlung” (harmful radiation),
because these decreased his imaging resolution.

Secondary electrons are produced by inelastic collisions of the primary electrons
with weakly bound outer-shell valence electrons (in semiconductors and insulators)
or conduction electrons (in metals) [112]. The typical energy distribution of electrons
emitted from a surface that is hit by primary electrons of energy Fpg is depicted in
Fig. 2.17. Electrons with energies below 50 eV are usually called secondary electrons,
whereas electrons with higher energies are identified as backscattered electrons.

Only the secondary electrons that escape the sample can be detected. The
typical escape depth of secondary electrons in insulators is below 10 nm, down to a
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Figure 2.16: Types of secondary electrons created by an impinging charged particle
beam. Type-1 secondary electrons (SE1) escape the surface from the primary point of
impact of the beam. Backscattered electrons (BSE) stem from elastic scattering. Type-2
secondary electrons (SE2) are in turn created by backscattered electrons. BSE and SE2
electrons are not differentiated in this illustration. From [111].
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Figure 2.17: Energy distribution of electrons emitted from a surface impinged by primary
electrons of energy Epp. From [112].
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few nanometers for metals. In silicon oxide, the escape depth is around 8 nm [113].

2.5.2 Electron-Beam-Induced Oxidation of Carbon

For many molecules, dissociation and/or ionization cross section data in the gas
phase are not readily available. To further complicate the matter, molecules on
surfaces may have entirely different cross-sections due to catalytic effects of the
surface (increasing the cross section) or fast surface relaxation processes that are not
possible in the gas phase (decreasing the cross section). So, apart from the scarce
data on gas-phase electron-impact cross-sections for relevant molecules, equivalent
data for adsorbed molecules are also rare [109].

In this work, oxygen is used for EBIO of carbon nanotubes. It was reported
that multi-walled carbon nanotubes and sputtered carbon thin films are etched by
its reactive species [114-116]. Direct knock-on damage by primary-beam electrons
can be excluded as the etching mechanism, as the threshold for carbon nanotubes
is 86 keV [117], much higher than the electron energies in a typical SEM. Reactive
species of molecular oxygen include oxygen molecules in an excited state, ionized
oxygen atoms and ozone. Cross-sections for electron impact with oxygen molecules
are in the range of 0.01 (dissociation) to 1 A? (ionization) for electrons with kinetic
energies in the range of ~5eV to several keV, see Fig. 2.18 for a review of the
available data. From the data it is clear that secondary, backscattered as well as
primary-beam electrons could be driving EBIO of carbonaceous compounds in an

SEM.



30

2.5. Electron-Beam-Induced Oxidation

1
10° 4
-
=<
c 10"+
je]
k3]
[}
N
7
o 1024
O F
- <
- <
4 <
|
<
-
:Eq

..I. | ]
X
.I..tV"V"“ MRGS X o o
| ]

el

) v v L] v v L]
FI...

lonization of molecular oxygen
= Rapp, Golden (1965) e Schram (1965)
lonization of atomic oxygen
Kim (2002) v Thomson (1995) Zipf (1985)
Dissociation of molecular oxygen
< Rapp, Briglia (1965)

10

100 1000 10000
Electron energy [eV]

Figure 2.18: Cross-sections for ionization of atomic and molecular oxygen, as well as dis-
sociaton of molecular oxygen by electron impact. Data from: Rapp, Golden (1965) [118],
Schram (1965) [119], Zipf (1985) [120], Thompson (1995) [121], Kim (2002) [122], Rapp,

Briglia (1965) [123).
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2.6 Helium-Ion-Beam Lithography

2.6.1 Ion Beam - Sample Interaction

The Zeiss Orion Plus helium-ion microscope (HIM) used in this work allows imag-
ing similar to a scanning electron microscope, except for a helium-ion beam being
scanned over the sample. Ion optics focus and scan this beam across a sample sur-
face, similar to the electron optics in an SEM. The ions are accelerated with fields
up to 35kV, similar to the field strengths used in SEMs. The interaction of the ion
beam with a sample can be quite complex. As long as their kinetic energy is high
(> 3keV), the ions mostly lose their energy by inelastic collisions with the electron
shells of atoms in the sample [124]. These collisions produce secondary electrons
along the paths of the ions. Close to the surface, the secondary electrons can escape
the sample and are detected in the chamber. The mass mismatch between helium
ions and electrons minimizes the beam spread caused by these inelastic collisions,
compared to the primary-electron beam of a SEM [125].

Due to the small convergence angle of the beam on the sample, the depth of
field of HIM images is large compared to SEM images. The favorable shape of the
interaction volume of helium ions compared to primary electrons in a conventional
SEM leads to an improved resolution [124, 126, 127]. For a comparison of trajectories
of 35kV helium ions and 1kV electrons with a similar surface sensitivity into a silicon
oxide layer, see Fig. 2.19. The region where secondary electrons are generated close
to the surface and eventually escape and reach the detector is smaller in the case of
impinging helium ions.

Deeper in the sample, once the kinetic energy of the ions has been reduced,
interactions with nuclei become dominant and the ions are eventually thermalized.
Elastic collisions with the nuclei can lead to backscattered ions escaping from the
sample, which can also be detected with an ion detector. Very thin samples also
allow the transmission of ions. An illustration of an HIM is shown in Fig. 2.20.

The Gas Field Ion Source

The helium-ion source in the instrument relies on the principles of the field ion
microscope, which was postulated by Miiller in 1951 [129] and later realized in 1955
by him and Bahadur [130]. Tt was the first imaging technique with atomic resolution.
A sharp metal tip is cooled to cryogenic temperatures in a low-pressure inert-gas
atmosphere. A high voltage is then applied between the tip and an extractor plate.
Neutral gas atoms are drawn to the tip surface via the polarization effect of the
strong field. After thermalization, they are ionized by the tip and accelerated away
by the field, perpendicularly to the surface. Detection of the ions on a photoplate
shows a magnified view of the tip, with clearly distinguishable surface atoms.

A proprietary process was invented by the ALIS corporation in 2006 to form the
tip of a tungsten rod into a three-atom configuration [128]. This trimer configuration
is sufficiently stable to be used as a gas field ion source for hours until it has to be
rebuilt. A field ion image of the tip of such a source is shown in Fig. 2.21.
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Figure 2.19: a) Near-surface trajectories of 20000 35kV helium ions into silicon oxide.
Plotted is the ion implantation distribution in the target. Calculated with SRIM (Stopping
and Range of Tons in Matter) (http://www.srim.org). b) Near-surface trajectories of 1kV
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Figure 2.20: Scheme of a helium-ion microscope. Adapted from [128].
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Figure 2.21: Field ion microscopy image of a gas field ion source in a helium-ion micro-
scope. The emission from a trimer as well as from a defect atom in the tip’s structure can
be identified. The ion emission from the hexagonally ordered underlying layer is much
weaker than of the atoms at the apex.

2.6.2 Ion-Beam Lithography

The lithographic capabilities of the helium-ion microscope are twofold:

e Due to the generation of secondary electrons by the focused ion beam, it can
be used to expose conventional photoresists such as hydrogen silsesquioxane
(HSQ) similar to an electron-beam-lithography system [131].

e Similar to the gallium ions in a conventional focused ion beam (FIB) instru-
ment, a helium ion can transfer enough momentum to an individual atom of a
sample by an elastic collision to eject it from the surface. This sputtering ef-
fect has so far been demonstrated on graphene [132-134], silicon nitride [135]
and gold nanorods [136, 137]. Helium ions have a smaller sputtering yield
than gallium ions of similar energies, enabling the fabrication of fine details
on sensitive samples. Also, sample contamination by helium-ion implantation
is usually less problematic than with gallium ions [138].

A theoretical study of ion sputtering of graphene using molecular dynamics sim-
ulation was recently published by Lehtinen et al. [139]. Probabilities for various
defect types in a graphene sheet were simulated depending on the angle of ion inci-
dence. For helium ions with a kinetic energy of 30 keV, single-vacancy type defects
(with the missing atoms removed from the sheet) were most likely for an angle of
incidence of ~62°. In principle, the surface of a carbon nanotube can be regarded
as a curved graphene sheet. The simulation results would suggest that sidewalls
of suspended carbon nanotubes are more susceptible to ion damage than surfaces
perpendicular to the ion beam. This is in contrast to the effects of electron irra-
diation on carbon nanotubes calculated by Smith and Luzzi [117]. They calculate
that electrons require a kinetic energy of 86 keV before they can damage CNTs by
direct knock-on, and then only atoms on surfaces normal to the beam are suscep-
tible. However, both calculations do not take into account a supporting substrate,
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Figure 2.22: Scheme of helium-ion-beam lithography. The focused ion beam can sputter
material off a surface. In normal imaging mode, the ion beam is scanned across the surface
and secondary electrons and/or backscattered ions are detected to generate an image.

which influences the sputtering yield by backscattered incident ions/electrons, and
also may enhance sputtering of atoms in contact with its surface by a recoil effect.



3  Scanning Tunneling Microscopy
Study of OPE-A and OPE-B

In this chapter, measurements of OPE-A and OPE-B molecules on a Au(111) sur-
face with the scanning tunneling microscope are presented. They were conducted
at liquid-helium temperature in an ultra-high vacuum. Subsequently, density func-
tional theory calculations of both molecules are compared to their observed electronic
structures in Sec. 3.7.

3.1 Surface Preparation

Au(111) surfaces with single adsorbed organic molecules were prepared by dissolv-
ing the molecule under study in dichloromethane (DCM, CHyCly; also known as
methylene chloride) and then allowing a drop of the solution to dry on the Au(111)
surface. Beforehand, the surface was cleaned in UHV by several cycles of argon-ion
sputtering and annealing at 500 °C and then shortly exposed to air in the load-lock
for molecule deposition. DCM was chosen because earlier studies showed that it is
possible to remove it almost completely from a Au(111) surface by gentle heating
in UHV [140]. Even though DCM evaporates quickly under atmospheric conditions
because of its high vapor pressure and low boiling point of 40.2°C [141], a few molec-
ular layers remain on the surface, which have to be desorbed by annealing the crystal
in UHV. To avoid any contamination of the solvent, high-purity DCM was obtained
by distilling high-pressure liquid chromatography-grade DCM twice in a clean still.
The volume of the drop was ~ 8yl and its evaporation typically took no longer than
20 seconds. The load-lock was then evacuated and the crystal transferred back into
the UHV chamber.

The choice of molecular concentration in the drop of solvent is critical. It has to
be low enough for a single drop to yield less than a monolayer of molecules on the
surface. The gold crystal used had a surface area of ~ 4 x 6mm? and the volume
of the drop used was ~8ul. Estimating the surface area of a single molecule to
2 x 5nm?, one can calculate the concentration for a coverage with one monolayer
of OPE-A to ~1yg/ml. Although it is unlikely that the evaporation of the drop
distributes the molecules evenly on the surface [142], this calculation can serve as a
rough guideline.

A concentration of 1ug/ml corresponds to roughly 50 parts per billion of OPE-A

35
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Figure 3.1: Dichloromethane on a Au(111) surface after annealing at a) 70°C and b)
120°C in UHV. STM parameters: a) [ = 100pA, V =1.1V b) I =70pA, V =1V.

in DCM. This underlines that even commercial HPLC grade solvents cannot be used
without further purification, as they are usually specified with an evaporation residue
of ~ 5 parts per million. For OPE-A| two molecular concentrations were tested, with
~1yg/ml and ~0.02 ug/ml, respectively. For OPE-B, only one concentration with
~ 1ug/ml was tested.

3.1.1 Dichloromethane on Au(111)

To be able to discern any solvent residue or contamination from the molecules under
study, the Au(111) surface was first prepared with pure solvent and annealed at dif-
ferent temperatures to determine the temperature needed to promote the desorption
of the solvent. STM images of the surface after annealing at 70°C and 120°C for
one hour can be seen in Fig. 3.1. After annealing at 70°C, the Au(111) reconstruc-
tion can already be seen in some areas, but most of the surface is still covered by
up to two layers of residue. However, after annealing at 120 °C, most of the solvent
has been desorbed. A closer look at the remaining islands is shown in Fig. 3.2. A
sub-monolayer of DCM, surrounded by the Au(111) surface, is shown in Fig. 3.2a.
The same appearance of parallel rows of molecules is observed through the holes of
an incomplete second layer in Fig. 3.2b.

Bilayers of DCM are shown in Figs. 3.2c and 3.2d. DCM forms parallel lines of
bright dots or arranges in concentric (half-)circles. Whether these structures stem
from the DCM itself or from some impurity in our ultra-clean solvent is unclear.
However, through these experiments it is at least possible to distinguish them from
the organic molecules under study. All further samples treated in this chapter were
annealed at 120 °C after molecule deposition.
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Figure 3.2: Layers of dichloromethane on Au(111). The first layer of DCM is ordered
in parallel rows, seen a) directly on the gold surface and b) through the holes of another
layer on top. The second layer of DCM arranges in c¢) parallel lines of molecules and d)
concentric circles. STM parameters: a-c) I = 100pA, V =—-1V d) I =35pA, V =0.8V.
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3.2 Self-Assembly of OPE-A and OPE-B

Both OPE-A and OPE-B arrange in regular patterns on the gold surface, see Fig. 3.3
and Fig. 3.4. They reside preferentially on the face-centered-cubic region of the
Au(111) reconstruction. In both cases they arrange either side-by-side or in lines of
pairs. The molecules lie flat on the surface, i.e. the benzene rings of the phenylene
and phenanthrene groups are aligned parallel to the surface. The five (two plus two)
hexyl chains of OPE-A (OPE-B) can be clearly seen at the sides of each molecule.
This planar configuration seems to be energetically favored. The alkyl chains of
neighboring molecules are seen to interdigitate in most cases.

At the single bonds, along the backbone of the molecule, the subunits and the
anchor groups of a molecule can rotate against each other. As the hexyl chains at
the phenylene groups are attached asymmetrically, the observed distance between
neighboring chains of an individual molecule varies, when its subunits are not in the
same rotational conformation. The position of the phenanthrene anchor groups is
also not symmetric under rotation. From topographic STM images, it is possible
to infer the conformation of the molecule due to these two effects, see Fig. 3.3¢ and
Fig. 3.4c.

While most OPE-A and OPE-B molecules assume a planar configuration on the
surface, the molecule’s backbone is often observed to bend, despite its supposedly
rigid chemical structure [16]. OPE-A and OPE-B molecules with especially large
bending angles in their backbone are indicated in Fig. 3.3 and Fig. 3.4 by a red
rectangle.
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Figure 3.3: a) Arrangement of OPE-A molecules on a Au(111) terrace, on the fcc region
of the Au(111) reconstruction. Molecules are positioned side-by-side or in parallel chains.
b) Closer view of the assembly. Hexyl chains of neighboring molecules can be seen to
interdigitate. The observed asymmetry in the position of the hexyl chains as well as the
asymmetry of the anchor groups allow to infer the conformation of a molecule from the
“topographic” image, as shown in c) for the molecules indicated in b). An OPE-A molecule
with a strongly bent backbone is marked in red. STM parameters: a) I = 100pA, V =2V
b) I =40pA, V = -2V.

Figure 3.4: a) Arrangement of OPE-B molecules on a Au(111) terrace, again on the fcc
region of the reconstruction. A similar ordering as for OPE-A molecules is observed, either
side-by-side or rows-of-pairs. b) Closer view of molecules ordered side-by-side. Neighboring
hexyl chains interdigitate, and in many cases it is possible to infer the conformation of a
molecule from the observed “topographic” asymmetries, as shown in ¢) for the molecules
indicated in b). An OPE-B molecule with a strongly bent backbone is marked in red.
STM parameters: a) I = 100pA, V=15V b) I =100pA, V = —-1.5V.
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3.3 Single OPE Molecules

For OPE-A, a very low molecular concentration of ~0.02ug/ml for the surface
preparation allowed the observation of single molecules. Typically, only a few
molecules are found per Au(111) terrace, with roughly half of the surface covered
by large islands of solvent residue, as shown in Fig. 3.5. The molecules tend to
arrange in pairs or triples even at this very low concentration, see Fig. 3.6 for ex-
amples. This suggests that the molecules are mobile at higher temperatures and
diffuse on the Au(111) surface. A side-by-side arrangement of molecules appears
to be energetically favored, which is why they freeze out in this configuration upon
cooling.

Whilst the energy landscape of the Au(111) is flat enough for the molecules
to diffuse at higher temperatures, it is not entirely structureless: As described in
Sec. 2.2.2; the "elbow” sites of the reconstruction offer the lowest electron binding
energies on the surface, followed by the fcc regions. Consequently, single molecules
and isolated pairs are often observed at these ”elbow” sites. Arrangements of OPE-
A and OPE-B are typically found on the fcc regions of the surface, as described in
Sec. 3.2.

After deposition of OPE-B, surface regions can be identified where the molecules
did not arrange as orderly as shown in Fig. 3.4. Instead, the molecules are positioned
rather freely, with some groups of molecules even lying on the transition regions of
the surface reconstruction, as shown in Fig. 3.7a. In those regions, single OPE-B
molecules are observed as well, see Fig. 3.7b/c. Clusters of OPE-B molecules arrange
similar to OPE-A molecules: Side-by-side in such a way that the hexyl chains of
neighboring molecules interdigitate, as shown in Fig. 3.8.

Height profiles over single OPE-A and OPE-B molecules are plotted in Fig. 3.9.
They were recorded at a bias voltage of -1.5V and with a current of 100 pA along
the backbone of each molecule and parallel to the backbone on the hexyl chains.
The apparent height of both molecules is approximately 175 pm, with the backbone

Figure 3.5: At low concentrations, typically less than one OPE molecule is found per
50 x 50 nm? area, isolated from large blotches of solvent residue. STM parameters: [ =
100pA, V =-2V.
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5 nm

Figure 3.6: Pairs/triple of OPE-A molecules. The alkyl chains of neighboring molecules
are interdigitating in some cases. STM parameters: [ = 125pA, V = —1.5V b) I = 50pA,
V=1Vec) I =100pA, V =-300mV.

Figure 3.7: a) A region on the Au(111) surface where the OPE-B molecules are not
arranged in an ordered manner. b),c) Closer views of two single molecules found in that
region. STM parameters: I = 100pA, V = —-1.5V.

Figure 3.8: Pairs/triple of OPE-B molecules. STM parameters: a) I = 100pA, V =
—1.5V b) I =400pA, V=1V ¢) I = 100pA, V = —1.5V.
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Figure 3.9: Height profiles of individual a) OPE-A and b) OPE-B molecules, recorded at
a bias voltage of -1.5'V and with a current of 100 pA along the backbone of each molecule
and parallel to the backbone on the hexyl chains. The backbone appears higher than the
alkyl chains. In agreement with their chemical structure, OPE-A molecules are longer
than OPE-B molecules.

appearing higher than the hexyl chains. The OPE-A molecule has a length over its
backbone of ~ 6 nm, whereas a length of ~5.5nm is recorded for OPE-B, in good
agreement with the shorter structure of OPE-B.

3.3.1 Moving Molecules on the Surface

By positioning the STM tip over the anchor group of a molecule and increasing the
current to 2nA, it was possible to drag OPE-A by the STM tip, see Fig. 3.10.
When the current was decreased to normal imaging levels again, the molecule was
fixed at its new position. With a suitable tip, molecules could be freely moved on
a Au(111) terrace, even across transition regions of the surface reconstruction. As
shown in the consecutive images in Fig. 3.10, it was possible to pull apart a pair
of molecules, isolating them. We suspect this pulling effect is driven by the high
electric field gradients generated by a sharp STM tip. The molecules did not follow
the position of STM tips that appeared to be blunt, even at higher tunneling current
setpoints of up to 100 nA.

By another technique, described by Jung et al. [143] it proved possible to move
molecules on the surface independent of the shape of the STM tip: The feedback
loop was disabled and the STM tip moved closer to the surface in the vicinity of a
molecule. Then, the tip was moved laterally over the molecule. Eventually, repulsive
forces between the tip and the molecule pushed it away from the tip, more or less
in the direction of tip movement. Then, the feedback loop was re-activated and a
topographic image recorded. Using this technique, an OPE-A molecule could be de-
attached from an island of solvent residue and moved further around on the surface,
see Fig. 3.11 for the sequence of recorded images after individual pushing actions.
Both possibilities of moving single molecules on the Au(111) surface indicate that
they lie on a comparably flat potential energy landscape.
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a) b) ‘ c)

Figure 3.10: Pulling an OPE-A molecule. The tip is placed over the anchor group and
the current increased to 2nA. When the tip is moved, the molecule is following in the
wake of the tip’s electric field. Images were taken after pulling. STM parameters: a)
I=50pA, V=15VDb)I=40pA, V=15V c)I=50pA, V=15V.

Figure 3.11: Pushing an OPE-A molecule by repulsive forces. The tip is placed close to
the gold surface near the molecule and the feedback loop disabled. Moving the tip over the
molecule pushes it around on the surface. The feedback loop is then restored for imaging.
STM parameters: a) [ = 30pA, V = 1.5V b) I = 100pA, V = 1.5V ¢) I = 100pA,
V=15Vd) I=60pA, V=15Ve)l=85pA, V=15V{)I=150pA, V=15V.
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3.3.2 Contacting with the STM tip

Efforts were undertaken to contact single molecules with the STM tip for direct
I-V measurements. At low bias voltages of 200mV and 300 mV, the STM tip was
placed above one of the anchor groups of a molecule and the feedback loop disabled.
The tip was then slowly lowered towards the surface while monitoring the tunneling
current. Ideally, if there is an attraction between the molecule and the STM tip, the
molecule attaches to the latter upon approach and can be pulled upwards from the
surface upon retraction. The measured current during retraction typically exceeds
that of mere tunneling, as long as the molecule is acting as a conductive bridge
between tip and surface.

Such approach-retract curves over the anchor group of an OPE-A molecule at
bias voltages of 200mV and 300mV are plotted in Fig. 3.12 and Fig. 3.13. With
the feedback loop active, the tunneling current was stabilized at 100 pA. The cor-
responding height defines the zero point of the height scale of the approach-retract
curves. The feedback loop was then disabled and the tip first retracted by 100 pm,
before it was lowered until a current of ~400nA was recorded. Then, the tip was
retracted again. The current was continuously monitored during this process.

For a bias of 200mV, the current increased exponentially during approach up
to a value of ~150nA. Then, its slope changed. This indicated that the STM tip
had come into contact with the anchor group. Upon retraction of the STM tip, the
current stayed at a high level, with two steps observed in the current. Eventually,
the current fell back to the tunneling level upon disconnection of the molecule from
the STM tip when the feedback loop was reactivated (not shown, as the data was
not recorded). A similar approach-retract curve was recorded at a bias voltage of
300mV, except for earlier disconnection of the molecule from the STM tip at a height
around the zero level. Typically, higher bias voltages inhibited an attachment of the
molecule to the STM tip.

The data shall first be analyzed in the terms of a tunneling system, to demon-
strate that this analysis does not produce physically meaningful results for the
current upon withdrawal of the STM tip. Using the WKB approximation of the
tunneling matrix element from Sec. 2.2 the tunneling current for small bias voltages
can be approximated with:

< 272m,
I o exp B —

¢+eV ) (3.1)
Here m, denotes the electron mass, Z the tip-sample distance and ¢ the mean
work function of the electrodes. Exponential fits to the approach-retract curves are
plotted in Fig. 3.12 and Fig. 3.13 for all regions of interest. From the fits mean work
functions during approach between 3.95eV and 7.75eV and between 3.56 eV and
6.97 eV are obtained for bias voltages of 200 mV and 300 mV, respectively, depending
on the selected fitting region. These values are reasonable for tunneling between
gold electrodes, as the work function of a gold surface is ~5.3eV [144]. However,
for the current upon retraction, the exponential fits yield unphysical values for the
mean work function: 48meV, 138 meV and 490 meV for a bias voltage of 200 mV
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Figure 3.12: Contacting an OPE-A molecule by pressing the STM tip onto its anchor
group. The slope of the current changes on approach, and the current stays at a high level
upon retraction of the STM tip, indicating an attachment of the anchor group to the tip.
Eventually, the molecule disconnects from the tip (not shown) and the current returns to
the level of tunneling. During retraction, steps are observed in the current.
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Figure 3.13: Contacting an OPE-A molecule by pressing the STM tip onto its anchor
group. For both approach-retract curves, the slope of the current changes on approach, and
the current stays at a high level upon retraction of the STM tip, indicating an attachment
of the anchor group to the tip. Eventually, the molecule disconnects from the tip and
the current returns to the level of tunneling. During retraction, steps are observed in the

current.
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Figure 3.14: The molecule is considered as a chain of rigid segments, bending relative
to each other. a) At first, only the first part of the chain is lifted, until a critical bond
angle/elongation is reached. b) Then, the second part of the chain is detached from the
surface to mitigate the strain. The number of conductance channels from the molecule to
the substrate is reduced.

and 376 meV and 192meV for a bias voltage of 300mV. These are of the same
magnitude or even smaller than the applied bias voltage, which is not possible.

Instead of influencing the work function of the tunneling system, the molecule
acts as a conductive bridge between the STM tip and the gold surface. The molecule
is now considered as a chain of individual rigid elements that can bend relative to
each other. At first, only the first part of this chain (i.e., the anchor group of the
molecule) is lifted by the STM tip, until the strain causes a certain critical stress and
bending angle on the anchor group’s bond. Then, the second element of the chain
is detached from the surface. For an illustration of this toy model, see Fig. 3.14.
We identify the steps in the current signal during retraction with such detachment
events. At each step, another part of the molecule is detached from the surface. As
the length of an OPE-A molecule is ~ 50 A, it is likely that only a small part of the
molecule was lifted from the surface.

The conductance Gretr—appr. = (Lretract — Lapproach)/V for both approach-retract
curves is plotted in Fig. 3.15 and Fig. 3.16 in units of the conductance quantum
Gy = % = 7.748 - 107°S. For a bias voltage of 200mV (300mV), three (two)
regions of the curve, separated by steps in the conductance, were fitted linearly. The
current upon approach is subtracted from the current upon withdrawal to yield only
the current flowing through the molecule. Coherent quantum transport through a
many-channel junction can be described in the Landauer-Biittiker formalism [145].
The total conductance G is the sum over N conductance channels, each with a
conductance of GGy and a transmission coefficient T},:

2¢? &
n=1

By lifting parts of the molecule from the surface, the number of parallel conductance
channels from the molecule to the substrate is reduced. For a bias voltage of 200 mV,
the conductance decreases at the steps from 3.69 - 1073 Gy to 1.67 - 1073 G and
from 0.63 - 1073 Gy to 0.39 - 1073 Gy, respectively. For a bias voltage of 300mV,
only one step with a conductance decrease from 4.78 - 1072 Gy to 2.19- 1072 G was
recorded. Between the steps in conductance, a linear dependence of the conductance
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Figure 3.15: Observed conductance during contact with the molecule in units of the

conductance quantum. Three regions of the curve, separated by steps in the conductance,
were fitted linearly. Slopes: a) —1.20 - 103 % b) —4.06 - 102 % c) —2.29 - 102 %

on the withdrawal distance was observed. Possibly, a bend is introduced into the
backbone of the molecule, gradually diminishing the transmission coefficient along
the conductance channels of the molecular backbone. The recorded slopes are quite
similar for 200mV and 300mV bias, ranging from —1.20 - 103 % to —2.29 - 102 %
and from —2.15-10* 2 to —6.42 - 10> 2. The similar steps in conductance and the
slopes suggest that in both lifting attempts the same parts of the molecule were
detached from the surface. However, the conductance values at the steps seem not
be multiples of a single value; more data is needed to make that assessment.
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Figure 3.16: Observed conductance during contact with the molecule in units of the
conductance quantum. Two regions of the curve, separated by steps in the conductance,
were fitted linearly. Slopes: a) —2.15 - 103 % b) —6.42 - 102 %
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3.4 Scanning Tunneling Spectroscopy

Spectroscopic measurements were recorded by positioning the STM tip over various
parts of the molecule and disabling the feedback loop. Then, the bias voltage was
swept from e.g. -3V to 3V and the current as well as the d7/dV signal were recorded,
using a lock-in amplifier. Positive bias voltages probe unoccupied states of the
sample, whereas negative voltages probe occupied states. Before any measurements,
spectra on the clean gold surface were acquired, such as those shown in Fig. 3.17.
If the Au(111) surface state at ~-470mV was not observed or other instabilities
were recorded, the STM tip was re-shaped by voltage pulses or by gently crashing
it into the surface. Except for the surface state, no features should be discernible
on spectra of clean gold. E.g., in the spectra in Fig. 3.17b a peak at ~0.75V is
observed, which is consequently assumed to be caused by an increased density of
states of the STM tip, and not attributed to molecular states if it is found in spectra
over a molecule.

The various measurement positions over OPE-A and OPE-B molecules are in-
dicated in Fig. 3.18. For OPE-A, measurements over the anchor group and close
its side, as well as over the backbone and over the hexyl chains were performed.
Over OPE-B molecules, a statistically significant number of spectra could only be
recorded over the backbone and over the anchor groups. For each of the measure-
ment positions above the molecules several spectra were recorded and averaged.

The dI/dV signal over varios positions of OPE-A molecules are plotted in
Fig. 3.19. The normalized (dI/dV)/(1/V) signal is plotted in Fig. 3.20. Several
features can be identified in the spectra. For negative voltages, apart from the gold
surface state, several peaks can be identified: Spectra over the anchor group display
a pronounced peak at ~-1.6V, whereas spectra close to its sides show a peak at
~-2.3V. The local density of states on the backbone as well as on the alkyl chains
increases for negative voltages as well, but no additional peak is observed, which is
not already seen in spectra of the gold surface. Spectra over the OPE-A molecule
show a peak at =~2.8 V. From the data, we can extract a HOMO-LUMO gap for
OPE-A of = 4.4€V, as indicated in Fig. 3.20.

For the OPE-B molecule, spectra on the anchor group, the backbone and on
the gold surface are plotted in Fig. 3.21, with the (df/dV)/(I/V) signal plotted
in Fig. 3.22. Over the anchor groups, several peaks can be identified for negative
voltages at ~-1.2V, ~-1.4V, -2V and ~-2.3 V. Over the backbone, a small peak
in the density of states is observed at ~-1.2V as well, with the density of states
subsequently decreasing, then increasing to another peak at ~-2.2V. For positive
voltages up to 1.5V, several ripples are observed in all spectra, including those taken
on the gold surface. Hence these peaks are attributed to states on the STM tip. At
~ 2V, a peak is observed in the spectra over the molecule, which is not present in
spectra over the gold surface. A HOMO-LUMO gap of ~3.2¢eV can be extracted if
the latter peak is attributed to the lowest unoccupied molecular orbital of OPE-B.

As different STM tips and lock-in-amplifier settings were used for the measure-
ments over OPE-A and OPE-B, the absolute values of the (dI/dV")/(I/V) signal
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Figure 3.17: STM spectra acquired on a clean gold surface. The dI/dV signal was
recorded simultaneously with a lock-in amplifier. The density of states is flat for positive
voltages and eventually increases towards large negative voltages. The surface state of
gold is clearly visible.
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Figure 3.18: The positions over a) OPE-A and b) OPE-B where spectroscopic measure-

ments were acquired.
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Figure 3.19: Spectroscopy on OPE-A. Averaged dI/dV signal over various positions of

the molecule.
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Figure 3.20: Spectroscopy on OPE-A. Averaged (dI/dV)/(I/V) signal over various
positions of the molecule. The Au surface state and the peak at ~0.75V are not attributed

to the molecule. The energy difference between the highest occupied and the lowest
unoccupied state (HOMO-LUMO gap) then is ~4.4eV.

) ' ) ) ' ) ' ) ' ) )
Gold Anchor Backbone
S
S
©
c
oy
n
>
o
~~
o
--I " ] " ] " ] ] ] I-
) ' ) ' ) ' ) ) ) )
-3 -2 -1 0 1 2 3
Bias [V]

Figure 3.21: Spectroscopy on OPE-B. Averaged dI/dV signal over various positions of
the molecule.
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Figure 3.22: Spectroscopy on OPE-B. Averaged (dI/dV)/(I/V) signal over various
positions of the molecule. Peaks between -1V and 1.5V are not attributed to the molecule,
as they are also evident in spectra on the Au surface. The energy difference between the
highest occupied and the lowest unoccupied state (HOMO-LUMO gap) then is ~3.2¢€V.

are not comparable. For both molecules more pronounced peaks in the density of
states are observed for negative voltages than for positive voltages. Band gaps of
~4.4eV and ~3.2eV can be extracted for OPE-A and OPE-B, respectively. From
ultraviolet-visible fluorescence measurements on solutions of OPE-A and OPE-B
in dichloromethane, we extract band gaps of 2.95eV for OPE-A and 2.90eV for
OPE-B, see Sec. 2.1.1. Due to a solvatochromic shift from the polarizability of
the surrounding solvent, these values need not correspond to the band gaps of the
free molecules. Likewise, STM measurements are influenced by hybridization of the
molecular orbitals with surface states. For both molecules, the energy level of the
LUMO is difficult to ascertain from the STM spectra. For OPE-A, only one peak
is observed for positive voltages that is not attributed to the surface or the STM
tip, and for OPE-B only weak signs of a peak are found for positive bias voltages.
In spite of this, a good agreement between STM and fluorescence data for OPE-B
is found. For an OPE of similar length, a band gap of ~3eV was observed by
ultraviolet-visible spectrophotometry by Lu et al[25], again in good agreement. In
light of this, the band gap of OPE-A of ~4.4eV from STM spectra is likely overes-
timated. Later, these spectroscopic results will be compared to density functional
theory calculations in Sec. 3.7.

3.4.1 Conductance Maps

To be able to assign individual peaks of the spectra to orbitals of the molecules,
conductance maps were recorded: At various bias voltages, dI/dV images were
obtained of both molecules using a lock-in amplifier. At a constant tip-sample sep-
aration, these conductance maps correspond to images of the local density of states
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(LDOS), i.e., of the molecular orbitals. In constant-current mode, the conductance
data contains a convolution of the LDOS at different heights with the tunneling
conductance, which has an exponential height dependence. To keep the tunneling
current constant when the tip moves to a region of lower LDOS, the feedback loop
decreases the tip-sample distance, thereby increasing the tunneling conductance and
hence the dI/dV signal. However, that increase in dI/dV signal does not exactly
cancel out the decrease in dI/dV signal due to the lower LDOS. Consequently, the
conductance maps obtained in constant-current mode still correspond to a map of
the local density of states of the sample.

Conductance maps of the OPE-A molecule at various positive and negative bias
voltages are shown in Fig. 3.23. For negative bias voltages, two different orbitals
are observed:

e At -2.5V (see Fig. 3.23a) two lobes on each side of a phenylene-ethynylene
subunit are observed. We will call this orbital HOMO-1.

e At bias voltages of -2V (not shown), -1.5V (see Fig. 3.23b) and -1V (not
shown) an orbital with three lobes per phenylene-ethynylene subunit is ob-
served. The elliptical lobes are centered along the backbone of the molecule.
We identify this orbital as the highest occupied molecular orbital (HOMO), in
agreement with STM spectroscopy, where the highest unoccupied orbital was
observed at ~-1.6 V.

At bias voltages between -1V and 1.5V (see Fig. 3.23c), the molecule is hardly
discernible in the d7/dV image, indicating that these voltages lie in the energy gap
of OPE-A. At a bias of 2V (see Fig. 3.23d), it is still difficult to make out the orbital
structure, even though the structure of the molecule is again discernible. From STM
spectroscopy, the lowest unoccupied orbital of OPE-A is expected at a bias voltage
of =~ 2.8 V. However, sufficiently stable imaging conditions could not be established
at bias voltages greater than 2V. As explained in Sec. 2.2.1, due to hybridization
of molecular orbitals with the surface states a clear image of the LUMO may not
be attainable in any case. In the case of OPE-A, the hybridization appears to be
stronger for the LUMO than for the HOMO.

Conductance maps of OPE-B were recorded in constant-height mode. For bias
voltages of -1.5V and -1V (see Fig. 3.24a,b), three lobes along the backbone per
phenylene-ethynylene subunit are observed. The shape of this orbital is similar to
the HOMO of OPE-A and likely constitutes the HOMO of OPE-B. At positive bias
voltages of 1.5V and 2V (see Fig. 3.24¢,d) it was again not possible to obtain a clear
conductance map. With a different STM tip and again in constant-height mode, an
image of the HOMO of an OPE-B molecule at -1.5V was measured where the lobes
of the molecular orbital show a different shape, depending on whether they lie on a
phenylene or on an ethynylene group, see Fig. 3.24e. The orbital lobes on the sides
of the phenylene groups thereby appear more elliptical than those on ethynylene
groups, as indicated in the figure. From the spectroscopic measurements on OPE-B,
the position of the HOMO was estimated to be at ~-1.2V, with another peak in the



o4

3.4. Scanning Tunneling Spectroscopy
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+1.5V +2.0V

Figure 3.23: ab,e,f) dI/dV signal from an arrangement of OPE-A molecules recorded
at different bias voltages. a) For -2.5V, two lobes next to each phenylene-ethynylene
subunit are observed, as illustrated in c). b) For -1.5V a sub-structure of three orbitals
per subunit is observed, as illustrated in d). e) At a bias voltage of 1.5V, the structure of
the molecule is only barely visible. The contrast of this image is enhanced compared to
the other three. f) At a bias of 2V, a clear orbital structure is again not observed. STM
parameters: Frame size 8 x 5nm?, I = 200 pA, fosc = 1.33kHz, Ayee = 42mV.
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density of states at ~-1.4 V. There are no discernible differences in conductance maps
of the molecule at these two bias voltages. For the LUMO, an energy position at
~ 2V is seen in the spectra. Again, it was not possible to obtain a clear conductance
map of it. We attempted to image the HOMO-1 as for OPE-A, but were not able
to establish sufficiently stable imaging conditions at bias voltages below -2V either.
The shapes of the molecular orbitals of OPE-A and OPE-B presented in this chapter
will be compared to the results of density functional theory calculations in Sec. 3.7.
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Figure 3.24: a-e) dI/dV signal from a pair of OPE-B molecules recorded at different bias
voltages in constant-height mode. a,b) For negative bias voltages, the HOMO is observed.
Its shape is similar to that of OPE-A and comprises three lobes per phenylene-ethynylene

subunit. ¢,d) The LUMO could not be clearly imaged at bias voltages of 1.5V and 2V.
e) Using a different STM tip, a shape of the HOMO was observed in the dI/dV image,
where the orbital lobes showed a different elliptical shape depending on whether they
were on a phenylene or an ethynylene group, as illustrated in f). STM parameters: a-d)
Image size 5 x 4nm?, Constant-height mode, fose = 8.16kHz, Aose = 100mV. e) Image
size 5 x 2.5nm?, Constant-height mode, fosc = 8.16 kHz, Agse = 100mV.
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3.5 Atomic Resolution Imaging

As mentioned in Sec. 2.2.1, atomic resolution, i.e., a direct image of a molecule’s
chemical structure, is typically not achievable with an STM, as typically the imaging
contrast is based on the local density of electronic states, which need not be cor-
related with the chemical structure. However, by using bias voltages in the energy
gap it was possible to observe the atomic structure of both OPE-A and OPE-B with
very high resolution.

In constant-current mode, at a set point of 90 pA and bias voltages between
100mV and 200 mV, the individual benzene rings of OPE-A can be identified in the
dl/dV image, see Fig. 3.25. An amplitude modulation between 60 mV and 85 mV
at 205 Hz was used for lock-in detection of the dI/dV signal. The benzene rings
along the backbone of the molecule are discernible as well as the three fused benzene
rings of the anchor group. For comparison, the chemical structure of OPE-A was
overlaid on the topographic image by scaling it, see Fig. 3.25d. The topographic
image recorded simultaneously and shown in Fig. 3.25a does not show these features.

Images of even higher resolution of OPE-B could be recorded in constant-height
mode, again at low bias voltages. In both the current- and the d//dV image the
atomic structure of OPE-B is observed, see Fig. 3.26. Tunneling current images
at various tip-sample distances were recorded and are shown in Fig. 3.27. The
individual hexagons of the carbon rings on the backbone and in the anchor groups
can be seen. As observed before for single OPE molecules, the backbone of the
molecule is bent.

The tunneling current is highest over the center of a benzene ring, and decreases
sharply over assumed positions of carbon atoms and covalent bonds between them.
For the ethynylene groups along the backbone of the molecule, the highest current
is observed on a cone-shaped area protruding from each side of the group. The ob-
served contrast is similar to what Temirov et al. reported on PTCDA and tetracene
molecules and termed scanning tunneling hydrogen microscopy [57]. To date, there
are no reports of such an STM imaging contrast on other molecules. The exact cause
of the contrast is still under discussion, whether it stems from Pauli repulsion [58]
or a favorable hybridization of an hydrogen atom at the STM tip apex with the or-
ganic molecule under study [60]; the latter having only been theoretically discussed
for PTCDA molecules. In light of this, the atomic-resolution images of large OPE
molecules shown here may fuel further theoretical studies of the involved imaging
contrast. Such high-resolution STM images of OPE molecules provide a fascinating
insight into the structure of an Angstrém-sized object at the picometer scale.
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d//dV signal (a.u.)

o

Figure 3.25: a) "Topographic” and b-d) dI/dV images of OPE-A at low bias voltages in
constant-current mode. The chemical structure of the molecule was overlaid in d). STM
parameters: a,b) I = 100pA, V = 200mV fosc = 205Hz, Apse = 60mV. ¢,d) I = 90pA,
V =100mV fosc = 205 Hz, Apsc = 85mV.
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Figure 3.26: a) Tunneling current and b) dI/dV images of OPE-B at low bias voltages
in constant-height mode. Individual benzene rings of the anchor groups as well as of the
phenylene groups are visible in both images. STM parameters: Constant-height mode,
V =—-75mV, fosc = 15.65kHz, Agsc = 100mV.
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Figure 3.27: Tunneling current images of OPE-B at low bias voltages in constant-
height mode, at different tip-sample distances. The chemical structure of the molecule
was overlaid in d). Again, individual hexagons of the benzene rings are observed. STM
parameters: Constant-height mode, V = —10mV.
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3.6 Conformational Switching of Alkyl Chains

Sequential images of one molecule revealed that the alkyl chains attached to each
side of the phenylene groups of OPE-A and OPE-B are not fixed in their position.
Instead, switching is observed between two stable conformations. In the topographic
image, an alkyl chain either appears higher than the backbone or lower than the
backbone, as a line on the surface. For consecutive images of a single OPE-A
molecule where this behavior was observed, see Fig. 3.28.

In its pristine state (Fig. 3.28a), the alkyl chains are observed to lie flat on the
surface. By performing a detailed scan of the molecule with a higher resolution,
thereby increasing the interaction time between STM tip and the molecule, confor-
mational switching can be induced. In Fig. 3.28b four of the alkyl chains already
appear higher than be backbone of the molecule. The alkyl chain marked with a
red circle switched to its other conformation before Fig. 3.28¢c was recorded. For the
chain marked in green, the switching occurred while scanning the image. Several
more transitions of alkyl chains between two conformational states are observed in
the following images.

The earliest STM observation of bistable switching was reported by Eigler et al.
in 1991, where a Xenon atom moved back and forth between the STM tip and a
nickel surface [146]. The transition rate between the two states shows a power-
law dependence on the tunneling current, which can be explained by a stepwise
vibrational heating due to inelastic electron scattering, where the energy gained from
inelastic collisions competes with the energy lost to electron-hole pair generation and
phonons [147-149]. Conformational switching of a single organic molecule between
two stable states was reported in 2001, where OPEs embedded in a dodecanethiol
monolayer were observed to cycle between a low- and a high-conductance state [150].
The switching occurred during scanning, and in some cases could be induced by
pulsing the electric field over a molecule.

For the conformational switching of a single, isolated organic molecule a linear
dependence of the transition rate on the current was reported, as well as an expo-
nential distribution of residence times in the individual states [53]. Such a behavior
is expected for statistically independent one-electron processes [151]. Neglecting
temperature and lifetime broadening of the inelastic tunneling rate, the transition
rate [' is then approximately proportional to the conductance G and the effective
electron-vibron coupling strength A [148, 152]:

_AG

Lopn(V) = —(V] = Vino) (V] — Vinos1), (3.3)

e
with the threshold voltage Viy, /1 for switching from state 0 to state 1 and vice versa.
With the STM tip held over an alkyl chain in constant-height mode, the tunneling
current is observed to alternate between two levels, see Fig. 3.29. Only two stable
current levels are observed. The conductance ratio between these two states and the
transition rate depended on the exact position of the tip relative to the molecule.
This made spectroscopic measurements over an alkyl chain difficult, as it caused
the tunneling current to fluctuate as soon as a certain threshold in bias voltage
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Figure 3.28: Consecutive images of a single OPE-A molecule, where conformational
switching of the alkyl chains attached to the phenylene groups is observed. An individual
chain appears either lower than the backbone (red circle, 1) or higher than the backbone
(red circle, 2). If the switching occurs during scanning, noise is introduced into the image
(green circle, 3). STM parameters: [ = 50pA, V =—-1.5V.

was reached, see Fig. 3.30. The threshold appeared to be similar for positive and
negative bias voltages. To further characterize the switching behavior, height traces
over an alkyl chain were recorded in constant-current mode at different tunneling
current set points and bias voltages.

Five-second excerpts of two of these traces are plotted in Fig. 3.31a/b, for a bias
voltage of -1.5V and tunneling current set points of 100 pA and 30 pA. Two height
levels can be identified in these traces, with a difference of ~ 70 pm. Consequently,
the data was discriminated into two states, 0 and 1. In state 0, the alkyl chain is
lying flat on the surface, while in state 1 it appears higher than the backbone. Two
qualitative observations can already be derived from this data: The transition rate
is higher for a tunneling current of 100 pA than for 30 pA, and the total residence
time of the system in state 1 is higher. Histograms of apparent heights for the full
traces (each comprising 25000 data points with a time resolution of 20 ms) are shown
in Fig. 3.32, where the different occupations of the two states are obvious.

The residence times 7'(0/ Y in each state were extracted from the time traces and
averaged to obtain the mean lifetime of each state 7(O/1:

N

0/1 Z 0/1) (34)

The standard deviation of the mean value o-w/1) is taken as the error on each state’s
lifetime:
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Figure 3.29: With the STM tip positioned over an alkyl chain and constant tip-sample
distance, the tunneling current was observed to switch between two levels.
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Figure 3.31: a,b) Traces of height vs. time with active feedback loop at a bias voltage
of -1.5V and a set point of a) 100 pA b) 30 pA.
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Figure 3.32: a,b) Histogram of apparent heights with active feedback loop at a bias
voltage of -1.5V and a set point of a) 100 pA b) 30 pA.
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Figure 3.33: a,b) Decay time distribution and exponential fits for a bias voltage of -1.5'V
and current set points of a) 30 pA b) 100 pA.

N 0/1 _
Oz0/1) = \/Zizl (NTi((]/V) —17;(0/1))2 .

Using the extracted lifetime and the number of switching events as a state’s initial
population Néo/l), exponential decay functions N/ (t) = Néo/l)e_t/ﬂo’l) can be
constructed that fit the data well, see Fig. 3.33.

This analysis was performed for all gathered time traces. A plot of mean lifetimes
7O vs. current set point is shown in Fig. 3.34. The transition rates 'y, = 1/7OV
are plotted vs. current in Fig. 3.35 and Fig. 3.36 in log-log plots. From power law
fits with I'g; oc I"™ exponents of 0.86 + 0.02 and 0.90 & 0.01 for a bias of 1V and
0.82 + 0.02 and 0.97 £ 0.01 for a bias of 1.5V are obtained, i.e., the transition rate
is roughly proportional to the current. This implies that the transition is a single-
electron process, similar to what was reported for conformational switching of single
molecules earlier [53]. The energy landscape of the system can be approximated
with a double-well potential, as depicted in Fig. 3.37.

From time traces acquired at a constant current of 100 pA and varying bias
voltage, we see that the switching rate approaches zero below a certain bias, see
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3.6. Conformational Switching of Alkyl Chains

Figure 3.37: Proposed double-well potential of the two-level system of the conformational
switching of alkyl chains.
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Figure 3.38: Transition rates I'o; at a fixed current set point of 100 pA. The rate
decreases with the bias voltage for both states. Extrapolated switching thresholds using
data up to a bias voltage of 1V are Vi, g = (297 £ 75) mV and Vi, 1 = (289 £99) mV.

Fig. 3.38. The threshold voltages were extracted from linear fits of the low-bias
data, including data points up to 1V. The threshold voltages for the two states
are Vino = (297 £ 75)mV and Vi1 = (289 £ 99) mV. We identify these voltages
as the potential-well heights of the double-well potential. These values are not
unreasonable for vibronic states of a molecule [153, 154]. Pristine OPE-A molecule
are always found in state 0 on a freshly-prepared surface, i.e., with their alkyl chains
flat on the surface. State 1 is observed only after interaction with the STM tip.
Hence, the observed potential energy landscape may only apply for a situation where
the STM tip is in close vicinity above the molecule, and otherwise van-der-Waals
interactions of the alkyl chains with the Au surface tend to favor state 0 as the
preferred conformation. Whilst the observed threshold energies are similar, the error
margins are large enough to allow state 0 to lie many T below state 1, especially
at 5 K. The observation bias towards state 0 of pristine molecules may be explained
by this energy difference as well.

With bias voltages below 300 mV, switching events could not be observed for
reasonable observation times. Indeed, this allows the use of the conformational
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state as a memory bit: Writing involves waiting for the conformation to switch
into the desired state at a higher bias voltage. The state can then be read out at
lower bias voltages. Assuming one bit is localized on a 1 x 1 nm? square, this offers
a comparably high storage density of a2 10'¥bit/m? compared to ~ 10 bit/m? of
conventional magnetic hard drives of 2014. However, the use of such a memory
storage is of course rather impractical.
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3.7 DFT Calculations of OPE-A and OPE-B

In this section, the results of density functional theory (DFT) calculations of the
electronic structure of OPE-A and OPE-B, are presented. The results are compared
to the STM measurements of both molecules.

All DFT calculations were performed with the program TURBOMOLE v6.4 [155]
on a computer cluster at the Institute of Nanotechnology. To obtain coordinate
files for the molecules, their chemical structure was imported into the program
Awvogadro [156]. The geometry was pre-optimized using the built-in Merck Molecular
Force Field [157] and then exported to .xyz-format to import it into TURBOMOLE.
The multipole-accelerated resolution of identity (MARI) approximation was used in
all calculations. If not otherwise specified, the self-consistent-field energy was con-
verged to 1076 for structure optimizations, with a grid-size setting of m4.

3.7.1 Calculations of Molecules in the Gas Phase

Calculations of both molecules in the gas phase were performed for three differ-
ent combinations of basis sets and DFT functionals (levels of theory). The 6-31g*
basis set was chosen because previously published results rely on 6-31g* [36, 39]
or on 6-311g [37], which is a triple-valence version of the same. However, in the
TURBOMOLE community, 6-31g* is tagged as deprecated and not recommended
for use. Consequently, calculations were also performed with the def-SVP basis set.
It is similar to 6-31g*, except that it also includes polarization functions for hydro-
gen atoms. For both of these basis sets, the B3LYP functional was used, which is
a typical choice for conjugated organic molecules. For later calculations that in-
clude one layer of the Au(111) surface, the def-SVP basis set is used exclusively.
Furthermore, the BP86 functional was chosen for these calculations because it is
computationally less demanding than the B3LYP functional. For comparability the
BP86 functional was then included in calculations of molecules in the gas phase as
well.

The relaxed geometries of OPE-A and OPE-B in the gas phase are shown in
Fig. 3.39. Both molecules relaxed into a planar configuration, with the benzene
rings of their phenylene groups in plane. The hexyl chains at the sides of the
subunits appear to lie on a comparable flat energy landscape and tend to position
themselves freely during geometry optimization.

HOMO, LUMO energies and resulting energy gaps of gas phase calculations of
OPE-A and OPE-B are listed in Table 3.1. For both OPE variants, the energy
of the HOMO and the LUMO is similar for 6-31g*/B3LYP and def-SVP/B3LYP
calculations, with an energy gap of ~ 2.85eV for OPE-A and ~ 2.92¢V for OPE-B.
This confirms the similarity of the two basis sets. For calculations with the BP86
functional, there are shifts in the energy levels towards each other, with a resulting
smaller energy gap of 1.67eV for OPE-A and 1.71eV for OPE-B. The energy scales
of DFT calculations with different functionals are not comparable. However, both
calculations yield a slightly larger energy gap for OPE-B compared to OPE-A. For
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def-SVP/ BP86 ~ def-SVP/BP86

Figure 3.39: Comparison of the relaxed geometry of a) OPE-A and b) OPE-B according
to DFT calculations using the B3LYP and the BP86 functionals.

Molecule | Level of theory | HOMO [eV] LUMO [eV] || B,y [eV]

OPE-A 6-31g*/B3LYP -4.846 -1.989 2.857
OPE-A def-SVP/B3LYP | -5.105 -2.259 2.846
OPE-A def-SVP /BP86 -4.710 -3.037 1.674
OPE-B 6-31g*/B3LYP -4.966 -2.033 2.933
OPE-B def-SVP/B3LYP | -5.230 -2.318 2.912
OPE-B def-SVP /BP86 -4.819 -3.105 1.714

Table 3.1: HOMO, LUMO and energy gaps for both OPE variants in the gas phase
according to DFT calculations for different levels of theory.

calculations according to def-SVP/B3LYP level of theory, the energy spectrum of
OPE-A and OPE-B is plotted in Fig. 3.40 and Fig. 3.41, respectively. For OPE-A
(OPE-B), the calculation yields 2610 (2218) molecular orbitals, of which 469 (410)
are occupied. Orbital energies corresponding to the highly localized 1s-orbitals of
the carbon atoms are not shown in either histogram.

For a graphical representation of the electron density in the HOMO and LUMO
of OPE-A and OPE-B, see Fig. 3.42 and Fig. 3.43. These are obtained from the
calculations with the def-SVP basis set and the B3LYP and the BP86 functional,
respectively. Despite the large difference in energy gap for the calculations with
different functionals, the shape of the orbitals is practically identical. The LUMO
orbital consists of four lobes per phenylene-ethynylene subunit, two of them located
on the top and bottom of the phenylene group. The other two are centered along
the axis of the molecule, directly adjacent to the phenylene group. For the HOMO,
the calculations yield orbitals with three lobes per phenylene-ethynylene subunit, all
centered on the long axis of the molecule. The two lobes on the phenylene group,
located on its left and right side, are more elliptical than the third lobe sitting on
the center of the ethynylene group.
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Figure 3.40: Energy spectrum of molecular orbitals of OPE-A according to def-
SVP/B3LYP level of theory with a bin size of 10meV. 130 localized molecular orbitals

with energies of —(277.4 & 0.6) eV corresponding to the ls-orbitals of the carbon atoms
were omitted.
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Figure 3.41: FEnergy spectrum of molecular orbitals of OPE-B according to def-
SVP/B3LYP level of theory with a bin size of 10meV. 112 localized molecular orbitals

with energies of —(277.4 4+ 0.6) eV corresponding to the 1s-orbitals of the carbon atoms
were omitted.
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def-SVP/BP86

Figure 3.42: Comparison of the a) HOMO and b) LUMO orbital of OPE-A according
to DFT calculations using the BSLYP and the BP86 functionals. In this and all following
plots of molecular orbitals, red and blue surfaces indicate surfaces of constant wave function
amplitude of Apeq = —Aplue = 0.25| Apax|-

def-SVP/BP86

Molecule | Level of theory | HOMO [eV] LUMO [eV] || B,y [eV]

OPE-A* 6-31g™*/B3LYP -4.917 -2.060 2.857
OPE-A* def-SVP/B3LYP | -5.170 -2.316 2.854
OPE-A* def-SVP /BP86 -4.773 -3.091 1.682
OPE-B* 6-31g*/B3LYP -5.015 -2.078 2.936
OPE-B* def-SVP/B3LYP | -5.265 -2.351 2914
OPE-B* def-SVP /BP86 -4.855 -3.137 1.717

Table 3.2: HOMO, LUMO and energy gap for both OPE variants, with hexyl chains
replaced by methyl groups.

Most previous reports of DFT calculations of OPEs included at most three
phenylene groups [36, 39, 40]. However, the reported shapes of the LUMO and
HOMO orbitals are merely shortened versions of the orbital shapes Lu et al. [25]
and we have calculated. It appears that the phenylene-ethynylene subunits of an
OPE are relatively independent of each other in the DFT calculation, and hence the
electronic structure of a planar elongated OPE can be derived from calculations of
a shorter one.

As reported in the literature (see Sec. 2.1), substituents of OPE molecules can
profoundly influence the orbital structure of the molecule [39]. To find out whether
the hexyl chains protruding from the sides of our OPE variants play a significant
role, DFT calculations of OPE-A and OPE-B were repeated with the alkyl chains
replaced by methyl groups. See Table 3.2 for the calculated HOMO, LUMO levels
and the resulting energy gaps. While the absolute values of the energy levels are
shifted by up to 2%, the energy gaps are identical within the error margins of the
calculations. The resulting shapes of the LUMO and HOMO are identical to those
of the molecules with hexyl chains as well, see Fig. 3.44.
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Figure 3.43: Comparison of the a) HOMO and b) LUMO orbital of OPE-B according
to DFT calculations using the BSLYP and the BP86 functionals.
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Figure 3.44: Geometry, HOMO and LUMO of a) OPE-A* and b) OPE-B* with hexyl
chains replaced by methyl groups.
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3.7.2 Comparison with STM Measurements

For def-SVP/B3LYP level of theory, the DFT calculations yield energy gaps of
2.85¢eV for OPE-A and 2.91¢V for OPE-B. This is in good agreement with the
energy gaps observed in optical fluorescence measurements of 2.95eV for OPE-A
and 2.90eV for OPE-B, which are presented in Sec. 2.1.1. In spectroscopic STM
measurements presented in Sec. 3.4, a HOMO-LUMO gap of ~ 4.4 eV was estimated
for OPE-A and ~3.2¢eV for OPE-B. An energy gap of =3¢V for an OPE of similar
length was also reported by Lu et al[25], measured by ultraviolet-visible spectroscopy.
The gap obtained here from DFT calculations is in good agreement with these values
and the fluorescence measurements. The values obtained by STM spectroscopy are
likely to be overestimated, due to the strong hybridization of the LUMO with states
of the conductive surface, which made it difficult to identify peaks in the density
of states at positive bias voltages. A direct comparison of near-gap orbital energies
according to DFT calculations with the spectroscopic data is shown in Fig. 3.45
for OPE-A and Fig. 3.46 for OPE-B. In both cases the energies according to DFT
calculations were shifted, by 3.41eV (OPE-A) and 3.68eV (OPE-B), to align the
assumed HOMO level of the spectroscopic data to the energy scale of the DFT
calculation. The HOMO was chosen for this alignment because measurements have
shown that the Au surface states more strongly hybridize with the LUMO, and
therefor the position of the HOMO is assumed to be less influenced by the fact
that the DFT calculations were of the molecules in gas phase. For OPE-A, the
first unoccupied orbital then lies in a region where the density of states (DOS) from
spectroscopic data merely increases. At its peak at ~ 2.8 eV, many molecular orbitals
are already found according to the DFT results. For OPE-B, the agreement between
the DFT calculation and the spectroscopic data is much better. The energetic
position of the four highest occupied molecular orbitals corresponds roughly to peaks
in the DOS of the molecule. For unoccupied molecular orbitals, the correlation is
not as pronounced, but the energy gap of OPE-B seems to be reproduced reasonably
well by the DFT calculation.

For the comparison of the calculated shapes of the HOMO and LUMO orbitals of
OPE-A and OPE-B with the conductance maps shown in Sec. 3.4.1, we again choose
the results from the def-SVP/B3LYP level of theory. In any case, the calculated
orbital shapes do not depend on the level of theory of the DFT calculation. A side-
by-side comparison of the DFT calculations and a conductance map of an OPE-A
molecule is shown in Fig. 3.47. The recorded conductance map of the HOMO cor-
responds very well to the DFT calculations. Three lobes per phenylene-ethynylene
subunit are observed in both the conductance map and the electron density accord-
ing to the DFT calculation. However, the different elliptical shapes of the individual
lobes are not observed in the conductance map. The STM conductance map ob-
tained from the LUMO is not recognizable in the corresponding electron density
plot according to the DF'T calculation. At even lower bias voltages, it was possible
to record the shape of the HOMO-1 orbital with the STM. In the DFT calculation,
this shape can be constructed by the sum of four orbitals with an energy of 1.52eV
to 1.63eV below the HOMO level. A side-by-side comparison of the DFT results
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Figure 3.45: Comparison of STS measurements and results of DF'T calculation according
to def-SVP/B3LYP level of theory for OPE-A. Plotted is the averaged (dI/dV)/(I/V)
signal over various positions of the molecule. Gray bars correspond to energies of molecular
orbitals from the DFT calculation. The DFT energies were shifted by 3.41eV to align the
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Figure 3.46: Comparison of STS measurements and results of DFT calculation according
to def-SVP/B3LYP level of theory for OPE-B. Plotted is the averaged (dI/dV)/(I/V)
signal over various positions of the molecule. Gray bars correspond to energies of molecular
orbitals from the DFT calculation. The DFT energies were shifted by 3.68 eV to align the
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d//dV signal (a.u.)

Figure 3.47: a) HOMO (-5.11eV) b) LUMO (-2.26¢eV) of OPE-A according to DFT
calculations using def-SVP/B3LYP level of theory. ¢,d) Corresponding STM conductance
maps of an OPE-A molecule at bias voltages of ¢) -1.5V d) 2V. STM parameters: I =
200 A, fose = 1.33kHz, Apse = 42mV.

and the conductance map is shown in Fig. 3.48. The map of HOMO-1 was recorded
at -2.5V, with the same shape of the HOMO recorded from -2V to -1 V. Hence, the
energy difference between HOMO and HOMO-1 in the STM conductance map and
the DF'T calculation is similar.

For the OPE-B molecule, a side-by-side comparison of the recorded conductance
maps of the LUMO and HOMO with DFT calculations from def-SVP/B3LYP level
of theory is shown in Fig. 3.49. The resolution of the LUMO conductance map is
even poorer in this case, allowing no clear distinction of orbital lobes. At a bias
voltage of -1.5V, two conductance maps are shown, recorded with different STM
tips. The orbital shape shown in Fig. 3.49¢ resembles the shape recorded for OPE-A,
shown in Fig. 3.47c. The same number of lobes are observed, three per phenylene-
ethynylene subunit. The conductance map shown in Fig. 3.49¢ additionally shows
the different elliptical shapes that are found in DFT calculations of the HOMO,
resembling the calculation very well.

A probable cause for the difficulty in resolving the LUMO orbital in the STM
conductance maps might be hybridization with the Au(111) surface, which also
prevented the identification of clear peaks in the spectroscopic measurements for
positive bias voltages. To try and account for hybridization effects in the DFT cal-
culations, one layer of the gold surface was subsequently included in the calculation.
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d//dV signal (a.u.)

Figure 3.48: a-d) Orbitals 458-461 of OPE-A according to the DFT calculation using
def-SVP/B3LYP level of theory, which resemble the observed STM conductance map of
the HOMO-1 orbital recorded at a bias voltage of -2.5V shown in e). DFT energies: a)
Orbital 458, -6.735eV b) Orbital 459, -6.713eV ¢) Orbital 460, -6.708 eV d) Orbital 461,
-6.626eV. e) STM parameters: I = 200pA, fosc = 1.33kHz, Agse = 42mV.
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d//dV signal (a.u.)

Figure 3.49: a) HOMO (-5.23¢V) b) LUMO (-2.32¢V) of OPE-B according to DFT
calculations using def-SVP/B3LYP level of theory. c¢,d,e) Corresponding STM conduc-
tance maps of an OPE-B molecule at bias voltages of ¢) -1.5V d) 1.5V e) -1.5V. STM
parameters: Constant-height mode, fosc = 8.16 kHz, Agse = 100mV.
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3.7.3 Calculations including the Au(111) Surface

To improve the comparability with STM conductance maps, a closely-packed layer
of gold atoms with a nearest neighbor spacing of 2.89 A, representing an unrecon-
structed Au(111) surface, was included in the DFT calculation. To reduce the num-
ber of required surface atoms, the OPE-A molecule was shortened to two phenylene-
ethynylene subunits. As we have seen from calculations of shorter molecules in the
literature, the orbital shapes per individual phenylene-ethynylene subunit are iden-
tical to that of longer OPEs. The short OPE-A variant shall be referred to as
OPE-A2. A slab of 11 x 14 gold atoms then provided sufficient surface area. To fur-
ther reduce the computational requirements, the BP86 functional and the def-SVP
basis set were chosen. Sixty of the inner-shell electrons of the gold atom are approx-
imated by an electronic core potential taken from Andrae, Hauflermann, Dolg, Stoll
and Preufl [158]. The outer electrons of each gold atom are represented by the 27
basis functions of the def-SVP basis. For molecules on inert surfaces like gold, where
the formation of covalent bonds is unlikely, van-der-Waals interactions can become
crucial. They were incorporated into all calculations by the DFT-D3 approximation
with Becke-Johnson damping [159, 160].

An OPE-A2 molecule was loosely placed above the slab of gold atoms and the
geometry relaxation started. Eventually, the molecule relaxed into a planar config-
uration on the surface, as shown in Fig. 3.50. In our STM study, we almost always
have observed this planar configuration for both OPE-A and OPE-B. The backbone
of the molecule is found to be slightly bent, which we have also observed often in
our STM study. It appears to be induced by an attractive interaction of neighboring
alkyl chains.

The shape of the HOMO orbital for OPE-A2 on Au(111), shown in Fig. 3.52,
represents a shortened version of the HOMO of OPE-A, as expected. As the cal-
culation does not treat orbitals of the surface and of the molecule differently, the
calculation yields almost no energy gap for the entire system, as expected for a
metallic surface. To find out whether molecular orbitals have hybridized with the
surface or not, each individual orbital of the complete system has to be inspected
and its localization analyzed.

The lowest unoccupied orbital of the molecule-surface system is depicted in
Fig. 3.51a. The electron density is clearly localized around different atoms of the
surface. The lowest unoccupied orbitals that are localized on the OPE-A2 molecule
are shown in Fig. 3.51b-d (Orbitals 1745, 1747, 1748). Their shapes resemble that of
a LUMO orbital of the OPE molecules in the gas phase. The orbitals display varying
degrees of hybridization with surface states, Fig. 3.51a/b more so than Fig. 3.51c.
Their energies range from -3.68 eV to -3.48¢eV. On the other hand, the highest oc-
cupied orbital of the molecule-surface system is shown in Fig. 3.52. The electron
density is localized on the OPE-A2 molecule and the shape is similar to the HOMO
of OPE-A obtained from DFT calculations and from STM observations. It lies at
an energy of -5.52eV, leading to an energy gap of the molecule on the surface of
~1.94€V.

For comparison of the energy scale of the molecule on the surface with a molecule
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Figure 3.53: a) Relaxed geometry of OPE-A2, taken from the calculation that included
a slab of the Au(111) surface. b) HOMO c¢) LUMO of OPE-A2 in gas phase from a
single-point calculation.

in the gas phase, a single-point calculation of the relaxed surface geometry was run
without the surface slab, see Fig. 3.53 for the results. The shapes of the LUMO and
HOMO are reminiscent of those of OPE-A; as expected. The energy gap of OPE-A2
in gas phase is 3.07eV, which is more than 1eV higher than that of the molecule
on the surface. The HOMO orbital shifted to -4.96eV, which is just ~560mV
higher than the HOMO energy of the molecule on the surface. However, the LUMO
shifted by = 1.7eV, underlining the strong hybridization with the gold surface. All
calculated energies are listed in Table 3.3. The pronounced energy shift of the LUMO
orbital on the surface might as well explain why it is difficult to image the LUMO
with the STM as well: Strong hybridization with surface states typically inhibits the
direct imaging of molecular orbitals, as described in Sec. 2.2.1. Calculations with
the BP86 functional yielded an energy gap of 1.67eV and 1.71eV for OPE-A and
OPE-B, which is in both cases too small by about 1.3eV. For OPE-A2 in the gas
phase, an energy gap of 3.07¢eV is found. Lu et al. also found that the energy gap of
OPEs decreases with their width [25]. Due to the use of the BP86 functional in our
calculations of OPE-A2, the energy gap of OPE-A2 is likely to be underestimated.
Still; in our STM measurements of OPE-A and OPE-B on a Au(111) surface a
decreased energy gap compared to the molecule in solution is not observed. The
trustworthiness of these DF'T results with the Au surface might be increased if more
than one layer were included in the calculation, or the B3LYP functional were used.
Unfortunately, the computational requirements needed for these options are out of
our reach.
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Molecule | HOMO [eV] LUMO [eV] || Eg,p, [eV]
OPE-A2 -4.963 -1.888 3.07
OPE-A2 on Au(111), 1 layer | -5.524 ~-3.58 ~1.94

Table 3.3: HOMO, LUMO and energy gap of OPE-A2 in the gas phase and on a single
layer of an unreconstructed Au(111) surface.



4  Carbon Nanotube Nanogap
Electrodes

After completing the STM characterization of the OPE molecules, direct electrical
measurements were attempted by placing the molecules into a carbon nanotube
nanogap embedded in a device geometry. To that end, two different fabrication
routes of CN'T nanogap electrodes were explored, which are presented in this chapter.
The results pertaining to nanogap fabrication by electron-beam-induced oxidation
(EBIO) have been published in [3]. Furthermore, in the course of this PhD work,
EBIO was successfully used to pattern flakes of graphene, too, which has been
published in [2]. In the second part of this chapter, nanogap fabrication by helium-
ion sputtering is presented, which has been published together with first results on
embedding OPE-A molecules into nanogap electrode devices in [1].

4.1 Nanogaps by Electron-Beam-Induced
Oxidation

4.1.1 Sample Preparation

Three kinds of devices were fabricated to explore electron-beam-induced oxidation
(EBIO) of carbon nanotubes on different scales and different substrates: Single-
CNT and thin-film devices on Si/SiO, substrates and single-CNT devices on free-
standing silicon nitride membranes. For a side view of both types of devices, see
Fig. 4.1. Suspensions of metallic single-walled carbon nanotubes with a diameter
of (1.2£0.2) nm were prepared by Dr. Frank Hennrich by the method described in
Sec. 2.4.2.

Devices on Silicon Oxide

Thermally oxidized p-doped silicon wafers were used both for single-CNT and for
thin-film devices. In both cases the oxide thickness was 800nm. The silicon sub-
strate was heavily p-doped, which allowed its use as a backgate. Sputtered metal
electrodes made of 5nm titanium and 50nm palladium were fabricated onto the
substrates by standard electron-beam-lithography as described in Sec. 2.4.4. The
layout is depicted in Fig. 4.2. The electrode pairs were placed 700 nm apart and
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Figure 4.1: Cross-sectional view of devices on a) SiOy and b) free-standing SigN4 mem-
branes. Metallic single-walled carbon nanotubes are contacted by lithographically defined
palladium contacts spaced 700 nm apart.
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Figure 4.2: Lithographic mask for metal electrodes on oxidized silicon substrates. Elec-
trode pairs are grouped into nine sets of ten each. For few-CNT devices, the electrodes
have sharp tips, while for thin-film devices they are flat. In both cases the gap between
drain and source electrodes is 700 nm wide. Structures colored in green are written with
a 20um aperture and structures colored in red with a 120 ym aperture.
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were ~ 200nm wide and had a sharp tip for few-CNT devices, whereas for thin-film
devices, they were ~500nm wide and flat. The electric field strength is highest
for sharp electrodes and more uniform for flat electrodes, favoring single CNTs for
the former kind and parallel alignment of multiple CNT's for the latter kind. Ten
electrode pairs were grouped into each 100x100 um? field, which was connected to a
larger super-structure with contact pads for the common drain electrode and each
individual source electrode. The 100x100 um? fields were written with an aperture
size of 20 um, whereas the larger structures were written with a 120 ym aperture.
The smaller aperture leads to longer writing time but also to a better resolution,
allowing the fabrication of the sharp electrode tips.

Metallic single-walled CNTs were deposited onto the metal contacts by dielec-
trophoresis, as described in Sec. 2.4.3. An alternating voltage with a frequency of
300 kHz was applied between the backgate and the common drain electrode. The
source electrodes were capacitively coupled to the backgate and it was hence not
necessary to connect them individually. A drop of nanotube dispersion with a con-
centration of ~5 nanotubes per pm?® was placed onto the device for three minutes.
After this time, it was first diluted with water, then with methanol and finally blow-
dried with nitrogen. For few-CNT devices, a peak-to-peak voltage of V,, =15V
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Figure 4.3: Schematic top view of the 1x1 cm? silicon nitride membrane substrate. The
substrate is uniformly covered with 50 nm of silicon nitride and has been etched from the
underside in four positions to yield free-standing silicon nitride membranes.

was used, whereas for thin-film devices, a discontinuous alternating voltage with
Vop =6V and 7,, =10ms and 7,4 =90 ms was used to prevent electroosmosis as
explained in [161].

Devices on Silicon Nitride Membranes

For the second kind of samples, commercially available silicon nitride membranes
as depicted in Fig. 4.3 were used. A 50 nm thin silicon nitride film is supported on
1x1 cm? silicon substrates. On each 1x1cm? substrate the silicon had been com-
pletely etched from the bottom side in four spots of 50x50um?, producing four
free-standing silicon nitride membranes.

On each of these four membranes, metal contacts were fabricated of 5nm tita-
nium and 50nm palladium. The electron-beam lithography layout is depicted in
Fig. 4.4. The lithography had to be aligned to within £5um, so that the central
part of the design was lying on top of the free-standing silicon nitride. The electron
dose for photoresist exposure had to be increased on the membrane because of the
lack of backscattered electrons.

For the dielectrophoresis, an alternating voltage with V,,, =1.5V and a frequency
of 300 kHz was used. Each source electrode had to be contacted individually for the
deposition, as there was no backgate that could be used for capacitive coupling.
This was achieved either using multiple probe needles of a probe station, or by wire-
bonding the source electrodes to a single contact pad before deposition. Otherwise,
the same nanotube dispersion and deposition procedure as for few-CNT devices on
the silicon oxide was used.

4.1.2 Experimental Setup

Imaging and cutting of nanotube devices was carried out in a Zeiss Ultra Plus
electron microscope. The built-in charge compensation needle allows the injection
of oxygen gas (purity 99.998 %) into the chamber close to the substrate. The tip of
the needle was adjusted at 200 um off the center of the electron-beam scan window,
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Figure 4.4: Lithographic mask for metal electrodes on silicon nitride membranes. The
center part consists of ten electrode pairs, and is aligned during lithography to reside on
the free-standing silicon nitride membrane.

while its vertical position was fixed to less than 50 um above the device surface, by
touching down on it and then lifting it just above the substrate.

The gas flow was regulated by a mass-flow controller and set to (35 £ 2) sccm/min.
The main chamber of the microscope was continuously pumped during the experi-
ment with a turbomolecular pump. During gas injection the system pressure read
as 5.7-1072 mbar, with the local pressure close to the surface at the center of the
scan window presumably higher. The molecular flux at the exit of the needle was
calculated to 8- 10" nm 257!,

The SEM is also equipped with two Kleindiek MM3A-EM nanoprobers, which
can move freely inside the microscope chamber. The microscope stage, which is
electrically isolated from ground and electrically accessible by a vacuum feed-through
into the chamber, was used as a third electrical contact. This allowed simultaneous
control of source-drain and gate voltage. All electrical measurements were performed
with a dual-channel Keithley 2636A source/measure unit.

4.1.3 Electrical Characterization and Conditioning

To quickly assess which of the electrode pairs were bridged by carbon nanotubes,
voltage-contrast SEM was used [162]. The contrast of the source electrode is ob-
served while a voltage is applied between the common drain electrode and the back-
gate. If a metallic CNT bridges the source and drain electrodes, their contrast is
expected to be identical, because there is no significant difference in their electric
potential. SEM images of metallic electrodes where some are bridged by metallic
CNTs and observed under different applied voltages are shown in Fig. 4.6. When a
positive voltage is applied to the drain electrode, less secondary electrons are able to
escape from the surface, as they are attracted by the electric field. Hence the elec-
trodes appear darker. For negative voltages, the opposite is the case. Electrically
floating source electrodes, which are not connected to the drain by a conductive
channel, change their contrast mainly due to charge effects.
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Gas injection needle

Common drain
electrode

Figure 4.5: The experimental setup on silicon oxide as seen in the electron microscope.
The common drain electrode is wire-bonded to the stage, which is electrically accessible
from the outside through a vacuum feed-through. The two nanoprobers are used to contact
an individual carbon nanotube’s source electrode and the gate electrode on the substrate,
respectively.

Figure 4.6: Voltage-contrast SEM for metallic contacts for a) 15V b) 0V and ¢) -15V
applied between drain electrode and backgate. For the devices with a metallic carbon
nanotube between electrode pairs, the source electrode contact pad follows the contrast of
the common drain electrode. Contrast of other (electrically) floating source contact pads
does not change significantly with the applied voltage.
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Figure 4.7: a) Conditioning of typical thin-film devices. The current driven through the
device was increased stepwise up to the pre-set value of 50uA. The voltage was contin-
uously monitored. The resistance decreased permanently, as can be seen in the finally
recorded I-V curves in b).

As-prepared CNT devices exhibited a conditioning effect: Their resistance de-
creased permanently when a high current was applied for the first time. The dissi-
pated power under an applied current caused Joule-heating of the carbon nanotube
and its surroundings. Thermally activated effects then led to a permanent increase
in conductance of the device:

e The CNTs used in this work are wrapped in an organic surfactant, making
them soluble in water. These surfactants do not withstand high temperatures,
and either desorb from the nanotube or decompose into their constituents.
The electronic properties of surfactant-wrapped CNTs are often perturbed
compared to pristine, clean CNTs.

e High temperatures also allow curing of defects in the lattice of the CNT itself,
again improving its electronic properties. This self-healing has been observed
in molecular-dynamics simulations [163] as well as in transmission electron
microscope studies [164].

A typical current-voltage trace of five thin-film devices during conditioning is
plotted in Fig. 4.7a. The current was increased stepwise up to a value of 50puA
and the voltage monitored simultaneously. The resistance started to drop when a
current of ~5uA was sourced through the device. In Fig. 4.7b the final I-V curves
are plotted. After conditioning, the devices showed ohmic behavior, as expected for
metallic carbon nanotubes.

4.1.4 Results of Nanogap Fabrication

During the EBIO process a constant source-drain voltage Vsp of maximum 1V was
applied and the current continuously measured in intervals of 50ms. To cut the
carbon nanotubes, an electron-beam line scan across the nanotube was performed
while injecting oxygen gas into the microscope chamber. During line scans the
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Figure 4.8: a,b) Secondary electron (SE) images of a CNT on a silicon oxide substrate
before (a) and after (b) gap formatlon, recorded with a backgate voltage of +10V. c,d)
SE images of a CNT on a silicon nitride membrane before (c) and after (d) gap formation.
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Figure 4.9: Histogram of nanogap sizes over 62 devices on silicon oxide substrates,
fabricated by electron-beam-induced oxidation. The average gap size is (19 £ 5) nm.

microscope magnification was adjusted to either 25 kX or 50 kX, yielding a line scan
width of 4.57 um and 2.29 um, respectively. The primary electron-beam current used
was ~ 100 pA, which yields a line dose of ~21.8uC/m and ~43.7uC/m per second,
respectively. The Acceleration voltage of the primary electrons (PEs) was set to
10kV. Scale-calibrated images were used to assess the reproducibility of gap sizes.

For SEM images of single-tube devices on silicon oxide and free-standing silicon
nitride membranes before and after gap formation, see Fig. 4.8. The gaps shown
are ~20nm wide. The average gap size over 62 devices on silicon oxide substrates
is (19 4+ 5) nm. For a histogram of gap sizes see Fig. 4.9.

The formation of a gap has also been confirmed by topographic measurements
with an atomic force microscope. EBIO is not limited to the cutting of individual
nanotubes, but can also be extended to form gaps in devices with multiple nano-
tubes, see Fig. 4.10 for an example. Nanogaps of a similar size can be produced at
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Figure 4.10: Secondary electron images of few-CNT-devices on a silicon oxide substrate
before (a) and after (b,c,d) gap formation, recorded with a backgate voltage of +10V.
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Figure 4.11: Secondary electron images of CNT thin-film devices before (a) and after
(b,c) gap formation, recorded with a backgate voltage of +10V.

the same relative position in all of the nanotubes in parallel. The formation of such
a line of nanogaps in thin-film devices is demonstrated in Fig. 4.11. Such a result
cannot be obtained by current-induced oxidation [165, 166].

The critical line dose & required for gap formation has been determined from in-
situ conductance measurements. Fig. 4.12 shows the typical conductance reduction
of a mSWNT-device on SiOy/Si and SizNy, during the EBIO process. The traces of
the conductance G have been normalized to their initial values Gj, at the beginning
of the EBIO process at t =0. Gj is typically on the order of (40k)~! after current-
annealing. G decreases with £ roughly exponentially by two orders of magnitude,
before a sudden drop by additional 3-4 orders of magnitude down to the electron-
beam-induced residual conductance of less than (10 G2)™! is recorded. This last
step indicates the formation of a gap in the nanotube. There are no plateaus in G
which could indicate a stepwise introduction of defects. Typically, & is on the order
of a few mC/m.

Conductance traces for several thin-film devices during the EBIO process are
shown in Fig. 4.13. The critical dose is comparable to or larger than the dose for
single-tube devices, which is probably due to the presence of overlapping nanotubes
in some of the thin-film devices.
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Figure 4.12: Normalized conductance G/Gj vs. line dose £ recorded during the EBIO
process for a single-tube device on SiO3/Si and on a SizN4 membrane.
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Figure 4.13: Normalized conductance G/Gj vs. line dose £ recorded during the EBIO
process for several thin-film devices on SiOy/Si.
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4.1.5 Discussion and Conclusion

The conductance drop remained irreversible even at Vsp > 10 V. This behavior is in
marked contrast to the continuous electron-beam-induced metal-to-insulator tran-
sitions which are caused by charges trapped in the substrate surface [167]. It has
been shown that such transitions require a line dose of ~200uC/m at 10kV primary-
electron energy. During the EBIO process, such a small dose causes only a small
reduction in G. We assume that charging is not important here since oxygen ions
are compensating electron-beam-induced surface charges.

In collaboration with Dr. Carl Georg Frase and Klaus-Peter Johnsen at the
Physikalisch-Technische Bundesanstalt (PTB) in Braunschweig, Monte Carlo sim-
ulations of secondary electron generation in SiOy/Si substrates and free-standing
SizN, membranes were conducted using the Monte Carlo SEM code [168] developed
at the PTB. The simulation comprised one million primary-beam electrons imping-
ing on either substrate with a kinetic energy of 10 keV, with a lateral spread of 2nm
(FWHM). Top-view plots of the number of escaping secondary and backscattered
electrons from both substrates are seen in Fig. 4.14. The radial distribution of SE2
and BSE electrons is much wider for the SiO./Si substrate compared to the free-
standing membrane, and their total number is higher. This is expected, as the thick
oxide as well as the substrate underneath lead to increased backscattering. How-
ever, the number of generated SE1 electrons at the irradiation spot is similar for
both substrates, on the order of 20000. The lack of a significant difference between
EBIO on a thick SiO,/Si substrate and a free-standing Si3sN, membrane implies that
backscattered electrons and BSE-generated secondary electrons (SE2) play a minor
role.

We assume that the gap acquires its large width of ~ 20 nm either because of an
exothermic chain reaction where the gap size is determined by the oxygen partial
pressure in the system [14], or due to the diffusion of oxygen radicals.

In conclusion, reliable and lithographically precise fabrication of mSWNT elec-
trodes separated by a small gap generated by electron-beam-induced oxidation was
demonstrated for individual CNT and CNT thin-film devices. Nanogaps can be
fabricated reliably down to a size of (19+5)nm. The independence of the gap
size of the choice of substrate suggests that the process is driven by primary and
SE1 electrons. The gaps produced by EBIO are still large compared to molecular
scales. However, they have an advantageous size e.g. for addressing phase-change
materials where reproducible gap sizes are required to obtain reproducible switching
properties [15].
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Figure 4.14: Monte Carlo simulations of 10keV primary-beam electrons impinging on
a,c) 800nm SiO2 on a silicon substrate and b,d) 50 nm free-standing SizN4 membranes.
Plots represent top views on substrates and indicate the number of escaping secondary
electrons (SEs) and backscattered electrons (BSEs) per 10 x 10 nm? pixel. A central spot
of SE emission at the irradiation spot has been omitted from both SE plots, in both cases
its value is = 20000.
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4.2 Nanogaps by Helium-Ion-Beam Lithography

In this section, the fabrication of nanogaps in carbon nanotubes by helium-ion sput-
tering is presented. The experiments were conducted in collaboration with Hen-
ning Vieker and Dr. André Beyer of Prof. Armin Golzhéuser’s group at the Faculty
of Physics at Bielefeld University. Some of these results on the nanogap fabrication
and the first results of electrical measurements of OPE-A molecules placed into these
nanogaps have been published in [1].

4.2.1 Device Fabrication

Electrodes were fabricated on degenerately doped silicon substrates with 800 nm
thermal oxide. A two-layer resist system was used to decrease sidewalling effects and
to improve the lift-off. Two different resist formulations of poly(methyl methacry-
late) (PMMA) were used. The bottom layer was PMMA 600K EL11 (600 kDa avg.
weight, 11 % solid content in ethyl lactate). After spin-coating at 6000 rpm, which
led to a thickness of ~ 180 nm, the resist was baked in an oven at 165 °C for 30 min.
Subsequently, a layer of PMMA 950K A4.5 was spin-coated at 6000 rpm and again
baked at 165°C for 30 min. Standard electron-beam lithography was used to write
the electrode patterns into the resist, which was then developed with a 1:3 mixture
of methyl isobutyl ketone (MIBK) in isopropanol for 30 seconds.

To achieve an almost flat surface after metal deposition, reactive ion etching
was used to etch into the silicon oxide prior to metal deposition. A CHF3 plasma
with a small addition of Oy and Ar gas at a pressure of 50 mTorr was used for this
purpose. Each etching cycle consisted of 30 seconds at 100 W power; afterwards
the chamber was flushed with Ar and oxygen gas and pumped down to 1075 mTorr.
After five cycles, the trench in the oxide was ~50nm deep. Tungsten was then
sputter-deposited. After 90 seconds, the amount of metal had approximately filled
the trench and sputtering was stopped. Lift-off of the mask and any undesired metal
on top was then performed in an acetone bath with ultrasonication.

Suspensions of metallic single-walled carbon nanotubes (mSWNTSs) were pre-
pared by Dr. Benjamin S. Flavel by the method described in Sec. 2.4.2. mSWNTs
with a diameter distribution of (1.2 + 0.2)nm were used in this work. For the
deposition of CNTs between the metallic contacts, dielectrophoresis was used as
explained in Sec. 2.4.3. An alternating voltage with a frequency of 300 kHz and a
peak-to-peak voltage between 1.0 and 1.3V was applied between source and drain
contacts, while a ~50-ul drop of CNT dispersion with a concentration of ~5 CNT's
per um?® was placed on the device. After 5 minutes, the drop was first diluted with
bidistilled water, followed by methanol and finally allowed to dry. CN'T deposition
was assessed with a conventional SEM. Different electrode geometries were used, see
Fig. 4.16 for SEM images after tube deposition. For sharp electrode tips no signifi-
cant difference in the number of carbon nanotubes per contact was found, whereas
broader electrodes showed a tendency towards side-by-side deposition of multiple
tubes. The number of tubes per contact was counted and is plotted in a histogram
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Figure 4.15: Fabrication of “buried” metallic electrodes. a) The bottom photoresist layer
is more sensitive than the top resist, leading to an undercut profile after development. b)
Reactive ion etching is used to transfer the electrode pattern into the oxide layer. c¢)
Tungsten is sputter-deposited into the trench and the photoresist with undesired metal on
top is removed in an acetone bath.
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Figure 4.16: a-d) SEM images of devices with different electrode geometries after dielec-
trophoresis of CNTS. For sharp electrode tips no significant difference in the number of
carbon nanotubes per contact was found, whereas broader electrodes showed a tendency
towards side-by-side deposition of multiple tubes.

vs. deposition voltage in Fig. 4.17. As expected, there is a tendency towards fewer
carbon nanotubes per contact for lower deposition voltages. Before the samples were
transferred to the HIM, they were annealed in a vacuum oven (p = 107%mbar) at
600 °C for 30 minutes to eliminate any effects from electron-beam exposure in the
SEM.

As explained in Sec. 2.6, the HIM used in this work allows imaging similar
to an SEM. For all images, the secondary-electron detector was employed. The
acceleration voltage of the HIM was always set to 35kV and the 5-um aperture
was used, resulting in a spot size of below 1nm and a beam current of ~ 0.4 pA.
A comparison of conventional electron microscopy and the HIM can be seen in
Fig. 4.18. In the HIM image, even bundles consisting of only a few tubes can be
distinguished from single tubes.

The signal-to-noise ratio of an image and the implanted ion dose depend on the
beam current, the dwell time per pixel and the averaging settings. To minimize the
ion dose, fast alignment images before sputtering were recorded using the following
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Figure 4.17: Statistics of CNT deposition using a range of peak-to-peak voltages from
1.0V to 1.3 V. As expected, there is a trend towards fewer CNTs per device when using a

smaller deposition voltage.

S T T— a
D T O B <o

Figure 4.18: Comparsion of SEM and HIM images of the same device. a) SEM image
after tube deposition. b) HIM image of the same device. ¢) HIM zoom. The bundle of
tubes on the left can be seen to twist in the helium ion image, as indicated.
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settings: Pixel spacing 1nm, dwell time 0.5 s, no averaging. This led to a line dose
of 0.2nC/m per scan line. Later, slow scans for characterization were performed
with fixed parameters: A pixel spacing of 5A, a dwell time of 0.5 us and 32x line
averaging. This led to a line dose of 13nC/m per scan line.

4.2.2 Sputtering of Nanogaps

Helium-ion sputtering as explained in Sec. 2.6.2 was used to fabricate nanogaps in
the carbon nanotubes. To reduce hydrocarbon deposition on the surface, all samples
were stored in the HIM chamber under high vacuum for at least several hours. The
chamber pressure typically reached 2.5 - 10~7 mbar before experiments were started.
In order to cut CNTs, a single pixel line with a pixel spacing of 2.5 A and a dwell time
in the millisecond range was scanned across a CNT. To align this line perpendicularly
to the nanotube, a fast scan was performed before the lithography was started.

To determine the critical dose for gap formation, voltage-contrast microscopy
was employed. This was realized by grounding one of the two metal electrodes.
The other electrode remained floating, albeit connected to the grounded electrode
by the mSWNT. After a single pixel line was scanned across the nanotube, a slow
scan image of the device was acquired. Once an electrically insulating nanogap was
formed in the metallic CNT, the floating electrode accumulated positive charges,
thereby inhibiting secondary electrons from reaching the detector. Consequently the
floating electrode appeared darker in the image, while the grounded electrode and
the CNT segment connected to it appeared brighter, see Fig. 4.19 for examples. The
dwell time per pixel was increased until a different contrast of the two electrodes was
observed. Using this experimental procedure, the critical dose for gap formation was
determined to be ~24uC/m. Before proceeding to cut further nanogaps, the beam
current was measured and the pixel dwell time adjusted accordingly to accommodate
this value. The line doses implanted by fast and slow scan images are at least three
orders of magnitude lower, and thus have a negligible sputtering effect.

4.2.3 Characterization of Nanogaps

Helium-Ion Microscopy

In order to precisely measure the size of the gap formed, the electrostatic charging of
floating electrodes had to be avoided as charging always causes drifts. Furthermore,
the different secondary-electron intensities on opposite sides of the gap would make
an analysis difficult. To avoid charging, the samples were mounted in commercial
16-pin dual in-line package chip carriers and the common drain electrode and the
source electrodes of devices were wire-bonded to pins on the chip carrier with Al
wires, see Fig. 4.20 for a photograph.

A customized sample holder in the HIM connected all pins to the stage/ground
potential. After a fast alignment scan, shown in Fig. 4.21b, a nanogap was fabricated
and a detailed slow scan image acquired, see Fig. 4.21¢/d.
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Figure 4.19: Voltage-contrast effect on different devices. Prior to these images, an
insulating gap was formed in the center of the carbon nanotube. One electrode and the
attached CNT segment is electrically grounded and appears brighter, while the other is
electrically floating and charges up positively, thus appearing darker.

Figure 4.20: 16-pin dual in-line package chip carrier with a mounted sample. Contact
pads of the common drain electrode, the backgate and source electrodes of the nanogap
devices were wire-bonded with Al wires to pins on the chip carrier.

Figure 4.21: a) SEM image of a CNT device after deposition. b) Fast scan of the same
device in the helium-ion microscope before cutting. c¢) Slow scan after cutting. d) Zoom
on to the area of the cut.
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Figure 4.22: a) Stacked profiles of three devices. b) Scatter plot of profiles of all devices.
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Figure 4.23: Histogram of nanogap sizes over 14 devices, fabricated by helium-ion sput-
tering. The average nanogap size is (2.8 + 0.6) nm.

Secondary-electron-intensity profiles were then recorded across 14 nanogaps in
different carbon nanotube devices. The resulting curves were fitted with inverted
Gaussians, see Fig. 4.22. Three profiles including their Gaussian fit as well as a
scatter plot of profiles from all devices are plotted. The profiles are remarkably
similar to each other.

A histogram of FWHM from Gaussian fits of the intensity profiles is plotted in
Fig. 4.23. With an average nanogap size of (2.8 + 0.6) nm, direct helium-ion sput-
tering is more precise by almost an order of magnitude than electron-beam-induced
etching and a factor of 2-3 better than the smallest gaps achievable by current-
induced breakdown. Most striking is the comparably narrow gap size distribution,
which is an indication of the highly reproducible nature of this method. As we were
targeting the smallest possible gap size for the subsequent insertion of molecules we
did not explore the formation of larger gaps. Further detailed images of nanogaps
in single-CN'T and few-CN'T devices are shown in Fig. 4.24.
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Figure 4.24: Detailed images of nanogaps fabricated by helium-ion sputtering. a)-
d) Overview image and corresponding zoom on nanogaps in single-CNT devices. e,f)
Nanogap in a bundle of two CNTs.

Figure 4.25: Parallel fabrication of nanogaps in thin-film and few-CNT devices by
helium-ion sputtering.

As a side note, the fabrication of a parallel line of nanogaps across CNT thin-
film devices, as demonstrated by electron-beam-induced oxidation in Sec. 4.1.4, is
achievable by helium-ion sputtering as well, see Fig. 4.25. However, as our interest
lies in the fabrication of single electrode pairs for molecular electronics, we did not
pursue the fabrication of nanogaps in thin-film devices.

Atomic Force Microscopy

Atomic force microscopy (AFM) measurements were attempted on all nanogap de-
vices using a Veeco MultiMode AFM in tapping mode with commercially available
15 nm-radius silicon nitride tips. However, the lateral resolution was typically not
sufficient to resolve the nanogap, showing an indentation with a FWHM from 20-
30 nm, except for the measurement shown in Fig. 4.26b. The HIM image in Fig. 4.26a
is the alignment image used before nanogap sputtering and shows the intended nano-
gap position. At the same position a trench is observed in the AFM height image.
A detailed slow scan image was not acquired with the HIM after sputtering, because
this particular device was intended for molecular contacting experiments. A profile
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Figure 4.26: Atomic force microscope characterization. a) HIM image of device before
nanogap fabrication, indicating the desired position of the nanogap. b) AFM topography
of the same device, showing an indentation at that position. c¢) Height profile extracted
from the AFM data.
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Figure 4.27: Conductance histogram of pristine CN'T devices.

across the nanogap along the nanotube can be fitted with an inverted Gaussian and
shows a FWHM of the nanogap of ~3.5nm, as indicated in Fig. 4.26. The depth
of the trench is &~2nm. Along the sputtering line scan, a trench is visible in the
substrate as well.

Electrical Characterization

Electrical characterization of pristine CN'T devices showed an ohmic current-voltage
behavior with a typical low-bias resistance of (479 £+ 193) k2, see Fig. 4.27 for a
conductance histogram. This is comparable to 1.2nm diameter mSWNTs on Pd
electrodes [169].

Devices that were electrically characterized or used for further experiments were
not imaged with a detailed scan after gap formation to avoid any detrimental effects
of the ion beam such as unwanted sputter damage or ion or charge implantation. To
measure currents down to the femto-Ampere range, an atmospheric probe station
was outfitted with probe arms with triax connectors. Three source/measure units
of an Agilent 4155C Semiconductor Parameter Analyzer were then used for guarded
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Figure 4.28: Measurement of parasitic resistance of the measurement setup. Three
source/measure units (SMUs) of an Agilent 4155C Semiconductor Parameter Analyzer
are connected to a probe arm with a triax cable each. A voltage from from 0 to 10V and
backwards was swept from the Isource-SMU with the probers separated by a macroscopic
air gap. The offset current at zero voltage is due to the imperfect zero offset adjustment
of the measurement setup.

measurements of nanogap devices at room temperature. A reference measurement of
the leakage current through the prober insulation is shown in Fig. 4.28. A parasitic
resistance of 1.36 P2 was extracted for the measurement setup.

mSWNTs with nanogaps had a resistance of (643 + 311) T2, which is nine or-
ders of magnitude higher than that of pristine devices. A typical I-V curve and a
conductance histogram over all devices is plotted in Fig. 4.29. Some of the obtained
resistance values for nanogaps are of the same order of magnitude than the parasitic
resistance of our setup. Diffuse charge transport through the air gap or through
trap states on the substrate surface may be the cause of the observed current. We
attempted to measure tunneling or field-emission currents through the air gap and
to correlate the current with the HIM derived gap size. However, despite the large
electric fields of up to 5 V/nm in these nanogaps, we were not able to detect any sign
of field emission. With the Simmons model the expected tunneling current through
a vacuum barrier can be estimated [170]. Assuming a junction area of 1 nm?, corre-
sponding to the cross-sectional area of one carbon nanotube and a barrier height of
5eV, corresponding to the work function of CNTs [171], a tunneling current on the
order of 10720 A is expected for a vacuum gap size of 2nm and an applied voltage
of 5V, well below the detection limit of our measurement setup. Furthermore, the
expected tunneling current decreases by an order of magnitude with every Angstréom
in gap size.
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Figure 4.29: a) I-V characteristic of a nanogap device. The offset current at zero voltage
is due to the imperfect zero offset cancellation of the measurement setup. b) Resistance
histogram of nanogap devices fabricated by helium-ion sputtering.

4.2.4 Estimation of Cross-Section

To estimate the cross-section of helium-ion sputtering of carbon nanotubes, a sim-
plified model of a suspended carbon nanotube is considered, excluding any recoil
effects from surface atoms. Metallic carbon nanotubes with a diameter distribution
of (1 £ 0.2)nm were used for the experiments. However, the exact distribution of
chiralities of the nanotubes is unknown. For armchair and zig-zag nanotubes, the
number of carbon atoms per length can be easily estimated:

e A (n,n) armchair nanotube comprises n armchairs along its circumference,
with three carbon atoms each. They are spaced 2.45 A apart along the length
of the nanotube. All armchair nanotubes are metallic.

e A (n,0) zig-zag nanotube comprises n zig-zags along its circumference, with
two carbon atoms each. Two rows of zig-zags per (2.83 + 1.42) A constitute
the nanotube. Zig-zag nanotubes with n = 31 (I € N*) are metallic.

The number of carbon atoms per nanometer was thus estimated for various
metallic armchair and zig-zag nanotubes with a diameter in the range of (1.2 £
0.2) nm, see Table 4.1. As expected, the number of carbon atoms per nanometer is
correlated with the diameter of the nanotube. The values for other, chiral metallic
carbon nanotubes are thus in the same range. The average number of carbon atoms
per nanometer over the listed chiralities is 150 + 16.

The size of the nanogap in our CNTs was determined from secondary-electron
intensity profiles to (2.8 40.6) nm, as shown in Fig. 4.23. Consequently, the number
of carbon atoms sputtered from the nanogap was ~421 + 135. The helium-ion
line dose for gap formation was determined to ~24uC/m, see Sec. 4.2.2. This
corresponds to 1.5-10° ions/nm. The ion beam had a FWHM of less than 1nm and
was scanned perpendicularly across the nanotubes. Due to their average diameter
of 1nm, the number of impacting ions can be estimated to 1.5 - 105. So, for every
356 £ 114 ions, one carbon atom is ejected from a nanotube. Lehtinen et al. used a
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Chirality | Diameter | Carbon atoms/nm

(8,8) 1.08 nm 130.6
(9,9) 1.22nm 146.9
(10,10) | 1.36nm | 163.3
(15,0) 1.17nm 141.2
(18,0) l4lnm | 169.4

Table 4.1: Estimation of the number of carbon atoms per nanometer for various metallic
armchair and zig-zag nanotubes with a diameter in the range of (1.2 £ 0.2) nm.

Monte Carlo method to simulate ion impacts onto a suspended graphene sheet [139].
For helium ions with a kinetic energy of 30 keV, their simulation yields one sputtered
carbon atom per 416 ions'. The cross-section for helium-ion sputtering of carbon
nanotubes is hence similar to that for sputtering of graphene.

IThis value is derived from Fig. 3e in [139]. The graphene target consisted of 800 atoms,
and 1.9% of the atoms were sputtered after an ion dose of 1071° C. This implied that 6241 ions
sputtered 15 carbon atoms.



5 Direct Contacting of OPE-A

5.1 Deposition of OPE-A into Nanogaps

As it was possible to fabricate nanogaps by helium-ion sputtering with a size where
one OPE-A molecule should be able to bridge the gap, it was attempted to de-
posit OPE-A molecules into the nanogaps for direct electrical measurements on it.
Similar to the preparation of Au(111) surfaces for scanning tunneling microscope
experiments, solutions of OPE-A molecules were prepared in ultra-clean dichloro-
methane with molecular concentrations of ~1 ug/ml.

For the deposition, a probe voltage of typically 1V was applied across a nanogap
and the source-drain current monitored. To test the effect of the solvent without
the molecule, a drop of DCM with a volume of ~20ul was placed on the device
and allowed to evaporate. The corresponding trace of current vs. time is shown in
Fig. 5.1a. We observe that during the presence of the solvent drop on the device
the current is rather high. We attribute this to the residual ionic conductivity of
the solvent, e.g. caused by traces of salts from chemical drying. Once the drop
has evaporated after roughly two minutes, the resistance of the device returns to
the level of a pristine nanogap. If, however, solvent with the OPE-A molecule is
used for the same experiment, the resistance after deposition is reproducibly lower
after the drop has evaporated, as shown in Fig. 5.1b. This lower-resistance state is
indicative of molecule deposition across the nanogap..

Molecule deposition can be repeatedly performed on a single device, as it is pos-
sible to wash off the molecule with clean solvent. This is demonstrated in Fig. 5.2a.
A nanogap device with molecules in the gap is subjected to repeated cycles of clean
solvent and blow-drying. Already after the first rinsing the resistance can be seen to
decrease to the value of the nanogap. After rinsing, when the solution with molecules
is used again, the current stabilizes at a higher value after drop evaporation.
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Figure 5.1: a) A probe voltage of 1V is applied across the nanogap and a drop of
dichloromethane (DCM) placed on it. The current level increases due to ionic impurities
in the solvent. When the drop has evaporated, the current level returns to the nanogap
level. b) Repeating the procedure with a drop of OPE-A dissolved in DCM at ~ 1 ug/ul,
the current does not return to the nanogap level and instead stabilizes at a higher value.
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Figure 5.2: a) Washing off and re-deposition of OPE-A molecules. A device with
molecules in the nanogap is rinsed with clean dichloromethane four times. The current
returns to the nanogap level already after the first rinsing. Then, a solution of OPE-A
molecules in DCM is used and the current stabilizes again at a higher level after evapora-

tion. b) Typical I-V-curve recorded with OPE-A molecules in the nanogap. The curve is
linear over a wide voltage range.
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5.2 Electrical Characterization

A typical I-V curve of a nanogap with OPE-A molecules is plotted in Fig. 5.1b. The
I-V curve is ohmic, with no apparent features. Molecule deposition was carried out
in total for 14 devices on four different chips. It was typically repeated four times for
a single device, resulting in 50 successful molecule depositions out of 54 attempts. A
resistance histogram of all devices with a molecule in the gap is plotted in Fig. 5.3a.
The average resistance over all of these devices is (90 £85) GQ. In Fig. 5.3b, the
histogram includes only devices were the molecule deposition was repeated at least
twice. The result is color-coded per device. No correlation of the resistance value
with a molecule in the nanogap is observed with the specific device number.

A combined histogram of resistances measured during the fabrication process is
plotted in Fig. 5.4. It spans ten orders of magnitude, from intact carbon nanotube
devices to carbon nanotubes with a nanogap, with the resistance values of devices
after molecule deposition at its center.

Scanning tunneling microscope junction measurements on an OPE of similar
length revealed a resistance of ~200M(2 for a single molecule, albeit with the
molecule covalently bonded to gold on both sides [25]. By trying to detach an
OPE-A molecule from the Au(111) surface with the STM tip and directly measur-
ing its resistance, a similar experiment was attempted, see Sec. 3.3.2. At a lifting
height of ~3.8 A, a resistance of ~50MSQ was observed, which likely corresponded
to a situation where only a small part of the molecule was detached from the surface.
However, for the OPE-A molecule contacted by helium-ion sputtered nanogaps, a
resistance almost three orders of magnitude higher is observed, with values spread
over roughly two orders of magnitude.

Furthermore, I-V curves of nanogaps with deposited molecules show no dis-
cernible features. From fluorescence measurements (see Sec. 2.1.1), DFT calcula-
tions (see Table 3.1 in Sec. 3.7) and spectroscopic STM measurements presented in
Sec. 3.4, the HOMO-LUMO gap of OPE-A molecules was determined to be within
3eV to 4eV. If the nanogap electrodes were bridged by a single molecule, this band
gap should have been observable in the I-V curves. The observed ohmic current-
voltage behavior can be explained by a diffusive charge transport mechanism, pos-
sibly across a film of OPE-A molecules lying on the nanogap and its surroundings.

The high variance of the observed resistance might be due to a varying imper-
fect attachment of the molecule’s anchor group to the carbon nanotube, and the
conformational freedom of the molecules. The backbone of the molecule was ob-
served to be able to bend strongly in our STM study. DFT calculations of a free
OPE molecule by Seminario et al. have shown that the HOMO and LUMO orbitals
are no longer delocalized over the length of the backbone once a twist is introduced
along its length [36]. Without an underlying surface to planarize the molecule in the
CNT nanogap, it might assume an unfavorable conformation, greatly diminishing
its conductance.
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Figure 5.3: a) Resistance histogram over 50 devices after successful molecule deposition.
b) The same histogram including only devices where the deposition process was repeated
more than twice, color-coded per device. No correlation between a device and the observed
resistance value with a molecule in the nanogap is observed.
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Figure 5.4: Combined resistance histograms covering the three states of a device, with
four logarithmically-spaced bins per decade: (1 ; v/10 = 1.78), (1.78 ; v/10 = 3.16), (3.16 ;
V103 = 5.62), (5.62 ; 10). Pristine carbon nanotube devices exhibit an average resistance
of 478 k2, devices with a nanogap of 643 T(). In between are devices where a molecule is
bridging the nanogap, with an average resistance of 90 Gf2.



6 Conclusion and Outlook

In this work, the first scanning tunneling microscope (STM) observations of sin-
gle oligo(phenylene ethynylene) (OPE) molecules were presented, consisting of four
or five phenylene-ethynylene units and hexyl side chains. Both OPE variants, up
to ~5nm in length, were deposited on a Au(111) single-crystal surface and were
observed to self-assemble at a sufficiently high concentration on the surface. Typ-
ically, the molecules arranged on the fcc region of the Au surface reconstruction.
At low surface concentrations, isolated molecules were often grouped in pairs or
triples, which strongly suggests they diffuse at temperatures up to 120°C used for
surface preparation. Through attractive and repulsive interactions with the STM
tip, molecules could be separated from each other and moved around on the surface,
even across the transition regions of the surface reconstruction. By approaching the
anchor group of a molecule with the STM tip, the molecule would attach to the tip
and it was possible to slightly lift it off the surface. However, molecules typically
fell back to the surface at tip lift heights of maximum 5 A. Still, measurements with
attached molecules showed resistances of up to ~50M¢f). As a large portion of the
molecule was likely still in contact with the gold surface during this measurement, it
is reasonable to assume that the resistance of a single molecule would be conceivably
higher with the current flowing along the whole length of the backbone.

Despite the conductive surface, the highest occupied molecular orbital (HOMO)
of both OPE variants could be directly imaged. However, the strong hybridization
of Au surface states with unoccupied molecular orbitals inhibited a clear STM con-
ductance map of the latter. The recorded shapes of the HOMO were confirmed
by density functional theory calculations of the molecules’ electronic structure. To
include hybridization effects, one layer of an unreconstructed Au(111) surface was in-
cluded in the DFT calculation for a shortened OPE molecule. The results confirmed
that hybridization of the surface states is more relevant for the lowest unoccupied
molecular orbitals.

The chemical structure of both molecules was directly imaged. By employing
low bias voltages and an especially sharp, modified STM tip, a mode of contrast was
achieved where individual carbon atoms and their bonds could be identified. Such a
contrast is unusual for STM measurements and so far has only been reported by one
other group in the literature. The observed contrast mode is still under discussion,
and perhaps the results presented in this work will fuel further theoretical studies as
to its origin. Finally, conformational switching in the alkyl chain substituents of a
molecule were induced by the tunneling current and analyzed in detail. The analysis
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revealed that the switching is driven by single electrons. From the data threshold
energies of ~300meV were extracted, below which switching events were no longer
observed.

To complement the STM characterization of the OPE molecules with direct
electrical measurements in a device geometry, two fabrication methods of nanogaps
into metallic carbon nanotubes were explored: Electron-beam-induced oxidation
(EBIO) and helium-ion sputtering.

EBIO exploits the generation of reactive species from gas molecules introduced
into the chamber of an electron microscope. At the focal point of the electron beam
the primary-beam and secondary electrons thereby drive an oxidation reaction with
a carbon nanotube. Devices were fabricated on thick silicon oxide substrates as well
as on thin free-standing silicon nitride membranes to investigate the type of electrons
responsible for etching. Metallic carbon nanotubes were deposited between palla-
dium contacts by dielectrophoresis. By monitoring the conductance of the nanotube
devices in-situ during the process of cutting, it was possible to extract the critical
electron dose for gap formation, which is similar for both kinds of devices. With
the help of Monte Carlo simulations of the secondary-electron generation, it was
ascertained that both type-1 secondary and primary-beam electrons were responsi-
ble for the gap formation. Consequently, the observed gap size average of ~20nm
corresponded roughly to the secondary-electron escape depth of the substrates.

While the nanogaps produced by EBIO were still too large to be bridged by
most single organic molecules, it was possible to fabricate them with a very high
reproducibility. This could be advantageous for applications relying on a low gap
size variance, such as the addressing of phase-change materials where the switching
properties vary with the gap size [15]. Furthermore, the fabrication of parallel lines
of nanogaps into thin-film devices was demonstrated, which is not possible, e.g., by
current-induced oxidation [165].

The fabrication of nanogaps by helium-ion sputtering yielded nanogaps almost
an order of magnitude smaller, with an average size of only (2.84£0.6) nm, sufficiently
small to be bridged, e.g., by a single OPE molecule. A similar device layout as for
EBIO, with carbon nanotubes contacted by metallic contacts, was used for these
experiments. Whilst in-situ conductance measurements were not possible, voltage-
contrast imaging was employed to determine when an insulating gap formed in a
nanotube. However, high-resolution images could only be acquired of devices where
charging effects were inhibited by grounding both sides of the nanotube. Electrical
characterization of the nanogaps revealed a resistance nine orders of magnitude
higher than that of pristine devices.

Finally, the first experiments towards directly contacting one of the OPE vari-
ants were presented. A probe voltage was applied on a nanogap device and solutions
with and without the molecule in high-purity dichloromethane were allowed to dry
on the surface. Without the molecule, the resistance of a nanogap device did not
change. However, with the molecule, the conductance of a nanogap device changed
reproducibly. Using clean solvent again allowed to repeat the deposition by wash-
ing off the molecules, returning the device to its pristine state, and then repeating
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the deposition. I-V curves recorded with the molecules on the device showed an
ohmic behavior, with an average resistance of (90 £85) G 2. This high resistance
is in contrast to break-junction measurements of OPEs of a similar length, which
show a resistance of ~ 200 M2 for a single molecule [25]. Further studies will have to
investigate the observed discrepancies between these results, which can be ascribed,
e.g., to diffusive transport along a layer of molecules, diminished conductance of
molecules due to imperfect attachment to the CN'T electrodes or due to the confor-
mational freedom of molecules in the junction.

In the future, research could aim for atomic-resolution scanning probe studies
of the CNT-molecule junctions, to characterize the conductance-limiting factors.
However, because the devices are assembled on an insulating silicon oxide surface,
an STM characterization of the finished nanogap electrode devices is not possible.
Conventional table-top atomic force microscopy (AFM) was shown not to have the
required lateral resolution to gain insights into the atomic structure of the nanogaps
or their surroundings. Atomic-resolution AFMs exist, however, similar technological
challenges compared to atomic-resolution STMs have to be overcome. While the
devices of this work are clean on scales assessable by helium-ion microscopy, ultra-
clean samples, fabricated in-situ in a UHV system, are preferred. It is likely that to
achieve atomic resolution of the carbon nanotube, the substrate beneath it needs to
be covered with an atomically flat insulating surface, e.g., exfoliated boron nitride.
Furthermore, the limited piezo scan range of atomic-resolution AFMs (as well as
STMs) make it impossible to locate micrometer-sized structures on a large substrate
without either a complex system of nanoscale markers or an optical or electron
microscopic access in the AFM/STM chamber. Still, all these challenges can be
overcome.

Another approach to analyzing the defect density of helium-ion-sputtered nano-
gaps could employ a transmission electron microscope. For this technique the nano-
gap devices would need to be prepared on electron-transmissive substrates. Sub-
sequently, a comparison between the defects in nanogap electrodes fabricated by
current-induced breakdown and helium-ion sputtering would be feasible. The effects
of a temperature treatment to eventually heal the defects surrounding a nanogap
could be systematically investigated.

The coupling of molecules to the nanogap electrodes is conceivably of prime
importance for the conductance of a junction. Variation of the anchor group in
molecular synthesis and subsequent integration into nanogap electrodes can provide
hints as to the coupling efficiency of different anchor groups to the carbon nanotube
sidewall, in the case of m-orbital-mediated coupling. Furthermore, the anchor groups
could be designed for covalent bonding to the nanotube. In this case, knowledge
of the chemical configuration of the ends of nanogap electrodes after fabrication,
i.e., whether they form closed nanotube caps or have dangling carboxylic acids
or something entirely different, would be a prerequisite. More complex electrode
geometries to contact three or four-terminal molecules could be imagined as well,
e.g., by introducing a nanogap at the crossing point of two perpendicularly-aligned
carbon nanotubes.
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If the coupling of molecules to the nanogaps can be improved, helium-ion sput-
tering provides a reliable way to fabricate graphitic nanoscale electrodes with an
unprecedented size and lowest variability, and will allow the study of other organic
and inorganic systems at the single-molecule or few-atom level in the future. Like-
wise, the STM characterization of OPEs presented in this work can serve as a recipe
for other molecules. The integration of functional units such as chromophores into
OPE molecules has already been demonstrated, but their electronic properties are
still largely unknown. The STM methods of this work could be employed to as-
certain, e.g., the energy alignment and structure of molecular orbitals to eventually
improve, e.g., their electroluminescence efficiency by modifying the chemical struc-
ture through this knowledge. In the case of dye molecules, the extension of the UHV
STM with an optical feed-through and integrated optics could allow detailed insights
into single-molecule electroluminescence and allow comparisons to the situation of a
molecule contacted by a nanogap. We hope that the methods and results presented
in this work help pave the way towards combining both of these approaches in future
research, particularly concerning molecular wires made from OPE molecules.
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